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Preface

This volume of Lecture Notes in Artificial Intelligence (LNAI) includes accepted
papers presented at HAIS 2018 held in the beautiful city of Oviedo (Asturias), Spain,
June 2018.

The International Conference on Hybrid Artificial Intelligence Systems HAIS has
become a unique, established, and broad interdisciplinary forum for researchers and
practitioners who are involved in developing and applying symbolic and sub-symbolic
techniques aimed at the construction of highly robust and reliable problem-solving
techniques and being responsible the most relevant achievements in this field.

Hybridization of intelligent techniques, coming from different computational intel-
ligence areas, has become popular because of the growing awareness that such com-
binations frequently perform better than the individual techniques such as
neurocomputing, fuzzy systems, rough sets, evolutionary algorithms, agents and
multiagent systems, etc.

Practical experience has indicated that hybrid intelligence techniques might be
helpful for solving some of the challenging real-world problems. In a hybrid intelli-
gence system, a synergistic combination of multiple techniques is used to build an
efficient solution to deal with a particular problem. This is, thus, the setting of the HAIS
conference series, and its increasing success is the proof of the vitality of this exciting
field.

The HAIS 2018 International Program Committee selected 62 papers that are
published in this conference proceedings, with a percentage of acceptance about the
60% of the submissions.

The selection of papers was extremely rigorous in order to maintain the high quality
of the conference and we would like to thank the Program Committee for their hard
work in the reviewing process. This process is very important to the creation of a
conference of high standard and the HAIS conference would not exist without their
help.

The large number of submissions is certainly not only to testimony to the vitality
and attractiveness of the field but an indicator of the interest in the HAIS conferences
themselves.

HAIS 2018 enjoyed outstanding keynote speeches by distinguished guest speakers:
Prof. Antony Bagnall, Department of Computer Science, University of East Anglia,
UK, and Prof. Luciano Sánchez, Computer Science Department, University of Oviedo,
Spain.

HAIS 2018 teamed up with Sensors (MDPI) and the Logic Journal of the IGPL
Oxford Journals for a suite of special issues including selected papers from HAIS 2018.

Particular thanks go as well to the main sponsors of the conference, Startup OLE,
Government of Principado de Asturias, Government of the Local Council of Oviedo,
University of Oviedo, Computer Science Department at University of Oviedo,



University of Salamanca, who jointly contributed in an active and constructive manner
to the success of this initiative.

We would like to thank Alfred Hofmann and Anna Kramer from Springer for their
help and collaboration during this demanding publication project.

June 2018 Francisco Javier de Cos Juez
José Ramón Villar

Enrique A. de la Cal
Álvaro Herrero
Héctor Quintián

José António Sáez
Emilio Corchado
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Abstract. Motivated by the assumption that Semantic Web technologies,
especially those underlying the Linked Data paradigm, are not sufficiently
exploited in the field of financial information management towards the automatic
discovery and synthesis of knowledge, an architecture for a knowledge base for
the financial domain in the Linked Open Data (LOD) cloud is presented in this
paper. Furthermore, from the assumption that recommendation systems can be
used to make consumption of the huge amounts of financial data in the LOD
cloud more efficient and effective, we propose a deep learning-based hybrid
recommendation system to enable end user access to the knowledge base. We
implemented a prototype of a knowledge base for financial news as a proof of
concept. Results from an Information Systems-oriented validation confirm our
assumptions.

Keywords: Linked Open Data � Knowledge base � Ontology � Deep learning
Collaborative filtering � Content-based recommendation

1 Introduction

As the management of financial data moved from traditional desktop-based solutions
towards Web-based solutions diverse data sets became available across departments in
financial companies and even across different financial entities. A high price has been
paid, however: the emergence of several heterogeneous formats that make it difficult to
systematically manage an ever-increasing amount of financial data.

Thanks to their ability to enable computer systems to integrate, share, process and
interpret the information in the Web of documents, i.e., information formerly readable
by humans [1], Semantic Web technologies have gained momentum in the develop-
ment of software systems among different domains over the last decade.

Motivated by the assumption that Semantic Web technologies, especially those
underlying the Linked Data paradigm, are not sufficiently exploited in the research field
of financial information management towards the automatic discovery and synthesis of
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knowledge, an architecture for a knowledge base for the financial domain in the Linked
Open Data (LOD) cloud is presented in this paper. As stated by the DBPedia project,
knowledge bases are playing an increasingly important role in enhancing the intelli-
gence of Web and in supporting information integration.

Furthermore, recommendation systems have over the years proved to be effective in
overcoming the challenges related to the incredible growth of the information on the
Web. In this context, deep learning techniques, which can exploit massive amounts of
data, have recently gained much attention from recommender systems researchers after
companies such as Yahoo, YouTube and Google bet on these techniques in an attempt
to improve their recommendation quality [2].

From the assumption that these facts are true also in the case of the huge amounts of
financial knowledge in the LOD cloud, we proposed a deep learning-based hybrid
recommendation system as the means to enable end user access to the knowledge base.

One of the advantages of our knowledge base compared with others in the literature
is the integration of a recommendation system, which eliminates the need for the users
to known the underlying ontologies and use both an ontology language and a graph
query language. At the same time, this integration makes the proposed recommendation
system different from others in the literature. In fact, the results of the state-of-the-art
analysis carried out in this research suggest that recommendation systems have not yet
been sufficiently studied as a means to support knowledge bases in the Linked Data
cloud.

An Information Systems-oriented evaluation based on traditional Information
Retrieval metrics is used for the validation of the presented architecture.

The remainder of this paper is structured as follows: the fundamentals of the topics
of this research are described in Sect. 2. The architecture that is the salient contribution
of this paper is outlined in Sect. 3. Section 4 presents the evaluation method used for
validation purposes. Finally, conclusions are discussed in Sect. 5.

2 Background

2.1 Ontologies and Linked Data for the Financial Domain

Semantic Web technologies, specifically ontologies, have been deemed as a promising
way for the large-scale integration and access of financial data from disparate sources.

Ontologies, which can be defined as “formal explicit specifications of shared
conceptualizations” [3], provide a common vocabulary for a domain and define the
meaning of the terms and the relations between them. They also facilitate the retrieval
of contents and information. Moreover, Linked Data is a paradigm to expose, share and
link pieces of structured data on the Semantic Web (using ontologies) by relying on the
URI, XML and RDF technologies. There have been, however, few efforts toward the
automatic discovery and synthesis of financial knowledge by means of Linked Data.

For instance, HIKAKU [4] is an effort to enrich financial reporting practice by
linking heterogeneous financial data and tracing their provenance using the Linked
Data paradigm. It utilizes three main data sources: (1) XBRL standard-based data
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sources, (2) Linked Open Data (LOD) datasets from DBPedia (http://wiki.dbpedia.org/)
and crunchbase (https://www.crunchbase.com/) and (3) news media.

Furthermore, a method for publishing and linking financial data, which is called
“Financial Linked Data (FLD)”, was presented in [5]. This method uses the XBRL
standard to link facts to corresponding business reports and then publish these facts
using Linked Data principles. FLD also allows interlinking resulting financial data with
relevant external LOD datasets such as the Corporate and Individual Ownership
dataset.

The building of ontologies is key to the materialization of the vision of the
Semantic Web that is enabled by the Linked Data principles. Despite many proposals
for the automatic construction and maintenance of ontologies have arisen in the last few
years [6–8], these tasks are considered a pending issue in ontology engineering.

In this context, it is possible to distinguish three major categories of automatic
ontology building tasks: ontology learning and ontology evolution, which are beyond
the scope of this work, and ontology population. A particular case of ontology pop-
ulation that specifically concerns this work is ontology population from semi-structured
documents, such as XML, RSS and HTML documents.

Ontology population from semi-structured HTML documents has traditionally
received much attention from ontology engineering researches because most of the
content on the Web is provided by means of HTML-based Web pages in which tables
can be seen as the natural means to structure information about entities [9].

Various approaches for populating ontologies from semi-structured HTML docu-
ments that focus on HTML tables have been proposed to date. Nonetheless, a general
methodology for this task can involve the following phases: (1) crawl the Web in
search of HTML documents relevant to the domain of interest; (2) use Web wrappers to
process the tables within the HTML documents and extract information about occur-
rences of domain entities by regarding each table entry as an occurrence of an unknown
entity given by a set of pairs of a possible property name and the corresponding value;
(3) interpret each property name in a set as a predicate of an RDF triple, and each value
as an object of this predicate in the same triple; (3.1) match the domain entity repre-
sented by the table as a whole with the most proper concept in the ontology; interpret
the resulting concept as the subject common to all the outlined RDF triples [10].

2.2 Recommender Systems for Knowledge Bases
in the Linked Data Cloud

In order to extract information from knowledge bases in the Linked Data cloud, users
are first required to known the underlying ontologies and some ontology language,
such as RDF and OWL. They then need to use a graph query language, especially an
RDF graph query language, such as SPARQL. This coupled with the problem that
knowledge bases typically manage huge amounts of information cause users to be
overwhelmed, highlighting the need for end-user tools to facilitate the access and
consumption of these huge amounts of knowledge in the Linked Data cloud [11].

Since their conception, recommender systems have proved to be a natural solution
to the problem of the information overload on the Web [12], but they have not yet been
sufficiently studied as a means to support knowledge bases in the Linked Data cloud.
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As proved by companies like Yahoo, YouTube and Google, deep learning tech-
niques significantly improved traditional model-based CF techniques [13–15], which
are probably the most widely-used techniques in recommender systems at present [16].
Moreover, deep learning techniques can be applied to problems involving massive
amounts of data, which is the case of problems related to access and consumption of
knowledge from knowledge bases in the Linked Data cloud.

In this context, an approach to learning top-N recommendations from knowledge
graphs, which is called “entity2Rec”, was presented in [17]. In that work, graphs are feed
with linked open data, and a global user-item relatedness model, which is computed from
vector representations of the graph nodes, is proposed by relying on the “Adarank” and
“LambdaMART” learning to rank algorithms. Node vector representations are computed
using “node2vec”, a deep feature learning framework for networks, which is considered
an improvement over the “DeepWalk” algorithm [18].

Furthermore, in [19] a unified framework for collaborative filtering and knowledge
base embedding, which is called “Collaborative Knowledge Base Embedding (KBE)” is
proposed to simultaneously learn items’ semantic representations from the knowledge
base and capture the implicit relations between users and items. Semantic representations
are automatically extracted by using deep learning embedding techniques.

Nonetheless, unlike these proposals, in this work the deep learning-based recom-
mendation techniques are not the end but the means to support a knowledge base.

3 Proposed Architecture

At a high level of abstraction, the architecture for the knowledge base for the financial
domain, which is the salient contribution of this paper, is composed of five major
components: (1) Domain Ontology, (2) Ontology Population Subsystem, (3) Knowledge
Repository, (4) Semantic Annotation Subsystem and (5) Recommendation Subsystem.
(see Fig. 1). The roles and associations between all these components are explained
below.

Fig. 1. Proposed architecture.
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3.1 Domain Ontology

We have adapted a previous ontology of our research group in order to obtain an
ontology for the financial domain in the Linked Open Data (LOD) cloud [20]. This
ontology was manually designed using the OWL ontology language, and it covers four
top-level concepts: financial market, financial intermediary, asset and legislation. For a
more complete reference about this ontology, please refer to the aforementioned work.

In this adaptation process we basically have redesigned the ontology to conform to
the Linked Data principles. We reused vocabularies from the LOD cloud, specifically,
the DBPedia ontology and the Linked Chrunchbase ontology, as much as we could.
DBPedia provides a large dataset comprising around 50000 companies. It is, in the
words of Tim Berners-Lee, one of the more famous pieces of Linked Data as a project.
Linked Chrunchbase (http://km.aifb.kit.edu/services/crunchbase/) is a Linked Data
server for Chrunchbase, an open database about innovative companies and people that
is an ideal source of data about funding rounds, investors and acquisitions.

In particular, we reused the “Company” class defined in the DBPedia ontology,
whose IRI reference is “http://dbpedia.org/ontology/Company”. Some other classes
from the same ontology were also reused to cover bottom-level concepts in our Domain
Ontology, such as currencies (the “Currency” class) and laws (the “Law” class), where
currencies, as well as companies, are considered to be (types of) investment assets (the
Investment_Asset own class).

We accordingly reused the “Investment” class defined in the Linked Chrunchbase
ontology. From the same ontology we also reused the News class, whose IRI reference
is “http://ontologycentral.com/2010/05/cb/vocab#News”, to cover a concept that will
be crucial to the validation of the proposed architecture.

3.2 Ontology Population Subsystem and Knowledge Repository

The Ontology Population Subsystem extracts some information from semi-structured
HTML documents gathered from a financial website, such as the Yahoo! Finance
website, and creates RDF triples according to the schema represented by the Domain
Ontology. The populated ontology, or rather, the populated Knowledge Repository is
the foundation of an up-to-date knowledge base for the financial domain in the LOD
cloud.

We have implemented the Ontology Population Subsystem in a series of modules
based on the general methodology for populating ontologies that was outlined in
Sect. 2.1 of this paper: (1) a Web Crawler, (2) a Web Wrapper Factory and (3) an RDF
Mapper as well on a previous work of our research group [21].

The Web Crawler is in charge of constantly gathering HTML-based documents
from a number of different sources, e.g., the World Indices Page and the Index
Components Page of the Yahoo! Finance website. One concrete Web Wrapper needs to
be used to process one kind of collected documents and extract information of possible
interest about different individuals of a predefined class in the Domain Ontology from a
target HTML table. This information is internally represented using an XML-based
format.

A Deep Learning-Based Recommendation System to Enable End User Access 7
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The elements in an XML document object generated by a concrete Web Wrapper
are finally used by the RDF Mapper to create RDF triples. The Apache Jena framework
has been used for that purpose. Each possible property name represented by an attribute
name in an XML element must be specifically mapped to the name of an actual
property in the Domain Ontology. We have proposed to identify the name of the
matching ontology property for each XML attribute name by finding the pair of names
between which the Levenshtein distance is minimum. Because the class that individ-
uals represented in an XML document object belong to is known beforehand, an RDF
triple can be created for each XML element by interpreting the matching property name
as the predicate, the corresponding value as the object and the predefined class as the
subject.

Moreover, we have used the full text search capability from the SPARQL imple-
mentation of the RDF store behind the DBPedia dataset to interlink our dataset with the
aforementioned one. We have specifically searched for semantically similar individuals
of the “Company” class and created owl:sameAs statements accordingly, thus con-
forming to the principle of Linked Data that the value of the data increases as it is
interlinked.

By relying on the families of XML-based Web Wrappers, the Ontology Population
Subsystem is intended to be easily adapted for use with different HTML-based websites
providing semi-structured financial data in table structures in a seamless manner.

The Knowledge Repository, which is based on the OpenLink Virtuoso’s RDF
quadstore, the open source edition of the Virtuoso Universal Server’s RDF quadstore,
is responsible for storing the RDF triples created by the Ontology Population
Subsystem.

In detail, the RDF triples are stored in a named graph whereas the schema (the
Domain Ontology) is serialized in RDF/XML format and stored in a second named
graph. Furthermore, thanks to the RDFS and OWL reasoning capabilities of the
SPARQL implementation of the OpenLink Vrtuoso’s RDF quadstore, any third-party
user and application is allowed to “on the fly” infer, through SPARQL, additional RDF
triples from the triples and the associated axioms (the schema) that are physically
stored.

3.3 Semantic Annotation Subsystem

The Semantic Annotation Subsystem is in charge of automatically creating semantic
annotations for financial news using concepts from the Domain Ontology. A prerequisite
for this task is to continuously crawl the Web in search for news as in the case with
the Ontology Population Subsystem’s Web crawler. Although the functionality of the
Semantic Annotation Subsystem is described here in the context of semantic annotation
of news, which is crucial to the proof of concept proposed in this paper, it can be
exploited for semantic annotation of any kind of financial document.

In general, we have used the General Architecture for Text Engineering (GATE)
framework to implement an ontology-based semantic annotation process comprising
two major phases: linguistic preprocessing and Named Entity Recognition (NER) [22].

With respect to NER we have used a gazetteer-based approach. In particular, a
gazetteer, which is dynamically generated from the RDF triples in the Knowledge
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Repository, is matched against the processed documents to find mentions in text
matching knowledge entities (individuals of classes of the ontology and classes
themselves). It is essential for this to preprocess the RDF dataset as with the corpus of
documents. The aim in this case is to extract human-understandable lexicalizations
from knowledge entity names as well as from datatype property values including values
of the “rdfs:label” property.

3.4 Recommendation Subsystem

The Knowledge Repository can be queried by users using keyword-based queries.
A query preprocessing phase is first required to generate a candidate set of financial
news. Its particularity lies in the search for synonyms for the lexemes that are obtained
from the user query as a result of a morphological analysis. Some lexical databases
such as Wordnet are exploited for that purpose. They were also used at design time to
obtain synonyms for the terms assigned to the classes in the Domain Ontology. Both
synonyms and terms were included as labels of the classes (values of the “rdfs:label”
property).

The candidate set of news is generated by matching the synonyms and lexemes
against the labels in the Knowledge Repository to detect knowledge entities and
selecting all the news that are annotated with these entities.

The relatedness between a user querying the knowledge base (the active user) and
each of the news (items) in the candidate set needs to be then computed. The aim is to
filter out such items preferred by other users who have preferred less items of the active
user and such items sharing less features with items preferred by the active user in the
past. This recommendation approach is based on the one proposed in [17].

In order for the Recommendation Subsystem to compute active user-item relat-
edness (see Formula 1) it is necessary to learn vectorial node representations from the
graph in the Knowledge Repository storing individuals of classes of the Domain
Ontology (the data graph). This task is feature-specific. It must be therefore carried out
over a subgraph of the data graph by considering one property at a time. There are
features encoding collaborative filtering information and features encoding content
information, the former are represented by the “likes” object property, whose domain is
the “User” class of the Domain Ontology. The vectorial representations are in fact
computed by simulating random walks on the subgraphs using the “node2vec” deep
feature learning algorithmic framework [23].

According to the paragraph above, users interact with the Recommendation Sub-
system to implicitly provide positive feedback on the recommended news by actually
viewing them.

pp u; ið Þ ¼ s xp uð Þ; xp ið Þ� �
if p ¼ ‘likes’

1
Rþ uð Þj j

P
i02Rþ uð Þ s xp ið Þ; xp i0ð Þ� �

otherwise

�
ð1Þ

Where R+(u) are the items (iʹ) liked by the active user u in the past, s is the adjusted
cosine similarity metric, xp(u), xp(i) and xp(iʹ) are the property-specific vector
representations.
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We have proposed to then adjust each property-specific relatedness score by a
normalized weighting factor as follows: if the knowledge entities identified from the
expanded user query are classes of the Domain Ontology, then a greater weighting
factor is given to the object properties in which the domain is the “News” class and the
range is represented by these classes. Otherwise a greater weighting factor is given to
the “likes” object property. The weighting factors need to be experimentally
established.

The actual relatedness scores are finally calculated by using the adjusted
property-specific relatedness scores as the features of a global active user-item relat-
edness model that needs to be learnt to provide recommendations. This is done by
finding the parameters h of a function f of the property-specific scores~p u; ið Þ and of a
set of parameters h that optimize the top-N item recommendation as a supervised
learning to rank problem. We have used the “LambdaMART” algorithm [24] as the
ranking algorithm.

The subset of the N financial news in the candidate set that have the top-N best
global relatedness scores is presented to the user in descending order as the result of the
query.

4 Evaluation

We conducted a user study in which ten undergraduate students of the University of
Murcia interacted with a prototype of a knowledge base for the financial domain
implemented from the proposed architecture. Each student set up their preferences by
freely searching and reading financial news. At this point in the study the Recom-
mendation Subsystem was configured to not carry out any filtering process during the
training phase of the ranking algorithm.

Once the Knowledge Repository was populated with preferences information, a
group of three volunteers from the department of Informatics and Systems at the
University of Murcia selected 20 news unknown to the students, and they also wrote a
keyword-based query for the students to interact with the knowledge base prototype
once again. The students manually classified each of the news selected as either rel-
evant or non-relevant to their preferences in the context of the predefined user query. At
this point in the study the Recommendation Subsystem was able to actually filter the set
of selected news from the preferences information.

The Ontology Population Subsystem was configured to extract financial informa-
tion from semi-structured HTML documents gathered from the website of the “Bolsa
de Madrid”, which allowed the knowledge base prototype to deal with news about the
Spanish Stock Market.

It is worth mentioning that this user study was actually repeated 10 times as an
offline experiment with the aim of establishing the normalized weighting factors for the
calculation of the property-specific user-item relatedness scores.

During a second stage of this evaluation, we implemented three alternative approa-
ches of our recommendation approach (called baseline approaches). For that purpose, we
alternately used “DeepWalk” as an alternative network-based feature learning algorithm
and the cosine similarity metric as an alternative vector similarity metric in calculating the
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property-specific relatedness scores. We then recreated the user study. We specifically
carried out a new offline experiment by leveraging the already generated dataset (user
preferences). We also leveraged the classifications (relevant/not relevant) provided by the
participants for the news of the sample already selected. Finally, we were able to generate
three additional lists of recommendation results for each simulated student using the
baseline approaches. These recommendation results were compared with the results
already produced by our recommendation approach.

Table 1 depicts the results of the calculation of the Recall, Precision and F1 score
measures and the input parameters used in each case for the corresponding formulas.
These results actually correspond to the best ranked iteration of the offline experiment
carried out during the first stage of the evaluation.

Table 2 depicts the results of the comparative analysis carried out during the second
stage of the evaluation. These results are given in terms of average Recall, Precision
and F1 score values.

According to the results from Table 1, the average Recall value of the proposed
recommendation approach is 0.771 (77.1%), whereas its average Precision value is
0.776 (77.6%). In particular, in the best-case scenario in terms of Precision, 11 out of

Table 1. Results of Recall, Precision and F1 score calculation for the proposed approach.

Relevant Non-relevant Recom. Recall Prec. F1 score
User System-hits User System-errors

14 10 6 2 12 0.833 0.714 0.769
12 9 8 2 11 0.818 0.750 0.783
13 11 7 3 14 0.786 0.846 0.815
14 10 6 4 14 0.714 0.714 0.714
13 11 7 4 15 0.733 0.846 0.786
14 10 6 4 14 0.714 0.714 0.714
13 10 7 3 13 0.769 0.769 0.769
12 9 8 2 12 0.818 0.750 0.783
12 10 8 3 13 0.769 0.833 0.800
11 9 9 3 12 0.750 0.818 0.783
Average 0.771 0.776 0.772

Table 2. Results of the comparative analysis.

Approach Avg. Recall Avg. Prec. Avg. F1 score

DeepWalk + cosine sim. 0.710 0.729 0.719
DeepWalk + adjusted cosine sim. 0.755 0.760 0.756
node2vec + cosine sim. 0.732 0.744 0.738
node2vec + adjusted cos. sim. (our approach) 0.771 0.776 0.772

A Deep Learning-Based Recommendation System to Enable End User Access 11



13 news recommended by the proposed recommendation approach were actually news
judged as relevant by students, which is equivalent to a Precision value of 0.846
(84.6%), whereas in the worst-case scenario in the same terms, only 10 out of 14 news
recommended were actually relevant news, which is equivalent to a Precision value of
0.714 (71.4%). According to the results from Table 2, our recommendation approach
achieved slightly higher average Precision and Recall measures than the three baseline
approaches. In particular, Precision was improved by 6.45% with respect to the
“DeepWalk+cosine sim.” baseline approach (the best-case scenario), and it was
improved by 2.11% with respect to the “DeepWalk+adjusted cosine sim.” baseline
approach (the worst-case scenario).

5 Conclusions and Future Work

Starting from the realization that the exploitation of the Semantic Web technologies,
especially ontologies and those underlying the Linked Data paradigm, represents an
area of opportunity for the automatic discovery and synthesis of knowledge in the
financial domain, in this paper we presented an architecture for a knowledge base for
the financial domain in the Linked Open Data (LOD) cloud. The architecture relies on a
domain ontology, which was manually designed by reusing existing vocabularies from
the LOD cloud as well as on the functionality of a semantic annotation subsystem that
can be used for semantically annotating any kind of financial document. Furthermore,
from the realization that the use of recommendation systems to support knowledge
bases has not yet been sufficiently studied, we proposed a deep learning-based hybrid
recommendation system to enable end user access to the knowledge base.

We implemented a prototype of a knowledge base for financial news based on the
presented architecture. We used an Information Systems-oriented evaluation for vali-
dation purposes. According to the results obtained, recommendation systems can be
used to make access to LOD-based knowledge bases more transparent by eliminating
the need for knowing underlying schemas and using ontology and query languages.
Moreover, recommendation systems can be used to actually make consumption of the
huge amounts of knowledge in the LOD cloud more efficient and effective in terms of
the quality of the retrieval output.

For future work, we have planned to repeat the evaluation presented in this paper
using larger training and testing datasets to assess the extent to which our conclusions
on Recall and Precision are valid in such conditions. We believe, however, that the
behavior of these measures will remain more or less stable thanks to the query pre-
processing operation that is performed by the recommendation subsystem. Likewise,
we have planned to validate our proposal using a complementary Decision Support
Systems-oriented evaluation. This will allow us to determine the quality of the support
for accessing and consuming financial knowledge in the LOD cloud as it is perceived
by end users.
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Abstract. Massive data growth in recent years has made data reduction
techniques to gain a special popularity because of their ability to reduce
this enormous amount of data, also called Big Data. Random Projection
Random Discretization is an innovative ensemble method. It uses two
data reduction techniques to create more informative data, their pro-
posed Random Discretization, and Random Projections (RP). However,
RP has some shortcomings that can be solved by more powerful meth-
ods such as Principal Components Analysis (PCA). Aiming to tackle this
problem, we propose a new ensemble method using the Apache Spark
framework and PCA for dimensionality reduction, named Random Dis-
cretization Dimensionality Reduction Ensemble. In our experiments on
five Big Data datasets, we show that our proposal achieves better pre-
diction performance than the original algorithm and Random Forest.

Keywords: Big Data · Ensemble · Discretization · Apache Spark
PCA · Data reduction

1 Introduction

Nowadays everything is constantly creating and storing data. In 2014 IDC pre-
dicted that by 2020, the digital universe will be 10 times as big as it was in 2013,
totaling an astonishing 44 zettabytes1. Big Data is not only a huge amount of
data, but a new paradigm and set of technologies that can store and process
this data. This scenario becomes particularly important using data reduction
techniques [10]. These techniques are frequently applied to reduce the size of the
original data and to clean some errors that it may contain [8,9].

Ensembles are methods that combine a set of base classifiers to make predic-
tions [5]. These classifiers have been proven to be accurate and diverse. Ensem-
bles of decision trees like Random Forest [2] are well known for creating diverse
1 IDC: The Digital Universe of Opportunities. 2018 [Online] Available: http://www.
emc.com/infographics/digital-universe-2014.htm.
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decision trees. This diversity is usually introduced via randomization. Through
small changes in input data, diverse decision trees are created and better ensem-
bles are obtained.

This principle is followed by Ahmad and Brown in [1]. Random Projec-
tion Random Discretization (RPRD) is an ensemble method that applies two
data reduction techniques, Random Discretization (RD) and Random Projection
(RP) [12], to the input data and joins the results to create a more informative
dataset. However, despite its good performance against other popular ensemble
methods, it still has three main drawbacks: (1) As the projected dimension is
decreased, as it drops below log k, random projection suffers a gradual degrada-
tion in performance [3]. (2) RP is highly unstable, different random projections
may lead to radically different results [6]. (3) RPRD is not prepared for working
with Big Data.

In order to fill this gap and inspired by the RPRD ensemble algorithm, we
propose a new ensemble method under Apache Spark using PCA, called Random
Discretization Dimensionality Reduction Ensemble (RD2R) for Big Data. In our
design we use PCA instead of RP for improving the dimensionality reduction
step.

To show the effectiveness of our approach, we have carried out an experimen-
tal evaluation with five large datasets, namely poker, SUSY, HIGGS, epsilon and
ECBDL14. These datasets have very different properties and allow us to test all
aspects of our implementation. Finally, we show a comparative study of the per-
formance of RD2R, RPRD and Random Forest. Spark’s implementation of the
algorithm can be downloaded from the Spark’s community repository2.

The remainder of this contribution is organized as follows: Sect. 2 outlines
the main concepts of the RPRD Ensemble. Section 3 explains the new ensemble
design based on PCA. Section 4 describes the experiments carried out to check
the effectiveness of this proposal. Finally, Sect. 5 concludes the contribution.

2 Background

In this section we first introduce the RPRD Ensemble algorithm used as reference
in our ensemble interpretation and its two components, RD and RP. Finally we
describe the MapReduce Model.

2.1 Random Discretization

Discretization is the process of partitioning a set of continuous attributes into
discrete attributes by associating categorical values to the intervals [7]. To create
s categories we need s − 1 different intervals. There are different methods to
create these intervals, some of them based on evolutionary optimization [14],
implemented in Apache Spark. The main problem is that they create the same
discretized dataset after different executions. In an ensemble some randomization
is necessary in order to introduce diversity to the decision trees.
2 https://spark-packages.org/package/djgarcia/RD2R.

https://spark-packages.org/package/djgarcia/RD2R
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In RD randomization is introduced to the discretization process. First s− 1
data points are randomly selected from the training data to create s categories.
Then for each feature, every s− 1 data points are sorted. Finally the dataset is
discretized into s categories using these s−1 sorted data points. These thresholds
are selected randomly each iteration of the ensemble.

2.2 Random Projection

The objective of dimensionality reduction techniques is to produce a compact
low-dimensional encoding of a given high dimensional dataset. In RP, the original
m-dimensional data is projected to a d -dimensional (d << m) subspace through
the origin, using a random d × m matrix R whose columns have unit lengths,
and whose elements ri,j are often Gaussian distributed. Using matrix notation
where Xm×N is the original set of N m-dimensional observations,

XRP
d×N = Rd×mXm×N

is the projection of the data onto a lower d -dimensional subspace. The key idea of
random mapping arises from the Johnson-Lindenstrauss lemma [12]: if points in
a vector space are projected onto a randomly selected subspace of suitably high
dimension, then the distances between the points are approximately preserved.

2.3 Random Projection Random Discretization Ensembles
and Classification

RD and RP perform data reduction, but have different mechanisms; RD per-
forms random discretization whereas RP creates new features that are the linear
combinations of the original features. RPRD ensemble was based on the idea
that both RP and RD can be combined to create a better ensemble method.
In each iteration RD and RP are performed on the input data, then the results
are fused. Finally a decision tree is trained using this new data. This results in
better trees compared to the original data as they have more features to select
at each node.

In the prediction phase a data point is converted into a m + d dimensional
data point using the corresponding values of RD and RP for the iteration. Then
the probabilities of each class are calculated by the decision tree. Finally the
confidence value for each class is calculated. The class with the highest confidence
value will be the class of the data point.

2.4 MapReduce Model

MapReduce is a framework designed by Google in 2003 [4]. This model is com-
posed of a Map procedure that performs a transformation, and a Reduce method
that performs a summary operation. The workflow of a MapReduce program is
as follows: first the master node splits the dataset and distributes the results
across the cluster. Then each node applies the Map function to the local data.
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After that process is finished the data is redistributed based on the key-value
pairs generated in the Map phase. Once the data has been redistributed so that
all pairs belonging to one key are in the same node, it is processed in parallel [15].

Apache Hadoop3 is the most popular open-source framework for large-scale
data storing and processing based on the MapReduce model. The framework
is designed to handle hardware errors automatically. In spite of its popularity
and performance, Hadoop presents some important limitations [13]: poor per-
formance on online and iterative computing, low inter-communication capacity
and insufficiency for in-memory computation.

Apache Spark4 is an open-source framework built around speed, ease of use
and in-memory computation [11]. Spark’s core concepts are Resilient Distributed
Datasets (RDDs) [17]. RDDs are a distributed and immutable memory abstrac-
tion, they can be described as a collection of data partitioned across the clusters.
RDDs support two types of operations: transformations, which are not evalu-
ated when defined and will produce a new RDD. And actions, which evaluate
and return a new value. When an action is called on a RDD, all the previous
transformations are applied in parallel to each partition of the RDD.

3 Random Discretization Dimensionality Reduction
Ensemble

In this section, we present the design of the ensemble by using a more powerful
method like PCA, proving its performance over big real-world problems.

For the implementation of the algorithm, we have used some basic Spark
primitives. Here, we outline those more relevant for the algorithm:

– map: Applies a transformation to each element of a RDD and returns a new
RDD representing the results.

– zip: Joins one RDD with another one.
– zipWithIndex: Zips a RDD with its element indices.
– lookup: Returns the list of values in the RDD for a given key.

RD2R has two phases, learning and prediction. In the learning phase we train
a model from the input data and in the prediction phase, we apply this model to
the test data in order to obtain a prediction. In the learning phase we discretize
the training data using RD. As RDDs are unsorted by nature, to select a spe-
cific instance for the RD method it performs the zipWithIndex operation to the
RDD in order to add an index to each instance. With the added index we can get
the values of the features using the lookup operation. For iterating through every
instance and to discretize them, Spark’s map function is used. Once RD has been
performed, PCA is also applied to the training data with a random value of prin-
cipal components in the interval [1, m−1] (m number of features). Finally we join
the results with the zip function and learn a decision tree using this new dataset.
We repeat this process L times, L the size of the ensemble.

3 Apache Hadoop Project 2018 [Online] Available: https://hadoop.apache.org/.
4 Apache Spark Project 2018 [Online] Available: https://spark.apache.org/.

https://hadoop.apache.org/
https://spark.apache.org/
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Fig. 1. RD2R learning phase flowchart

In Fig. 1 we can see a flowchart of the RD2R learning phase process.
In the prediction phase we discretize the data point with the cut points

obtained in the learning phase and perform PCA with the model obtained pre-
viously. Then we predict the probability of the data point belonging to each
class. We repeat this process L times. Finally we add all probabilities. The class
with the largest probability will be the class of the data point.

Our algorithm is divided into two procedures explained in two sections as
follows: Sect. 3.1 describes the learning phase. And Sect. 3.2 provides details of
the prediction phase.

3.1 Learning Models Phase

Algorithm 1 explains the learning phase in the ensemble. The algorithm dis-
cretizes using RD method and performs PCA, both with the training data, then
joins the result of both methods to create a new dataset. Then a decision tree
is learned with this new data. It requires the following as input parameters: the
dataset, the size of the ensemble and the number of bins for the discretization.

The first step is to perform RD. First we calculate the thresholds for the dis-
cretization. With these thresholds the data is discretized through a Map function.
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Algorithm 1. Main RD2R algorithm
1: Input: data: an RDD of type LabeledPoint (features, label), L: the size of the

ensemble and s: the number of categories for the discretization.
2: Output: The model created, an object of class RD2RModel
3: for i = 0...L do
4: Random Discretization
5: cutPoints(i) ← get cut points(data, s)
6: rdData ←
7: map l ∈ data
8: for c = 0...size(l) − 1 do
9: l ← discretize(l(c), cutPoints(i)(c))
10: end for
11: end map
12: PCA
13: d ← random(1, size(data) − 1)
14: pcaModels(i) ← PCA(data, d)
15: pcaData ← transform(data, pcaModels(i))
16: rd2rData ← zip(rdData, pcaData)
17: trees(i) ← decisionTree(rd2rData)
18: end for
19: return(RD2RModel(L, cutPoints, pcaModels, trees))

It iterates through every feature and assigns a discrete value depending on the
feature’s value and the thresholds selected. The second step is to perform PCA.
First we select a random number d in the interval [1, m − 1] (m number of
features). Then we project the data to a lower dimensional space using PCA,
keeping only the first d principal components. The final step is to fuse the results
from RD and PCA, and to learn a decision tree with it. We repeat this process
L times, saving the cut points, the PCA models and the trees created at each
iteration. Once all the trees have been trained, the model is created and returned.

Algorithm 2 describes the process of selecting the thresholds for the dis-
cretization. First we select s − 1 random numbers in the interval [0, n] (n the
number of instances in the data). Then we add an index to each instance in the
dataset in order to get the values of the features we have selected in the previous
step. The next step is to get those values, sort them and check if they are all
equal. This process is described as follows: first we transpose the thresholds array
in order to access to the cut points of each feature through a Map function, and
add an index to each threshold. Then we iterate through the thresholds using
a Map function. The cut points are sorted and checked if they are different. If
they are all equal, we get all the different values for that feature, then take s− 1
points randomly and finally sort them. The result is a list of the thresholds for
each feature, which is returned to the main algorithm as cutPoints.

3.2 Prediction Phase

Algorithm 3 explains the prediction phase in the ensemble. The algorithm dis-
cretizes using RD and performs PCA on the test data point using the cut points
and the models for PCA provided the same way as was described in the main
procedure. Then the results of the two methods are joined and then predicted
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Algorithm 2. Function to select the cut points for a given dataset (get cut points)
1: Input: data: an RDD of type LabeledPoint (features, label) and s: the number of thresholds.
2: Output: An array with thresholds for each feature
3: instances ← get random array(s − 1, size(data))
4: indexData ← zipWithIndex(data)
5: for i = 0...s − 1 do
6: values ← lookup(indexData, instances(i))
7: end for
8: thresholds ← zipWithIndex(transpose(values))
9: cutPoints ←
10: map (l, i) ∈ thresholds
11: feature ← sorted(distinct(l))
12: if size(feature) = 1 then
13: col ← distinct(get feature values(data, i))
14: sorted(take random(s − 1, col))
15: else
16: feature
17: end if
18: end map
19: return(cutPoints)

Algorithm 3. RD2RModel algorithm
1: Input: L: the size of the ensemble, cutPoints: the thresholds, pcaModels: the models for

performing PCA and trees: the models of the trained trees.
2: Output: The class of the data point.
3: function test(test : LabeledPoint)
4: rawPredictions ← 0
5: for i = 0...L do
6: rd ← 0
7: for c = 0...size(test) − 1 do
8: rd(c) ← discretize(test(c), cutPoints(i)(c))
9: end for
10: pcaTest ← transform(test, pcaModels(i))
11: rd2rData ← zip(rd, pcaTest)
12: rawPredictions ← rawPredictions+ predict(trees(i), rd2rData)
13: end for
14: label ← max index(rawPredictions)
15: return(label)
16: end function

with the corresponding tree. The tree gives the probabilities for each class. These
probabilities are added to a list of predictions at each iteration. The class with
the greatest probability is selected. It selects the index of the maximum proba-
bility for an instance as a decision.

4 Experimental Results

This section describes the experiments carried out to show the performance
of RD2R for Big Data algorithm in five huge problems. We carried out the
comparative study of RD2R method facing the original proposal, and MLlib’s
implementation of Random Forest. RPRD ensemble algorithm have been also
implemented in Apache Spark.
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4.1 Experimental Framework

Five huge classification datasets are used in our experiments:

– Poker hand dataset, which has 1,025,000 instances with 11 attributes. Each
record is an example of a hand consisting of five playing cards drawn from a
standard deck of 52.

– SUSY dataset, which consists of 5,000,000 instances and 18 attributes. The
task is to distinguish between a signal process which produces supersymmetric
(SUSY) particles and a background process which does not.

– HIGGS dataset, which has 11,000,000 instances and 28 attributes. This
dataset is a classification problem to distinguish between a signal process
which produces Higgs bosons and a background process which does not.

– Epsilon dataset, which consists of 500,000 instances with 2,000 numerical fea-
tures. This dataset was artificially created for the Pascal Large Scale Learning
Challenge in 2008.

– ECBDL14 dataset. This dataset was used as a reference at the ML competi-
tion of the Evolutionary Computation for Big Data and Big Learning under
the international conference GECCO-2014. It consists of 631 characteristics
and 32 million instances. It is a binary classification problem where the class
distribution is highly imbalanced: 2% of positive instances. For this problem,
the Random OverSampling (ROS) algorithm used in [16] was applied in order
to replicate the minority class instances until the number of instances for both
classes was equalized, summing a total of 65 million instances.

The experiments were conducted following 5 fold cross-validation and three
different sizes of ensembles: 10, 50 and 100 iterations.

We have established 5 intervals for RD, the same for RPRD. For RPRD
method, recommended values are used (5 bins for RD, the number of new features
created by using RP d as 2(log2 c) where c is the number of features, and the
elements rij of the Random Matrix R are Gaussian distributed.) For Random
Forest, default values are used (featureSubsetStrategy = “auto”, impurity =
“gini”, maxDepth = 5 and maxBins = 32).

As evaluation criteria, prediction accuracy is used to evaluate the accuracy
produced by the predictors (number of examples correctly labeled as belonging
to a given class divided by the total number of elements). As ECBDL14 dataset
is highly unbalanced, we have used the True Positive Rate (TPR) and True
Negative Rate (TNR) TPR·TNR metric.

For all experiments we have used a cluster composed of 14 computing nodes.
The nodes hold the following characteristics: 2 x Intel Core i7-4930K, 6 cores
each, 3.40 GHz, 12 MB cache, 4 TB HDD, 64 GB RAM. Regarding software, we
have used the following configuration: Hadoop 2.6.0-cdh5.10.0 from Cloudera’s
opensource Apache Hadoop distribution, Apache Spark and MLlib 2.2.0, 252
cores (18 cores/node), 728 RAM GB (52 GB/node).
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4.2 Experimental Results and Analysis

Along this section we show the test accuracy values for 5 fold cross-validation.

Table 1. RD vs PCA vs RD2R vs RPRD Test Accuracy

Dataset Trees RD PCA RD2R RPRD

Poker 10 54.73(±0.43) 54.68(±0.24) 55.07(±0.19) 53.84(±0.26)

50 54.76(±0.49) 54.81(±0.13) 54.92(±0.20) 53.82(±0.25)

100 54.73(±0.28) 54.76(±0.28) 54.97(±0.23) 53.82(±0.07)

SUSY 10 78.00(±0.09) 75.30(±0.20) 78.31(±0.07) 78.19(±0.05)

50 78.26(±0.04) 74.97(±0.08) 78.47(±0.09) 78.28(±0.09)

100 78.31(±0.07) 75.31(±0.34) 78.49(±0.03) 78.35(±0.08)

HIGGS 10 68.64(±0.25) 60.10(±2.01) 68.75(±0.56) 68.36(±0.09)

50 68.98(±0.15) 60.44(±0.76) 69.28(±0.18) 69.01(±0.13)

100 69.17(±0.12) 60.81(±0.25) 69.35(±0.10) 69.22(±0.17)

Epsilon 10 68.78(±0.39) 78.14(±0.09) 78.57(±0.37) 68.64(±0.33)

50 69.04(±0.19) 78.14(±0.09) 78.57(±0.25) 69.10(±0.27)

100 69.22(±0.25) 78.14(±0.09) 78.58(±0.27) 69.31(±0.29)

ECBDL14a 10 0.1884 0.2400 0.4742 0.4735

50 0.1885 0.2410 0.4717 0.4775

100 0.1880 0.2415 0.4742 0.4757
aFor this dataset TPR·TNR metric is being used.

Table 1 compares the accuracy values in prediction obtained by RD2R and
RPRD for the five datasets using a Decision Tree as a classifier. To prove that
the combination of RD and PCA produces a better ensemble method, we also
show the prediction accuracy for both RD and PCA independently. According to
these results, it is demonstrated that the combination of RD and PCA produces a
better ensemble method than RPRD. This improvement is especially important
in the Epsilon dataset, where there is a difference of 10% more accuracy. We
can assert that ensembles of 10 trees are the best choice as the improvement in
prediction with 5 and 10 times more trees is minimal. The ensemble also proves
to be very stable, as there is little or no improvement in bigger ensemble sizes.

Table 2 compares the accuracy values in prediction obtained by RD2R with
10 trees and Random Forest with 200 and 500 trees. We show that our algorithm
also outperforms Random Forest. Even with big ensembles with up to 500 trees,
Random Forest can not match or outperform RD2R with 10 trees.

In Figs. 2 and 3 we can see a graphic representation of the test accuracy of
RD, PCA, RD2R, RPRD and Random Forest.

Table 3 shows learning runtime values obtained by RD2R, RPRD (all two
with 10 trees) and Random Forest. As we can see, for datasets with a small
number of features RD2R performs faster than RPRD algorithm. Epsilon and
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Table 2. RD2R vs Random Forest Test Accuracy

Dataset RD2R 10 RF 200 RF 500

Poker 55.07(±0.19) 51.56(±0.98) 51.61 (±0.97)

SUSY 78.31(±0.07) 77.73(±0.04) 77.76(±0.07)

HIGGS 68.75(±0.56) 67.98(±0.12) 67.94(±0.13)

Epsilon 78.57(±0.37) 73.24(±0.32) 73.41(±0.22)

ECBDL145 0.4742 0.4642 0.4634

Fig. 2. Figure test accuracy in poker,
HIGGS, SUSY and epsilon datasets

Fig. 3. Figure test accuracy in
ECBDL14 dataset

Table 3. Learning Time Values in Seconds

Dataset RD2R 10 RPRD 10 RF 200 RF 500

Poker 159 169 112 294

SUSY 193 328 161 351

HIGGS 248 604 143 325

Epsilon 2,048 338 79 124

ECBDL14 22,093 12,607 1,664 4,460

ECBDL14 datasets represent a challenge for PCA, as they have a very large
number of features to compute. RP performs a matrix multiplication whilst
PCA has to compute the principal components of 2,000 features in the case of
the epsilon dataset. However the performance improvement obtained by RD2R
over RPRD and Random Forest justifies this result.

Table 4 shows prediction runtime values for one test example obtained by
RD2R, RPRD (all two with 10 trees) and Random Forest. As we can see, RD2R
is more competitive in prediction. RPRD only performs better than RD2R in
the Epsilon dataset.

In view of the results we can conclude that:

– The performance of PCA against RP has proven to be better for every tested
dataset, achieving up to 10% more accuracy.
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Table 4. Prediction Time Values in Microseconds

Dataset RD2R 10 RPRD 10 RF 200 RF 500

Poker 63.41 78.05 68.31 82.93

SUSY 34.00 41.00 37.41 44.00

HIGGS 16.36 23.18 13.15 14.55

Epsilon 2,350 325.00 38.49 50.00

ECBDL14 148.97 214.14 11.16 13.10

– The RD2R algorithm has shown to be able to work with huge datasets in a
short amount of time.

– It is a very stable method for 10 trees. It shows little or no improvement with
bigger ensemble sizes.

– It outperforms the original proposal as well as Random Forest for most of the
tested datasets. This difference is more noticeable in the Epsilon dataset.

– PCA can perform faster than the other methods for datasets with small num-
ber of features.

5 Conclusions

In this contribution, a new ensemble method is proposed inspired by RPRD
Ensemble. It replaces the inconsistency of Random Projections by using a more
informative dimensionality reduction method such as PCA.

Thereby we proposed the RD2R algorithm, a new ensemble method based on
PCA for the dimensionality reduction step and Random Discretization, capable
of working with Big Data and integrated in Spark’s MLlib Library as a third-
party package.

The experimental results have demonstrated the stability and improvement
in prediction accuracy when using our ensemble solution for the five datasets
used. RD2R learning times have shown to be faster than RPRD and Random
Forest for datasets with a small number of features. Additionally, results suggest
that RD2R is very effective for ensembles with a small number of trees.
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TOOLS - Ayudas Fundación BBVA a Equipos de Investigación Cient́ıfica 2016.

References

1. Ahmad, A., Brown, G.: Random projection random discretization ensembles -
ensembles of linear multivariate decision trees. IEEE Trans. Knowl. Data Eng.
26(5), 1225–1239 (2014)

2. Breiman, L.: Random forests. Mach. Learn. 45(1), 5–32 (2001)
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Abstract. BSR (Buzz, squeak, and rattle) noises are essential criteria for the
quality of a vehicle. It is necessary to classify them to handle them appropri-
ately. Although many studies have been conducted to classify noise, they suf-
fered some problems: the difficulty in extracting features, a small amount of data
to train a classifier, and less robustness to background noise. This paper pro-
poses a method called transferred encoder-decoder generative adversarial net-
works (tedGAN) which solves the problems. Deep auto-encoder (DAE)
compresses and reconstructs the audio data for capturing the features of them.
The decoder network is transferred to the generator of GAN so as to make the
process of training generator more stable. Because the generator and the dis-
criminator of GAN are trained at the same time, the capacity of extracting
features is enhanced, and a knowledge space of the data is expanded with a
small amount of data. The discriminator to classify whether the input is the real
or fake BSR noises is transferred again to the classifier; then it is finally trained
to classify the BSR noises. The classifier yields the accuracy of 95.15%, which
outperforms other machine learning models. We analyze the model with t-SNE
algorithm to investigate the misclassified data. The proposed model achieves the
accuracy of 92.05% for the data including background noise.

1 Introduction

BSR (Buzz, squeak, and rattle) noises are a severe problem to deteriorate the quality of
a vehicle. The decline in vehicle quality leads to customer complaints and vehicle
repairs, and at least 50% of motor vehicle repairs are associated with noise in the
interior of a vehicle [1]. Although there are many approaches to reducing the noise for
improving the quality, the factors which produce noises increase, for example, elec-
tronic devices and light bodywork and materials. However, because it can be improved
immediately when a noise source is identified [2], studies about classifying noise have
been conducted.

Some problems exist in classifying noise: the difficulty in extracting features, a
small amount of data to train a classifier, and reduction in robustness to background
noise. The first problem is challenging to extract features. Figure 1 shows sound data of
each type: normal, retractor, seat rattle, and weatherstrip, which are the types of BSR
noises. As data have complicated and messy features, we need a preprocessing method.
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Since the sound data have spatial (frequency) and temporal (time) features, we convert
the data to sound map image with short-time Fourier transform (STFT) to maintain
temporal features as well as spatial features, as illustrated in Fig. 2. The features that
appear are relatively clear, but because they are still complex to be classified, we need a
more sophisticated method to extract features. The second problem is that there is a
small amount of data to train a classifier. If there is lots of data, structuring them is
expensive. Classifier needs lots of data to get better performance. We can collect BSR
noise easily without background noise in a laboratory, but not quickly natural data. The
third problem is that a real BSR noise has background noise such as wind sound or chat
sound. We can divide BSR noises into two types: data with background noise and data
without it. The latter can be collected relatively easily but not practical. Therefore, it is
needed to make classifier which can classify previous data, not just latter data.

Noises raised in the vehicle are shown in Fig. 3. The noise generated in the vehicle
can be roughly divided into two types: noise from the vehicle itself and noise from
external factors (background noise). BSR classification is to distinguish yellow star in
Fig. 3 from the normal sound. Because there are background noises, not just BSR
noises, the third problem occurs.

The rest of the paper is organized as follows. Section 2 reviews the related works
and the hybrid deep learning model is proposed in Sect. 3. In Sect. 4, we show the
performance of the proposed method and compare it with the conventional methods.
Some conclusions and discussion are presented in Sect. 5.

Fig. 1. Sound data of each type. The blue line is a data and orange line is just 0 line. (Color
figure online)

Fig. 2. Sound data which are converted to sound map image with STFT. Height means time and
width means frequency. The color of each pixel means amplitude on that time and frequency.
Red color means higher amplitude than blue. (Color figure online)
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2 Related Works

Many research works have been conducted to classify various types of noise. The
related works are summarized in Table 1. Machine learning techniques were used to
classify noise. Saki and Kehtarnavaz classified background noise using random forest
[3]. Li preprocessed eco-environmental sound based on matching pursuit and classified
them with support vector machine (SVM) [4]. Many researchers used SVM with
different preprocessing methods. For example, Wang et al. preprocessed data with
principal component analysis, linear discriminant, and Gabor dictionary [5]. Amiri-
parian et al. used spectrograms of data and extracted features with convolutional neural
networks (CNN) [6]. Lee et al. analyzed features of sound using Prony’s method and
classified the data based on it [7]. Salamon and Bello used other methods that extract
features based on spherical k-means algorithm [8].

These research tried finding efficient or superior feature extraction methods.
Because most of them extracted characteristics of data based on existing data, they may
not be robust to new data. Some studies overcame this problem with the fact that deep
learning can discover representations that are stable with respect to variations in data
[9]. Tanweer et al. classified environmental noise using LDA, quadratic discriminant
analysis, and artificial neural network [10]. Rahim et al. made homogeneous
multi-classifier system for classifying moving vehicles noise with multilayer perceptron
[11]. Piczak used CNN architecture and classified environmental sound [12]. Medgat
et al. classified sound with masked conditional neural networks which can learn
exploration of different feature combinations [13].

These methods can be robust to new data thanks to deep learning, but they have
also disadvantage that it needs lots of data, since deep learning with a small amount of

Fig. 3. Types of noises raised in vehicle. (Color figure online)
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data can be overfitting easily [14]. To solve this problem, we propose a model that
extracts features with deep auto-encoder (DAE) and generates new data. This model
finally helps classifier to be trained with more data.

3 The Proposed Method

We divide the proposed model into three parts: extracting feature, generating, and
classifying parts. In the first part, DAE compresses and reconstructs the sound data.
Besides, the decoder of DAE is used in the generator (G) of GAN. G and discriminator
(D) are trained at the same time so that G can generate data as similar to the real as
possible and D can distinguish the real and the fake as precise as possible. The
architecture of the whole process is shown in Fig. 4.

Table 1. Related words for classification of sound data.

Category Authors Method Description

Focus on
feature
extraction

Saki F. [3]
(2014)

Random
forest

Background noise classification using random
forest tree classifier

Li Y. [4]
(2010)

SVM Eco-environmental sound classification based on
matching pursuit for preprocessing and SVM for
classification

Wang J.-C.
[5] (2014)

SVM Preprocessing with Gabor dictionary, PCA and
LDA, and classification with SVM

Amiriparian
S. [6] (2017)

SVM Extract features using spectrograms and CNN,
and classify data with SVM

Lee J. [7]
(2015)

Prony’s
method

Analyze characteristics of sound and classify data
based on them

Salamon
J. [8] (2015)

Spherical
k-means

Use method which extracts features based on
spherical k-means algorithm

Deep learning
to classify data

Tanweer S.
[10] (2016)

LDA,
QDA, and
ANN

Extract features using mel frequency cepstral
coefficient (MFCC) and classify data with LDA,
QDA, and ANN

Rahim N. A.
[11] (2015)

MLP Classify sound with homogeneous
multi-classifier system

Piczak K.
J. [12]
(2015)

CNN Construct CNN architecture and classify data
with it

Medhat F.
[13] (2017)

MCLNN Propose MCLNN model which can learn
exploration of different feature combinations
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3.1 Feature Extraction with DAE

Since sound data have not only spatial-temporal feature but also lots of combinations of a
feature, extracting a feature of sound is an important part of the classification. The DAE,
which is widely used for capturing features [15, 16], can extract characteristics while it
compresses and reconstructs data. A loss function to train DAE is following:

LDAE ¼ H X;Dec Enc Xð Þð Þð Þ þ KLðEnc Xð Þ N 0; 1ð ÞÞk ð1Þ

The first term of Eq. (1) indicates the degree of reconstruction. H means infor-
mation entropy. Enc and Dec are encoder and decoder functions, respectively. The
smaller the first term, the more precise the reconstruction. The second term is
Kullback-Leibler divergence between Enc(X) and a normal distribution with mean of
0 and standard deviation of 1. It improves G’s performance because G generates data
from normal distribution, so it can be called a process of pre-training of G. This will be
explained more in the next section.

Details of DAE construction is illustrated in Fig. 5. We use long-term recurrent
convolutional networks (LRCN) [17] for encoder, and deconvolution layers [18] for
decoder. LeakyReLU and dropout layer are followed all of the conv1D, conv2D, and
deconv2D except the second conv1D of ConvBlock in Fig. 6.

Fig. 4. The architecture of whole process of TED-GAN.
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3.2 Generating Data Using GAN

GAN has led to significant improvements in data generation [19]. The basic training
process of GAN is to adversely interact and simultaneously train G and D. Equation (2)
shows the objective function of a GAN. pdata is the probability distribution of the real
data. G zð Þ is generated from a probability distribution pz by the G, and it is distin-
guished from the real data by the discriminator D. The discriminator is trained such that
D(x) of the first term is 1 and D G zð Þð Þ of the second term is 0, to maximize V D;Gð Þ,
and G is trained such that D G zð Þð Þ of the second term is 1, to minimize V D;Gð Þ.

min
G

max
D

V D;Gð Þ ¼ Ex� pdata xð Þ logD xð Þ½ �
þEz� pz zð Þ log 1� D G zð Þð Þð Þ½ �

ð2Þ

Since original GAN has a disadvantage that the generated data are insensible
because of the unstable learning process of the generator, we pre-train G with the
decoder of DAE as discussed in the previous section. To overcome the difference
related to the fact that the G generates fake data from a random variable z but the
decoder generates it from Enc xð Þ, we add Kullback-Leibler divergence to loss of DAE
as shown in Eq. (1). The result of DAE is that pDAEdata � pDAEG

�
�

�
�� pdata � pGj j so that it

can reach a goal of GAN pdata � pGð Þ stably.
The reason for using GAN is to classify new data, including background noise, into

the model learned using existing data. Because GAN generates data from a random
distribution, new data has some variants compared to existing data, resulting in
expanding a knowledge space of data. Therefore, D is robust to deformation [20], and
we can train D with more data.

Details of GAN is shown in Fig. 6. The structure of G is same to that of decoder of
DAE, and we use LRCN in D which is transferred to classifier later. A ConvBlock is a
concatenation of two convolutional layers which is shown at the right in Fig. 6.

Fig. 5. Details of DAE construction. Left: encoder of DAE. Right: decoder of DAE

32 J.-Y. Kim et al.



3.3 Classifying Data with Transfer Learning

In the previous process, we extract features with DAE and generates data for expanding
knowledge space with GAN so that D can classify data which are not in existing data.
The last process is a classification of data with transfer learning [21]. We transfer D to a
classifier so that the ability of D is inherited to a classifier. Since the goals of D and
classifier are different, we transfer ConvBlock and long short-term memory (LSTM) to
the classifier and train fully connected layers of it newly. The detail of a classifier is
shown in Fig. 7.

Fig. 6. Details of GAN construction. Left: generator of G. Middle: discriminator of D. Right:
ConvBlock layer in discriminator.

Fig. 7. Details of classifier construction. Dashed line means transfer learning.
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4 Experiments

4.1 Dataset

To validate classification performance of the tedGAN, we use the BSR noise data
described in Table 2. We collected BSR noises from Sedan in a laboratory. To imitate
the noise of the road, 2 shaker axes were used to give the vehicle vibration. We also
collected sound data with a sensor placed in the vehicle. There are 10,022 training
data and 3,112 test data. The data belong to one of the four types: normal, retractor,
seat rattle, and weatherstrip. Because raw data are intractable, we preprocess the data
using STFT, as shown in Fig. 2. The size of one data is (30, 513) for (time, fre-
quency), and the values of each point are amplitudes at the corresponding time and
frequency.

4.2 Result of Classification

In this section, we show a result of classification and compare it with those of other
classification methods, such as the k nearest neighbors (NN), naïve Bayes (NB), ran-
dom forest (RF), decision trees (DT), AdaBoost(AB), support vector machine
(SVM) with a polynomial (Poly) kernel and radial basis function (RBF) kernel, which
are provided in the scikit-learn library. For all of these algorithms, we used default
values, except maximal depth = 5 in the decision tree and random forest methods. We
compared the proposed method not only to those methods provided by the scikit-learn
library but also to the multi-layer perceptron (MLP) and the CNN which has the same
structure as the discriminator.

We use 10-fold cross-validation for all of the algorithms. Results of these
experiments are summarized in Fig. 8. The average correct classification achieved
by the proposed model is 95.15%. The accuracy difference between tedGAN
and CNN is small, but it has statistical significance with 2.44e-05 p-value in
a t-test.

Table 2. The number of training and test data used in experiments.

Normal Retractor Seat rattle Weatherstrip Total

Train 3885 567 3273 2297 10022
Test 978 223 928 983 3112
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4.3 Analysis of Result

The confusion matrix for BSR classification for validating the performance of the
proposed classifier is shown in Fig. 9. The matrix confirms that the classifier cannot
distinguish well normal and retractor. However, the proposed model can classify seat
rattle and weatherstrip better than others.

Figure 10 reveals clustering patterns in the BSR data by applying the t-SNE
algorithm [22], which groups data points according to their similarity. It can be seen
that data are sufficiently modified for the clustering pattern to become apparent to the
classifier.

Fig. 8. Result of classifying BSR noise. Y-axis represents accuracy.

Fig. 9. Confusion matrix for result of classifying BSR noise.
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4.4 Robust to Noise

To verify the effect of expanding knowledge space, we add background noise to data.
We use motorized noise (such as taxi, private, police, and ambulance) and
non-motorized noise (such as street, road, bicycle, construction, and vehicle air con-
ditioner) among Urban Sound Dataset1. We train model with data which do not include
background noise and test the model with data which have background noise. The
result of the experiment is shown in Fig. 11. The proposed model gets 92.05% per-
formance which is less than before but still higher than others.

Fig. 10. Distributions of the raw data (left) and output of the classifier (right). The classifier
changes the values so that similar data points are clustered together.

Fig. 11. Result of classification with data which includes background noise. STD means
‘standard’, i.e., they are data which has no surrounding noise. BK means ‘background’, i.e., they
are data which includes background noise.

1 https://serv.cusp.nyu.edu/projects/urbansounddataset/.
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5 Conclusion

In this paper, we introduce the necessity of classifying BSR noises. We attempt to
classify BSR noises using the information extracted from in-vehicle sensors. Since
there are three problems: the difficulty in extracting features, a small amount of data,
and less robustness to surrounding noise, we propose tedGAN to extract features and
generate more data. Knowledge space of data is expanded using the generator G which
is initialized by the decoder of DAE so that the discriminator D can learn more
characteristics of data. Finally, the capacity of D is transferred to a classifier. The
proposed classifier achieves the accuracy of 95.15%, thereby outperforming other
conventional models. Moreover, it can classify new data which includes surrounding
noise well, resulting in more robustness to noise.

In the future work, we plan to generate more various data that make the model more
robust to noise. To solve the problem of not distinguishing between normal and rattle,
we will construct a model that generates a specific class so that it can solve class
imbalance problem. We will investigate the generated data with inverse-STFT to check
how close it is to the sound from the vehicle.
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Abstract. Suppliers of music streaming services are showing an increasing
interest for providing users with reliable personalized recommendations since
their practically unlimited offerings make it difficult for users to find the music
they like. In this work, we take advantage of social tags that users give to music
through streaming platforms for improving recommendations. Most of the
works in the literature use the tags in the context of content based methods for
finding similarities between songs and artists, but we use them for characterizing
users, instead of characterizing music, aiming at improving user-based collab-
orative filtering algorithms. The expertise level of users is inferred from the
frequency analysis of their tags by using TF-IDF (Term Frequency-Inverse
Document Frequency), which is an indicator of the quantity and relevance of the
tags that users provide to items. User expertise has been studied in the context of
recommender systems and other domains, but, as far as we know, it has not been
studied in the context of music recommendations.

Keywords: Music recommender systems � User expertise
Collaborative filtering � Streaming services

1 Introduction

The way people consume digital music contents has drastically changed in recent years.
Getting music on-demand is the dominant tendency in digital downloading. Current
streaming services facilitate access to almost all existing music from anywhere. Hence,
there is increasing interest in developing recommendation algorithms that help users to
filter the huge amount of musical content available in the digital space and discover the
music that fits their preferences.

Most streaming platforms have search services and some of them have some rec-
ommendation mechanism. The methods used are diverse, from those based simply on
the popularity or genre of the songs, to those based on measures of similarity between
songs or users. Some companies such as Spotify, Apple and Pandora have developed
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playlist generation algorithms based on content analysis performed by human experts
or collaborative filtering. However, the details of these algorithms are unknown and
there are not available data about their reliability.

Moreover, streaming services allow their users to share songs, artists and playlists,
which makes them authentic social networks that are also endowed with facilities such
as tagging, friendship relations and so on. This social information can be exploited in
order to provide more reliable recommendations. In this work, social tagging infor-
mation is used for improving the results of collaborative filtering methods. The idea is
to infer user expertise from social tags and then use this information for giving a higher
level of influence to the expert users when generating the recommendations. In prior
research, social tags have been used for obtaining music similarity, nevertheless, they
have not been used for characterizing users. The proposed method is a hybrid approach
that makes use of user features in addition to ratings, aiming at improving traditional
collaborative filtering methods.

User expertise has been studied in the context of recommender systems and other
domains. In some of these studies, the main objective is modeling long-term temporal
effects on user preferences as consequence of user personal development [1]. In other
areas, such as question answer communities (CQA), the purpose is the identification of
experts in specific topics who would provide more reliable answers. In the field of
music recommendations, we are not aware of any paper where user expertise has been
studied.

Our work also addresses the sparsity problem, described in the next section, by
computing ratings from number of plays. Instead of using simple frequency functions,
we applied a method indicated for play frequencies that have a power law distribution.

The rest of the paper is organized as follows: In Sect. 2 the basis and classification
of collaborative filtering techniques are introduced. Section 3 includes a short survey of
related works. The proposed methodology is described in Sects. 4, 5 and 6. Section 7
encloses the study conducted for its validation. Finally, the conclusions are given in
Sect. 8.

2 Background

Most existing recommender systems use some type of collaborative filtering
(CF) based approach. The aim of CF is to predict the rating that a target user would
give to an item considering users having similar preferences regarding previously rated
items.

In memory-based (user-based or user-user) CF methods the predictions for the
active user are based on his nearest neighbors [2]. There are users who have similar
preferences to the active user since they have rated items in common with a similar
score. Different measures for similarity/distance computing can be used: Pearson
correlation coefficient, cosine, Chebyshev, Jaccard, etc.

Item-based (or item-item) CF was proposed in [3] with the aim of avoiding the
scalability problems associated with memory-based methods by precomputing the
similarities between items. This can be done since it is expected that new ratings given
to items in large rating databases do not significantly change the similarity between
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items, especially for frequently rated items. However, recommendations provided by
item-based methods usually have less quality than those provided by user-based
approaches and are thus used in large-scale systems where scalability is a serious
problem. They have been used in popular systems like Amazon [4].

Collaborative filtering requires explicit expression of user personal preferences for
items in the form of ratings, which are usually difficult to obtain. This fact is the cause
of one of the main drawbacks of this approach, the sparsity problem, which arises when
the number of ratings needed for prediction is greater than the number of the ratings
obtained from the users. This is the main drawback that prevents the application of CF
approach in many systems. Time that users spend examining the items is an alternative
way to obtain implicit user preferences, but it requires to process log files and this
implicit information about user preferences is not as reliable as the explicit ratings.

Currently, hybrid techniques are the most extensively implemented in recom-
mender systems, in an attempt to address the limitations of CF and content-based
approaches. These methods combine either different categories of CF methods or CF
with other recommendation techniques such as content-based schemes [5]. The main
drawbacks they present are their complexity and the information needed for inducing
the models.

3 Related Work

Collaborative filtering (CF) methods are widely used in recommender systems. The
GroupLens research system for Usenet news [6] was the first recommender system
using CF and Ringo [3] was one of the first and most popular music recommender
systems based on CF. In the music recommender area several ways of dealing with the
sparsity problem presented by these methods have been proposed. The access history of
users is often used to implicitly obtain user interests in a music recommendation system
[7]. In several works where the last.fm database is used, the times that the users play the
songs (play counts) are converted to ratings by means of various functions [8, 9].

Regarding content-based methods, in the music field, metadata of items, such as
title, artist, genre and lyrics, can be exploited as content attributes, but also audio
features like timbre, melody, rhythm or harmony. In [10] music similarity was deter-
mined from chord structure (spectrum, rhythm and harmony). Melody style is the
music feature used in [11] for music recommendation. A content-based method is
proposed where a classification of music objects in melody styles is performed and
users’ music preferences are learned by mining the melody patterns from the music
access behavior of the users. Clustering of similar songs according to different features
of audio content is performed in [12] to provide users with recommendations of music
from the appropriate clusters.

The combination of memory-based and model-based CF methods is a common way
of building hybrid CF approaches that usually yields better recommendations than the
single methods applied separately. Hybrid strategies have been adopted in the devel-
opment of music recommendation systems. In [13], the authors associate rating and
content data with latent variables that directly describe the unobserved user preferences.
For music recommendation, they adapt a Bayesian network which was originally
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designed for recommendation of documents. Unobservable user preferences are rep-
resented as a set of latent variables that are statistically estimated and introduced into
the Bayesian network. Another hybrid music recommendation system is presented in
[14]. Its authors propose a content-based scheme to recommend music without ratings,
a collaborative algorithm to make recommendations based on the suggestions of other
users and a recommendation procedure based on emotions that determines the music of
interest to users by calculating the differences between their interests and musical
emotions. The combination of the three methods is done through a weighting system
based on the user’s listening behavior. This method requires users to complete a
questionnaire that allows the system to discover their interests, which is not always
possible. There are other hybrid proposals for music recommendation, but most of them
enclose very complex procedures and require information about music and users that
often is unavailable.

Concerning the topic of user expertise, as mentioned before, the main application in
the field of recommender systems is modeling the evolution of users’ preferences as
they gain knowledge. In domains such as CQA and online reviews, most of the works
make use of voting scores that users give to posts, answers and so on [15, 16]. In some
of them, directed relationships between asker and answerer users are also considered
[17]. There are some works in which domain specific ontologies are defined for
inducing expertise. For example, in the e‐commerce domain the authors of [18] define
an ontology of products, then they compute expertise in a category considering the
quantity and diversity of products of different subcategories rated by the users. In our
proposal, expertise is directly obtained from the tags without need of defining any
ontology.

Recently, many hybrid recommendation systems exploit social networks and other
web sources in order to gather information that may be useful in the recommendation
process [19, 20]. In [21] social tagging is used to derive the latent themes associated
with songs from the most frequent tags given to them. In [22] a recommendation
system is proposed that also uses social media tags to establish the similarity between
the songs. In addition, tag information is used to capture user preferences. The results
reveal that social labeling is a valid means of predicting musical preferences.

4 Inferring User Expertise from Social Tagging

Music datasets do not contain voting scores for users that could be used to obtain
expertise levels. However, tags that users give to music items can provide an indication
of their expertise degree.

Social tags express different music features such as genre, feelings, mood, instru-
ments, periods of time or more subjective aspects. In general, social tagging infor-
mation, provided by thousands of users of social networks, has given rise to a broad
domain-specific body of knowledge that is called folksonomy [23]. This term, unlike
taxonomy, represents a form of indexing information that does not follow a hierarchical
organization or any other relationship and is performed by non-experts.

Social tagging allows the creation of a very rich user-driven description of musical
items in multiple dimensions as well as a dynamic and not pre-established classification.
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This kind of indexation obtained through social tags is much more appropriate for music
than the one based on classical taxonomies since its categories, such as musical genres,
have fuzzy and unstable boundaries, new types are regularly introduced and the existing
ones change.

Although social tagging is usually used for music characterization, we propose to
use it for characterizing users aiming at taking advantage of this information for
improving user-based collaborative filtering methods. Our proposal involves the
inference of the expertise degree of the user by means of the analysis of the tags they
give to items.

To understand the idea in an intuitive way, let’s consider tags like rock and pop that
correspond to well-known and easily identifiable genres, thus they could be given by a
user with a low level of expertise. However, assigning tags as darkwave or trip hop,
associated with less identifiable or more specialized genres, requires a higher level of
music expertise. Therefore, the expertise of users can be determined by analyzing their
tags.

Based on the fact that the tags requiring more knowledge are less common than the
others, we have resorted to tag frequency analysis to establish the degree of user
expertise. We have used tf–idf (term frequency–inverse document frequency), a mea-
sure widely used for document retrieval and classification, to characterize users
according to the quantity and relevance of the tags they provide to items. In this
context, terms are replaced by tags and documents by users.

When tf-idf is used for classifying documents, the weights of terms that occur very
frequently in the document set are decreased while the weights of terms that occur
rarely are increased. When finding user expertise profiles from tags, tf-idf provides an
indication of the tags’ frequency but giving more relevance to tags that are less fre-
quently used by many users. This metric has been used in some works to identify
relevant tags for items (i.e. songs or artists), however, our aim is to identify relevant
tags for users. Tags from expert users would have high values of tf-idf (high level of
specialization) while tags from non-expert users would have low values of this metric.
Tf-idf for a user u 2 U and a tag t is defined as follows:

tf -idf U; u; tð Þ ¼ tf u; tð Þ � idf U; tð Þ ð1Þ

idf U; tð Þ ¼ 1þ log
Uj j

df U; tð Þ
� �

ð2Þ

Where tf u; tð Þ is the frequency of the tag t for the user u, Uj j is the total number of
users and df U; tð Þ is the number of users that have the tag t.

In our approach, it is necessary to compute tf -idf U; u; tð Þ for each pair u; tð Þ. Then,
the degree of expertise of a user u is given by tf -idf average of all tags of u.

5 Incorporation of User Expertise to Collaborative Filtering

User expertise computed from social tags is used for improving the quality of the
recommendations provided by user-based collaborative filtering methods.
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These recommendations are predictions of items that a user could like based on the
ratings given by other users with similar preferences. Let’s consider a set of m users.

U = {u1, u2,…, um} and a set of n items I = {i1, i2,…, in}. Each user ui have a list of
k ratings that he has given to a set of items Iui, where Iui � I. In this context, a
recommendation for the active user ua 2 U involves a set of items Ir � I that fulfill the
condition Ir \ Iua ¼ £, since only items not rated by him can be recommended. Rat-
ings are stored in a m� n matrix called the rating matrix, where each element is the
rating that a user ui gives to an item ij. Usually, this matrix has many empty elements
since each user only rates a small percentage of available items.

Similarity between users is computed from the rating matrix. To do that, there are
different distance based measures such as cosine, Chebyshev and Jaccard; or correlations
coefficients such as Pearson, Kendall and Spearman. Regardless of the method used, the
similarity between the active user ua and another user ui is denoted as sim ua; uið Þ.

At this point, we introduce user expertise to increase the influence of expert users in
the recommendations against that of non-experts. Since we assume that the degree of
expertise of a user is given by his tf -idf average, we use this value as a weight in the
similarity measure. Then, a weighted similarity w-sim ua; uið Þ is computed as follows.

tf -idf uið Þ ¼
X

t

tf -idf ui; tð Þ
N uið Þ ð3Þ

where N uið Þ is the number of tags given by user ui.

w-sim ua; uið Þ ¼ sim ua; uið Þ � tf -idf uið Þ ð4Þ

After having the weighted similarity, we obtain the list of the nearest neighbors,
that is, the n users U = {u1, u2,…, un} most similar to the active user ua, where u1 is the
closest user to ua, u2 the second and so on.

Once the nearest neighbors to ua have been obtained, the prediction of the rating
praj that the active user would give to a certain item j is computed from the weighted
sum of other users’ ratings using the following equation:

praj ¼ ra þ
Pn

i¼1 w-sim ua; uið Þ rij � ri
� �

Pn
i¼1 w-sim ua; uið Þj j ð5Þ

where

ri ¼ 1
Iij j

X
j2Ii rij ð6Þ

6 Implicit Ratings

Most of the music datasets lack of explicit rating information, so that it is usually
estimated from the number of plays of the tracks, which is often the only available
indication of user preferences. There have been proposed few methods for computing
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ratings from plays and most of them are based on simple frequency functions [8, 9].
However, these methods are not indicated in the context of artist recommendation where
most of the artists have low number of plays and there are few highly played artists. As
consequence, play frequencies have a clear power law distribution, also known as the
“long tail” distribution. For that situation the method proposed by Pacula [24] is proved
to be more suitable. Below we describe this approach, which is adopted in our work.

The play frequency for a given artist i and a user j is defined as follow:

Freqi;j ¼ pi;jP
i0 pi0;j

ð7Þ

Where pi,j is the number of times that a user j plays an artist i.
On the other hand,Freqk jð Þ denote the k-thmost listened artist for user j. Then, a rating

for an artist with rank k is computed as a linear function of the frequency percentile:

ri;j ¼ 4 1�
Xk�1

k0¼1
Freqk0 jð Þ

� �
ð8Þ

Once the ratings are calculated, collaborative filtering methods can be applied in the
way it is done for dataset containing explicit user preferences.

7 Validation of the Proposed Method

7.1 Dataset

The study has been carried out using a sample with 1000 users, 5604 tags and 11680
artists from the dataset Hetrec2011-lastfm [25]. This dataset contains social network-
ing, tagging, and music artist listening information from last.fm online music system. It
is composed by the following files:

• artists.dat: Contains information about artists listened and tagged by the users.
• tags.dat: Set of tags available in the dataset.
• user_artists.dat: Contains the artists listened by each user. It also provides a lis-

tening count for each [user, artist] pair.
• user_taggedartists.dat and user_taggedartists-timestamps.dat: These files contain the

tag assignments of artists provided by each particular user. They also contain the
timestamps when the tag assignments were done.

• user_friends.dat: Contains the friend relations between users in the database.

7.2 Preprocessing and Data Analysis

The first step was to compute tf-idf for the tags of each user in the dataset. Then, ratings
were obtained from the count of plays in order to obtain user preferences.

Aiming at comparing the information that can be representative of the user profiles,
average and standard deviation of TF-IDF and rating were computed for each user. The
distribution of number of tags, number of plays, TF-IDF average and rating average per
user in the dataset is showed in Fig. 1. We can observe a long-tail distribution for most
of the variables.
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7.3 Results

In order to validate the proposal, it is necessary to confirm that the introduction of user
expertise in user-based CF by means of the weighted similarity w-sim improves the
results against using CF with traditional similarity measures. The most used metrics are
Pearson and cosine similarity coefficients, but there are other distance-based measures
such as Chebyshev distance, Jaccard similarity, or Euclidean distance, all of which
have been analysed in this comparative study. Euclidean and Chebyshev distances have
been normalized to have values between 0 and 1 and the corresponding similarity
metrics are obtained subtracting this value from 1.

Table 1 shows the values of NRMSE (Normalized Root Mean Square Error)
obtained when using CF with some well-known and widely used similarity measures
based on distances (first column), and when using CF with these similarity metrics
weighted according to the expertise level of the user (second column). We can observe

Number of tags Number of plays

TF-IDF average Rating average

Fig. 1. Data distribution
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the significant improvement of the results for the last approach for all the tested
measures. This important reduction in the error rate can also be visualized in Fig. 2.

8 Conclusions

Social tagging is usually used in the context of recommender system in content-based
CF methods for finding similarities between items. However, in this work we take
advantage of social tags for inducing the expertise degree of the users. This information
is used for improving user-based CF methods by giving more relevance in the com-
putation of the similarity between users to the opinions of more expert users.

We have conducted a study with a dataset containing information obtained from
last.fm music system. The results prove that the introduction of a weight proportional to
user expertise produces significantly better predictions regardless of the similarity
metrics applied.

Table 1. NRMSE for user-based CF and user-based CF with weighted similarity

User-CF Weighted user-CF

Cosine 0.2992 0.0254
Jaccard 0.3013 0.0168
Chebyshev 0.2527 0.0303
Euclidean 0.3622 0.2418

Fig. 2. Visualization of the difference between the NRMSE values of both studied approaches
using common similarity metrics
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Abstract. Given a set of facts and related background knowledge, it
has always been a challenging task to learn theories that define the facts
in terms of background knowledge. In this study, we focus on graph
databases and propose a method to learn definitions of n-ary relations
stored in such mediums. The proposed method distinguishes from state-
of-the-art methods as it employs hypergraphs to represent relational data
and follows substructure matching approach to discover concept descrip-
tors. Moreover, the proposed method provides mechanisms to handle
inexact substructure matching, incorporate numerical attributes into
concept discovery process, avoid target instance ordering problem and
concept descriptors suppress each other. Experiments conducted on two
benchmark biochemical datasets show that the proposed method is capa-
ble of inducing concept descriptors that cover all the target instances and
are similar to those induced by state-of-the-art methods.

Keywords: Concept discovery · n-ary relation · Hypergraph
Graph database · Neo4j

1 Introduction

Given a set of facts and related background knowledge, concept discovery is
concerned with inducing logical definitions of the facts in terms of background
knowledge [1]. The problem has extensively been studied from Inductive Logic
Programming (ILP) perspective where data is represented within first order
logic framework and logic operators are used to induce concept descriptors [2].
The problem has also been addressed within graph mining framework where
relational data is represented as graphs and graph algorithms are used to mine
concept descriptors [3,4].

In this study, we propose a method to find definitions of n-ary relations
stored in graph databases. The proposed method inputs a graph database and
a number of relation names to guide the search. The proposed method queries
the graph database to find frequently appearing substructures that involve the
relations names provided. The user guided search enables discovery of concept
descriptors of particular interest as well as limiting the search space.

c© Springer International Publishing AG, part of Springer Nature 2018
F. J. de Cos Juez et al. (Eds.): HAIS 2018, LNAI 10870, pp. 50–61, 2018.
https://doi.org/10.1007/978-3-319-92639-1_5
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The contributions of this study are two folds. The first contribution is about
the representation of data: in this study we represent the data using hypergraphs
rather than ordinary graphs. The second contribution is related to the concept
descriptor discovery process: in this study we follow a substructure matching
approach instead of pathfinding. Moreover, the proposed method performs inex-
act subgraph matching, handles numeric attributes, avoids target instance order-
ing problem. The proposed method also avoids certain concept descriptors to
suppress discovery of other concept descriptors.

To evaluate the performance of the proposed method, experiments are con-
ducted on two biochemical datasets, namely Predictive Toxicology Evaluation
(PTE) and Mutagenesis. The experimental results show that the proposed
method is capable of inducing concept descriptors reported in literature and
achieves 100% coverage.

The rest of the paper is organized as follows. Section 2 presents the related
work and highlights differences of the proposed method from state-of-the-art
methods. Section 3 presents the data representation model, advantages of hyper-
graph representation over graph representation, and introduces the proposed
method. Section 4 presents the experimental findings and the last section con-
cludes the paper.

2 Background

Given a set of positive and negative instances that belong a target relation
and related facts, called background knowledge, concept discovery is concerned
with inducing relational definitions of the target relation in terms of back-
ground knowledge relations and possibly the relation itself, such that the induced
concept descriptors explain all of the positive target instances and none of
the negative target instances [1]. As an example, given a kinship dataset and
father relation as the target relation, a typical concept discovery system would
induce concept descriptors such as father(A,B):-mother(C,A), wife(C,D), daugh-
ter(B,C). The concept discovery problem is formulated in Eq. 1, where B is back-
ground knowledge, E = E+ ∪ E− is set of target instances, and H is a concept
descriptor.

Prior Satisfiability. B ∧ E−
� �

Posterior Satisfiability. B ∧ H ∧ E−
� �

Prior Necessity. B � E+

Posterior Sufficiency. B ∧ H |= E+

(1)

The problem has primarily been investigated by ILP research where data
is represented within first order logic and logical operators are used to induce
concept descriptors. Although ILP-based concept discovery systems have appli-
cations in several domains [5], they are reported to suffer from large search
space [6] and the local plateau problem [4].
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More recently, the problem is attacked from graph perspective and meth-
ods for concept discovery based on pathfinding [4,7,8] and substructure discov-
ery [3,9] have been proposed. Pathfinding-based approaches assume that con-
cept descriptors should be represented by fixed length paths that connect some
arguments of the target relation. Substructure-based approaches, on the other
hand, assume that frequently appearing substructures that involve the target
relation should be concept descriptors. Pathfinding-based approaches are more
suitable for learning descriptive concept descriptors while substructure discovery-
based approaches can learn both descriptive and predictive concept descriptors.
Although graph-based approaches are promising in concept discovery they suffer
from complexity of graph algorithms.

With the increasing popularity of graph databases, studies dealing with
concept discovery in graph databases have also been published. Our previous
works [10,11] focused on concept discovery in graph databases for binary rela-
tions and followed pathfinding-based approach. [12], another previous work of
our group, proposed a pathfinding-based approach for learning concept descrip-
tors of n-ary relations where concept descriptors of length l are joined to generate
candidate concept descriptors of length (l + 1) in Apriori manner.

The method proposed in this study distinguishes from state-of-the-art meth-
ods by two means: (a) data representation and (b) concept descriptor infer-
ence mechanism. In this study we represent data using hypergraphs rather than
graphs. Hypergraphs are generalization of ordinary graphs and are more pow-
erful in representing n-ary relations [13]. Although not all graph databases pro-
vide direct implementation of hypergraphs, graph rewriting techniques are avail-
able for transforming hypergraphs into graphs [14]. Concept descriptor inference
is based on user-guided substructure discovery. Although user guidance may
require domain expertise, it enables the discovery of concept descriptors of par-
ticular interest and limits the search space.

3 The Proposed Method

3.1 Data Representation

In this study, directed, labeled hypergraphs are used to represent relational data.
Hypergraphs, G = (V,E), are generalization of graphs where V is a set of nodes
and edges connect any number of nodes, E ∈ 2V . Relation between relational
data model and hypergraphs are discussed in [14,15]. We use the sample dataset
provided in Table 1 to illustrate our data model.

Data presented in Table 1 is a subset of Mutagenesis dataset and the tar-
get instance indicates that chemical d1 is mutagenically active. The back-
ground knowledge muta atom(d1,d1 3,c,22,–0.117) states that d1 has an atom
namely d1 3 which is described using three features: element c, type 22, and
charge −0.117. The relation muta bond(d1 3,d1 4,7) indicates that there is bond
between d1 3 and d1 4 of type 7. The predicates indA(d1,1) and indV(d1,0)
indicate d1 has values 1 and 0 for properties, respectively, indA and indV. The
remaining predicates can be interpreted in a similar way.



Learning Logical Definitions of n-Ary Relations in Graph Databases 53

Table 1. Sample dataset

Target instance Background knowledge

Mutagenic(d1, active) muta atom(d1,d1 3,h,22,−0.117)

muta atom(d1,d1 4,c,195,−0.087)

muta bond(d1,d1 3,d1 4,7)

muta bond(d1,d1 4,d1 5,7)

indA(d1,1)

indV(d1,0)

To represent the data as a graph, we represent each distinct argument value
as a vertex and place an edge between vertices that are related and label the
edge after the relation/property name. Ordinary graphs are suitable to represent
relations such as indA(d1,1): two vertices representing d1 and 1 connected by an
edge labeled indA, Fig. 1(a) illustrates this mapping. muta atom(d1,d1 4,c,195,
–0.087) can be represented with 5 vertices labeled with c, 195, and –0.087 con-
nected to a node labeled d1 1 which is connected to a vertex labeled d1, Fig. 1(b)
illustrates this representation.

d1

active

m
u
ta

(a)

d1

d1 3 195

c

-0.087

a
tom

ele
men

t

type

ch
ar
ge

(b)

Fig. 1. Graphs corresponding to some relations

However, it is not possible to represent relations muta bond(d1 3,d1 4,7) and
muta bond(d1 4,d1 5,7) in a similar fashion. If we do represent these relations
via binary relations as indicated in Fig. 2(a), the semantics can not be retrieved
properly. From Fig. 2 one may infer there is a bond between d1 3 and d1 5
with property 7 which is not the case. In Fig. 2(b) we illustrate hypergraph
representation of these two relations which captures all semantics without any
ambiguity.

As graph databases may not directly support hypergraphs, such structures
need to be transformed into graph. In literature there are several transforma-
tions of hypergraphs into graphs. One such transformation proposes to represent
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d1 4

d1 5

7

(b)

Fig. 2. Graph vs. Hypergraph representation

a hyperedge via a new vertex and creating pairwise relationships among end-
nodes of the hyperedge [16]. In this study we follow this mechanism and Fig. 3
partially represents the dataset provided in Table 1. The bond vertex in Fig. 3 is
an auxiliary node used to implement the pairwise relationships among the three
end-nodes of the hyperedge given in Fig. 2(b).

3.2 Concept Descriptor Induction

The proposed method is based on discovering frequently appearing substructures
that include relations provided by a user. The proposed method inputs a graph,
relations names, minimum support and confidence values. Support of a concept
descriptor indicates the fraction of the number of positive target instances the
induced concept descriptor holds for over the total number of target instances.
Confidence of a concept descriptor indicates the fraction of the number of pos-
itive target instances the induced concept descriptor holds for over the total
number of positive target instances. The ultimate goal of the proposed method
is to discover as much specific concept descriptors as possible that satisfy the
minimum support and minimum confidence values and describe every target
instance.

Algorithm 1 outlines the proposed method. The proposed method takes a
target instance and retrieves the substructures that are connected to it via the
edges named after the relation names provided. Support and confidence values
of each such retrieved substructure are calculated, if the substructure is not
evaluated before. If the support and confidence values are above the thresholds,
it is added into a solution set, i.e. S. Once all target instances are handled,
concept descriptors in solution set are simplified and the simplified versions of
the concept descriptors constitute the final solution set.
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Fig. 3. Graph for sample mutagenesis dataset

In graph-based concept discovery systems, a substructure is generally asso-
ciated with more than one target instance. Hence the same substructure will be
discovered multiple times. In order to avoid evaluation of the same substruc-
tures more than once, we store each discovered substructure in a hash table, H
in Algorithm 1, and evaluate those substructures that are not in the hash table
only. If a substructure is discovered for the first time, its support and confidence
values are calculated and inserted into hash table along with the substructure
itself.

Once all concept descriptors are discovered a concept descriptor simplification
processes is executed. In this step if each substructure that corresponds to a
relation is removed if it does not enhance coverage of the concept descriptor.

In concept discovery systems there are some issues that need special atten-
tion. These are handling numeric attributes, inexact subgraph matching, avoid-
ing target instance ordering problem, and avoiding one discovery of a concept
descriptor to suppress discovery of another concept descriptor. In the subsection
below we explain these problems in more detail and explain our approach to
handle them.

Handling Numerical Values: In order for a value to be present as a constant
in a concept descriptor it should appear at least ms × #target instance times
in the dataset. As some numeric values such as charge in muta atom relation do
not appear that many times, they can not be represented in concept descriptors
as they are. For this reason we employ equal width discretization where width
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Data: D: database, R: set of relations, ms: minimum support, mc: minimum
confidence

Result: S: a set of concept descriptors
foreach t in D do

Cc = buildCandidateConceptDes(t, R);
foreach c in Cc do

if c not in H then
sp = calculateSupport(c);
cn= calculateConfidence(c);
H.insert(c, sp, cn);
if sp ≥ ms ∧ cn ≥ mc then

S.insert(c);
end

end

end

end
foreach c in S do

Sol.insert(simplify(c));
end

Algorithm 1: The proposed method

of an interval is determined by ms × #target instance. Hence the graph is
modified by replacing continuous values with their corresponding discrete values
and adjusting edges accordingly. In Fig. 3 the node labeled with ch1 is a such
node, and nodes with dashed edges and labeled with –0.117 and –0,087, are
indeed not used in concept discovery process.

Inexact Subgraph Matching: Suppose that more than ms × #target
instance target instances agree on (n – 1) nodes that represent a relation p/n.
In such a case this substructure can not participate in a concept descriptor as
a substructure corresponding a relation should fully be present in the concept
descriptor. In order to handle such situations for each distinct attribute value
we create and add a node that represents a don’t care value and adjust edges
respectively. In Fig. 3 node labeled with CHX is such a node. By this way we
allow the proposed method to handle inexact subgraph matchings.

Avoiding Target Instance Ordering Problem: Suppose that concept
descriptor ck is discovered while target instance ti is handled and ck also covers
target instance tj - which is not examined yet. In concept discovery systems
that follow covering principle [17], target instance tj will not be handled in sub-
sequent iterations and any concept descriptor due to tj will not be discovered.
In order to overcome this problem, in the proposed method we do not employ
covering mechanisms but examine every target instance even if it is covered by
some previously discovered concept descriptors.
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Avoiding Suppression of Concept Descriptors: In predicate logic g sub-
sumes f if there is substitution θ such that gθ = f . As an example p(X,Y,Z)
subsumes p(a, Y, b). Similarly, a substructure s1 subsumes substructure s2 if some
constant nodes of s2 are don’t care nodes in s1. In traditional concept discov-
ery systems, s2 will not be considered as a valid concept descriptor as s1 will
probably have higher support and confidence value even though s2 provides valu-
able information. Such a problem is also valid for graph-based concept discovery
systems such as [18] that aim to find a substructure that best compresses the
original graph. Any subgraph that does not compress the original graph best but
is good enough will be missed. In order to overcome this situation, we add sub-
structures that satisfy the minimum support and minimum confidence criteria
to the solution set even if they are subsumed by some other concept descriptors.

4 Experiments

4.1 Datasets and Experimental Settings

To evaluate the performance of the proposed method, we conducted experiments
on two biochemical datasets: Mutagenesis and extended version of Predictive
Toxicology Evaluation (PTE) [19] namely PTE-5 [20]. These are benchmark
datasets for concept discovery [21,22], and the problem is to predict class labels
of drugs as carcinogenic and mutagenic, respectively. Table 2 lists the properties
of the datasets and the corresponding graphs. The first column indicates the
dataset name, the second column indicates the number of relations in the dataset,
the third column indicates the number of instances that belong to the target
relation and the fourth column indicates the number of instances provided as
background knowledge. The last two columns indicate the number of the vertices
and the number of edges of graph representation of the datasets.

Table 2. Properties of datasets and the corresponding graphs

Dataset Dataset properties Graph properties

# Pred. # T.I. # B.I. # Vertices # Edges

PTE 37 298 28969 19363 27132

Mutagenesis 8 188 13123 12650 35776

Hence, the graph representation of the dataset stores two vertices for each
distinct argument value and the auxiliary vertices required for hypergraph repre-
sentation. In the experiments, minimum support and minimum confidence values
are set 0.1 and 0.7 [20].

Neo4j [23] graph database engine is used to store the data. Neo4j’s Java API
is used to retrieve the substructures and query the database to calculate support
and confidence of the candidate concept descriptors.
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4.2 Experimental Results

Due to space limitation in Fig. 4 we provide graph representation of only one of
the discovered concept descriptors and list the remaining ones in Table 3.

An unbounded capital letter in a concept descriptor represents a don’t care
value while a bounded capital letter enforces integrity among relations. A small
letter represents a constant value. As an example atom(A,B,h,3,ch14) can be
interpreted as any drug connected to an atom with element h, type 3 and
charge ch14 is mutagenic. Similarly, atom(A,B,h,3,ch16), atom(A,C,c,22,ch8),

Fig. 4. Graph representation of concept descriptor atom(A,B,c,22,ch8), atom(A,C,c,
22,ch8), bond(A,C,B,7), indV(A,1.0)

Table 3. Concept descriptors discovered for the Mutagenesis dataset

Concept descriptor Support Confidence

atom(A,B,h,3,ch14) 0.16 0.77

atom(A,B,c,22,ch8) 0.83 0.74

atom(A,B,h,3,ch15), lumo(A,lumo2) 0.1 1.0

atom(A,B,h,3,ch15), indA(A,0.0), indV(A,1.0) 0.42 0.98

atom(A,B,h,3,ch15), atom(A,D,c,22,ch8), bond(A,D,B,1),
indA(A,0.0), indV(A,1.0)

0.41 1.0

atom(A,B,c,22,ch8), atom(A,C,c,22,ch8), bond(A,C,B,7),
indV(A,1.0)

0.68 1.0

atom(A,B,o,40,ch4), atom(A,C,n,38,ch22), bond(A,C,B,2) 0.69 0.70

atom(A,B,h,3,ch16), atom(A,C,c,22,ch8), bond(A,C,B,1) 0.35 0.83

atom(A,B,c,29,ch11), atom(A,C,c,29,ch11), bond(A,C,B,1),
indA(A,0.0), indV(A,1.0)

0.16 0.95

atom(A,B,o,40,ch4), atom(A,C,n,38,ch23), bond(A,C,B,2),
indA(A,0.0), indV(A,1.0)

0.13 1.0

atom(A,B,element,atomType,ch4), bond(A,D,E,2),
bond(A,B,E,1), (–0,398≤ch4≤0,376)

0.87 0.74
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Table 4. Concept descriptors discovered for the PTE-5 dataset

Concept descriptor Support Confidence

atom(A,B,h,C,D), ind(A,di10,1),
has property(A,cytogen ca,E)

0.14 0.70

atom(A,B,c,C,D), ind(A,E,1), has property(A,salmonella,F) 0.11 0.83

atom(A,B,C,D,ch12), ind(A,E,1),
has property(A,cytogen sce,F), (–0.159≤ch12≤–0.126)

0.10 0.87

atom(A,B,C,22,D), ind(A,di10,1),
has property(A,salmonella,E)

0.13 0.74

atom(A,B,C,D,ch22), atom(A,E,F,32,G),
(0.191≤ch22≤0.227)

0.245 0.702

bond(A,C,B,1) can be read as a drug connected to an atom with element h, type
3 and charge ch16 and connected to another atom with element c, type 22 and
charge ch8 and there is bond between these two atoms of type 1 is mutagenic.

When compared to ILP-based concept discovery system Progol [24] the pro-
posed method is able to find similar concept descriptors. The proposed method
discovered similar concept descriptors reported in a recent ILP-based concept
discovery system CRIS [20]. The proposed method is also able to find the concept
descriptor that is reported the best by [18].

In Table 4, we list some of the concept descriptors discovered for the PTE-5
dataset as well as the support and confidence values of the concept descriptors.
The obtained results are compatible with those reported in ILP-based studies
such as [20,24] and graph-based approaches such as [25,26].

Running time is another important criteria in comparing performance of
concept discovery systems. CRIS [20] is reported to run about 5 h for PTE-
5 and around 3 h and 40 min for Mutagenesis dataset. The proposed method
terminates around 10 min for each datasets. When compared to SUBDUECL
and gSpan, the proposed method has longer running time.

5 Conclusion

In this study we introduced a method to learn logical definitions of n-ary rela-
tions stored in graph databases. The proposed method represents relational data
within hypergraph framework, incorporates numeric values into concept discov-
ery process after a discretization step, can perform inexact substructure match-
ing, overcome target instance ordering problem, and avoid concept discovery
suppression problem. Experimental results show that the proposed method is
capable of discovering concept descriptors that are reported in the literature in
much shorter time when compared to state-of-the-art ILP-based concept discov-
ery system, however it is slower when compared to other graph-based concept
discovery systems.

Future research directions include analysis of impact of indexing on the run-
ning time performance.
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Abstract. Nowadays, there is an increasing interest in automating
KDD processes. Thanks to the increasing power and costs reduction
of computation devices, the search of best features and model parame-
ters can be solved with different meta-heuristics. Thus, researchers can
be focused in other important tasks like data wrangling or feature engi-
neering. In this contribution, GAparsimony R package is presented. This
library implements GA-PARSIMONY methodology that has been pub-
lished in previous journals and HAIS conferences. The objective of this
paper is to show how to use GAparsimony for searching accurate parsimo-
nious models by combining feature selection, hyperparameter optimiza-
tion, and parsimonious model search. Therefore, this paper covers the
cautions and considerations required for finding a robust parsimonious
model by using this package and with a regression example that can be
easily adapted for another problem, database or algorithm.

Keywords: GA-PARSIMONY · Hyperparameter optimization
Feature selection · Parsimonious model · Genetic algorithms

1 Introduction

In the last years, companies have been demanding new methodologies to autom-
atize tedious machine learning tasks such as hyperparameter optimization (HO)
or feature selection (FS). Therefore, the effort can be focused in other important
processes as feature engineering or data munging that are harder to automatize
[6]. Besides, these tools can be useful for many scientific or engineers that are
not expert in machine learning but who need to easily obtain useful and robust
models.

To facilitate these tasks, new libraries are emerging to perform HO when the
number of model parameters is high. For example, Bayesian Optimization (BO)
is implemented in Auto-WEKA [12] for Weka suite, in Python Hyperopt [2] and
c© Springer International Publishing AG, part of Springer Nature 2018
F. J. de Cos Juez et al. (Eds.): HAIS 2018, LNAI 10870, pp. 62–73, 2018.
https://doi.org/10.1007/978-3-319-92639-1_6
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bayes opt, or rBayesianOptimization and mlr [3] in R. However, new tools try
also to optimize the model structure with Soft Computing (SC) strategies. For
example, TPOT [9] in python automatically optimizes machine learning pipelines
with genetic programming (GP), SUMO-Toolbox [5] in MATLAB uses different
plug-ins for optimizing each KDD stage or DEvol uses GP to automatically
modify the layers structure of a deep neural network.

In this context, we present GAparsimony [7], a public R package for searching
robust and parsimonious models. This library implements previously published
GA-PARSIMONY methodology [10,13] that uses genetic algorithms (GA) to
search robust and parsimonious models with FS, HO. and parsimonious model
selection (PMS). The objective of this paper is to describe the use of this new
package for searching parsimonious models. Therefore, paper covers an expla-
nation, with a regression example, of how to create the fitness function which
measure the errors and model complexity, how to correctly initialize the set-
tings of the GA optimization and how to tune the rerank error parameter for
searching parsimonious solutions, and so on.

The rest of the paper is organized as follows: Sect. 2 presents a brief descrip-
tion of GAparsimony R Package. Section 3 describes the use of the new package
to obtain a robust Artificial Neuronal Network (ANN) model for the Boston
UCI dataset. Finally, Sect. 4 presents the conclusions and suggestions for further
works.

2 The GAparsimony R Package

2.1 Package Description

GAparsimony [7] is a R package for implementing GA-PARSIMONY method-
ology [10,13] to search accurate parsimonious models (PM) by combining fea-
ture selection (FS), hyperparameter optimization (HO), and parsimonious model
selection (PMS).

This R package, that has been written in S4, provides a flexible tools for auto-
matically searching parsimonious models within a pre-established error margin.
It can be run sequentially or in parallel, using an explicit master-slave paral-
lelization or a grid of computers.

GAparsimony has successfully been used with Random Forest (RF), Artifi-
cial Neural Networks (ANNs), Extreme Gradient Boosting Machines (XGBoost)
or Support Vector Regression (SVR) in many fields, such as solar radiation
estimation [1], mechanical design [4], industrial processes [11], or hotel booking
forecasting [14].

The released version can be installed directly from CRAN repository with:

i n s ta l l . packages ( ”GAparsimony” )

or the development version from GitHub with devtools package:

devtoo l s : : i n s ta l l github ( ” jp i s on/GAparsimony” )
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2.2 The Search of Parsimonious Solutions

GAparsimony [10,13] uses a GA-based optimization method with a similar
flowchart to other classical GA methods. The main difference is that method
selects best individuals in two separated cost and complexity evaluations. Cost
(J) measures the model’s error or accuracy and is usually obtained with cross-
validation, hold-out or bootstrapping. On the other hand, model complexity
depends on the model structure and it usually defines the model “flatness” which
is related to its robustness. For example, the sum of the squared coefficients in
ridge regression or the sum of the squared weights in ANNs with weight decay, are
two popular complexity metrics in regularization methods. Also, other metrics as
Vapnik-Chervonenkis (VC) dimension, degrees of freedom (GDF) [15], the number
of selected input features, NSF , or a combination of them, can be used.

Table 1 shows, with a little example how GAparsimony works in the selection
process of four individuals. In the first step (left part of the table), models are
sorted by their J . However, in a second step (right part of the table), individuals
of the three top positions are rearranged by their complexity because the absolute
difference between their J are lower than a predefined error margin of 0.01. As a
consequence, the best parsimonious models, with lower complexity, are promoted
to be elitist in the next GA population.

Table 1. First step: individuals sorted by their J . Second step: individuals are rear-
ranged by Complexity if their absolute difference of J is < 0.01 (ReRank = 0.010).

First step Second step

Position J Complexity Position J Complexity

1st 0.455 120 1st 0.461 80

2nd 0.460 100 2nd 0.460 100

3rd 0.461 80 3rd 0.455 120

4th 0.480 75 4th 0.480 75

2.3 Objective Function and GA Methods

In GAparsimony, users have to write their own fitness function to evaluate each
i individual which has to be defined with a chromosome λi

g:

λi
g = [Param, Q] (1)

where Param corresponds with the model’s parameters and Q is a vector with
0 and 1 s values for selecting the input features. Fitness function must return J
and Complexity for each i individual in order to be evaluated.

By defect, a non-linear selection method based on the rank is used [8].
Crossover function uses heuristic blending [8] with α = 0.1 for Param, and
random swapping for Q. Finally, mutation procedure also treats Param and Q
in a separated way with two different thresholds: pmutation, the percentage of
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parameters to be mutated, and feat muth thres, the probability of a value from
Q to be changed. However other selection, crossover or mutation methods can
be provided by the user.

In order to start with an homogeneously distributed first population, the
package uses a Random Latin Hypercube Sampling (LHS). However, other con-
figurations can be selected such as geneticLHS, improvedLHS, maxminLHS, opti-
mumLHS, or random.

Next section presents a deeper explanation of how to configure and use
GAparsimony in a regression example.

3 Example: Searching a Parsimonious Regression Model
for Boston database

This example shows how to obtain, for the Boston dataset, a robust parsimony
model with GAparsimony and caret R packages. For this purpose, a artificial neu-
ronal network (ANN) algorithm is employed. The main objective is to seek, with
GAparsimony, a robust and parsimony ANN model by using FS, HO and PMS.

All experiments were implemented in dual 28-core servers from Beronia clus-
ter of the Universidad de La Rioja.

3.1 Data Preprocessing

In order to check the generalization capability of each model, we use createData-
Partition() command to split the database in a 90% for training/validation and
the other 10% for testing. The test database is only used for checking the model
generalization capability. Training database is composed of 13 input features and
458 rows, and test database with 48 instances.

l ibrary (MASS)
l ibrary ( ca r e t )
l ibrary (GAparsimony )
l ibrary (data . table )
l ibrary ( nnet )

# P r e p r o c e s s d a t a

set . seed (1234)
t ra in Index <− c r ea teDataPar t i t i on ( Boston [ , ”medv” ] , p=0.90 , l i s t=FALSE)
data t r a i n <− Boston [ tra inIndex , ]
l a b e l t r a i n <− data t r a i n [ , ncol (data t r a i n ) ]
data t e s t <− Boston[− tra inIndex , ]
l a b e l t e s t <− data t e s t [ , ncol (data t e s t ) ]

# Z−s c o r e

mean t r a i n <− apply (data t ra in , 2 ,mean)
sd t r a i n <− apply (data t ra in , 2 , sd )
data t r a i n <− data . frame ( scale (data t ra in , cente r = mean t ra in , scale = sd t r a i n ) )
data t e s t <− data . frame ( scale (data t e s t , c ente r = mean t ra in , scale = sd t r a i n ) )
# Add a l i t t l e n o i s e t o a v o i d s d =0 i n c o l umn s

data t r a i n <− data t r a i n+ matrix ( runif (prod (dim(data t r a i n ) ) ) /1000 ,
nrow = nrow(data t r a i n ) , ncol=ncol (data t r a i n ) )

# R e s t o r e o r i g i n a l t a r g e t

data t r a i n [ , ncol (data t r a i n ) ] <− l a b e l t r a i n
data t e s t [ , ncol (data t e s t ) ] <− l a b e l t e s t
print (dim(data t r a i n ) )
print (dim(data t e s t ) )
## [ 1 ] 458 14

## [ 1 ] 48 14
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3.2 Fitness Function Description

Although GAparsimony usually obtains useful solutions, it is highly recom-
mended to execute it repeatedly with different random seeds. The objective is to
ensure a correct estimation of the best model parameters and more important
features. For this purpose, a reliable validation process will be necessary. For
example, with small databases, n-repeated k -fold cross validation it is usually a
good choice.

The following code shows the R function fitness NNET() that has been
designed to evaluate with a 25-repeated 10-fold cross validation each ANN.
Selected function nnet() uses Broyden-Fletcher-Goldfarb-Shanno (BFGS) for the
weight optimization process with decay as regularization term.

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# Fun c t i o n t o e v a l u a t e e a c h ANN i n d i v i d u a l

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
f i t n e s s NNET <− function ( chromosome , . . . )
{
# E x t r a c t p a r am e t e r s and s e l e c t f e a t u r e s f r om chromosome

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# F i r s t two v a l u e s i n chromosome a r e ’ s i z e ’ &

# ’ de cay ’ o f ’ nne t ’ me t hod

tuneGrid <− expand . grid ( s i z e=round ( chromosome [ 1 ] ) , decay=chromosome [ 2 ] )

# Nex t v a l u e s o f ch romosome a r e t h e s e l e c t e d f e a t u r e s

# ( S e l e c t e d i f > 0 . 5 0 )

s e l e c f e a t <− chromosome [ 3 : length ( chromosome )] >0.50

# Re t u r n − I n f i f t h e r e i s n o t s e l e c t e d f e a t u r e s

i f (sum( s e l e c f e a t )<1) return ( c (mse va l=−Inf , rmse t e s t=−Inf , complexity=−I n f ) )

# E x t r a c t f e a t u r e s f r om t h e o r i g i n a l DB + t h e r e s p o n s e

data t r a i n model <− data t r a i n [ , c ( s e l e c feat ,TRUE) ]
data t e s t model <− data t e s t [ , c ( s e l e c feat ,TRUE) ]

# Use a 25− r e p e a t e d 10− f o l d CV f o r v a l i d a t i n g e a c h i n d i v i d u a l

t r a i n control <− t ra inCont ro l (method = ” repeatedcv ” , number = 10 , r epeat s = 25)
# Tra i n t h e mod e l

# −−−−−−−−−−−−−−−
set . seed (1234)
model <− t r a i n (medv ˜ . , data=data t r a i n model , t rContro l=t r a i n control ,

method=”nnet” , tuneGrid=tuneGrid , trace=F, l i n ou t = 1 ,
MaxNWts=10000)

# E x t r a c t v a l i d a t i o n & t e s t m e t r i c s

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# RMSE r e p e a t e d k− f o l d CV

rmse va l <− model$ r e s u l t s $RMSE

# RMSE w i t h t e s t DB

rmse t e s t <− sqrt (mean( ( unl ist ( predict (model , data t e s t model))−
data t e s t model$medv )ˆ2 ) )

# Mode l C om p l e x i t y

# −−−−−−−−−−−−−−−−−−−−
# Com p l e x i t y = sum ( ann w e i g h t s ˆ 2 )

weights <− model$ f ina lMode l$wts
complexity <− sum(weights∗weights )

# Re t u r n e r r o r s and c o m p l e x i t y . E r r o r s a r e n e g a t i v e

# GA−PARSIMONY t r i e s t o ma x im i z e them

vect e r r o r s <− c ( rmse va l=−rmse val , rmse t e s t=−rmse tes t , complexity=complexity )
return ( vect e r r o r s )

}
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ANN parameters and selected input features are extracted from chromosome
parameter. Fitness function requires a λi

g configuration for each individual i of
the generation g:

λi
g = [size, decay, Q] (2)

where the first two values correspond with the ANN parameters: number of
hidden neurons (size) and the weight decay parameter (decay). The second part
of chromosome, Q, is a vector with 13 real numbers between 0 and 1 which are
binarized with a threshold of 0.50 for selecting the input features.

Finally, the function returns a vector with the mean of the Root Mean
Squared Error (RMSE) of a 25-repeated 10-fold CV, RMSEval, the RMSE
measured with the test database, RMSEtst, and the complexity that is calcu-
lated as the sum of ANN squared weights.

3.3 GAparsimony Settings

GAparsimony is executed 10 times with different random seeds. Each optimiza-
tion process begins defining the range for searching the ANN parameters and
their names (min param, max param and names param parameters). The GA
optimization process is defined with 40 individuals per generation (popSize)
and a maximum number (maxiter) of 100 iterations with an early stopping cri-
teria (early stop) of 20 generations. In addition, results of each iteration are
saved by setting keep history to TRUE with the aim of using plot() and par-
simony importance() methods. Default value of crossover probability between
pairs of chromosomes (pcrossover) is set to 0.8. Percentage of elitists is 20%
(elistism parameter). Also, in order to start with a high percentage of features
in the first population, feat thres is established with a value of 0.90. Therefore,
optimization process starts with a 90% of the features selected.

Mutation configuration has three important parameters: the number of top
elitists that are not muted in each generation (in this example is not muted = 2),
the probability of mutation in a parent chromosome (in this case pmutation =
0.10), and the probability to be one when a feature is selected to be muted
(feat mut thres = 0.10). This last parameter is established to a low value of
10% to ease the parsimony search (reduction of the input features in the following
generations).

The rerank error parameter is the maximum difference of J between two
models to be considered similar. Individuals with similar J but lower complexity
are promoted to the top positions into the GA selection process. In this first
example, rerank error has been set to a very low value, 0.0001, to disable the
re-ranking process. In Sect. 3.5 other values of rerank error are used with the
objective of improving the trade-off between model complexity and accuracy,
and obtaining models with less number of features.
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# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# Search the bes t parsimonious model with GA−PARSIMONY by
# using FS, Parameter Tuning and Parsimonious Model Se l ec t ion
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
l ibrary (GAparsimony )

# GA opt imizat ion process with 40 ind i v i dua l s per population ,
# 100 max generat ions with an ear ly stopping of 20 generat ions

GAparsimony model <− vector (mode = ” l i s t ” , 10)
# GA−Parsimony 10 times
for (n i t e r in 1 : 10 )
{
print ( ”###########################################”)
print ( ”###########################################”)
print (n i t e r )
print ( ”###########################################”)
print ( ”###########################################”)
GAparsimony model [ [ n i t e r ] ] <− ga parsimony (
f i t n e s s=f i t n e s s NNET, # Fitness funct ion
min param=c (1 , 0 . 0001 ) , # min s i z e and decay
max param=c (30 , 0 . 9999 ) , # max s i z e and decay
names param=c ( ” s i z e ” , ”decay” ) , # Parameters name
nFeatures=ncol (data t r a i n )−1 , #Num of input f ea ture s
names f e a t u r e s=colnames (data t r a i n )[−ncol (data t r a i n ) ] ,
keep h i s t o r y = TRUE, # Save a l l generat ions
rerank e r r o r = 0 .0001 , # Max d i f f o f scores to be s imi lar
e l i t i sm=round(40∗ 0 . 2 0 ) , # Number of E l i t i s t s
popSize = 40 , # Population s i z e of each generation
maxiter = 100 , # Max number of generat ions
ea r l y stop=20, # Num of generat ions for ear ly stopping
f e a t th r e s =0.90 , # Perc s e l e c t e d f ea ture s in f i r s t gen
f e a t mut th r e s =0.10 , # Prob in fea ture to be mutated
not muted=2, # Not to mute f i r s t top 2 ind i v i dua l
p a r a l l e l = TRUE, seed i n i = 1234∗n i t e r )
gc ( )
}
save (GAparsimony model , f i l e=”GAparsimony model ANN t ipo . RData” )

Finally, GAparsimony permits parallelization via foreach method in multi-core
Windows, Mac OSX, or Unix/Linux systems. With parallel = TRUE uses
algorithm all cores. Also, a specific number of cores (n) can be provided with
parallel = n. Besides, a cluster parallelization function can be provided.

3.4 Extracting the Best Solutions

At the end of the for-loop, a list with 10 ga parsimony objects are provided.
Each object keeps the initial configuration, the historical data, the elapsed time,
the last population and the final results.

The following code presents the method to extract the best solution of each
iteration and, for the iteration 9, the best individual, the elapsed time in minutes,
and the final number of generations. Finally, the code shows how to extract the
population of generation 2 of the third iteration.

Table 2 shows the best individual of each iteration. The best model corre-
sponds with the iteration 9 which has the lowest RMSEval. Final solution is
a ANN with 10 input features, 50 hidden neurons and a decay rate of 2.760.
Elapsed time was 222 min.
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# E x t r a c t b e s t s o l u t i o n o f e a c h i n t e r a t i o n

r e su l t ado s <− NULL
for (n i t e r in 1 : 10 )
{
r e su l t ado s <− cbind ( r e su l tados ,
GAparsimony model [ [ n i t e r ] ] @best so lut ion )

}
write . csv ( r e su l tados , f i l e=” re su l t ado s . csv ” )

# Be s t i n d i v i d u a l o f i t e r 9

GAparsimony ob j ec t <− GAparsimony model [ [ 9 ] ]
print (summary(GAparsimony ob j e c t ) )
. . .
print ( paste0 ( ”BEST SOLUTION: ” ) )
print (GAparsimony ob j e c t@bes t so lu t i on )

f i t n e s sVa l f i t n e s sT s t complexity s i z e decay crim
−2.878759 −3.380322 888.456352 50 2.760325 0 .0

zn indus chas nox rm age
1 .0 0 .0 0 .0 1 .0 1 .0 1 .0
d i s rad tax p t r a t i o black l s t a t
1 .0 1 .0 1 .0 1 .0 1 .0 1 .0

print ( ”ELAPSED TIME (min ) : ” )
print (GAparsimony object@minutes t o t a l )
222.0121

print ( ”NUMBER OF GENERATIONS: ” )
print (GAparsimony ob j e c t@ i t e r )
40

print ( ”POPULATION GENERATION” )
pop mat <− cbind (GAparsimony object@populat ion , GAparsimony ob j e c t@ f i tn e s sva l ,

GAparsimony ob j e c t@ f i t n e s s t s t , GAparsimony object@complexity )
names mat <− c (GAparsimony object@names param , GAparsimony object@names f ea ture s ,

”RMSEval” , ”RMSEtst” , ” complexity ” )
colnames ( pop mat) <− names mat

print ( head (pop mat , 2 ) )
s i z e decay crim zn indus chas nox rm age d i s rad tax

[ 1 , ] 49.51992 2.76032 0 1 0 0 1 1 1 1 1 1
[ 2 , ] 49.51992 2.76032 0 1 0 0 1 1 1 1 1 1

p t r a t i o black l s t a t RMSEval RMSEtst complexity
[ 1 , ] 1 1 1 −2.878759 −3.380322 888.4564
[ 2 , ] 1 1 1 −2.878759 −3.380322 888.4564

# Be s t r e s u l t s o f g e n e r a t i o n 2 i n i t e r 9

GAparsimony ob j ec t <− GAparsimony model [ [ 9 ] ] @history [ [ 2 ] ]
pop mat <− cbind (GAparsimony ob j e c t$populat ion , GAparsimony ob j ec t$ f i t n e s s v a l ,
GAparsimony ob j ec t$ f i t n e s s t s t , GAparsimony ob j ec t$complexity )
colnames ( pop mat) <− names mat

print ( head (pop mat , 3 ) )
s i z e decay crim zn indus chas nox rm age d i s rad tax

[ 1 , ] 12.56129 2.76032 1 1 1 1 1 1 1 1 1 0
[ 2 , ] 12.56129 2.76032 1 1 1 1 1 1 1 1 1 0
[ 3 , ] 11.05759 11.72260 1 0 1 1 1 1 1 0 1 1

p t r a t i o black l s t a t RMSEval RMSEtst complexity
[ 1 , ] 1 1 1 −3.368904 −3.644329 958.8236
[ 2 , ] 0 1 1 −3.482480 −3.445078 743.7078
[ 3 , ] 1 1 1 −3.664144 −4.075636 339.5751

# P l o t GA e v o l u t i o n ( ’ k e e p h i s t o r y ’ mus t b e TRUE)

e l i t i s t s <− plot (GAparsimony model [ [ 9 ] ] , window=FALSE, gene ra l cex =0.6 ,
pos cos t num=−1, pos f e a t num=−1.5, d i g i t s plot=3,min ylim=−5.0)

The plot() command displays RMSEval and RMSEtst evolution of elitist
individuals for iteration nine. general cex defines the letter size, and pos cost
and pos feat num set the relative position of the axes text. Also, y-axis limits
can be modified with min ylim and max ylim. In the Fig. 1, white and gray
box-plots represent respectively the evolution of RMSEval and RMSEtst for the
elitists. Shaded area delimits the maximum and minimum number of features,
NSF . Continuous line, dot and stripped line, and discontinuous line represent,
respectively, RMSEval, RMSEtst and NSF of the best individual.
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Table 2. Best individual for each iteration.

Var Iter1 Iter2 Iter3 Iter4 Iter5 Iter6 Iter7 Iter8 Iter9 Iter10

RMSEval 3.094 3.314 3.432 2.914 3.466 3.341 2.927 2.949 2.879 3.550

RMSEtst 3.524 3.767 3.701 3.185 3.538 3.546 3.453 3.382 3.380 3.654

T ime(min) 215.7 126.15 232.3 332.6 190.9 172.3 301.9 291.1 222.0 97.8

complexity 595.6 459.8 361.7 1016.4 350.5 516.9 748.3 787.2 888.5 299.0

size 49 16 15 46 15 17 50 49 50 15

decay 5.564 10.158 13.879 2.864 15.032 10.794 3.573 3.650 2.760 17.698

crim 0 1 1 1 1 1 0 0 0 1

zn 1 1 1 1 1 1 1 1 1 1

indus 0 1 1 1 1 1 0 0 0 1

chas 0 0 0 0 0 0 0 0 0 0

nox 1 1 1 1 1 1 1 1 1 1

rm 1 1 1 1 1 1 1 1 1 1

age 1 1 1 1 1 1 1 1 1 1

dis 1 1 1 1 1 1 1 1 1 1

rad 1 1 1 1 1 1 1 1 1 1

tax 1 1 1 1 1 1 1 1 1 1

ptratio 1 1 1 1 1 1 1 1 1 1

black 1 1 1 0 1 1 1 1 1 1

lstat 1 1 1 1 1 1 1 1 1 1

3.5 Searching Parsimonious Solutions

In many real applications, researchers are not so worried about improving small
differences of J . For example, the decimal digits of the temperature set point of
an industrial furnace with a range of 700–900◦C is usually superfluous. However,
the priority can be to find solutions with a reduced input set, more robust when
dealing with noise. Besides, these parsimonious models will be easier and cheaper
to build, update and maintain.

The search of parsimonious solutions with a smaller quantity of features can
be approached by tuning the rerank error parameter and including the number
of features, NSF , in the complexity model calculation.

For example,

complexity <− 1E6∗sum( s e l e c f e a t )+sum(weights∗weights )

considers selec feat (NSF ) to be more important than the internal model com-
plexity by multiplying the first by 1.000.000. Between two models with the same
NSF , the model complexity will play in the PMS process.

Table 3 shows the best individuals obtained with the new complexity metric
and for four values of rerank error. With rerank error = 0.05 the solution has
a difference of 0.111 in the RMSEval but with a 30% of reduction in NSF (7
vs 10 features). With smaller values of rerank error (0.01 or 0.0001) solutions
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Fig. 1. Evolution of elitist individuals in iteration 9.

Table 3. Best individual with the new complexity metric and different values of
rerank error.

Var Iter8 Iter9 Iter9 Iter9

rerank error 0.1 0.05 0.01 0.0001

RMSEval 3.341 2.993 2.882 2.879

RMSEtst 4.519 4.509 3.334 3.380

Time(min) 85.9 186.5 213.6 221.6

complexity 6000492.0 7000862.5 10000902.3 10000888.5

size 12 48 48 50

decay 4.313 2.760 2.760 2.760

crim 0 0 0 0

zn 0 0 1 1

indus 0 0 0 0

chas 0 0 0 0

nox 1 1 1 1

rm 1 1 1 1

age 0 1 1 1

dis 1 1 1 1

rad 1 0 1 1

tax 0 1 1 1

ptratio 1 1 1 1

black 0 0 1 1

lstat 1 1 1 1
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are similar to the Sect. 3.4. On the other side, with rerank error = 0.1, the best
solution reduces the NSF to 6 but with a difference of 0.462 in the RMSEval.
However, RMSEtst increase 1.129 with respect to the non-parsimonious solu-
tion, probably because some solutions of the testing database depends on the
removed inputs features.

4 Conclusions

Searching the best model by FS and HO can become a tedious and time con-
suming process. Besides, many researchers and engineers that are not experts in
machine learning need tools that can facilitate these tasks.

In this contribution, we present GAparsimony R package which can be use-
ful for seeking high accuracy and parsimonious models. The process to search
robust ANN models with Boston database has been exposed, showing that the
strategy of adjusting rerank error and including NSF in the complexity metric
can help to obtain accurate parsimonious solutions. This example code can be
easily adapted to another problem and algorithm.

Future works will be focused in improving the optimization process by includ-
ing other Meta-heuristics.
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Abstract. The use of techniques such as adaptive optics is mandatory when
performing astronomical observation from ground based telescopes, due to the
atmospheric turbulence effects. In the latest years, artificial intelligence methods
were applied in this topic, with artificial neural networks becoming one of the
reconstruction algorithms with better performance. These algorithms are devel-
oped to work with Shack-Hartmann wavefront sensors, which measures the tur-
bulent profiles in terms of centroid coordinates of their subapertures and the
algorithms calculate the correction over them. In this work is presented a Con-
volutional Neural Network (CNN) as an alternative, based on the idea of calcu-
lating the correction with all the information recorded by the Shack-Hartmann, for
avoiding any possible loss of information. With the support of the Durham
Adaptive optics Simulation Platform (DASP), simulations were performed for the
training and posterior testing of the networks. This new CNN reconstructor is
compared with the previous models of neural networks in tests varying the altitude
of the turbulence layer and the strength of the turbulent profiles. The CNN
reconstructor shows promising improvements in all the tested scenarios.

Keywords: Adaptive optics � Artificial neural networks
Convolutional neural networks

1 Introduction

In the latest years, the growing interest in artificial intelligence lead the development of
these techniques to search its application in a broad range of science branches; in
astronomical imaging, neural networks were already used, for example, for object
detection and star/galaxy classification [1]. Nowadays, Adaptive Optics (AO) are a
series of techniques, used for astronomical observation, that are mandatory for the
search the correction of astronomical images taken from ground based telescopes [2].
AO techniques are based on the measurement of the turbulent profiles of the
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atmosphere, to estimate a phase correction on the upcoming light that will form the
astronomical image. A wide variety of algorithms and methods had been developed to
perform the estimation of the corrections to the images; between them, artificial
intelligence techniques, in particular Artificial Neural Networks (ANNs) have been
proven to be a useful alternative as reconstructor to the traditional algorithms, for it
good performance and for its improvements in computational time [3].

ANNs and other artificial intelligence techniques are based on the learning of char-
acteristics and patterns that lie within a set of data [4], [5], to replicate the modelled system
or to infer a response when new data is presented. In particular, ANNs are formed by
neurons, which are its processing units, and the interconnections between them are
adapted to fit the training set. This idea showed excellent results when applied to the
adaptive optics as the Complex Atmospheric Reconstructor based on Machine lEarNing
(CARMEN) [6], both in simulations [7], and in its posterior live testing on-sky [8]. These
remarkable results were obtained when CARMEN was contrasted with other usual
techniques in AO reconstruction, such as Learn and Apply [9] or Least Squares [10].

This network worked by means of learning from the measurements of a
Shack-Hartmann WaveFront Sensor (SH-WFS), which estimates the turbulence of the
atmosphere considering sections of the sky and the effect of the turbulence in the light
that comes to each of the subapertures of the sensor. The calculated centroids from the
image of each subaperture constitutes the inputs of CARMEN and the corrected for the
scientific object are the outputs of the network.

Based on previous works [11] and the nature of the problem, information from the
turbulence is likely to be lost once the calculation of the centroid from the SH-WFS
images is performed. We propose a reconstructor based in a more complex architecture
of ANNs, the Convolutional Neural Networks (CNNs), which allow images as inputs
and consequently, avoiding the centroid calculations and its implicit loss of information.

CNNs are commonly used in document recognition [12], image classification [13,
14] or speech recognition [15]. In our case, the ability of CNNs to extract the most
relevant features from the image, allows to process the full image of the SH-WFS
measurements and improve the results that CARMEN achieves.

This work presents an introduction about SH-WFS and Durham Adaptive optics
Simulation Platform (DASP) [16], the AO simulation platform used, in Sect. 2. The
next section details how CARMEN solved this problem, and what is intended to
achieve with a new reconstructor based on CNNs that will be referred as Convolu-
tional CARMEN. In Sect. 4, the architecture of the CNN proposed as reconstructor is
specified, as well as other details of the experiment, such as the performed simulations.
In Sect. 5, results from Convolutional CARMEN are presented and discussed. Finally,
in the last section, conclusions and future work are stated.

2 Adaptive Optics

The principal usage of AO is in the correction of the optical aberrations induced in the
astronomical images by the atmospheric turbulent profiles. To do that, AO consist on
different procedures; first, the turbulence has to be measured, usually with sensors such
as the SH-WFS sensor.
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The sensing is performed with the support of known sources of light that are close
to the scientific object and allow to estimate the turbulence that affects the upcoming
light from the scientific object, these are called Natural Guide Stars (NGS). When
available, Laser Guide Stars (NGS) are usually used for gaining more information in
the near field of the scientific object.

After the measurements are obtained, the turbulent profile is estimated with a
reconstruction algorithm, and the correction shape of the deformable mirrors is cal-
culated. When the deformable mirror fits the correct shape to modify the phase of the
wavefront from the scientific object image, it compensates the effects of the aberrations
induced by the atmosphere to form the final image.

2.1 Shack-Hartmann Wavefront Sensor

The SH-WFS sensor consists on a set of lenses with the same focal length, called
subapertures, which allows to divide the incoming wavefront. The turbulence is esti-
mated in the space corresponding to each subaperture. In conditions of no turbulence,
in each lense the focused spot should be centred in the middle of the subaperture,
however, for the light that passes through the atmosphere, the focused spot becomes a
blurry image.

The gravity centre of that image can be calculated in terms of the coordinates of
each subaperture, being called centroids, as Fig. 1 shows. By using the information
obtained with the centroids, it is possible to reconstruct the incoming wavefront, by
means of Zernike polynomials. Once this information is obtained from the SH-WFS, it
is possible to compensate the turbulence aberration, by adapting the deformable mirror.

Fig. 1. Diagram of the working of a SH-WFS sensor. Light wave-fronts are measured locally in
each subaperture. Each lens forms a blurred image from where centroids are estimated.
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2.2 Simulations and DASP Platform

DASP is a simulation platform developed by the University of Durham [16] that allows
to produce AO simulations at all stages of an AO system.

In order to perform a comparison of the performance between CARMEN recon-
structor and our proposal, the simulations for this work were done as a replica of the
ones performed in the original articles where the reconstructor CARMEN was pre-
sented and contrasted with computational simulations [6, 7].

For this work, among all the options that DASP offers, the simulations required
different values of r0, different heights for the turbulent layers, as different number of
turbulent layers. With these parameters, DASP is able to simulate the images of off-axis
SH-WFS sensors with guide stars, including the focused points in each subaperture, or
its centroids as it was originally required for CARMEN. Also, DASP allows the
simulation of the centroids from the on-axis SH-WFS for the scientific object, which
are used as the outputs in both the original reconstructor and our newest proposal.

3 CARMEN

3.1 CARMEN as Multi-Layer Perceptron

The first AO reconstructor based in ANNs presented, CARMEN, was a Multi-Layer
Perceptron (MLP) [17].

MLPs consist on series of processing units, called neurons, grouped in sets called
layers [18]. All the neurons of one layer are connected to the neurons of the adjacent
layers. These connections are characterized by a weight. Each neuron processes all the
information it had as input applying an activation function [3].

All techniques of artificial intelligence have as trait the capability for learning form
the data and approximate nonlinear systems [19]; this is performed by algorithms that
measure the error and adjust the weights of the connections between neurons, such as
the backpropagation algorithm [20, 21].

A graphical representation of the topology of a MLP is shown in Fig. 2.

Fig. 2. Topology of a MLP neural network. Reproduced from [11].
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In the AO field, ANNs were introduced with a first approximation of the recon-
structor CARMEN to simulation [6, 7], trained with the centroids of off-axis SH-WFS
with NGS as inputs, and the centroids of the scientific object as outputs; this allowed to
estimate, when applied to new data, the turbulence affecting the image of the scientific
object with the data of the off-axis SH-WFS.

For comparison with the new reconstructor presented in this work we use, for
CARMEN, the topology presented in [8], where excellent results were achieved in
on-sky testing.

3.2 CARMEN as Convolutional Neural Network

CNNs models emerged to solve the issues that MLPs could not deal with. When the
information which is needed to process is too high, for example in an image, the
number of connection weights between neurons in an MLP may increase enough to be
impractical for a computer to handle. The improvements of CNNs are based in the
implementation of convolutional layers that work as filters, extracting the main features
from the input data. These models provide versatility to the systems of study and can be
applied in most scenarios such as document recognition [12], image classification [13,
14] or speech recognition [15].

These layers allow processing of their outputs with activation functions, as for
example the Rectified Linear Unit, known as ReLU [22]. Frequently, the outputs of
these layers are also adjusted with a pooling layer [23], reducing the size of the
resultant images, by extracting the maximum or mean value from a certain region of
pixels. Nesting several of these layers, image size can be lowered significantly,
although the number of images will increase. When the desired sizes of the data are
reached, a MLP can be implemented, using as inputs the features that the convolutional
layers computed as outputs [19]. An example of the topology and implementation of a
CNN is shown in Fig. 3.

Training process for CNNs involves the adjustment of the weights in the connec-
tions between the neurons of adjacent layers of the MLP, as well as the weights of the
filters from the convolutional layers.

Fig. 3. Example of the topology of a convolutional neural network. The original image is the
input of the sequences of convolution and sub-sampling layers, which are followed by a
multi-layer perceptron.

78 S. L. Suárez Gómez et al.



In this work, we present a reconstructor based on the convolutional approach, devel-
oped to improve the performance of the actual reconstructors, being CARMEN MLP
between them. Our proposal relies on the use of the full image as input, instead using only
the centroid calculations, as CARMEN nowadays does. This allow us to input all the
information recorded by the SH-WFS to the reconstructor, as well as avoiding one com-
putational step, the centroid calculations.

4 Experimental Setup

Simulations used for the training of the networks were performed with DASP. Data sets
for training and testing were created for reproducing the original tests presented in [7],
with the following properties:

All the SH-WFS simulated had 36 subapertures, being a total of 72 coordinates of
centroids per sensor.

Training set was simulated with layers varying the height of the turbulence from 0
to 15500 m with steps of 100 m each. The turbulence strength was simulated with the
parameter r0, which was chosen ranging from 8 cm to 20 cm, with steps of 1 cm each.
Each of the combinations of heights and r0 values was sampled 100 times, being a total
of 202800 samples.

Test set have two layers, the first a ground layer at 0 m and the second with a fixed
altitude. The r0 values ranged from 5 cm to 20 cm, and the relative strengths of the
layer were 0.5 for both. There were simulated three scenarios, with the second layer at
altitudes of 5000, 10000 and 15000 m. Each of the combinations of heights and r0
values was sampled 1000 times, being a total of 16000 samples each set.

Neural networks, both the original CARMEN and the convolutional CARMEN,
were trained and tested, in terms of normalized error, with the above sets.

The original CARMEN had 216 neurons as inputs, with a hidden layer of 216
neurons and 72 for the outputs. The inputs corresponded with the centroids of 3
SH-WFS, and the outputs are the centroids of the SH-WFS of the scientific object.

The convolutional CARMEN inputs used the full image of the SH-WFS with 3
channels, since 3 SH-WFS were simulated. It has 4 convolutional layers, each one with
4 kernels of 5 � 5 size. After the convolutional layers, ReLU was applied as activation
function and pooling of sizes 2 � 2 for the first two convolutional layers, and sizes
4 � 4 for the las two convolutional layers. This resulted in 768 images of size 2 � 2
that become the input of the fully-connected layers; consequently, it has 3072 neurons
as input. The hidden layer was set with 216 neurons and 72 for the output layer.

The network was implemented in TensorFlow [24] version r1.3.

5 Results and Discussion

The trained networks were compared in terms of normalized error. The error is cal-
culated as the average of the absolute value of the difference between all the output
network centroids and the simulated true centroids. In each of the three scenarios
defined for the test, the comparison has been made for each value of r0.

In Fig. 4, the convolutional network shows better performance than the MLP for all
the values of r0. There is a clear trend of improving results for the weaker turbulence
profiles, as it is expected.
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The comparison at 10000 m is shown in Fig. 5. In this case, the convolutional
network still improves the results provided by the MLP, however with closer values
of error.

Fig. 4. CARMEN MLP and Convolutional CARMEN performance in terms of normalized error
for the test with turbulence layer at 5000 m.

Fig. 5. CARMEN MLP and Convolutional CARMEN performance in terms of normalized error
for the test with turbulence layer at 10000 m.
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As in the previous cases, the convolutional network improved the results for all the
values of r0 when considering the turbulence at 15000 m. The results are shown in
Fig. 6. The trend is of higher decay of the error as the turbulence weakens than in the
other turbulence altitudes.

6 Conclusions and Future Lines

Convolutional networks were presented as an alternative for the actual neural networks
used as reconstructors, showing great performance in the presented tests. The convo-
lutional approach was considered since it seemed that some information may be lost in
other reconstruction algorithms as consequence of the calculation of centroids. Con-
volutional networks, allowing the usage of full images from the SH-WFS, proved this
argument as it is shown in the comparison of errors.

These promising results open possibilities in further work in the topic, improving
the topology of the network, setting more solid testing with sets of multilayer turbu-
lence profiles, using optical measurements for the comparison of errors, and testing the
tomographic reconstructor in a real telescope.

Other alternatives that can be addressed are different types of artificial intelligence
techniques, such as those based on on-sky learning or recurrent neural networks.

Fig. 6. CARMEN MLP and Convolutional CARMEN performance in terms of normalized error
for the test with turbulence layer at 15000 m.
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Abstract. In this paper, missing attribute values in incomplete data
sets have two possible interpretations, lost values and “do not care”
conditions. For rule induction we use characteristic sets and generalized
maximal consistent blocks. Therefore we apply four different approaches
for data mining. As follows from our previous experiments, where we used
an error rate evaluated by ten-fold cross validation as the main criterion
of quality, no approach is universally the best. Therefore we decided to
compare our four approaches using complexity of rule sets induced from
incomplete data sets. We show that the cardinality of rule sets is always
smaller for incomplete data sets with “do not care” conditions. Thus
the choice between interpretations of missing attribute values is more
important than the choice between characteristic sets and generalized
maximal consistent blocks.

Keywords: Incomplete data · Lost values · “Do not care” conditions
Characteristic sets · Maximal consistent blocks
MLEM2 rule induction algorithm · Probabilistic approximations

1 Introduction

In this paper, missing attribute values in incomplete data sets have two possible
interpretations, lost values and “do not care” conditions. A lost value is the miss-
ing attribute value that initially existed but currently is unavailable, for exam-
ple it is forgot or erased. For incomplete data sets with lost values we use a cau-
tious approach, inducing rules only from existing, specified attribute values. A
“do not care” condition is interpreted differently, we are assuming that the miss-
ing attribute value may be replaced by any value from the attribute domain. A
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frequent reason for the “do not care” conditions is a refusal to answer a question
during the interview. Our assumption is that an expert should provide the most
appropriate interpretation of missing attribute values for a specific data set.

In our experiments we use probabilistic approximations, a generalization of
the lower and upper approximations, well-known in rough set theory. A proba-
bilistic approximation is associated with a parameter α, interpreted as a proba-
bility. When α = 1, a probabilistic approximation becomes the lower approxima-
tion; if α is a small positive number, e.g., 0.001, a probabilistic approximation
is the upper approximation. Initially, probabilistic approximations were applied
to completely specified data sets [9,12–19]. Probabilistic approximations were
generalized to incomplete data sets in [8].

Characteristic sets, for incomplete data sets with any interpretation of miss-
ing attribute values, were introduced in [7]. Maximal consistent blocks, restricted
only to data sets with “do not care” conditions, were introduced in [11]. Addi-
tionally, in [11] maximal consistent blocks were used as basic granules to define
only ordinary lower and upper approximations. A definition of the maximal
consistent block was generalized to cover lost values and probabilistic approx-
imations in [1]. The applicability of characteristic sets and maximal consistent
blocks for mining incomplete data, from the view point of an error rate, was
studied in [1]. The main result of [1] is that there is a small difference in quality
of rule sets, in terms of an error rate computed as the result of ten-fold cross
validation, induced either way. Thus, we decided to compare characteristic sets
with generalized maximal consistent blocks in terms of complexity of induced
rule sets. In our experiments, the Modified Learning from Examples Module,
version 2 (MLEM2) was used for rule induction [6].

Our main objective is to compare four approaches to mining incomplete data
sets, combining characteristic sets and generalized maximal consistent blocks
with two interpretations of missing attribute values, lost values and “do not
care” conditions. Our conclusion is that the choice between characteristic sets
and generalized maximal consistent blocks is not as important as the choice
between two interpretations of missing attribute values. The simplest rule sets
are induced from incomplete data sets with an interpretation of “do not care”
conditions for missing attribute values.

2 Incomplete Data

In this paper, input data sets are presented in a form of a decision table. An
example of the decision table is shown in Table 1. Rows of the decision table
represent cases, while columns are labeled by variables. The set of all cases will
be denoted by U . In Table 1, U = {1, 2, 3, 4, 5, 6, 7, 8}. Independent variables
are called attributes and a dependent variable is called a decision and is denoted
by d. The set of all attributes is denoted by A. In Table 1, A = {Temperature,
Headache, Cough}. The value for a case x and an attribute a is denoted by a(x).

We distinguish between two interpretations of missing attribute values: lost
values, denoted by “?” and “do not care” conditions, denoted by “∗”. Table 1
presents an incomplete data set with both lost values and “do not care” conditions.
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Table 1. A decision table

Case Attributes Decision

Temperature Headache Cough Flu

1 high yes ? yes

2 * * yes yes

3 very-high * no yes

4 normal * yes yes

5 ? yes ? no

6 normal yes * no

7 high yes ? no

8 normal * no no

The set X of all cases defined by the same value of the decision d is called
a concept. For example, a concept associated with the value yes of the decision
Flu is the set {1, 2, 3, 4}.

For a completely specified data set, let a be an attribute and let v be a value
of a. A block of (a, v), denoted by [(a, v)], is the set {x ∈ U | a(x) = v} [4].

For incomplete decision tables the definition of a block of an attribute-value
pair (a, v) is modified in the following way.

– If for an attribute a and a case x we have a(x) = ?, the case x should not be
included in any blocks [(a, v)] for all values v of attribute a,

– If for an attribute a and a case x we have a(x) = ∗, the case x should be
included in blocks [(a, v)] for all specified values v of attribute a.

For the data set from Table 1 the blocks of attribute-value pairs are:
[(Temperature, normal)] = {2, 4, 6, 8},
[(Temperature, high)] = {1, 2, 7},
[(Temperature, very-high)] = {2, 3},
[(Headache, yes)] = U ,
[(Cough, no)] = {3, 6, 8},
[(Cough, yes)] = {2, 4, 6}.
For a case x ∈ U and B ⊆ A, the characteristic set KB(x) is defined as the

intersection of the sets K(x, a), for all a ∈ B, where the set K(x, a) is defined in
the following way:

– If a(x) is specified, then K(x, a) is the block [(a, a(x))] of attribute a and its
value a(x),

– If a(x) = ? or a(x) = ∗, then K(x, a) = U .

For Table 1 and B = A,

KA(1) = {1, 2, 7},
KA(2) = {2, 4, 6},
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KA(3) = {3},
KA(4) = {2, 4, 6},
KA(5) = U ,
KA(6) = {2, 4, 6, 8},
KA(7) = {1, 2, 7},
KA(8) = {6, 8}.

A binary relation R(B) on U , defined for x, y ∈ U in the following way

(x, y) ∈ R(B) if and only if y ∈ KB(x)

will be called the characteristic relation. In our example R(A) = {(1, 1), (1, 2),
(1, 7), (2, 2), (2, 4), (2, 6), (3, 3), (4, 2), (4, 4), (4, 6), (5, 1), (5, 2), (5, 3), (5,
4), (5, 5), (5, 6), (5, 7), (5, 8), (6, 2), (6, 4), (6, 6), (6, 8), (7, 1), (7, 2), (7, 7),
(8, 6), (8, 8)}.

For Table 1 and both concepts, all conditional probabilities P (X|KA(x)) are
presented in Tables 2 and 3.

Table 2. Conditional probabilities Pr([(Flu, yes)]|KA(x))

x 1 2 3 4

KA(x) {1, 2, 7} {2, 4, 6} {3} {2, 4, 6}
P ({1, 2, 3, 4} | KA(x)) 0.667 0.667 1 0.667

Table 3. Conditional probabilities Pr([(Flu, no)]|KA(x))

x 5 6 7 8

KA(x) U {2, 4, 6, 8} {1, 2, 7} {6, 8}
P ({5, 6, 7, 8} | KA(x)) 0.5 0.5 0.333 1

We quote some definitions from [1]. Let X be a subset of U . The set X is
B-consistent if (x, y) ∈ R(B) for any x, y ∈ X. If there does not exist a B-
consistent subset Y of U such that X is a proper subset of Y , the set X is called
a generalized maximal B-consistent block. The set of all generalized maximal B-
consistent blocks will be denoted by C (B). In our example, C (A) = {{1, 7}, {2,
4, 6}, {3}, {5}, {6, 8}}.

Let B ⊆ A and Y ∈ C (B). The set of all generalized maximal B-consistent
blocks which include an element x of the set U , i.e. the set

{Y |Y ∈ C (B), x ∈ Y }
will be denoted by CB(x).

For data sets in which all missing attribute values are “do not care” condi-
tions, an idea of a maximal consistent block of B was defined in [10]. Note that
in our definition, the generalized maximal consistent blocks of B are defined for
arbitrary interpretations of missing attribute values. For Table 1, the generalized
maximal A-consistent blocks CA(x) are
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CA(1) = {{1, 7}},
CA(2) = {{2, 4, 6}},
CA(3) = {{3}},
CA(4) = {{2, 4, 6}},
CA(5) = {{5}},
CA(6) = {{2, 4, 6}, {6, 8}},
CA(7) = {{1, 7},
CA(8) = {{6, 8}}.

For Table 1 and the concepts [(Flu, yes)] and [(Flu, no)], all conditional
probabilities.

Pr([(Flu, yes)]|Y ) and Pr([(Flu, no)]|Y ), where Y ∈ C (A), are presented in
Table 4.

Table 4. Conditional probabilities Pr([(Flu, yes)]|Y ) and Pr([(Flu, no)]|Y )

Y {1, 7} {2, 4, 6} {3} {5} {6, 8}
Pr({1, 2, 3, 4} | Y ) 0.5 0.667 1 0 0

Pr({5, 6, 7, 8} | Y ) 0.5 0.333 0 1 1

3 Probabilistic Approximations

In this section, we will discuss two types of probabilistic approximations: based
on characteristic sets and on generalized maximal consistent blocks.

3.1 Probabilistic Approximations Based on Characteristic Sets

In general, probabilistic approximations based on characteristic sets may be
categorized as singleton, subset and concept [3,7]. In this paper we restrict our
attention only to concept probabilistic approximations, for simplicity calling
them probabilistic approximations based on characteristic sets.

A probabilistic approximation based on characteristic sets of the set X with
the threshold α, 0 < α ≤ 1, denoted by apprCS

α (X), is defined as follows

∪{KA(x) | x ∈ X, Pr(X|KA(x)) ≥ α}.

For Table 1 and both concepts {1, 2, 3, 4} and {5, 6, 7, 8}, all distinct
probabilistic approximations, based on characteristic sets, are

apprCS
0.667({1, 2, 3, 4}) = {1, 2, 3, 4, 6, 7},

apprCS
1 ({1, 2, 3, 4}) = {3},

apprCS
0.5 ({5, 6, 7, 8}) = U,

apprCS
1 ({5, 6, 7, 8}) = {6, 8}.

If for some β, 0 < β ≤ 1, a probabilistic approximation apprCS
β (X) is not

listed above, it is equal to the probabilistic approximation apprCS
α (X) with the

closest α to β, α ≥ β. For example, apprCS
0.2 ({1, 2, 3, 4}) = apprCS

0.667({1, 2, 3, 4}).
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3.2 Probabilistic Approximations Based on Generalized Maximal
Consistent Blocks

By analogy with the definition of a probabilistic approximation based on char-
acteristic sets, we may define a probabilistic approximation based on generalized
maximal consistent blocks as follows:

A probabilistic approximation based on generalized maximal consistent blocks
of the set X with the threshold α, 0 < α ≤ 1, and denoted by apprMCB

α (X), is
defined as follows

∪{Y | Y ∈ Cx(A), x ∈ X, Pr(X|Y ) ≥ α}.

All distinct probabilistic approximations based on generalized maximal con-
sistent blocks are

apprMCB
0.5 ({1, 2, 3, 4}) = {1, 2, 3, 4, 6, 7},

apprMCB
0.667 ({1, 2, 3, 4}) = {2, 3, 4, 6},

apprMCB
1 ({1, 2, 3, 4}) = {3},

apprMCB
0.333 ({5, 6, 7, 8}) = {1, 2, 4, 5, 6, 7, 8},

apprMCB
0.5 ({5, 6, 7, 8}) = {1, 5, 6, 7, 8},

apprMCB
1 ({5, 6, 7, 8}) = {5, 6, 8}.

Fig. 1. Number of rules for the
bankruptcy data set

Fig. 2. Number of rules for the breast
cancer data set

Fig. 3. Number of rules for the echocar-
diogram data set

Fig. 4. Number of rules for the hepati-
tis data set
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4 Experiments

We conducted our experiments on eight data sets from the University of
California at Irvine Machine Learning Repository. These data sets were com-
pletely specified. We randomly replaced 35% of the existing, specified attribute
values by question marks, indicating lost values. After that, all question marks
were replaced by asterisks, indicating “do not care” conditions, so additional
eight data sets were created. Thus, we ended up with 16 data sets.

In our experiments we used the MLEM2 rule induction algorithm of the
LERS (Learning from Examples using Rough Sets) data mining system [2,5,6].
We used characteristic sets and generalized maximal consistent blocks for mining
incomplete datasets. Additionally, we used incomplete data sets with lost values
and with “do not care” conditions. Thus our experiments were conducted on
four different approaches to mining incomplete data sets. These four approaches,
denoted by (CS, ?), (CS, *), (MCB, ?), and (MCB, *), where “CS” denotes a
characteristic set, “MCB” denotes a generalized maximal consistent block, “?”
denotes a lost value and “*” denotes a “do not care” condition, were compared
by applying the Friedman rank sum test combined with multiple comparisons,
with a 5% level of significance. We applied this test to all pairs of incomplete
data sets, with lost values and “do not care” conditions.

Fig. 5. Number of rules for the image
segmentation data set

Fig. 6. Number of rules for the iris
data set

Fig. 7. Number of rules for the lym-
phography data set

Fig. 8. Number of rules for the wine
recognition data set
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Fig. 9. Total number of conditions for
the bankruptcy data set

Fig. 10. Total number of conditions for
the breast cancer data set

Fig. 11. Total number of conditions for
the echocardiogram data set

Fig. 12. Total number of conditions for
the hepatitis data set

Fig. 13. Total number of conditions for
the image segmentation data set

Fig. 14. Total number of conditions for
the iris data set

Fig. 15. Total number of conditions for
the lymphography data set

Fig. 16. Total number of conditions for
the wine recognition data set
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In our experiments we recorded the number of rules and the total number of
conditions in rule sets induced using characteristic sets and generalized maximal
consistent blocks from all data sets. Results of our experiments are presented in
Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15 and 16.

For our four approaches, the number of rules differ significantly for all eight
data sets, i.e., the null hypotheses H0 of the Friedman test saying that differences
between these approaches are insignificant was rejected. Results of the post-hoc
test indicated precisely the differences between the four approaches. Results are
presented in Table 5.

Table 5. Results of statistical analysis for the number of rules

Data set Friedman test results (5% significance level)

Bankruptcy (MCB, *) is simpler than both (CS, ?) and (MCB, ?)

Breast cancer (CS, *) is simpler than both (CS, ?) and (MCB, ?)
(MCB, *) is simpler than (MCB, ?)

Echocardiogram (CS, *) and (MCB, *) are simpler than (CS, ?) and (MCB, ?)

Hepatitis (CS, *) and (MCB, *) are simpler than (CS, ?) and (MCB, ?)

Image recognition (CS, *) is simpler than both (CS, ?) and (MCB, ?)
(MCB, *) is simpler than (MCB, ?)

Iris (CS, *) is simpler than (MCB, ?)

Lymphography (CS, *) and (MCB, *) are simpler than (CS, ?) and (MCB, ?)

Wine recognition (MCB, *) is simpler than (CS, ?) and (MCB, ?)
(CS, *) is simpler than (MCB, ?)

For one data set (bankruptcy) the Friedman test shows statistical insignifi-
cance between all four approaches. For another data set (echocardiogram), the
Friedman test shows statistical significance for some approaches, but the post-
hoc test proves that the differences between the four approaches are statistically
insignificant. For remaining six data sets the results are presented in Table 6.

Table 6. Results of statistical analysis for the total number of conditions

Data set Friedman test results (5% significance level)

Breast cancer (CS, *) and (MCB, *) are simpler than (CS, ?) and (MCB, ?)

Hepatitis (CS, *) and (MCB, *) are simpler than (CS, ?) and (MCB, ?)

Image recognition (CS, *) is simpler than both (CS, ?) and (MCB, *)

Iris (CS, ?) is simpler than (MCB, *)

Lymphography (CS, ?) is simpler than (MCB, *)

Wine recognition (CS, ?) and (CS, *) are simpler than (MCB, ?)
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5 Conclusions

Our objective was to compare four approaches to mining incomplete data sets
(combining characteristic sets and generalized maximal consistent blocks with
two interpretations of missing attribute values, lost values and “do not care”
conditions). Our conclusion is that for the number of rules in a rule set, the
choice for an interpretation of missing attribute values is more important than
the choice between characteristic sets and generalized maximal consistent blocks.
The number of rules is always smaller for incomplete data sets with “do not care”
conditions. Surprisingly, the total number of conditions does not show a clear
preference, here all depends on the choice of the data set. There is no universally
best approach.
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Abstract. This research work focuses on the study of different models of solution
reflected in the literature, which treat the optimization of the routing of vehicles by
nodes and the optimal route for the university transport service. With the recent
expansion of the facilities of a university institution, the allocation of the routes for
the transport of its students, became more complex. As a result, geographic
information systems (GIS) tools and operations research methodologies are
applied, such as graph theory and vehicular routing problems, to facilitate mobi-
lization and improve the students transport service, as well as optimizing the
transfer time and utilization of the available transport units. An optimal route
management procedure has been implemented to maximize the level of service of
student transport using the K-means clustering algorithm and the method of node
contraction hierarchies, with low cost due to the use of free software.

Keywords: Optimization � Vehicle routing � University transportation
K-means � Clustering algorithms � Contraction hierarchies � Free software

1 Introduction

Different methods, techniques and mathematical models have been developed to treat
vehicle routing by nodes also known as VRP. The traveling salesman problem (TSP) is
the first VRP-type problem, was proposed in 1959 [1], and it is one of the most
complex problems (NP-hard) and more studied in Operational Research, especially in
Combinatorial Optimization [2]. Exact treatment and heuristic methods have been
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applied [3], however to the date, an optimal solution to this problem has not been
achieved, especially in cases with huge numbers of nodes [2]. The VRP is the result of
the intersection of the TSP traveling salesman problem and the Bin Packing Problem
(BPP) [2]. The use and development of these methods in this field are the ones that
dealt this problem significantly, because of having new and continuous advances in
information technology as a fundamental basis for its general operation.

In 2012, Khalid et al. [4] presented the modeling of the school bus routing problem
(SBRP), considering bus capacities and time windows in the school in which the bus
operates, in order to obtain the information to use in the model, geographic information
system (GIS) tools, grouping techniques based on available capacity, and network
cutting techniques were used. To try to find a solution to the model (SBRP) they used
the hybrid metaheuristics of ant colony optimization with the local improvement
heuristic Lin Kernighan iterated.

Another proposal was made by Huo et al. in 2014, when presenting the con-
struction of a mathematical model for the problem of routing school buses for a single
center and a single vehicle [5]. To do this, they used location strategy methodologies -
allocation - routing (LAR), and a clustering of students to determine optimal stops
within a service radius of 500 m. The solution of the proposed model was through the
ant colony optimization algorithm (ACO). Finally, it was shown that the model is
applicable in real life, and that it can reduce the cost of school bus service.

Authors such as Nezam et al. [6] in 2016 proposed in Iran a complex mathematical
model that pursues various objectives, such as the optimal allocation of multiple nodes
of the population with their respective demands towards one or more server nodes.
Also, find the optimal location of the server nodes and the optimal allocation of the
population to different routes that allow reaching the assigned server nodes, so that the
total transport time is minimized.

In the year 2017, Hashi et al. [7] established a model for the optimization of student
transport that considers the capacity of the vehicle fleet, using the methodologies of the
Geographic Information System (GIS), the formulation of the problem was through
the mathematical model of the routing and programming of school buses (SBRS) with
time windows. Then, the resolution of the proposed mathematical model was through
the algorithm Clarke & Wright, obtaining as multiple results, optimized routes, it was
also possible to identify the pick-up stops of the students according to their concen-
tration, and the visualization of the routes and the stops in (SIG).

The problem of vehicle routing by nodes has also been treated by means of graph
theory, one of the main algorithms used in this field is the Dijkstra algorithm [8], which
allows the calculation of the shortest route through a graph consisting of a set of n client
nodes joined by branches or arcs, which can even consider directions of the roads and
their costs [9]. However, recent advances have been made in this field as the method of
contraction hierarchies of nodes-CH which have demonstrated better yields in the time
calculation of the shorter route than the Dijkstra algorithm [8, 10, 11], and that addi-
tionally allow to simulate vehicle routes in computational environments at low cost [12].

Within the field of vehicular routing, when modifications occur in the locations of
the installations, it is necessary to determine a route that can link the different locations
of both facilities and customers that require transportation in an optimal way [13].
In that sense, the investigation was initiated considering each of the clients or students
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to keep a record of the positions of the current residences. In order to compile a
database that will be used to perform a clustering using the K-means algorithm [14],
through its centroids allowed to determine the stops in which the vehicles must pick up
the students and optimize the route which should continue to be allocated by the
university for the students transportation.

2 K-means Algorithm

The zoning of the assigned areas to the transportation vehicles is an important aspect of
vehicle fleet management, especially for the balancing of the workload between
different fleet vehicles and even to determine the coverage of a transportation service
[15–17], for that reason in this work we use the K-means algorithm whose performance
has been demonstrated in the clustering of spatial databases [14].

Let X = Xi,i = 1,2,…., n; The set of n d-dimensional points to be grouped into a set
of K groupings, C = Ck, k = 1,…., K. The K-means algorithm finds such a partition
that the quadratic error between the empirical mean of a clustering and the points in the
clustering is minimized [14, 18]. If we define µk as the mean of Ck, then we can define
the square error J (Ck) between µk and the points in the cluster Ck can be defined by the
following expression:

JðGkÞ ¼
X

Xi2Ck

jXi � lkjj j2 ð1Þ

The objective of the K-means algorithm is to minimize the sum of the square errors
of the K clusters, which is a NP-hard problem [14].

Min JðCÞ ¼
Xk

k¼1

X

Xi2Ck

jXi � lkjj j2 ð2Þ

To do this, K-means starts with an initial partition with K-clusters and assigns
patterns to clusters to reduce the squared error.

Since the quadratic error always decreases with an increase in the number of K
groups (with J (C) = 0 when K = n), it can be minimized only for a fixed number of
groups [14].

2.1 Parameters of the K-means Algorithm

The user must indicate the following parameters:

1. K clusters number.
2. Clustering initialization.
3. Euclidean distance metric to calculate the distance between the points and the

centers of grouping.

As a result of the execution of this algorithm, we obtain spherical groupings in the
data [14].
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Operation of the K-means Algorithm

(a) Two-dimensional input data with three groups.
(b) Three seed points selected as clustering centers and initial assignment of

data points to groups.
(c) and (d) Intermediate iterations updating the labels of the groups and their centers.

(d) Final grouping obtained by the K-means algorithm in convergence.

The operation of the K-means algorithm is schematized in Fig. 1.

2.2 Open Source Routing Machine (OSRM) and the Method of Node
Contraction Hierarchies (CH)

Robert Geisberger in 2008 [8] developed the CH in his doctoral thesis, a method to find
the shortest route improving the Dijkstra algorithm, linked it to the free SIG Open-
StreetMap platform [19] and made it available to the public in a free way by creating
the open source online platform called OSRM - Open Source Routing Machine [8].

CH is a technique to accelerate the calculation by nodes of the shortest vehicular
route on a network road using routing by first creation or precomputed, contracting
versions of the connection graph according to the importance or hierarchy of its nodes,
the forward search uses only the leading arcs to more important nodes and the back-
ward search uses only the coming arcs from more important nodes [8, 11].

The contraction hierarchy method makes the calculation of the shortest route more
efficient in comparison with the Dijkstra algorithm, because in CH only the arcs are
restored that join nodes with higher hierarchy and it is not necessary to restore all the
shorter paths [8].

CH Definition
Let a trained and directed graph G = (V, E) composed by client nodes V and con-
necting arcs E, in which the set of nodes is ordered by importance through a heuristic
method, it is not necessary to know the order of all nodes before beginning to contract

Fig. 1. Illustration of K-means algorithm [14].
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them but it is sufficient to know the next node to start contracting, then the selection of
the next node is made by choosing the first one in a line generated by the linear
combination of several terms of priority of the Candidate nodes. Thus, if u < v then
node v is more important than u, which is a method for hierarchizing nodes [8, 10].

Considering any pair of nodes of the graph (v, w), if the shortest route from v to w
passes through node u is smaller in said graph, a new arc must be added to guarantee that
the procedure is determining the shortest route. The set of the added arcs in the total-CH
graph is treated as shortcuts with their respective weights [8]. See Figs. 2, 3 and 4.

The preprocessing of the initial graph generates a CH graph which contains the data
of the initial graph plus the ordering of nodes and the direct access arcs introduced [8].

2.3 Use and Storage of Witness Path in the CH

The CH uses a witness path or also called witness P of lower cost than the initial route,
which is stored to determine the necessary shortcuts during the hiring of node u. Fig-
ure 5 shows a witness path “witness P” for the route (v, u, w), depending on the weights
of the changed arcs, the witness path may remain valid or not [8, 11].

Algorithm 1: Simplified Construction Procedure (G = (V,E),<) 
1 foreach u  V ordered by < ascending do
2 foreach (v,u)  E with v>u do
3 foreach (u,w)  E with w>u do
4 if (v,u,w)"may be" the only shortestway from v to w then
5 E := E {(v,w)}(use weigth w(v,w):= w(v,u)+w(u,w))

Fig. 2. Pseudocode of the node-contraction hierarchy method-CH [8]

Fig. 3. Adding a new shortcut. Node order: u < v < w [8, 10].

Fig. 4. Inclusion of the witness path [8, 10].
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2.4 Collection of Data Information

The information rising from all students was made through the institutional databases
and personal surveys of the student population. Then they were placed on a scale-map
of Ibarra city by means of AutoCAD software to obtain Cartesian coordinates in the X
and Y axes of each student of the study population, 314 students. The center of this
coordinate system coincided with the Pedro Moncayo Square located in the center of
the mentioned city, Fig. 6.

Fig. 5. Method of CH and use of witness paths [8, 10, 11].

Fig. 6. Spatial distribution of student homes in Ibarra city.
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Figure 7 shows the initial route of the buses for the students transfer, the distance
traveled was 8.2 km in 18 min and the total time to complete the tour was 30 min,
so, the one-way trip to the destination called “UTN stadium” and the return to
Universidad Técnica del Norte. It should be mentioned that the route offered a low
level of service to the students, about 22.61%, the same that will be evaluated in the
analysis of results.

2.5 Data Processing

To expose the problem, routing with the OSRM application was performed by
collecting a significant sample of 50 student nodes from the total of 314 directly in
their homes and taking them through the three fixed installations to which they had to
arrive, it is say, FICA, UTN stadium, and Old Hospital San Vicente de Paul. As a
result, from the first route, a long and costly route was obtained in terms of distance
and time (56.8 km to be traveled in more than 2 h and 8 min), as it exceeded
the students’ 30-minute travel expectation according to surveys Performed on all
of them.

It should be mentioned that, if an attempt is made to create a route that collects the
314 students directly in their homes, the duration of such route would rise exponen-
tially in distances. This indicated that it was necessary to facilitate the problem so that
the route is feasible in terms of travel times.

Through a literature review, it was determined to smooth the problem using the
clustering of the student population and its centroids by means of the K-means algo-
rithm so that vehicular routing is feasible [14–16, 20, 21].

Fig. 7. Initial route traveled by university transportation buses
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2.6 Grouping of Student Nodes

To perform the homogeneous clustering of the student nodes, the R free software was
used, in which the database of the 314 students was called “cluster3”, which contains
the location X and Y of their homes, as you can see in the next code:

2.7 Guidelines for the Implementation

First of all, the initial state of the routes for pick up the students is determined, then it
must be defined if the routes can be improved, for which the facilities are located
geographically and through the survey to the students, it can be determined their
directions and the desired maximum time of travel. Next, the students’ door-to-door
collection is simulated using the CH method, which determines if the routes can be
improved. In the case of not being possible, use the K-means algorithm to determine
the number and location of optimal stops to pick up the students and simulated optimal
route again using the CH method, but this time through the optimal stops. Finally, the
amount of improvement is determined by means of the proximity indicator of a
transport service, Fig. 8.

3 Results and Discussion

Through various executions of K-means algorithm, the population of 314 students was
divided into several k-groupings and the data of the locations of the stops were tabulated,
in which the students were picked up. Each K-cluster has a K-centroid which was
interpreted as the optimal location from the student transportation vehicle stop, Fig. 9.

Fig. 8. Flow chart for the implementation process
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3.1 Simulation of Routes with Multiple Stops

Using the free OSRM software, we simulated the different routes that the vehicle could
take when picking up students. This was achieved by varying the number and position
of their stops (K-centroids) from R-Project by executing the algorithm K-means as
shown in Table 1. It was determined that the execution with 4 stops (K-centroids) and
the three fixed installations would be the optimal because it meets the requirements of
the students, to complete a tour in approximately 30 min at the lowest possible cost.

K-clusters

K-centroid 
(stop) 

Fig. 9. Interpretation of K-means clustering.

Table 1. Simulated routes in OSRM.

K-means clustering OSRM routing
Stops Travel time (min) Distance traveled (km)

Fixed installations FICA 27 11
Estadio UTN 18 7,8
Old HSVP 23 8,8

K-clustering 3 34 16,8
4 33 16,3
5 39 20,2
6 47 24,1
7 52 28,5
8 50 27,2
9 56 29,7
10 50 25,5
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Considering that the project wants to determine an optimal route of collection and
transfer of students from the Industrial Engineering Career - CINDU from the closest
possible to their homes, it was found that the optimum route would be the grouping
with 4 stops and three fixed installations, illustrated in Table 2, which would fulfill the
required time by the students to the full course, with a total travel time of 16.3 km in
33 min.

The objective of this project is to facilitate the mobilization of students, to optimize
the time of transfer, using free software, geographic information systems (GIS) tools,
such as QGIS and the application of operations and logistics research methodologies
such as algorithms previously reviewed.

Using the route proposed in the present project, the transportation times of
CINDU students of the Technical University of North would be optimized, with a
single transportation unit being necessary. To provide a transportation coverage
level of 100% of the population of 314 students, with a duration of 30 min,
the implementation of another unit is suggested. It should be noted that the
Faculty of Engineering in Applied Sciences has a unit assigned, so a single route
is proposed.

3.2 Comparison of the Routes by the Proximity Indicator
of Transportation Stops

By means of the Free Quantum GIS software 2.18.2, it was possible to calculate the
areas of influence to the transportation routes by foot in 5 min, that is, the proximity of
the residences of the students within a radius of 300 m of proximity with respect to the
routes covered was calculated, which is one of the main indicators of the level of urban
transportation service [23]. As shown in Fig. 10.

Table 2. Tour with 4 stops (optimal route).

K-groupings
4

Data of grouping in R Address located on the map type grid
X
coordinate

Y
coordinate

848,2500 1846,0250 North Pan American Customs Detention
Center

809,0452 1464,5400 Olivo Panamericana Norte Street and Dr. Luis
Madera Street

−904,8806 1206,2410 Jose Hidalgo Street and Alfredo Gómez
Avenue

−783,4566 −1241,6970 Street Eduardo Almeida and Street Carlos E.
Grijalva (Yacucalle Sector)
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It was proved that the proximity indicator of transportation stops, in the initial route
was of 22, 61% which causes a low level of service of the offered transportation. This
indicator is improved with the optimal route proposed which offers a coverage level of
88%, Table 3.

4 Conclusions

With the development of this project, it takes into consideration the realization and
implementation of an optimal route management tool to minimize times and raise the
level of service. It is an affordable procedure that uses models and algorithms for road
optimization and fleet frequency.

During the grouping of the population of students for the generation of the optimal
route that must traverse the transport vehicle it was determined that each K-centroid is a
possible stop that the vehicle must carry out to guarantee the maximum coverage of the
service of Student transportation, as demonstrated.

Free access software RStudio and OSRM, allowed the implementation of a routing
pattern to establish shorter paths, and visualize the shortest route to go from a stop to
the fixed installations where you want to arrive, and is to say, to the central campus of
the Technical University of the North, old Hospital San Vicente de Paul and University
Stadium.

Fig. 10. Proximity to the transportation route in the initial and optimized route

Table 3. Route with 4 stops (optimal route)

Students located 300 m from
the route

Indicator of access to
transportation stops (%)

Initial route 71 22,61
Optimized route 277 88,22
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The application OSRM simulated graphically the route and the distance to be
traversed by the user, establishing 16.3 km and travel of 33 min, with an indicator of
access to stops of the transport of 88.22%, optimizing to the maximum the available
resources.

It is suggested, in future research to work on an implementation that includes all the
methods and algorithms described in this work in the same database of the client nodes,
to develop a software or application that reduces the times in the Processing of the data
that in this project are carried out in multiple software’s independently, which can be
applied in the institutional and business area helping to optimize the routes of transport.
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Abstract. The aim of the paper is to identify and categorize frequent patterns
describing interactions between users in social networks. We consider a social
network with already identified relationships between users which evolves in
time. The social network is based on the Polish blog website pertaining on
socio-political issues salon24.pl. It consists of bloggers and links between them,
which result from the intensity and characteristic features of posting comments.
In our research, we discover patterns based on frequent and fast interactions
between pairs of users. The patterns are described by the characteristics of these
interactions, such as their reciprocity, the relative difference between estimates
of global influence in the pairs of users participating in the discussions and time
of day of the conversation. In addition, we consider the roles of system users,
determined by the number of interactions initiating discussions, their frequency
and the number of strong interactions in which users are involved. We take into
account how many such intense conversations individual users participate in.

Keywords: Social network analysis � Social relations
Identification of social patterns � Blogosphere

1 Introduction

The aim of the work is to identify and analyze patterns frequently occurring in the
social network evolving in time. Finding patterns allows to determine which rela-
tionships in the social network are particularly important and how to better understand
their nature, which in turn may lead to a better understanding of the behavior of the
entire network and how individual users affect each other and the entire community.
Such information may help to understand ways of propagation ideas, which can be
used to promote products or political views, and also to identify, for example, unlawful
activities, their sources and ways of propagating them.

The analysis of blogosphere can be a useful area for testing solutions to such
problems, due to open access to this data, a large scope of available data and the ability
to observe the interactions between individual users in a long (multi-year) time horizon.

The graph evolving in time is described by a set of subsequent graphs represented
its structure in subsequent time intervals. This allows us to analyze many graphs with a
similar set of vertices and extract such an element in the graph (both from the point of
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view of the existence of individual relationships, sets of relationships and attributes
assigned to vertices and edges) which often occurs.

2 State of the Art

In this section we will discuss issues related to the states of a social networks (with data
coming usually from networking portals or phone calls), characteristics of relations
between users in such portals and types of frequent patterns which may be identified in
such graph.

Different names are used for frequently present elements in networks: patterns [10],
cascades [5], persistent cascades [12], graphlets [6], fundamental structures [9], motifs
[8] or sub-graphs [11]. In this paper we will use the name “patterns”. Considered
patterns are usually small bricks building networks containing several (usually 3–4)
nodes.

The authors of [6] analyze patterns in both statics and dynamics networks. In [8] are
analyzed temporal patterns with events which do not overlap in time and considered
patterns allow to describe a sub-network topology and a sequence of events. Consid-
ered data sets contains information about phone calls. In [10] are studied patterns in
data coming from blogosphere and they describe relations between posts or blogs. In
[12] the authors analyze patterns containing few nodes in networks created from the
data about phone calls. In [14] are considered casual paths of events, temporal distances
between events are calculated as well as their distribution and correlations. Measures of
closeness centrality are calculated for nodes in analyzed graphs. The dataset concerns
phone calls, air transport networks and random graphs. In [7] are identified motifs and
dynamic motifs of the network which appear in the network with highest frequency.
The authors analyze dynamic motifs mostly having 3 nodes and use the measure of the
statistical significance comparing results for Yahoo Answers and Flickr with the results
obtained for random graphs.

In [5] the patterns are considered for datasets gathered from Twitter and containing
posts related to crisis situations.

Another approach is an identification of heavy subgraphs [1], and their analysis for
time evolving networks. They are the sub—graphs with highest scoring which means
having the highest weights of the connections.

Fundamental structures [9] are identified for temporal networks describing frequent
meetings in graphs representing meeting of the persons. The authors consider different
kinds of networks concerning meeting in various special locations and time periods.

In [4] dynamic patterns are used for the identification of contributions of nodes and
paths in the information flow.

In the presented works the patterns were identified in different ways. What dis-
tinguishes our approach is to include in the patterns not only links between users and
their topologies, but also additional attributes describing users and character of the
relationship (absolute and relative social significances, timely distribution of interac-
tions, their intensity, duration, etc.).

Identification of Patterns in Blogosphere Considering Social Positions 109



3 Methodology

In order to build relations between users in a community portal, all interactions between
users are usually considered. In the case of the blogosphere, both the relationship
between the author of a given comment and the author of the post in the context of
which the comment is written, or between the author of the comment and the author of
the commentary, which is commented, may be considered [3].

In our work, we focus on specific types of connections, which we call strong
relationships, as we consider comments written quickly after the post or comment they
respond to. We consider two different time intervals: of 5 min and 15 min. Another
particularly important feature describing relationships is the reciprocity - if both users
comment on their posts and comments.

The aim of the work is to distinguish patterns describing such strong and frequent
connections occurring on the social portal. The patterns include the following parts:

• describing topology of relations between users (RT),
• containing attributes describing relationships (RA),
• social and mutual relations of users (SP).

Therefore, the analyzed pattern can be written as the following n-k

P ¼ RT ;RA; SPð Þ ð1Þ

Topology of relations between users
The topology is associated with the edges in the network, which are included in the
considered pattern. The simplest pattern consists of two users/nodes and one edge, and
on those we focus in this work. However, more complex patterns covering more users
may also be considered.

The next main issue is whether the relationship is mutual and to what extent, i.e.
how many posts and comments of each party meets the appropriate commentary of
another member of the pattern.

Features of relations between users (RA)
Relations in the patterns can also be characterized by additional, detailed attributes
describing the temporal characteristics of the interactions taking place between the
users in question. In particular, the duration of their interactions and their volume are
considered. Another important feature describing the relationship is the intensity of
interactions at particular periods of the day.

Social and mutual position of users (SP)
An important feature characterizing the relations between users are the social positions
of the users participating in them, as well as the mutual relationship between these
social positions. Different classes of relationships are the ones between users of high
social importance, between users with insignificant social positions, and different
between a user with a high social importance and a small social importance.
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4 Description of Experiments

4.1 Characteristics of Interactions in Network

The social network that we used for our research is based on data from the www.
salon24.pl portal [3, 15]. Dataset was based on objects representing portal users, which
are nodes in the network we built, as well as on objects representing posts and com-
ments written by portal users. All objects are described with a set of attributes, which
allowed to create an edge between the vertices of the graph and study how these edges
change over time. The aim of our research is to find attributes of relations between
portal users that will allow us to classify these relationships and find behavioral pat-
terns. To better understand data and to find patterns based on interactions’ attributes,
we first need to look at amount of data and it’s type. We want to know what is the
quantitative dependence between the interactions in a given time interval for quick
reactions in this range. Another feature we are considering at this stage is the same
relation to fast interactions that were reciprocated equally quickly. The average number
of interactions in the studied time intervals is 100000. The graphs below (Figs. 1 and 2)
show how many fast interactions and mutual quick interactions have occurred, with the
assumed delays of 5 min and 15 min.

At the beginning of the graph analysis, it should be noted that the test data was
collected from the moment when there was a large amount of interaction between
agents in the social network, however it was still the initial stage of network devel-
opment. Therefore, the increase in both the number of quick interactions between
agents and mutual relationships is natural. Looking at Fig. 1. Presenting amount of
interactions and reciprocal interactions in 5-min slot, three main peaks are noticeable -
they all depend on important socio-political events. Bearing in mind the average
number of interactions in the studied time intervals, we note that the number of fast
interactions is low, between 20 and 460, with an average value of 149. On average, we
report interrelations 22 over a given time interval, with a minimum value of 2 and a
maximum of 46.

0
10
20
30
40
50

0
100
200
300
400
500

1 8 15 22 29 36 43 50 57 64 71 78 85 92 99 10
6

11
3

12
0

12
7

Am
ou

nt
 o

f r
ec

ip
ro

ca
l 

in
te

ra
c

on
s

Am
ou

nt
 o

f i
nt

er
ac

on
s

Period

Amount of interac ons Amount of reciprocal interac ons

Fig. 1. Amount of interactions and reciprocal interactions (5-min slot).
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At a chart presenting 15-min time slot (Fig. 2) we again notice a gradual increase in
both values. In contrast, only one summit is dominant, for which an important
socio-political event is again responsible. The lack of very visible other peaks, which
we can see in the case of the 5-min slot, can be explained by the lower overtones of
these events in the country and in the world. We can easily see, however, that we are
dealing here with many times greater representation of data. The number of interac-
tions, classified as fast, increased to an average of 2151, with a minimum of 296 and a
maximum of 5787. The number of interactions increased on average to 147, with a
minimum of 33 and a maximum of 391.

Due to such a large discrepancy,we decided to basemost experiments on a 15-min slot.

4.2 Amount of Interactions During the Time of the Day

One of the important characteristics that we are considering when looking for patterns
in a social network is the time of day when agents interact with each other. Based on
the test set, we chose 4 times of the day, which we then used to classify the interaction.
They are: morning (06.00 AM–10.00 AM), working hours (10.00 AM–06.00 PM),
evening (06.00 PM–00.00 AM), night (00.00 AM–06.00 AM).

As can be seen in the graph (Fig. 3), the vast majority of interactions between
agents takes place during business hours and in the evenings. The increases in the
moments of the highest peaks are distributed proportionally. This proves a certain
regularity in interactions, which can be used as an important factor to search for
patterns in the social network.
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Based on the knowledge presented in the previous graphs (Figs. 2 and 3), it can be
said that the distribution of the amount of rapid and mutual interactions between agents
looks predictable (see Fig. 4). The increases are proportional and, as in the case of
ordinary interactions, most often occur during working hours and in the evenings. It is
worth mentioning that the distribution for this 5-min interval looks very similar. However
for this characteristics as well as some in further research presented in next paragraphs,
distribution of interactions for 5-min slot has not been presented, as, due to the small
amount of interaction, in further research we focus on the 15-min interval. This decision
was caused by the knowledge of the portal at once, where serious socio-political topics are
raised, and often it takes more than 5 min to read the content published by the user.

4.3 Cardinality of the Sets in Terms of the Number of Interacting Agents

Having knowledge about how fast and mutual interactions are and how the day the
agents interact with each other, we want to check with how many agents they usually
interact with. For this purpose, we have divided into groups of agents who interact with
one, two, three etc. with other agents. Then, for ease of presentation, we made a
grouping of results, which is shown in the graphs below.

In the case of a 5-min slot (Fig. 5), we received two groups. The first one includes
those agents who interact with up to 5 other agents. This is the vast majority. The
second group are agents who interact with more than 5 agents. It is a very small group,
but from the point of view of looking for patterns, it is very important, allowing for the
bolding of the characteristics of individual interactions.
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The characteristics for 15-min slot (Fig. 6) looks similar. The vast majority of
agents interact with a group of several to 25 other agents.

4.4 Cardinality of the Sets in Terms of Agent’s In-Degree Ratio

Very important factor influencing the establishment of interaction between agents is
their own characteristics. Agents are characterized by values such as in-degree and
out-degree, describing how much the agent brings to the network and how the other
members of the network are focused on his actions. We made an analysis that grouped
together agent pairs, taking the ratio of the in-degree ratio of each pair as a factor. It
turned out that we are dealing with six groups. Markings on the graph indicate the
agent’s in-degree coefficient in relation to which the executed action takes place.

In the case of quick interactions, it turned out that the agents most often interact
with those who have the in-degree parameter higher several times (see Fig. 7). The next
in terms of population size was the one containing agents affecting over a hundred
times more influential agents. It is worth noting that at the moments of the highest
stitches, it is even the most numerous group. The groups of agents interacting with
those whose in-degree parameter is higher several dozen times or a few times lower are
not much smaller. On the other hand, agents rarely interact with those much less
influential.
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The same division made for quick and mutual interactions has emerged four groups
of agents (two overlap, because they are symmetrical) (see Fig. 8). It is very clearly
visible that agents who interact quickly and interact with each other have very similar
characteristics in terms of social network (in-line several times higher, or several times
lower). Such situations are almost unnoticeable in the case of very large differences
with the pair.

4.5 Studied Relationships

In order to check how the surveyed characteristics translate into the characteristics of
the existing relationships, we examined the relationships between agents, characterized
by the highest number of interactions. It turned out that in a small collection of 14
accounts, there were different types of relationships, both one-sided and mutual, lasting
for a long time, as well as those with very frequent intervals, based on agents with
similar characteristics as well as very diverse ones. The relations are described by the
following characteristics: (A) in-degree ratio at the beginning of relationship,
(B) in-degree ratio at the end of the relationship, (C) in-degree ratio amplitude, (D) –
in-degree ratio noted when relationship was mutual, (E) Durability of unilateral rela-
tionship (periods when interaction was present), (F) Reciprocity [%], (G) – Reciprocity
(periods when relationship was mutual), (H) Longest sequence of periods with inter-
actions, (I) Longest sequence of periods without interactions, (J) Longest sequence of
periods with mutual interactions, (K) Longest sequence of periods without mutual
interactions, (L) Percentage of interactions taken in the morning [%], (M) Percentage of
interactions taken during business hours [%], (N) Percentage of interactions taken in
the evening [%], (O) Percentage of interactions taken in the night [%].

Looking at the results presented in Table 1, we can specify several groups to which
the given relationships fit. The first of them is defined by relationships 4 and 5. It is
characterized by the lack of reciprocity, longevity and a very large difference in
in-degree parameters describing two vertices in a pair. Moreover, it is worth noting that
the vast majority of interactions take place in the evening and at night. So here we have
an example of relationships, when one group of individuals who does not get enough in
the social network by writing their own posts, communicates with very influential
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individuals during the night hours. This is certainly a common behavior pattern that can
be easily determined and used to predict the behavior of a given group of users in the
future. Another group worth distinguishing are relationships 1, 6 and 7. They are
characterized by a very comparable ratio of in-degree users involved in communica-
tion, there is a noticeable reciprocity of relationships and, what is important, a large
single break in communication. The most likely interpretation of this phenomenon is
the late establishment of relations between users, and then the relationship stabilization.
This is also supported by high coefficients defining the longest sequences in which
interactions occurred. Analyzing the relationship in terms of the time of establishing
interaction, it is clearly visible that these relations, which are based on interactions at
night, are most often one-sided relations. This thesis is supported by the relations 3.4
and 5. An interesting and very characteristic is the relations 12. This is a highlight of
the results we have obtained, proving that the mutual relationship is favored by the
situation when both sides share a similar social network. It is clearly visible that the
bilateral relationship was established at the moment when the commenting person
began to be more involved in the network and ceased to be anonymous.

4.6 The Influence of In-Degree Ration on Relationship

It should also be noted that the dominant factor that affects the development of the
relationship between users is the ratio of their impact on the development of the
network - the in-degree ratio. In Fig. 9 we show the ratio of the amount of interaction to
mutual interactions depending on the in-degree ratio.

We note here that the highest chances of getting reciprocity in a relationship are
those users whose in-degree parameter in the network is up to 10 times smaller than the
commented person.

Table 1. Characteristics of the studied relationships, with the most frequent interactions.

A B C D E F G H I J K L M N O

1 2 0.5 0.5–2 0.5–2 104 26.92 28 38 20 2 42 75 25 0 0
2 1.5 0.1 0.1–1.5 0.1–0.5 96 3.13 3 31 16 1 70 25 50 25 0
3 1.5 0.15 0.15–1.5 X 84 0 0 36 34 0 132 0 0 100 0
4 1500 500 500–1500 X 84 0 0 26 29 0 132 0 0 100 0
5 381 1500 100–1500 X 83 0 0 28 39 0 132 0 20 80 0
6 565 10 2–565 2–5 80 7.5 6 24 30 2 59 30 40 30 0
7 1 0.1 0.1–2 1 73 11.2 9 8 24 5 62 0 35 65 0
8 1.5 0.3 0.3–1.5 X 69 0.00 0 11 18 0 132 0 45 55 0
9 2 0.25 0.25–1 X 67 0.00 0 29 34 0 132 25 45 30 0
10 0.4 0.4 0.35–0.4 0.35–0.4 62 1.61 1 25 52 1 79 0 25 75 0
11 2 20 2–20 2–12 59 52.54 31 17 36 17 35 0 0 65 35
12 5000 10 10–5000 10–20 56 69.23 18 46 63 7 67 0 15 85 0
13 385 0.3 0.3–385 X 55 0 0 23 29 0 132 20 20 60 0
14 1 0.5 20 0.5–40 52 25 13 22 58 4 58 0 25 75 0
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4.7 Experiments Conclusions

The goal set at the beginning of the work was to find relation patterns based on given
attributes. At work we were able to analyze the relationships that occurred in a given
social network. We presented the distribution of fast relations depending on the time
window that the other side of the relationship had on reacting. As it turned out, increasing
this window three times allowed to determine a 15-fold larger set of relationships. Sim-
ilarly, we have done categorizing interactions depending on the time of the day, getting
the answer to the information when there are the most, and therefore, when establishing
communication gives the highest chance of response. An important piece of information
for further analysis is that the vast majority of mutual relations occur where two parties
with a similar social position in the network interact. We additionally presented specific
relations, along with their characteristics, showing that with their help we are able to
categorize a given relationship, and more importantly, and what is the subject of further
work, predict how relations will behave in successive intervals. Our analyzes allowed to
identify characteristics such as the frequency of interaction, the speed of interaction, their
reciprocity and the time when they took place, which are key to determining patterns of
relationships in the social network. Nowadays, with the increasing amount of data, it is
increasingly difficult to build long-term relationships with many users and, as described in
the article “The influence of their strength of importance in blogosphere”, these rela-
tionships are very often based on trust in the network. By using information about
relationship patterns in a given social network, we are able to appropriately profile the
activities of specific agents/users in order to achieve a specific goal.

5 Conclusion

In the paper we focus on the strong relationships between users in the blogosphere. The
characteristics of such relations are analyzed considering on the social positions of the
users, their duration and the periods of day with their highest intensity. The techniques
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used to develop the model and the analysis of such modeled data, allow to effectively
create social networks without the use of tools from external websites (such as API
provided by social networking sites) while maintaining the privacy of users of these
websites. Information on the time of activity and intensity of given user groups, while
identifying these groups, allow for proper preparation of content provided by website
owners. In addition, information about the probability of network development,
maintaining mutual contacts between users, gives the opportunity to estimate traffic on
the site. What’s more, having information about the history of a particular user’s
relationship with other portal users, categorizing it, allows to present a specific offer for
this particular user. Increasingly, social media offers different types of membership with
more or less extensive functions delivered to users. It is worth noting that the benefits
of using the mechanisms presented in this article may have the users of the portal
themselves, by familiarizing themselves with the characteristics of specific groups,
cliques, and profiling for a specific purpose of their own activity. In further work, we
will be using data mining techniques to predict the duration of social relationships.
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Abstract. The main objective of this paper is the application of big
data analytics to a real case in the field of smart electric networks. Smart
meters are not only elements to measure consumption, but they also con-
stitute a network of millions of sensors in the electricity network. These
sensors provide a huge amount of data that, once analyzed, can lead to
significant advances for the society. In this way, tools are being developed
in order to reach certain goals, such as obtaining a better consumption
estimation (which would imply a better production planning), finding
better rates based on the time discrimination or the contracted power,
or minimizing the non-technical losses in the network, whose actual costs
are eventually paid by end-consumers, among others. In this work, real
data from Spanish consumers have been analyzed to detect fraud in con-
sumption. First, 1 TB of raw data was preprocessed in a HDFS-Spark
infrastructure. Second, data duplication and outliers were removed, and
missing values handled with specific big data algorithms. Third, cus-
tomers were characterized by means of clustering techniques in different
scenarios. Finally, several key factors in fraud consumption were found.
Very promising results were achieved, verging on 80% accuracy.

Keywords: Big data · Sensors · Classification · Fraud detection

1 Introduction

During most of the 20th century, the interrelationship between electricity users
and distribution companies remained unchanged. Suppliers were not chosen and,
therefore, there was no need to treat consumers as customers. However, deregula-
tion, the green agenda and the continuous technological leap have changed this
relationship. New constraints such as security of supply, competitiveness and
c© Springer International Publishing AG, part of Springer Nature 2018
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sustainability are the three priority axes towards changing the energy model
that is currently demanded, which is materialized in objectives such as reducing
emissions, renewable energy generation and improving energy efficiency.

An essential tool in this new model is the so-called smart meters that should
not be understood only as devices that measure consumption but act as true
sensors of the electrical network. These sensors configure a highly flexible and
adaptable network that intelligently integrates the actions of the users that are
connected to it, in order to achieve an efficient, safe and sustainable supply. The
volume of information available from these networks is so huge that it can only
be handled with Big Data techniques.

This proposal aims to provide a pioneering solution in the field of electrical
distribution oriented to the analysis of the data provided by smart meters using
big data techniques. The main objective of the paper is to develop a method-
ology aimed at the intelligent detection of non-technical losses in the field of
electrical distribution, but it is not the only possibility. The data infrastructure
and algorithms resulting from this paper may serve for a better understanding
of the consumption patterns of customers. This study has the endorsement of
the Endesa company to be able to access the data of its network.

With the aim of building a complete big data system for effective fraud detec-
tion, the authors have been accomplishing several tasks: A big data infrastruc-
ture based on HDFS and Spark has been built. Then, a knowledge discovery in
databases (KDD) strategy has been followed. Raw data, which consisted of many
duplicates, missing values and, even outliers, needed intensive preprocessing.
Later, minable views were created, identifying labels and fraud targets. Finally,
classification algorithms have been applied to different scenarios, reporting accu-
racies higher than 80%. Currently, site visits are being carried out, confirming
the effectiveness of the proposed approach.

The rest of the paper is structured as follows. Section 2 reviews the most
relevant papers related to this work. The applied methodology is described in
Sect. 3. Reported results can be found in Sect. 4. Finally, the conclusions drawn
from this study are summarized in Sect. 5.

2 State of the Art

This section reviews the most relevant works published in the field of fraud
detection during the last decade. A novel method for fraud detection in high
voltage electrical energy consumers using data mining was introduced in [3].
The use of Self-Organizing Maps was proposed in order to identify consumption
profiles. The authors mainly compared usage patterns in historical data with
current behaviors, detecting anomalies in cases of fraud.

Monedero et al. [14] studied users with anomalous drops in energy in 2012.
For this purpose, they used Bayesian networks and decision trees, also finding
other types of non-technical loss patterns. The proposed methodology was tested
with real customers, also from the Endesa company (hereon the partner).

The authors in [7] addressed the fraud detection problem in electric power dis-
tribution networks (low-voltage consumers). Namely, artificial neural networks
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were applied to discover fraud in Brazilian costumers. The authors claimed an
improvement of over 50% when compared to other existing approaches. One year
later, in 2014, the use of artificial neural networks was proposed again for smart
grid energy fraud detection [9].

The work in [16] analyzed time series without the seasonal component of
consumers’ power consumption at low voltage for the purpose of detect fraud
and illogical consumption by customers. The authors drawn two main conclu-
sions: energy drop in the last series is dominant sign in suspicious customer’s
detection and in series of suspicious customers it is noticed alternating positive
autocorrelation.

Decision tree learning for fraud detection in consumer energy consumption
can be found in [5]. In fact, this work proposed this kind of learning to profile nor-
mal energy consumption behavior, thus allowing for the detection of potentially
fraudulent activity.

In 2016, a supervised approach for fraud detection in energy consumption
was introduced in [6]. The model found anomalies in meter readings thanks to
the application of machine learning techniques to historical data. Furthermore,
the model is updated with incremental learning strategies and was tested on real
Spanish data.

Finally, an approach based on machine learning to detect abnormalities is
customer behaviors was proposed in [12]. They assessed linear discriminant anal-
ysis and logistic regression performances. Reported results by logistic regression
reached higher accuracy since it was able to forecast irregularities accurately.

3 Methodology

The main objective of SmartFD methodology is the application of big data
analytics to smart electric networks and the construction of classification mod-
els in order to determine the customers with high probability of fraud in their
electricity consumption.

The global process to achieve this objective is shown in Fig. 1. We can see
how the methodology has five phases framed in the KDD process [8] that are
described in the following sections.

3.1 Data Retrieval

The first phase consists in the data retrieval processing wherein the raw files and
the data model documentation is provided by the Partner. Data from the smart
electric network of the Partner is contained in the raw files. In addition to being
elements to measure consumption, smart meters also constitute a network of
millions of sensors in a power network. These sensors provide very large amounts
of data that, once analyzed, can lead to significant advances in society.

These raw files had to be unzipped and stored our storage system. This
task would be trivial in common KDD environment, in contrast, it is hard and
critical in big data environments since issues related to data transport, network
bandwidth and computational cost emerge.
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Fig. 1. SmartDF methodology

3.2 Architecture Definition

The second phase consists of the study of data model study, the inference of
the database architecture and the inventory of the schemes, tables, and relations
that contains. The importance of this process lies in the necessity of produce a
consistent, precise and self-contained documentation of the catalog and archi-
tecture of the database from a disorganized and inaccurate documentation and
unstructured source data. Again, the effort and time invested, as well as the
difficulty of this task, increases considerably in our big data environment.

3.3 Data Cleaning, Formatting and Distributed Storage

This achievement of this third phase is essential and critical in big data environ-
ments. These task enable us to process and handle large amount of data. With
the support of the catalog and architecture documentation, the stored raw data
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is processed in order to drop the inconsistencies, wrong formats and duplicate
values for the purpose of obtain database with consistency and integrity.

Then, to be able to work in a big data context, the tables of the database have
to be converted form CSV format to Parquet format as well as must be stored
in a distributed file system implemented in a cluster of computer machines.

Apache Parquet [1] is an open-source column-oriented data store designed to
support highly efficient compression and coding schemes, which allows for lower
data storage costs and greater efficiency of one’s query. In a column-oriented
database, the information is stored in order of registration, so that a particular
entry for different columns belongs to the same entry record. This means that
one can access individual data elements (the name of a customer, a consumption
date, a postal code, etc.) through columns as a group rather than reading row
by row. In addition, this compression makes it easier for queries with column
operations such as sum, average, minimum, etc. to be carried out much faster,
so that when a query is made, it is only executed on the necessary columns.
It should be added that, in addition to the considerable size reduction of the
tables, they can be compressed in Snappy format [11], compatible with HDFS
and Spark. If we also consider the option of using machine learning services
in the cloud, such as those provided by Amazon Web Service (where services
are billed by runtime and/or size of the scanned data), the savings in time and
money would be enormous compared to using the CSV format.

For this purpose of distributed storage, a Hadoop environment has to be
installed and configured, which will allow us to have an HDFS architecture [15];
thus, in addition to ensuring greater speed of access to data, we also implement
greater tolerance to failures and crashes of cluster nodes due to the replicas that
this file system generates.

3.4 Data Analysis and Pre-processing

The fourth stage aims to produce minable datasets to apply classification algo-
rithms to them. From our target distributed Parquet-format database, we use
Spark SQL [2] framework to carry out the following five steps:

1. Attribute selection: which attributes may have the greatest influence in iden-
tifying possible fraud have been studied. Along with the consumption of each
customer, attributes such as postal code, business activity (in the case of
non-residential customers), the model and status of smart meters, the power
contracted by customers, or certain events that have occurred over the life of
a contract have been some of the most interesting when constructing a first
set of data.

2. Instances selection: in a second step, it has been necessary to check which
of the instances in our set are optimal, so that in the classification stages
we can obtain more interpretable sets of rules providing more information.
Aspects such as the number of null values or number of correct readings have
been some of the most important aspects to take into account in this stage of
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data pre-preparation. In addition to this, the data set have to be balanced, a
fundamental requirement for a dataset with which to generate a classification
model.

3. Time series construction: once a set of quality data is generated. Our objective
have been to build time series based on customer consumption. To do this, we
have consumption readings with a quarterly frequency, so these time series
encompass a wide range of frequencies, from low (quarterly, monthly) to very
high (hourly). As a result, different datasets have been built with which to
generate different classification models in later stages of the project.

4. Standardization: due to the difference in consumption amongst customers,
the possibility of carrying out different standardizations of consumption data
has been assessed. Calculating all consumptions with respect to a customer’s
average or maximum consumption are two possible options when generating
new datasets.

5. Attribute generation: in addition to the different time series (standardized or
not) and the attributes that we previously considered most relevant, we have
also generated attributes that can provide additional information such as the
number of estimated readings associated to a customer.

3.5 Data Mining Process

Finally, the fifth stage uses the minable datasets, that were produced in the
previous stage, to extract hidden, useful, and valid information from them by
means of machine learning algorithms. Specifically, we have used Spark MLlib
framework [13] to apply classification algorithms which produce models that
detect fraudulent behaviors of the Partner’s customers.

4 Results

The experimental design and the preliminary classification results related to the
global process presented in this paper (Sect. 3) are described hereunder. This
section is structured as follows: a brief description of the utilized data and the
infrastructure is outlined in Sects. 4.1 and 4.2, next, the experimental setup
is explained in Sect. 4.3 and, finally, the preliminary classification results are
presented in Sect. 4.4.

4.1 Data

The analyzed database contains all data related to the Partner’s customers of
the Spanish region of Catalonia. These data have been retrieved in form of 251
csv files, likewise, this files compound 35 tables of 832 attributes in total. The
size of the database is 1.48707619 TB (1487.076192 GB), it implies a real big
data problem.

The most important characteristic of this database is that its content and
relationships are divided in two: a scheme related to customer contracts and
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another with smart meters that collect consumption data. In each of the schemes,
called stars, there is a central table that relates to the tables belonging to the
same scheme. This table is also connected to the other central table. In this man-
ner, both stars are linked by their centres and are joined to their corresponding
tables (tips of the star). These stars are:

– Contract star: it is formed by the tables that contain all the information
related to contracting, geolocation, invoicing, customers, files, consumption
types, campaigns, and technicians’ work in the field.

– Device star: it is made up of tables with information regarding devices and
consumption load curves, as well as different tables containing different events,
validation records, etc.

4.2 Infrastructure

Due to the storage capacity and computational power required, as well as to be
able to work optimally distributed, we have used the following hardware and
software facilities:

– A cluster composed by 72 processing cores, 64 of them Intel (R) Xeon (R)
Xeon (R) E7- 4820 CPUs @ 2.00 GHz plus 8 Intel (R) Core (TM) i7-7700K
CPUs @ 4.20 GHz.

– 3 GeForce GTX 1080 GPUs with 2560 cores, Nvidia CUDA and 8 GB
GDDR5X memory each.

– 128 GB RAM: 64 GB DD3 and 64 GB DDR4.
– A total storage capacity of 8 TB.
– Nodes interconnected through a Gigabit Ethernet network with a bandwidth

of 1 Gbit/s.
– AWS cloud computing services.
– Hadoop HDFS 2.8.0.
– Apache Spark framework 2.2.0.

4.3 Experimental Setup

For this preliminary experimental study, the larger customers are been taking
into account, thus, in order to accomplish the task of classifying this kind of
customers in fraudulent or normal behavior, we have obtained a consistent and
significant set of customer’s daily consumption curves with both fraud and with-
out it. The two options were considered to build the datasets that will train and
test the classification algorithm are the following.

Setup #A: Dataset with Subsequent Measurement. All the daily mea-
surement that have occurred between a year before and three months after the
start date of a sanction proceeding in the case of fraud customers have been
selected.
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For both the dataset to be balanced and to find a possible relationship
between the consumption of the two types of customers, customers without fraud
that have the same number of measurements and at the same time, have the same
type of business activity and the same postcode, have been selected.

With the aim of produce a model based on load curves of a customer for the
period, a process to change quarter-hourly measurements to hourly measurement
was necessary to create. In addition, it was counted the total number of estimated
measurements of the hourly measurement.

Therefore, the final dataset is composed of the following fields:

– customer code
– business activity code
– postcode
– number of estimated measurements
– dx (being x the day, between 1 and 454. The field value is the addition of the

measurements of the day)
– label (label with value 1 for fraud customers or 0 for those who are not fraud)

Setup #B: Dataset Without Subsequent Measurement. On the contrary
to the previous dataset, in this case, only measurements occurred until a year
before the start date of a sanction proceeding have been selected. Again, for
both the dataset to be balanced and to find a possible relationship between the
consumption of the two types of customers, customers without fraud that have
the same number of measurement and at the same time, have the same type
of business activity and the same postcode, have been selected. To build the
dataset, the same process as for the creation of the previous dataset has been
followed. Therefore, in the final dataset we count with the following fields:

– customer code
– business activity code
– postcode
– number of estimated measurements
– dx (being x the day, between 1 and 364). The field value is the addition of

the measurements of the day)
– label (label with value 1 for fraud customers or 0 for those who are not

fraud).

4.4 Classification Results

The classification algorithm Xgboost has been chosen to be applied once the two
datasets were created.

The Xgboost [4] algorithm trains, in an iterative way, decision trees to min-
imize a loss function. The specific method to tag again the records was defined
by a loss function. The Xgboost algorithm decreases such loss function with the
training data in every iteration.
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For the purpose of establish the training, validation and testing procedure
for the classification algorithm, the input datasets have been split into two parts:
training-validation part (70%) and test part (30%). Next, the training-validation
part has been split again into two parts: training part (70%) and validation part
(30%). The training part has been used to the algorithm training, the validation
part has been used to cross-validation procedure [10] and the test part has been
used as an external test for the resulting model.

For each experimental setup, we have built two classification models: one with
all the attributes of the dataset and another excluding the number of estimated
measurements. The aim of this decision was to prove the importance of the
number of estimated measurements in the model generation, considering that
we had previously detected that this value is critical by means of clustering
analysis of the data. For each generated model and for each proof method (Cross
Validation or Test) we the accuracy (ACC ), the true positive ratio (TPR) and
the true negative ratio (TNR) have been shown.

Setup #A Results. We can find these in Table 1. The complete model is the
best one in terms of ACC and TPR, on the contrary, the model that exclude
the number of estimated measurements has better values of TPR. In general
terms, the complete model offers better results, reinforcing the importance of
the number of estimated measurements as a key factor to classify fraudulent
and normal customers.

Table 1. Setup A results

Model Proof method ACC TPR TNR

Complete Cross validation 91.01% 87.67% 7.33%

Complete Test 92.36% 86.16% 4.54%

Excluding #em Cross validation 72.26% 32.32% 8.96%

Excluding #em Test 73.57% 39.51% 9.7%

Setup #B Results. They are presented in Table 2. In it, we can observe how
the complete model is the best one in terms of ACC and TPR and how the
model that exclude the number of estimated measurements has better values of
TPR once again. The complete model offers once again better results in general
terms, reinforcing the importance of the number of estimated measurements as
a key factor to classify fraudulent and normal customers.

Table 2. Setup B results

Model Proof method ACC TPR TNR

Complete Cross validation 89.16% 78.11% 5.45%

Complete Test 87.55% 76.50% 6.58%

Excluding #em Cross validation 72.48% 52.16% 17.99%

Excluding #em Test 73.45% 52.28% 16.29%
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5 Conclusions

A real case for fraud detection in electricity consumption has been addressed in
this paper. In particular, data from Spanish users have been processed, making
use of big data technologies. Up to 1.5 TB of raw data were initially retrieved
from different sources. After intensive preprocessing, data were cleaning and
transformed into useful information, thanks to experts guidance. Later, machine
learning algorithms have been applied in order to discover fraud consumption
patterns in users. Two different scenarios have been considered, both of them
reaching accuracies above 80%. The entire process has been carried out in a
HDFS-Spark architecture, making the most of current big data technologies.
Future works are directed towards the generation of models for different types
of users and geographic areas.
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Abstract. Medical data mining problems are usually characterized by
examples of some of the classes appearing more frequently. Such a learn-
ing difficulty is known as imbalanced classification problems. This con-
tribution analyzes the application of algorithms for tackling multi-class
imbalanced classification in the field of vertebral column diseases clas-
sification. Particularly, we study the effectiveness of applying a recent
approach, known as Selective Oversampling for Multi-class Imbalanced
Datasets (SOMCID), which is based on analyzing the structure of the
classes to detect those examples in minority classes that are more inter-
esting to oversample. Even though SOMCID has been previously applied
to data belonging to different domains, its suitability in the difficult
vertebral column medical data has not been analyzed until now. The
results obtained show that the application of SOMCID for the detec-
tion of pathologies in the vertebral column may lead to a significant
improvement over state-of-the-art approaches that do not consider the
importance of the types of examples.

1 Introduction

Medical data mining is a highly challenging task, as it combines the importance
of impacting human health, complex data, and need to work closely with a
physician. Decisions derived from these analyses are of great importance because
c© Springer International Publishing AG, part of Springer Nature 2018
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they directly influence human beings on both individual and population levels.
Machine learning methods are used to process complex medical data in a fast
and effective way, as they are capable of analyzing massive amounts of data in
a short-time and can offer a valuable decision support capabilities [8,11]. Even
though machine learning techniques are widely used in medical classification,
the general application of these techniques in traumatic orthopedics, in which
this contribution focuses, is rather sparse in the specialized literature [15].

Most of medical classification data, included that on vertebral column
pathologies classification used in this research, are problems in which some of
the classes (which commonly corresponds to non-healthy patients) are likely to
contain much less examples than the other classes [12]. Since standard classifica-
tion methods assume an approximately balanced class distribution, they usually
wrongly classify the minority class examples [13]. However, minority classes are
many times the most interesting ones, particularly in the case of medical data.
In order to overcome the negative impacts of class imbalance various techniques
have been proposed, particularly for binary problems [7,13]. The main research
lines include inbuilt mechanisms [13], which change the classification strategies
to ease the recognition of the minority class and data preprocessing methods
[2,7], which modify the data distribution to change the balance between classes.

However, many imbalanced medical datasets are focused on distinguish-
ing, apart from healthy and non-healthy patients, different subtypes within a
given pathology [15]. In these cases, we are dealing with imbalanced classifi-
cation in multi-class problems, a significantly more complex scenario. Usually,
the reported solutions for binary cases are not directly applicable to it [18]. In
this context, there are some proposals, such as Static-SMOTE [5], which tries
to increase the importance of minority classes within the dataset by resampling
their instances, and AdaBoost.NC [18], an ensemble learning algorithm which
combines AdaBoost with negative correlation learning.

This contribution analyzes the application of some of these techniques in the
field of vertebral column pathologies classification and proposes the usage of a
recent methodology, SOMCID, designed by Sáez et al. [16], which is particu-
larly oriented to work with multi-class imbalanced datasets, and may be the
most suitable to work with this kind of data providing competitive performance
results. SOMCID has shown to provide competitive results in a wide variety of
different domains, but it has not been applied yet to difficult medical classifi-
cation data, such as those of vertebral column pathologies. This methodology,
which is described in Sect. 3, is based on analyzing the structure of the classes
in the dataset in order to detect subsets of most difficult examples that should
be subject to the oversampling procedure in each of the minority classes.

The rest of this research is organized as follows. Next section presents an
overview on imbalanced classification. Section 3 describes the methodology rec-
ommended to deal with vertebral column pathologies classification. Section 4
describes the details of the experimental framework. Section 5 presents the anal-
ysis of the results obtained and, finally, Sect. 6 presents the concluding remarks.
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2 Imbalanced Datasets in Classification

Many standard machine learning methods are guided by the predictive accuracy
and thus they tend to fail when the data is strongly imbalanced. This leads to a
poor recognition of the minority classes. In the imbalance learning two scenarios
can be considered depending on the data complexity: binary and multi-class.

Binary problems establish a clear relationship between classes, the predomi-
nant one being the majority class and other being the minority class. Basically,
techniques for binary imbalanced datasets are divided into two groups [9,17]:

1. Inbuilt mechanisms. They adapt existing classifiers to the problem of
imbalanced datasets and bias them towards favoring the minority class. This
task is usually difficult, because it requires a depth knowledge about the clas-
sifiers. Solutions in this field include the design of one-class classifiers, which
can learn the minority class model and treating majority objects as outliers [9]
and cost-sensitive methods, which are based on a loss function which informs
about the misclassification cost [10].

2. Data preprocessing. These try to equalize the number of the examples of
the classes. They may generate new objects from the minority class (oversam-
pling) or remove examples from the majority class (undersampling). Among
oversampling strategies, the best known method is SMOTE [2]. On the other
hand, among undersampling strategies, ENN (Edited Nearest Neighbour) [3],
which removes a majority example it if there are no more majority class
instances among its nearest neighbors is one of the most well-known.

Multi-class problems may produce a lose of performance on one class while
trying to gain it on other [18]. Binary classification metrics cannot be directly
applied to multi-class imbalanced datasets. Therefore, new specific metrics are
needed in this context, such as multi-Area Under an ROC Curve (multi-AUC)
and average accuracy [6].

Multi-class imbalanced problems are much more challenging and there is
only but a handful of methods dedicated to solving them. One of them is Static-
SMOTE [5], which applies the resampling procedure in several iterations, dupli-
cating the examples of those underrepresented classes in the dataset. Another is
AdaBoost.NC [18], which is designed as an ensemble learning algorithm which
uses negative correlation learning for multi-majority and multi-minority cases.
Other methods, such as cost-sensitive neural networks based on undersampling,
oversampling, and moving threshold have also been adapted to the multi-class
imbalanced task [20]. A recent approach which attracts our attention to be
applied to the multi-class imbalanced problem of vertebral column pathologies
dataset was proposed in [16]. This method, which will be further denoted as
Selective Oversampling for Multi-class Imbalanced Datasets (SOMCID), is based
on paying attention to the different types of examples that may be present in
each class. The SOMCID method clearly establishes a different influence of dif-
ficult examples (such as those lying on the class borders) when there are more
than two classes present in an imbalanced dataset. This is the main foundation
of SOMCID, which is described in the next section.
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3 Selective Oversampling for Multi-class Imbalanced
Datasets

The SOMCID technique addresses an oversampling task for multi-class imbal-
anced problems. In [16], where SOMCID was proposed, it was tested over 21
datasets belonging to different fields and having different complexities regarding
the number of examples, classes and class imbalanced ratios. SOMCID was com-
pared to the two most representative and well-known methods for multi-class
imbalance preprocessing: Static-SMOTE [5] and AdaBoost.NC [18]. SOMCID
obtained a performance of 72.56% compared to Static-SMOTE (68.69%) and
AdaBoost.NC (67.98%) – the reader may consult [16] to check the full results.
These results show the potential and the generalization capabilities of SOMCID
working with data of diverse domains. On the other hand, this research focuses
on the study of SOMCID for the classification of vertebral column pathologies,
which has not been previously studied and has shown to be a difficult to solve
problem in previous works [1,15].

This section describes the SOMCID method. It is based on 4 main steps,
each one presented in a different section:

1. Determining the type of each example in the dataset (Sect. 3.1). The first tasks
consist of tagging each one of the examples in the dataset with a different
type (safe, borderline, rare and outlier) depending to their relative position
to other examples of different classes.

2. Choosing which classes and examples can be oversampled (Sect. 3.2). The
second task involves an analysis of the internal structure of the dataset looking
for which classes and types of the examples previously identified are chosen
to perform the oversampling.

3. Oversampling the data using all its valid configurations (Sect. 3.3). The next
steps oversamples, for each one of the configurations identified in the above
step, the original data using an approach such as SMOTE.

4. Selection of the best schemes of oversampling (Sect. 3.4). Finally, once the
oversampling schemes have been applied, the best of those are selected based
on the performance evaluation carried by classification algorithms.

3.1 Determining the Type of Each Example in the Dataset

The first task performed by SOMCID consists of distinguishing different types
of examples in each one of the classes of the dataset.

In order to determine the type of an example e, its class label is compared
to that of the other examples of its neighborhood, which is computed using the
k-nearest neighbors. We will consider the Heterogeneous Value Difference Metric
(HVDM) [19] to compute the distance between examples (since this measure is
valid for both nominal and numerical attributes) and the value k = 5 to analyze
the neighborhood of each example. Even though the size of the neighborhood
can be adapted to the characteristics of each dataset, this value of k has been
traditionally used in the imbalanced data literature and, in our case, it shows a
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good potential distinguishing the type of each example and a low computational
time is required. The types of examples and how they are identified are described
below:

– Safe examples. An example is a safe one if it is placed in an homogeneous
area with respect to other examples of its class. In this research, an example
is identified as safe if 4 or 5 of its nearest neighbors share its class label.

– Borderline examples. These are located close to the boundaries of the
classes, where different classes may overlap. An example is considered as a
borderline one if 2 or 3 of its 5 nearest neighbors share its class label.

– Rare examples. These are few examples of a class placed in areas belonging
to a different class. They are characterized by having only 1 neighbor from its
class. Additionally, this only neighbor may have as much as another neighbor
of its same class.

– Outliers. These are isolated examples of a concrete class surrounded by
examples of a different class. Minority classes are sometimes exclusively rep-
resented or characterized in a high degree of this type of examples.

3.2 Choosing Which Classes and Examples Can Be Oversampled

The second step consists of determining which classes and types of examples can
be oversampled. In order to do this, each example within each class is labeled
as safe, borderline, rare or outlier following the aforementioned procedure.

Let be a configuration to be oversampled a pair of {class, types of examples}
with the following characteristics:

– class: it is a concrete class of the dataset (excluding the majority class).
– types of examples: they are a combination, considering the preprocessing or

not, of each one of the 4 types of examples (safe, borderline, rare and outlier)
for the chosen class. It will be noted as true if a concrete type of examples
is preprocessed and false if not. For example, the combination of types of
examples {safe = false, borderline = true, rare = false, outlier = true} means
that only borderline examples and outliers are chosen examples to generate
new examples in the dataset.

– A configuration will be valid if the chosen class has examples of the types
chosen to preprocess.

3.3 Oversampling the Data Using All Its Valid Configurations

The dataset is preprocessed, considering all the valid configurations found in the
previous step. The preprocessing will consist of the application of an oversam-
pling procedure, following an scheme to generate the new synthetic examples
similar to that used by SMOTE [2] in binary imbalanced problems.

The oversampling procedure considers the class and the types of examples
chosen to generate new synthetic examples. This method creates new synthetic
examples of the given class until reaching the size of the majority class.
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In order to create a new synthetic example, a random example x of the class
and types of examples of interest is iteratively chosen. Then, a random example
y among its k = 5 nearest neighbors is chosen. With these two examples x and
y, the new synthetic example is created by interpolation as SMOTE does.

3.4 Selection of the Best Schemes of Oversampling

Finally, the last step of SOMCID consists of the comparison of the preprocessed
datasets of the previous step considering the performance obtained by some
classification algorithms. This research is focused on classifiers of decision trees
built by C4.5 [14].

In this last step, the performance of the C4.5 algorithm over the dataset
considering the preprocessing of a concrete class and combination of types of
examples and not preprocessing at all will be compared. This will show which
are the most interesting classes and types of examples to oversample to improve
the performance of the classifiers.

4 Experimental Framework

This section shows the details of the experimental framework in order to check
the performance of SOMCID with the vertebral column pathologies classification
dataset. Section 4.1 describes the real-world data used in the study. Section 4.2
presents the multi-class imbalanced methods considered for the experimental
comparisons, along with their parameter setup. Finally, Sect. 4.3 describes the
methodology followed to analyze the results.

4.1 Vertebral Column Pathologies Dataset

As it was previously mentioned, the experimentation carried out in this research
uses a dataset consisting of vertebral column pathologies. The vertebral column
is a system composed by a group of vertebras, nerves, muscles, medulla and
joints.

The real-world dataset used was collected by the medical center called Centre
Médico-Chirurgical de Réadaptation des Massues (Lyon, France) [1]. It contains
information of 310 patients obtained from sagittal panoramic radiographies of
the spine. Each patient, that is, each example in the dataset, is described using
6 continuous biomechanical attributes of the spino-pelvic system, which have
shown to have some relationship to vertebral column pathologies [1]. These are
the angle of pelvic incidence, the angle of pelvic tilt, the lordosis angle, the sacral
slope, the pelvic radius and the grade of slipping.

Thus, pathologies in the vertebral column are conditioned to the characteris-
tics of the pelvis-spine system. The real-world dataset used in this contribution
focuses on two of the most common pathologies in this context: disc hernia and
spondylolisthesis. On the one hand, disc hernia appears when the core of the inter-
vertebral disc migrates from its place, implying the compression of the nervous
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and, consequently, the patient’s backache. On the other hand, spondylolisthesis
occurs when one of the vertebras slips in relation to the others, causing pain or
irritation of the nervous roots. This dataset classifies each one of the patients as
either not having any pathology in their spines (100 examples), suffering from
disc hernia (60 examples) or suffering from spondylolisthesis (150 examples). In
the rest of this contribution, each of these classes have been denoted with the
following indices: disc hernia = 1, normal patient = 2 and spondylolisthesis = 3.

4.2 Multi-class Imbalanced Classification Techniques

In order to check the suitability of the SOMCID approach for vertebral column
pathologies classification, the following methods to deal with multi-class imbal-
anced classification datasets have been chosen as comparison techniques because
they are some of the most well-known and representative methods in the field
according to recent publications:

1. No sampling or algorithm-level modifications (None). This does not consider
the application of any preprocessing or specifically designed method to deal
with multi-class imbalanced data. Thus, the original dataset is used by None.

2. Multi-class Random Oversampling (MCROS) [16]. This method is based on
the algorithm originally proposed for binary imbalanced data. It oversamples
each one of the minority classes by replicating random examples from these
classes until reach the size of the majority class in the dataset.

3. Static-Synthetic Minority Over-sampling Technique (Static-SMOTE) [5].
This applies a resampling procedure in M steps, where M is the number
of classes in the dataset. In each iteration, it selects the minimum size class,
and duplicates the number of instances of the class in the original dataset.

4. AdaBoost with negative correlation (AdaBoost.NC) [18]. This uses an ensem-
ble learning algorithm for multi-majority and multi-minority cases, in which
the well-known AdaBoost method is combined with negative correlation.

The configuration of the parameters for these algorithms has been set follow-
ing the recommendations of their corresponding authors. For MCROS, Static-
SMOTE and SOMCID we have considered 5 neighbors to generate new synthetic
examples. For AdaBoost.NC, we have set up the penalty strength λ = 2 and the
number of classifiers composing the ensemble to 51.

4.3 Methodology of Analysis

The performance estimation of each of the aforementioned methods in the verte-
bral column pathologies dataset is obtained by means of 4 runs of a 5-fold strati-
fied cross-validation, averaging its test performance results. Since AdaBoost.NC
is designed to work with ensembles of decision trees, the performance is com-
puted considering the C4.5 decision trees generator [14] for all the other methods.
The average accuracy [6], which is commonly employed in imbalanced domains
for multi-class problems, is used as the measure to estimate the performance:
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AvgAcc =
∑CL

i=1 TPRi

CL , where CL is the number of classes of the dataset and
TPRi is the True Positive Rate of the i-th class (noted in percentage).

Furthermore, statistical comparisons of the performance results of the algo-
rithms are performed using Wilcoxon’s test [4]. In order to do that, the perfor-
mance results of each run of the cross-validation for each algorithm are compared
using Wilcoxon’s test and the sum of ranks in favor of each algorithm (R+ and
R−) and the associated p-value are computed.

5 Analisis of Results

This section presents the analysis of the results after carrying the experimental
study described in Sect. 4. The analysis is divided into two main parts. First,
Sect. 5.1 focuses on the results obtained from the oversampling of the different
valid configurations using the SOMCID method versus not applying any prepro-
cessing (None). Then, Sect. 5.2 shows the analysis of the comparison of results of
the best configuration obtained by SOMCID versus the other multi-class imbal-
anced methods considered (MCROS, Static-SMOTE and AdaBoost.NC).

5.1 Results of SOMCID versus Not Preprocessing

Figure 1 shows the average accuracy results after oversampling each one of the
valid configurations with SOMCID (vertical bars) against the results of not
applying any preprocessing (horizontal line). This graphic shows all the data
related to the configuration oversampled: the preprocessing of the safe, border-
line, rare and outlier examples, and the class (1 or 2) associated to the oversam-
pling. This figure is completed with the numerical results shown in Table 1.

Figure 1 shows a general view of the great differences and the importance
of choosing the correct examples and classes when applying oversampling in
our vertebral column pathologies dataset. As it can be appreciated from these
results, the preprocessing of some classes and types of examples can improve or
deteriorate the results of not considering any preprocessing at all. Because of
this, the analysis of the types of examples and classes to be oversampled seems
of interest to classify column vertebral diseases.

As it was mentioned in Sect. 4.1, the classes preprocessed with SOMCID
were class 1 (patients suffering from a disc hernia) and class 2 (healthy patients).
According to the preprocessing of the two aforementioned classes for each config-
uration of examples oversampled, the results from Table 1 show that, in general,
it is more interesting oversampling those examples corresponding to patients
with a disc hernia (class 1) than those not suffering from any disease in the
column (class 2) – thus, the performance obtained in 13 out of the 16 configura-
tions is better when preprocessing those examples of patients with a disc hernia.
This result seems to be in concordance with the balance among classes in the
data, because we only have 60 examples of patients with disc hernia compared to
250 examples belonging to other classes (100 without any disease and 150 with
spondylolisthesis). This fact is a common situation in many medical datasets,
in which the examples of patients with concrete diseases usually represent a
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Fig. 1. Oversampling of classes and types of examples compared to not None – pre-
processing (upper figure) and not (lower figure) the safe examples.

much smaller number than that of the other classes, even though the former can
be sometimes more important from the medical point of view. As derived from
the above analysis, the examples of patients with disc hernia seems the most
interesting ones to preprocess.

Regarding the types of examples that should be oversampled, Table 1 shows
that the worse performance is obtained for the preprocessing of safe and outlier
examples. Safe examples are, by definition, placed in homogeneous areas of the
class and do not pose difficulties for the classifier building. Outliers are usually
very few isolated examples and they can even represent errors. Therefore, the
preprocessing of these types of examples may be irrelevant in some cases (in the
case of the safe examples, since these areas may not need to be reinforced) or
even counterproductive (if the outliers represent errors in the data).

The best configuration of examples to preprocess corresponds to that focused
only on borderline examples, ignoring the oversampling of the other types exam-
ples. This results seems to be logical, since the strengthening of the boundaries
of the classes can contribute to create the classifier with more confidence.
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Table 1. Numerical results after oversampling each one of the valid configurations of
the vertebral column pathologies dataset with the SOMCID method.

Safe Borderline Rare Outlier Class AvgAcc Safe Borderline Rare Outlier Class AvgAcc

True True True True 1 80.89 False True True True 1 78.78

True True True True 2 75.33 False True True True 2 72.11

True True True False 1 79.11 False True True False 1 78.11

True True True False 2 76.00 False True True False 2 75.11

True True False True 1 79.11 False True False True 1 79.44

True True False True 2 75.78 False True False True 2 72.56

True True False False 1 81.00 False True False False 1 81.33

True True False False 2 76.89 False True False False 2 75.22

True False True True 1 77.56 False False True True 1 77.89

True False True True 2 78.00 False False True True 2 69.33

True False True False 1 78.67 False False True False 1 76.56

True False True False 2 76.78 False False True False 2 71.56

True False False True 1 74.78 False False False True 1 78.56

True False False True 2 79.22 False False False True 2 75.44

True False False False 1 79.89 False False False False 1 77.44

True False False False 2 79.22 False False False False 2 77.44

Thus, when applying SOMCID for the recognition of diseases in the vertebral
column, the best solution considers only the preprocessing of the borderline
examples in the minority class, that is, that corresponding to patients with a
disc hernia. This configuration is selected for further analysis in next section.

5.2 Results of SOMCID versus Multi-class Imbalanced Methods

Table 2 shows the performance comparing SOMCID to MCROS, Static-SMOTE
and AdaBoost.NC. The results obtained by the Wilcoxon’s test (sum of ranks
R+ in favor of the method of row, sum of ranks R− in favor of the method of
column and the p-value associated with the comparison) are also shown when
comparing each pair of algorithms. The best results are remarked in bold-face.

As it is shown in Table 2, the SOMCID method is that providing the best per-
formance when detecting the different diseases of the vertebral column (81.33%).
The next best results corresponds to MCROS, with a performance of 78.56%.
Since MCROS performs a random oversampling of each class (except the major-
ity one), it can preprocess, by chance, some of the most interesting examples
for our dataset, which are those corresponding to the borderline examples of
the minority class, as indicated by the analysis made in Sect. 5.1. The Static-
SMOTE and AdaBoost.NC methods are those obtaining the worse results (with
a difference of 7.11% and 9% with respect to SOMCID, respectively).

The results of the Wilcoxon’s test show similar conclusions to those of perfor-
mance: SOMCID is better than the rest of the methods with statistical signifi-
cant differences, while MCROS is better than Static-SMOTE and AdaBoost.NC,
among which no statistical significant differences are detected. These results
show the great importance of analyzing and determining the best examples to
preprocess in the dataset about diseases of the vertebral column considered.
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Table 2. Average accuracy and results of the Wilcoxon’s test.

Method MCROS Static-SMOTE AdaBoost.NC SOMCID

AvgAcc 78.56 74.22 72.33 81.33

R+/R− MCROS - 205/5 200/10 10/200

Static-SMOTE 5/205 - 110/100 0/210

AdaBoost.NC 10/200 100/110 - 0/210

SOMCID 200/10 210/0 210/0 -

p-value MCROS - 1.91E–05 8.20E–05 8.20E–05

Static-SMOTE 1.91E–05 - 7.89E-01 1.91E–06

AdaBoost.NC 8.20E–05 7.89E-01 - 1.91E–06

SOMCID 8.20E–05 1.91E–06 1.91E–06 -

6 Concluding Remarks

In this research we have analyzed the effect of some multi-class imbalanced meth-
ods applied on the difficult problem of recognizing vertebral column diseases. We
paid special effort to conducting a guided oversampling that considers the types
of minority class instances. The SOMCID method allowed for creating a fine
pre-processed and balanced training set that could be used by the classifiers.

Results obtained from the experimental study have shown the importance
of the analysis of the structure of the classes in this problem. By focusing on
specific instances, instead of conducting a blind oversampling, we were able to
significantly alleviate the issue of skewed class distributions. The preprocessing
of the borderline examples of those patients suffering from a disc hernia (the
minority class), that is, those placed in the boundaries of the class, has shown
to be the best solution for the data considered. The comparison of SOMCID
to the rest of the methods (MCROS, Static-SMOTE and AdaBoost.NC) shows
the benefits of SOMCID for the detection of pathologies in the vertebral column
according to the average accuracy results and the results of the Wilcoxon’s test.

The results in this contribution are proposed for a certain type of multi-class
imbalance situation coming from the difficult problem of vertebral diseases, in
which 3 classes are considered and one of them represents less than a 20% of the
examples in the dataset. These results show the relevance of considering different
classes and example types when handling this particular problem. They are
highly satisfactory and prove that SOMCID can be a valuable part of a medical
decision support system applied in hospitals.
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Abstract. In the Web of Data, real-world entities are represented by
means of resources, for instance the southern Spanish city “Seville” that
is represented by means of the resource that is available at http://
es.dbpedia.org/page/Sevilla in the DBpedia dataset. Link rules are
intended to link resources that are different, but represent the same
real-world entities; for instance the resource that is available at https://
www.wikidata.org/wiki/Q8717 represents exactly the same real-world
entity as the resource aforementioned. A link rule may establish that
two resources that represent cities should be linked as long as the GPS
coordinates are the same. Such rules are then paramount to integrating
web data, because otherwise programs would deal with every resource
independently from the other. Knowing that the previous resources rep-
resent the same real-world entity allows them to merge the information
that they provide independently (which is commonly known as integrat-
ing link data). State-of-the-art link rules are learnt by genetic program-
ming systems and build on comparing the values of the attributes of
the resources. Unfortunately, this approach falls short in cases in which
resources have similar values for their attributes, but represent different
real-world entities. In this paper, we present a proposal that hybridises a
genetic programming system that learns link rules and an ad-hoc filter-
ing technique that bootstraps them to decide whether the links that they
produce must be selected or not. Our analysis of the literature reveals
that our approach is novel and our experimental analysis confirms that
it helps improve the F1 score, which is defined in the literature as the
harmonic mean of precision and recall, by increasing precision without a
significant penalty on recall.

1 Introduction

The Web of Data has made it possible for programs to have access to a variety
of data about real-world entities. Furthermore, the Linked-Data principles [4]
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support the idea that resources that are different but represent the same real-
world entities must be linked so as to facilitate data integration. Link rules are
intended to help link resources automatically.

The literature provides several proposals to machine learn link rules by means
of genetic programming systems [2,11,12,19,20]. Such rules build on transfor-
mation and similarity functions that are applied to the values of the attributes
of two resources to check if they can be considered similar enough (by attributes
we mean their datatype properties); if they are, then the input resources are
assumed to represent the same real-world entity and are then linked; if they are
not, then the input resources are kept apart. Our experience confirms that such
link rules fall short because some resources that represent different real-world
entities have attributes with similar values. For instance, think of the many dif-
ferent authors who have the same name or the many different films that have
similar titles.

In this paper, we present a hybrid approach to the problem: first, we use a
state-of-the-art genetic programming system to learn a set of link rules; we then
select a base link rule and apply it in order to obtain a collection of candidate
links; the remaining rules are then bootstrapped to analyse the neighbours of
the resources involved in each candidate link (the neighbours are the resources
that can be reached by means of their object properties); finally, we analyse how
similar they are in order decide which of the candidate links must be selected
as true positives and which must be discarded as false positives. Our analysis
of the related work unveils that this is a novel approach since current state-
of-the-art link rules do no take the neighbours into account. Our experimental
analysis confirms that precision can be improved by 68% in average, with an
average −10% impact on recall; overall, the average improvement regarding the
F1 score is 47%. We also conducted the Iman-Davenport test to check that these
differences are statistically significant regarding precision and the F1 score, but
not regarding recall. Our conclusion is that ours is a very good approach to help
programs integrate the data that they fetch from the Web of Data.

The rest of the article is organised as follows: Sect. 2 reports on the related
work; Sect. 3 provides the details of our proposal; Sect. 4 presents our evaluation
results; finally, Sect. 5 summarises our conclusions.

2 Related Work

The earliest techniques to learn link rules were devised in the field of traditional
databases, namely: de-duplication [7,17], collective matching [1,3,6,14,21], and
entity matching [15]. They set a foundation for the researchers who addressed
the problem in the context of the Web of Data, where data models are much
richer and looser than in traditional databases.

Some of the proposals that are specifically-tailored to web data work on a
single dataset [10,16], which hinders their general applicability; there are a few
that attempt to find links between different datasets [5,8,9,13], but they do not
take the neighbours of the resources being linked into account, only the values of
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the attributes; that is, they cannot make resources with similar values for their
attributes apart in cases in which they represent different real-world entities. An
additional problem is that they all assume that data are modelled by means of
OWL ontologies. Unfortunately, many common datasets in the Web of Data do
not rely on OWL ontologies, but on simple RDF vocabularies that consists of
classes and properties whose relationships and constraints are not made explicit.

The previous problems motivated several authors to work on techniques that
are specifically tailored to work with RDF datasets. Most such proposals rely
on genetic programming algorithms [11,12,19,20] in which chromosomes encode
the link rules as trees, which facilitates performing cross-overs and mutations.
They differ regarding the expressivity of the language used to encode the link
rules and the heuristics used to implement the selection, replacement, cross-over,
and mutation operators, as well as the performance measure on which the fitness
function relies. Isele and Bizer [11,12] contributed with a supervised proposal
called Genlink. It is available with the Silk framework [24], which is gaining
impetus thanks to many real-world projects [23]. It uses a tournament selection
operator, a generational replacement operator, custom cross-over and mutation
operators, and its fitness function relies on the Matthews correlation coefficient.
It can use a variety of custom string transformation functions and the Leven-
shtein, Jaccard, Numeric, Geographic, and Date string similarity measures. An
interesting feature is that the size of the link rules must not be pre-established at
design time, but it is dynamically adjusted during the learning process. Ngomo
and Lyko [19] contributed with a supervised proposal called Eagle, which is avail-
able with the LIMES framework [18]. It uses a tournament selection operator,
a μ + β replacement operator, tree cross-over and mutation operators, and its
fitness function relies on the F1 score. It does not use transformation functions,
but the Levenshtein, Jaccard, Cosine, Q-Grams, Overlap, and Trigrams string
similarity functions. The maximum size of the link rules must be pre-established
at design time. Nikolov et al. [20] contributed with an unsupervised proposal.
It uses a roulette-wheel selection operator, an elitist replacement operator, a
tree cross-over operator, a custom mutation operator, and a pseudo F1 fitness
function. Transformations are not taken into account, but the library of similar-
ity functions includes Jaro, Levenshtein, and I-Sub. The maximum size of the
link rules is also set at design time. There is a diverging proposal by Soru and
Ngomo [22]. It supports the idea of using common machine-learning techniques
on a training set that consists in a vectorisation of the Cartesian product of the
resources in terms of the similarity of their attributes. Transformation functions
are not taken into account and the only string similarity functions considered
are Q-Grams, Cosine, and Levenshtein. Whether the size of the rules must be
pre-set or not depends on the underlying machine learning technique. Unfortu-
nately, none of the proposals that work on RDF datasets take the neighbours of
the resources into account.

The previous analysis, makes it clear that the state of the art does not account
for a proposal to link resources in RDF datasets that takes their neighbours into
account. Our proposal is specifically-tailored to work with such datasets and it
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is novel in that it is not intended to generate link rules, but leverages the rules
that are learnt with other proposals and bootstraps them in order to analyse the
neighbours, which our experimental analysis confirms that has a positive impact
on precision without degrading recall.

3 Our Proposal

Our proposal consists in two components, namely: the first one learns link rules
and the second one filters out the links that they produce.

The link rule learner is based on Genlink [12], which is a state-of-the-art
genetic programming system that has proven to be able to learn good link rules
for many common datasets. It is well-documented in the literature, so we focus on
describing the second one, which constitutes our original contribution. The filter
is an ad-hoc component that works as follows: it takes a link rule and executes
it to produce a set of candidate links; then, it analyses the neighbours of the
resources involved in each candidate link by bootstrapping the remaining rules;
links in which the corresponding neighbours are similar enough are preserved as
true positive links while the others are discarded as false positive links.

Below, we present the details of the filter, plus an ancillary method that helps
measure how similar the neighbours of two resources are.

Example 1. Figure 1 presents two sample datasets that are based on the DBLP
and the NSF datasets. The resources are depicted in greyed boxes whose shapes
encode their classes (i.e., the value of property rdf :type), the properties are rep-
resented as labelled arrows, and the literals are encoded as strings. The genetic
programming component learns the following link rules in this scenario, which
we represent using a Prolog-like notation for the sake of readability:

r1: link(A,R) if rdf : type(A) = dblp:Author, rdf :type(R) = nsf :Researcher,

NA = dblp:name(A), NR = nsf :name(R),
levenstein(lfname(NA), lfname(NR)) > 0.80.

r2: link(A,P ) if rdf : type(A) = dblp:Article, rdf :type(P ) = nsf :Paper,

TA = dblp:title(A), TP = nsf :title(P ),
jaccard(lowercase(TA), lowercase(TP )) > 0.65.

where levenstein and jaccard denote the well-known string similarity functions
(normalised to interval [0.00, 1.00]), lfname is a function that normalises peo-
ple’s names as “last name, first name”, and lowercase is a function that changes
a string into lowercase.

Intuitively, link rule r1 is applied to a resource A of type dblp:Author and
a resource R of type nsf :Researcher; it computes the normalised Levenshtein
similarity between the normalised names of the author and the researcher; if it
is greater than 0.80, then the corresponding resources are linked. Link rule r2
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dblp:name

dblp:title

Fig. 1. Running example.

should now be easy to interpret: it is applied to a resource A of type dblp:Article
and a resource P of type nsf :Paper and links them if the normalised Jaccard
similarity amongst the lowercase version of the title of article A and the title of
paper P is greater than 0.65.

It is not difficult to realise that link rule r1 links resources dblp:weiwang and
nsf :weiwang1 or dblp:binliu and nsf :binwliu, which are true positive links, but
also dblp:weiwang and nsf :weiwang2, which is a false positive link. In cases like
this, the only way to make a difference between such resources is to analyse their
neighbours, be them direct (e.g., dblp:weiwang and dblp:article2) or transitive
(e.g., nsf :weiwang1 and nsf :paper2). �

3.1 Filtering Links

Figure 2 presents the method to filter links. It works on a base link rule r, a set
of supporting link rules S, a source dataset D1, a companion dataset D2, and
a threshold θ that we explain later. It returns K, which is the subset of links
produced by base link rule r that seem to be true positive links.
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Fig. 2. Method to filter links.

The method first initialises K to an empty set, stores the source and the
target classes of the base link rule in sets C1 and C2, respectively, and the links
that result from applying it to the source and the companion datasets in set L1.

The main loop then iterates over the set of supporting link rules using variable
r′. In each iteration, it first computes the sets of source and target classes involved
in link rule r′, which are stored in variables C ′

1 and C ′
2, respectively; next, it finds

the set of paths P1 that connect the source classes in C1 with the source classes
in C ′

1 in dataset D1; similarly, it finds the set of paths P2 that connect the target
classes in C2 with the target classes in C ′

2 in dataset D2. By path between two
sets of classes, we mean a sequence of object properties that connect resources
with the first set of classes to resources with the second set of classes, irrespective
of their direction. Simply put: the idea is to find the way to connect the resources
linked by the base link rule with the resources linked by the supporting link rule,
which is done by the intermediate and the inner loops.

The intermediate loop iterates over the set of pairs of paths (p1, p2) from the
Cartesian product of P1 and P2. If there is at least a pair of such paths, it then
means that the resources involved in the links returned by base link rule r might
have some neighbours that might be linked by supporting link rule r′.

The inner loop iterates over the collection of links (a, b) in set L1. It first finds
the set of resources A that are reachable from resource a using path p1 in source
dataset D1 and the set of resources B that are reachable from resource b using
path p2 in the companion dataset D2. Next, the method applies supporting link
rule r′ to the source and the companion dataset and intersects the resulting links
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with A × B so as to keep resources that are not reachable from a or b apart;
the result is stored in set E. It then computes the similarity of sets A and B;
intuitively, the higher the similarity, the more likely that resources a and b refer
to the same real-world entity. If the similarity is equal or greater than threshold
θ, then link (a, b) is added to set K; otherwise, it is filtered out. When the main
loop finishes, set K contains the collection of links that involve neighbours that
are similar enough according to the supporting rules.

We do not provide any additional details regarding the algorithms to find
paths or resources since they can be implemented using Dijkstra’s algorithm to
find the shortest paths in a graph. Computing the similarity coefficient is a bit
more involved, so we devote a subsection to this ancillary method below.

Example 2. In our running example, link rule r1 is the base link rule, i.e., we are
interested in linking authors and researchers, and we use link rule r2 as the sup-
port link rule, i.e., we take their articles and papers into account. Their source
classes are C1 = {dblp:Author} and C ′

1 = {dblp:Article}, respectively, and their
target classes are C2 = {nsf :Researcher} and C ′

2 = {nsf :Paper}, respectively.
Link rule r1 returns the following links: L1 = {(dblp:weiwang, nsf :weiwang1),
(dblp:weiwang, nsf :weiwang2), (dblp:binliu, nsf :binwliu)}; note that the first
and the third links are true positive links, but the second one is a false positive
link. Link rule r2 returns the following links: L2 = {(dblp:article1, nsf :paper3),
(dblp:article2, nsf :paper2), (dblp:article4, nsf :paper2), (dblp:article5,
nsf :paper5)}, which are true positive links.

The sets of paths between the source and target classes of r1 and r2 are
P1 = {〈dblp:writtenBy〉} and P2 = {〈nsf :leads, nsf :supports〉}. Now, the links
in L1 are scanned and the resources that can be reached from the resources
involved in each link using the previous paths are fetched.

Link l1 = (dblp:weiwang, nsf :weiwang1) is analysed first. The method finds
A = {dblp:article1, dblp:article2, dblp:article3, dblp:article4} by following
resource dblp:weiwang through path 〈dblp:writtenBy〉; similarly, it finds B =
{nsf :paper1, nsf :paper2, nsf :paper3} by following resource nsf :weiwang1
through path 〈nsf :leads, nsf :supports〉. Now supporting link rule r2 is applied
and the results are intersected with A×B so as to keep links that are related to
l1 only; the result is E = {(dblp:article1, nsf :paper3), (dblp:article2,
nsf :paper2), (dblp:article4, nsf :paper2)}. Then, the similarity of A and B in
the context of E is computed, which returns 0.67; intuitively, there are chances
that l1 is a true positive link.

Link l2 = (dblp:weiwang, nsf :weiwang2) is analysed next. The method
finds A = {dblp:article1, dblp:article2, dblp:article3, dblp:article4} by following
resource dblp:weiwang through path 〈dblp:writtenBy〉; next, it finds B =
{nsf :paper4} by following resource nsf :weiwang2 through path 〈nsf :leads,
nsf :supports〉. Now supporting link rule r2 is applied and the result is inter-
sected with A × B, which results in E = ∅. In such a case the similarity is zero,
which intuitively indicates that it is very likely that l2 is a false positive link.

Link l3 = (dblp:binliu, nsf :binwliu) is analysed next. The method finds A =
{dblp:article5} by following resource dblp:binliu through path 〈dblp:writtenBy〉;
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Fig. 3. Method to compute similarity.

next, it finds B = {nsf :paper5} by following resource nsf :binwliu through path
〈nsf :leads, nsf :supports〉. Now supporting link rule r2 is applied and the result
is intersected with A × B, which results in E = {(dblp:article5, nsf :paper5)}.
The similarity is now 1.00, i.e., it is very likely that link l3 is a true positive link.

Assuming that θ is set to, e.g., 0.50, the filterLinks method would return
K = {(dblp:weiwang, nsf :weiwang1), (dblp:binliu, nsf :binwliu)}. Note that the
previous value of θ is intended for illustration purposes only because the running
example must necessarily have very little data.

3.2 Computing Similarity

Figure 3 shows our method to compute similarities. Its input consists of sets A
and B, which are two sets of resources, and E, which is a set of links between
them. It returns the Szymkiewicz-Simpson overlapping coefficient, namely:

overlap(A,B) =
|A ∩ B|

min{|A|, |B|}
The previous formula assumes that there is an implicit equality relation to

compute A ∩ B, |A|, or |B|. In our context, this relation must be inferred from
the set of links E by means of Warshall’s algorithm to compute the reflexive,
commutative, transitive closure of relation E, which we denote as E�.

The method to compute similarities relies on two ancillary functions, namely:
reduce, which given a set of resources X and a set of links E returns a set whose
elements are subsets of X that are equal according to E�, and intersect, which
given two reduced sets of resources X and Y and a set of links E returns the
intersection of X and Y according to E�. Their definitions are as follows:

reduce(X,E) = {W | W ∝ W ⊆ X ∧ W × W ⊆ E�)}
intersect(X,Y,E) = {W | W ∝ W ⊆ X ∧ ∃W ′ : W ′ ⊆ Y ∧ W × W ′ ∈ E�}

where X ∝ φ denotes the maximal set X that fulfils predicate φ, that is:

X ∝ φ ⇐⇒ φ(X) ∧ (
 ∃X ′ : X ⊆ X ′ ∧ φ(X ′))

The method to compute similarities then works as follows: it first reduces the
input sets of resources A and B according to the set of links E; it then computes
the intersection of both reduced sets; finally, it computes the similarity using
Szymkiewicz-Simpson’s formula on the reduced sets.
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Example 3. Analysing link l1 = (dblp:weiwang, nsf :weiwang1) results in sets
A = {dblp:article1, dblp:article2, dblp:article3, dblp:article4}, B = {nsf :paper1,
nsf :paper2, nsf :paper3}, and E = {(dblp:article1, nsf :paper3), (dblp:article2,
nsf :paper2), (dblp:article4, nsf :paper2)}. If E is interpreted as an equality
relation by computing its reflexive, symmetric, transitive closure, then it is
not difficult to realise that dblp:article2 and dblp:article4 can be considered
equal, because dblp:article2 is equal to nsf :paper2 and nsf :paper2 is equal to
dblp:article4. Thus, set A is reduced to A′ = {{dblp:article1}, {dblp:article2,
dblp:article4}, {dblp:article3}} and set B is reduced to B′ = {{nsf :paper1},
{nsf :paper2}, {nsf :paper3}}. As a conclusion, |A′ ∩ B′| = |{{dblp:article1,
nsf :paper3}, {dblp:article2, dblp:article4, nsf :paper2}}| = 2, |A′| = 3, and
|B′| = 3; so the similarity is 0.67.

When link l2 = (dblp:weiwang, nsf :weiwang2) is analysed, A =
{dblp:article1, dblp:article2, dblp:article3, dblp:article4}, B = {nsf :paper4}, and
E = ∅. Since the equality relation E� is then empty, the similarity is zero because
the intersection between the reductions of sets A and B is empty.

In the case of link l3 = (dblp:binliu, nsf :binwliu), A = {dblp:article5}, B =
{nsf :paper5}, and E = {(dblp:article5, nsf :paper5)}. As a conclusion, |A′∩B′| =
|{{dblp:article5, nsf :paper5}}| = 1, |A′| = 1, and |B′| = 1, where A′ and B′

denote, respectively, the reductions of sets A and B; so the similarity is 1.00. �

4 Experimental Analysis

In this section, we first describe our experimental environment and then comment
on our results.

Computing facility: We run our experiments on a virtual computer that was
equipped with four Intel Xeon E5-2690 cores at 2.60 GHz and 4 GiB of RAM.
The operating system was CentOS Linux 7.3.

Prototype: We implemented our proposal with Java 1.8 and the following com-
ponents: the Genlink implementation from the Silk Framework 2.6.0 to generate
link rules, Jena TDB 3.2.0 to work with RDF data, ARQ 3.2.0 to work with
SPARQL queries, and Simmetrics 1.6.2, SecondString 2013-05-02, and JavaS-
tringSimilarity 1.0.1 to compute string similarities.

Evaluation datasets:1 We used the following datasets: DBLP, NSF, BBC,
DBpedia, IMDb, RAE, Newcastle, and Rest. We set up the following scenarios:
(1) DBLP–NSF, which focuses on the top 100 DBLP authors and 130 principal
NSF researchers with the same names; (2) DBLP–DBLP, which focuses on the
9 076 DBLP authors with the same names who are known to be different people;
(3) BBC–DBpedia, which focuses on 691 BBC movies and 445 DBpedia films
that have similar titles; (4) DBpedia–IMDb, which focuses on 96 DBpedia movies
and 101 IMDb films that have similar titles; (5) RAE–Newcastle, which focuses

1 The datasets are available at https://goo.gl/asvKQV.

https://goo.gl/asvKQV
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on 108 RAE publications and 98 Newcastle papers that are similar; and (6) Rest–
Rest, which focuses on 113 and 752 restaurants published by OAEI.

Baseline: Our baseline was the Genlink implementation from the Silk Frame-
work 2.6.0, which is a state-of-the-art genetic programming system to learn link
rules.

Measures: We measured the number of links returned by each proposal (Links),
precision (P ), recall (R), and the F1 score (F1) using 2-fold cross validation. We
also computed the normalised differences in precision (ΔP ), recall (ΔR), and F1

score (ΔF1), which measure the ratio from the difference found between the base-
line and our proposal and the maximum possible difference for each performance
measure. We also applied Iman-Davenport’s test and computed the correspond-
ing p-values to check if the differences found are statistically significant or not
at the standard confidence level (α = 0.05).

Parameters: We set θ = 0.01. We explored a large portion of the parameter
space and our conclusion was that setting θ to this small value helps our proposal
perform the best. Note that it is very small, which means that it generally suffices
to find a single link amongst the neighbours of the resources involved in another
link so that it can be considered a true positive link.

Links P R F1 Links P R F1 Links P R F1

DBLP - NSF 127 0.25 0.97 0.40 52 0.62 0.97 0.75 -75 0.49 0.00 0.41
DBLP - DBLP 78,348 0.12 1.00 0.21 9210 0.98 1.00 0.99 -69,138 0.98 0.00 0.01

BBC - DBpedia 525 0.85 1.00 0.92 461 0.96 1.00 0.98 -64 0.74 0.00 0.24
DBpedia - IMDb 118 0.27 0.55 0.36 42 0.67 0.48 0.56 -76 0.54 -0.13 0.69
RAE-Newcastle 404 0.22 0.82 0.35 68 0.72 0.45 0.56 -336 0.64 -0.45 0.68

Rest - Rest 103 0.90 0.83 0.87 96 0.97 0.83 0.89 -7 0.68 0.00 0.78
0.68 -0.10 0.47
0.00 0.25 0.00Iman-Davenport's test

Average

Scenario

Genlink Our proposal

Fig. 4. Experimental results.

Results: The results are presented in Fig. 4. We analyse them regarding preci-
sion, recall, and the F1 score below.

The results regarding precision clearly show that our technique improves
the precision of the rules learnt by GenLink in every scenario. In average, the
difference in precision is 68%. The worst improvement is 49% in the DBLP–NSF
scenario since these datasets are clearly unbalanced: the top authors in DBLP
have about 500 papers in average, but NSF records an average of 7 papers in
the projects in which they are involved; this obviously makes it difficult for our
proposal to find enough context to make a decision. The best improvement is
98% in the DBLP–DBLP scenario since there are 9 076 authors with very similar
names, which makes it almost impossible for GenLink to generate rules with good
precision building solely on the attributes of the resources. Note that the p-value
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computed by Iman-Davenport’s test is 0.00; since it is clearly smaller than the
standard confidence level, we can interpret it as a strong indication that there
is enough evidence in our experimental data to confirm the hypothesis that our
proposal works better than the baseline regarding precision.

The normalised difference of recall ΔR shows that our proposal generally
retains the recall of the link rules learnt by GenLink, except in the DBpedia–
IMDb and the Rae–Newcastle scenarios. The problem with the previous scenarios
was that there are many incomplete resources, that is many resources without
neighbours. For instance, there are 43 papers in the Newcastle dataset that
are not related to any authors. The incompleteness of data has also a negative
impact on the recall of the base link rules. In our prototype, we are planning on
implementing a simple check to identify incomplete resources so that the links
in which they are involved are not discarded as false positives, but identified as
cases on which our proposal cannot make a sensible decision. Note that Iman-
Davenport’s test returns 0.25 as the corresponding p-value; since it is larger than
the standard confidence level, it may be interpreted as a strong indication that
the differences in recall found in our experiments are not statistically significant.
In other words, the cases in which data are that incomplete do not seem to be
common-enough for them to have an overall impact on our proposal.

We also studied ΔF1, which denotes the normalised difference in F1 score.
Note that it is 47% in average and that the corresponding Iman-davenport’s p-
value is 0.00, which can be interpreted as a strong indication that the difference
is significant from a statistical point of view. Overall, this result confirms that
our proposal helps improve precision without degrading recall.

5 Conclusions

Programs need to link the resources that they find on the Web of Data so that
they can enrich the data about a real-world entity that is found in a source
dataset with data that comes from companion datasets. Current link rules take
the values of the attributes of the resources into account, but not their neigh-
bours, which sometimes results in false positives that have a negative impact
on their precision. We have presented a hybrid proposal2 that learns a set of
link rules using a genetic programming approach and then bootstraps them.
Our proposal may be fed with rules generated by any genetic programming app-
roach from the literature, the afterwards bootstrap that performs has proven to
improve the overall F1 score.
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Abstract. The 222Rn level at underground laboratories, where Physics
experiments of low-background are installed, is the largest source of back-
ground; and it is the main distortion for obtaining high accuracy results.
At Spain, the Canfranc Underground Laboratory hosts ground-breaking
experiments, such as Argon Dark Matter-1t aimed at the dark mat-
ter direct searches. For the collaborations exploiting these experiments,
the modelling and forecasting of the 222Rn level are very relevant tasks
for efficient planning activities of installation and maintenance. In this
paper, four years of values of 222Rn level from the Canfranc Underground
Laboratory are analysed using methods such as Holt-Winters, AutoRe-
gressive Integrated Moving Averages, Seasonal and Trend Decomposition
using Loess, Feed-Forward Neural Networks, and Convolutional Neural
Networks. In order to evaluate the performance of these methods, both
the Mean Squared Error and the Mean Absolute Error are used. Both
metrics determine that the Seasonal and Trend Decomposition using
Loess no periodic, and the Convolutional Neural Networks, are the tech-
niques which obtain the best predictive results. This is the first time
that the mentioned data are investigated, and it constitutes an excellent
example of scientific time series with relevant implications for the quality
of the scientific results of the experiments.

Keywords: Time series analysis · Convolutional neural network
222Rn Measurements · Canfranc Underground Laboratory · Forecasting

1 Introduction

Time Series analysis, as part of the Big Data ecosystem, is becoming more and
more relevant. The increasing data volume from industry, e-commerce, social
media and science demands continuous efforts for understanding the new data
sets, for extracting information, and for timely processing. In scientific disci-
plines, detectors and facilities are being populated of sensors, with increasing
rate of data taking, providing larger and more complex data sets. Many of data
sets emerging from those scenarios have chronological order, and therefore, can
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be analysed with time series techniques, including classic ones and those arisen
from deep learning area.

In this work, the 222Rn level at the Canfranc Underground Laboratory (LSC),
for a period of four years —from July 2013 to June 2017—, is analysed. This
includes the efforts in preprocessing and cleaning the data. And later, the appli-
cation of time series techniques for modelling and forecasting the 222Rn values.
This is the first time that these data are investigated, and it constitutes an excel-
lent example of scientific time series with relevant implications for the quality of
the scientific results of the experiments.

The modelling and forecasting of 222Rn in underground laboratories are very
relevant tasks. 222Rn is a radionuclide produced by the 238U and 232Th decay
chains. Being gas at room temperature, it can be emanated by the rocks and
concrete of the underground laboratory, diffusing in the experimental hall. This
contamination in the air is a potential source of background, both directly and
through the long life radioactive daughters produced in the decay chain, which
can stick to the experimental surfaces. The 222Rn contamination in air can be
reduced by orders of magnitude only in limited closed areas, flushing pure N2 or
“Rn-free” air produced by dedicated structures. In the deep underground labo-
ratories the average activity depends on the local conditions and must be con-
stantly monitored. It typically ranges from tens to hundreds of Bq/m3, with peri-
odic and non-periodic variations. Strong seasonal dependence has been observed
in some cases [1]. A detail understanding of the 222Rn periodicity can be fun-
damental for a precise understanding of the background of rare-event search
experiments. This is particularly true in case of the dark matter direct searches,
whose distinctive feature is the annual modulation of the signal foreseen by the
hypothesis of a weakly interactive massive particle (WIMP) halo model. At the
same time, the prediction of the evolution of the 222Rn concentration in the
laboratory is relevant in order to correctly organize the operations foreseeing
the exposure of the detector materials to the air, minimizing, in such a way, the
deposition of the radionuclide on the surfaces.

The rest of the paper is organized as follows: Sect. 2 summarizes the Related
Work and previous efforts done. A brief description of the techniques and algo-
rithms used for analysing the data is presented in Sect. 3. The most relevant
points investigated and the results obtained are presented and analysed in Sect. 4.
Finally, Sect. 5 contains the conclusions of this work.

2 Related Work

As part of the previous effort to study the 222Rn level at LSC, a study over a
year is presented in [2]. This study provides enough information to know the
radioactivity state in the different halls of the LSC, but previous efforts have
not been done to forecast the future behaviour of this gas.

Secondly, an example of how to deal with an environmental variable in scien-
tific facilities is shown in [3]. In that work, an analysis of temperature taken at
two telescopes located at the Observatorio del Roque de Los Muchachos in the
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Canary Islands1 is carried out. Its final aim is to better understand the influence
of wide scale parameters on local meteorological data.

Many researchers use these forecasting techniques when they work with time
series and there are missed observations or future values that are interesting
to know. For instance, in studies [4–8], traditional and advanced forecasting
methods are used to predict future values for different time series, such as: the
Thai Stock Price Index Trend [4], the Feed Grain Demand [5], the Beijing Haze
Episodes [6], the Tourism Economy in a country [7] or for Financial Forecasting
in Microscopic High-Speed Trading Environment [8]. All these studies try to
establish a comparison between traditional forecasting models and methods,
most of them based on Neural Networks, which try to improve the results of
the forecasts.

In this work, the following R packages [9] have been used when implement-
ing seasonal ARIMA, Holt-Winters Exponential Smoothing, Seasonal and Trend
decomposition using Loess, and Artificial Neural Networks: forecast [10,11],
fpp [12], astsa [13], and stR [14]; and Keras [15] when implementing Convolu-
tional Neural Networks.

3 Methodology

3.1 Data Preprocessing

The LSC (Spain) is composed of diverse halls for hosting scientific experiments
with requirements of very low-background. The two main halls, Hall A and Hall
B —which are contiguous—, have instruments for measuring the level of 222Rn,
particularly there is an Alphaguard P30 in each hall recording the radioactivity
level2 every 10 min, as well as the temperature, the humidity and the air pressure.
Measurements are available from July 2013. In this work, four years are analysed.
As an example, in Fig. 1 the values of 222Rn level corresponding to 2015 are
represented.

With regard to the measurements, few missing values are in the data set,
as well as a gap of several days in some years. The large gaps appear in July
2014 with 913 missing values, in June 2015 with 1053, and in January 2016
with 585. In the worst case, the gap spans over a week (7.3 days). However, the
missing values are not representative in comparison with the total number of
observations (more than 200,000), nor the number of observations per month (≈
4,000).

In Fig. 2(a), the monthly boxplots of the 222Rn level at Hall A of the LSC
are represented. Visual inspection of this figure shows a certain seasonality in
the medians. This seasonal behaviour is better appreciated when gathering the
values of the months independently of the year (Fig. 2(b)). Rawly 222Rn level
tends to be higher in summer, from June to August, than in winter. This seasonal

1 Telescopio Nazionale Galileo (TNG) and Carlsberg Automatic Meridian Circle Tele-
scope (CAMC).

2 Alphaguard P30 device takes values between 2 and 2 · 106Bq/m3.
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Fig. 1. 222Rn concentration for 2015 at Hall A of the LSC.

(a) (b)

Fig. 2. Monthly box-plots of 222Rn level at Hall A of the LSC, by year (Fig. 2(a)) and
gathering the months independently of the year (Fig. 2(b)). Data taking corresponds
to the period from July 2013 to June 2017. Hereafter, the monthly medians are the
values used for creating the time series, and therefore, for further analyses.

behaviour is of high interest for the experiments hosted at LSC, and it is the
main motivation for the current work.

The choice of the medians as indicator of 222Rn level for the months carries
out some benefits. Among others, the choice of the medians is more robust than
the means in presence of outlier values. Furthermore, in presence of gaps, the
median of the observed values is representative for the month.

Previous measurements of the 222Rn level by ANAIS experiment, also at
LSC, show a period of T = 379 ± 20 days (May 2011 – Nov. 2012) [16], and
T = 385 ± 1 days (Jan. 2012 - Jan. 2016) [17]. This reinforces the intuition of
the presence of a seasonal pattern on monthly medians.
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From this point, the target of the research is to modelling and forecasting
the monthly medians of 222Rn level at Hall A of the LSC.

3.2 Correlation with Ambiance Variables in the Hall

In order to improve the modelling capacity, the correlation of the 222Rn level
with the ambiance variables in the Hall is analysed. Temperature, humidity and
air pressure at Halls A and B are controlled, so that correlations with 222Rn are
not expected. In Fig. 3, the monthly mean of the temperature (Fig. 3(a)), of the
air pressure (Fig. 3(b)), and of the humidity (Fig. 3(c)) and the monthly medians
of 222Rn are shown.

As can be appreciated, no correlation is observed between the 222Rn level
and the temperature of the hall (Fig. 3(a)), nor with the air pressure (Fig. 3(b)).
Only the humidity (Fig. 3(c)) exhibits a certain correlation with the 222Rn level.
The Peason coefficient confirms that only this last case shows some correlation
(Table 1).

(a) Temperature (b) Air pressure (c) Humidity

Fig. 3. Correlation between 222Rn monthly medians and the monthly means of tem-
perature (Fig. 3(a)), air pressure (Fig. 3(b)) and humidity (Fig. 3(c)) in the Hall A. In
all cases solid line corresponds to 222Rn, and the dashed line to the ambiance variables.

Table 1. Pearson coefficient for the correlations between the monthly medians of 222Rn
values and the monthly mean values of humidity, pressure and temperature at Hall A.

Pearson Coefficient

Temperature −0.11

Air pressure −0.05

Humidity 0.70

This analysis points forwards further research in the correlation between the
222Rn level and the meteorological variables at surface responsible of humidity
at LSC. Even the incorporation of this information for improving the forecasting
capacity is proposed as future work.
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3.3 Correlation Hall a and Hall B

A second unit for measuring the 222Rn level is installed at Hall B of the LSC.
This second unit is identical to one presented at Hall A. If the measurements
of both units are highly correlated, then the gaps in the values from one unit
can be covered by the other one. In Fig. 4(a), the monthly medians of both
units are represented. As can be visually appreciated, medians almost overlap.
In Fig. 4(b), it can be observed how the measurements of both units behave
equally, being both measurements highly correlated. The value of the Pearson
coefficient achieves 0.98.

This last point indicates that the influence factors on the modulation of 222Rn
level are not local to the halls, but they should come from the environment of the
laboratory. Therefore, the exploration of the influence of meteorological variables
at surface in the nearby of the laboratory could be valuable for improving the
modelling and forecasting capacity.

(a) (b)

Fig. 4. Correlation between values observed of 222Rn at Hall A and Hall B. The value
of Peason correlation coefficient is 0.98.

3.4 Seasonal ARIMA

ARIMA (Auto-Regressive Integrated Moving Average) methods are popular and
general models for modelling and forecasting time series, independently of its
complexity or the presence or not of seasonality [18]. When seasonality is pre-
sented, ARIMA models are labelled as ARIMA(p,d,q)(P,D,Q), where p is the
order of the autoregressive part, d is the degree of first differencing involved, q
is the order of the moving average part, all of them for the non-seasonal part of
the time series; and their capital corresponding are for seasonal part.

One of hardest point to achieve in the ARIMA models is the election of
the suitable combination of parameters (p,d,q)(P,D,Q). This is usually done by
minimizing the Akaike’s Information Criterion and the Maximum Likelihood
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Estimation. For an in-depth discussion about this type of models, readers are
referred to [18].

When applying ARIMA to the first three years of data set, by using the R
function auto.arima, the most suitable model is ARIMA(1,0,0)(0,1,0)(12).

3.5 Holt-Winters Exponential Smoothing

In contrast to moving average techniques, where all the past observations in
a window frame are equally weighted, in exponential techniques the previous
observations are less relevant as far as they are from actual one. The Holt-
Winters method (Eq. 1) extends the Holt’s method by allowing to capture the
seasonality of the series [19,20]. It includes the forecasting method and three
smoothing equations. These are for the level lt, for the trend bt, and for the sea-
sonal component st, and their smoothing parameters α, β∗, and γ. This method
should be viewed as part of the efforts of the smoothing methods for capturing
time series with increasingly complexity: simple exponential smoothing, double
exponential smoothing and triple exponential smoothing or Holt-Winters method.
Holt-Winters method is the appropriate one when seasonality is present in data.

ŷt+h|t = lt + h · bt + st−m+h+
m

lt = α(yt − st−m) + (1 − α)(lt−1 + bt−1)
bt = β∗(lt − lt−1) + (1 − β∗)bt−1

st = γ(yt − lt−1 − bt−1) + (1 − γ)st−m (1)

where +h+
m = �(h − 1) mod m� + 1, m is the period of the seasonality, and it

assures that the seasonal indexes come from the correct period ; and where the
initial values are: l0 = 1

m (y1 + · · · + ym), b0 = 1
m (ym+1−y1

m + · · · + ym+m−ym

m ),
and s0 = ym

l0
, s−1 = ym−1

l0
, . . . , s−m+1 = y1

l0
. The application of this method to

the first three years of data set arises the following values for the smoothing
parameters: α = 0.09, β∗ = 0, and γ = 1. The value β∗ = 0 indicates that there
are not changes expected for the trend bt = bt−1, as far as the time increasing.
The value of γ = 1 leads to st = (yt − lt−1 − bt−1).

3.6 STL Decomposition

The intuition behind the time series decomposition is that the time series is the
composition of three more elementary series. On the one hand, a trend (Tt),
which is responsible of long-term increase or decrease of data. It does not have
to be linear. On the other hand, a seasonal pattern is the second component (St).
It is influenced by seasonal factors, such as: the month, the day of the week, or
the quarter of the year. Finally, the third component is the remainder or random
component (Rt). If the decomposition is additive, then the values of the time
series (Yt) can be modelled as Yt = Tt + St + Rt.

Diverse techniques for time series decomposition have been proposed. STL,
Seasonal and Trend decomposition using Loess [21], was proposed taking into
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account the limitations of previous classical decomposition methods, for example
X-12-ARIMA. STL can handle any type of seasonality, not only monthly or
quarterly. The seasonal component can change over time, being the amount of
change controlled by a parameter of the algorithm. Besides, the smoothness of
the trend component can be also controlled by the algorithm.

In Fig. 5, the STL decomposition no periodic for the four years of data set is
shown. It is appreciated how the contribution of the trend is the most relevant.
Seasonal and random components have an appreciable contribution in the order
of the 20%. When forecasting using STL method in the next section, only the
first three years will be used for modelling the series with the STL method,
whereas the last year is used for evaluating the prediction. When evaluating the
capacity for forecasting of STL, configurations allowing smooth changes in the
trend and in the seasonal components, and other ones without changes allowed
are tested.

Fig. 5. STL decomposition no periodic for the four years of data, allowing smooth
changes in trend and seasonal components.

3.7 Artificial Neural Network

Artificial Neural Networks (ANN) are biological-inspired composition of neu-
rons, as fundamental elements, grouped in layers. Each layer is a non-linear
combination of non-linear functions from the previous layer. Layers are ordered
from the initial one, which receives the input data, to the last one, which pro-
duces the output, by passing from some intermediary ones or hidden, which map
both data. The input of any neuron can be expressed as f(w,x), where x is the
input vector to the neuron, and w is the matrix of weights which is optimized
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trough the training process. By increasing the number of the hidden layers, more
complicated relationships can be established.

Inspired by previous works [22,23], in this work nnetar function from
forecast has been used for testing the prediction capacity of ANN for forecast-
ing the 222Rn values. This function implements a feed-forward neural networks
with a single hidden layer with a number of neurons equal to the half of input
plus one. In the current work, the network is trained with 100 epochs.

3.8 Convolutional Neural Networks

Convolutional Neural Networks (CNN) are specialized Neural Networks with
special emphasis in image processing [24], although nowadays they are also
employed in time series analysis [25,26]. The CNN consists of a sequence of con-
volutional layers, the output of which is connected only to local regions in the
input. These layers alternate convolutional, non-linear and pooling-based layers
which allow extracting the relevant features of the class of objects, independently
of their placement in the data example. The CNN allows the model to learn fil-
ters that are able to recognize specific patterns in the time series, and therefore
it can capture richer information from the series. It also embodies three features
which provide advantages over ANN: sparse interactions, parameter sharing and
equivariance to translation [24].

Although Convolutional Neural Networks are frequently associated to image
classification —2D grid examples—, it can also be applied to time series analysis
—1D grid examples—. When processing time series, instead of a set of images,
the series has to be divided in overlapping contiguous time windows. These
windows constitute the examples, where the CNN aims at finding patterns. At
the same time, the application to time series modelling requires the application
of 1D convolutional operators.

In this work, Keras [15] has been used for implementing the CNN for mod-
elling the 222Rn time series. The CNN employed is composed of two convolutional
layers of 32 and 64 filters with relu as activation function, MaxPooling1D, 12
observations for the time window, and trained with 10 epochs.

4 Experimental Results and Models Comparison

As mentioned, the collected data are divided into two sets: the training data set
—including the first three years, from July 2013 to June 2016— and the testing
data set, which includes the fourth year, from July 2016 to June 2017.

In Fig. 6, the predicted values for the test set for the forecasting methods
analysed in the current work are shown. As can be appreciated, all the methods
can reproduce the period from October to June. However, most of the methods
fail to predict the fall down in August 2016.

The month of August 2016 behaves differently that in the previous years. As
can be appreciated in Fig. 2(a), in the previous years the level of 222Rn increases
in this month, but in 2016 it clearly falls down. Most of the methods are unable
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Fig. 6. Real values and forecasting for the test set —the fourth year, from July 2016
to June 2017— for the methods used in this study.

to capture information from previous values of the 222Rn time series to correctly
predict this change. Only the CNN is able to predict the different behaviour of
August 2016, proposing a small reduction of 222Rn level in comparison with July.

For evaluating the overall performance of the forecasting methods, the Mean
Squared Error (MSE) and the Mean Absolute Error (MAE) are employed as fig-
ures of merit. In Table 2, the values of the MSE and the MAE after 15 indepen-
dent executions are presented. Among the methods used for forecasting, the STL
decomposition without periodic seasonal component —allowing smooth changes
in the trend and the seasonal components—, and specially the CNN achieve the
lowest MSEs and MAEs.

Table 2. Mean and standard deviation of Mean Squared Error and Mean Absolute
Error for 15 independent runs for the test data set (fourth year).

Method MSE MAE

Holt-Winters (0.093,0,1) 195.1 ± 0 10.5 ± 0

ARIMA(1,0,0)(0,1,0)[12] 215.3 ± 0 9.7 ± 0

STL Decomposition periodic 117.5 ± 0 7.3 ± 0

STL Decomposition no periodic 87.7 ± 0 7.0 ± 0

Feed-Forward Neural Networks 175.4 ± 10.2 9.6 ± 0.3

CNN 59.4 ± 4.2 6.6 ± 0.6
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5 Conclusions

In this study, the modelling and forecasting of 222Rn concentration at the Can-
franc Underground Laboratory have been done. As mentioned, a high concen-
tration of this kind of gas, can disturb the results obtained by the experiments
hosted in the underground laboratories. For this reason, it is necessary to model
and forecast the 222Rn levels.

The collected data set expands from July 2013 to June 2017. The tasks per-
formed include the preprocessing and cleaning, and later the understanding of
the most relevant features of the series. In this work, classic techniques of time
series analysis are also applied for this understanding process. These techniques
include seasonal ARIMA, Holt-Winters Exponential Smoothing, Seasonal and
Trend decomposition using Loess, Feed-Forward Neural Networks, and Convo-
lutional Neural Networks. If the data set is divided in a training set —composed
of the first three years— and a test set —composed of the last twelve months—
these three last techniques produce the best predictions.

As future work, an in-depth analysis of the time series with techniques from
Deep Learning domain, such as Recurrent Neural Networks and Convolutional
Neural Networks —configuration improvement— is proposed. It is expected that
these techniques capture more information from the time series, and therefore,
improve the overall performance. Besides, the extension of this work will evalu-
ate and, when appropriately, incorporate additional information from exogenous
variables, for example the meteorological information in the nearby of the lab-
oratory placement. Obviously the incorporation of additional values of 222Rn
level, corresponding to the fifth year, is also proposed. This additional research
requires an in-depth analysis to ascertain if the improvements are significant or
not. Therefore, the use of non-parametric statistical inference for ascertain the
significance of the efficiency of the proposed improvements is also proposed as
future work.
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Abstract. This research addresses a sensor fault detection and recov-
ery methodology oriented to a real system as can be a geothermal heat
exchanger installed as part of the heat pump installation at a biocli-
matic house. The main aim is to stablish the procedure to detect the
anomaly over a sensor and recover the value when it occurs. Therefore,
some experiments applying a Multi-layer Perceptron (MLP) regressor,
as modelling technique, have been made with satisfactory results in gen-
eral terms. The correct election of the input variables is critical to get a
robust model, specially, those features based on the sensor values on the
previous state.

Keywords: MLP · Fault detection · Recovery · Heat exchanger
Heat pump · Geothermal exchanger

1 Introduction

Regardless of whether a process is automatic or manual [1,22,23], the sensors
failures detection turns out to be very important [10]. Also, in general terms,
with the aim to make the systems more robust and fault tolerant, it is necessary
to recover the wrong read with a right value [9,11,26]. The main objective of the
present research was to implement a fault detection [7,9] and recovery methodol-
ogy of sensors installed at a geothermal heat exchanger. This exchanger is part of
a heat pump installation placed on a real bioclimatic house. To accomplish this
goal a hybrid intelligent approach based on sensor fault detection was developed.

Both for detection and recovery tasks [18], an essential step consists on
accomplishing a representative model of the system [17]. The main idea is to
c© Springer International Publishing AG, part of Springer Nature 2018
F. J. de Cos Juez et al. (Eds.): HAIS 2018, LNAI 10870, pp. 171–184, 2018.
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predict the sensor measurement [14,19]. If the deviation between the real value
and the predicted one is significant, the measurement is replaced by the predic-
tion. Different methods were taken into account for the model implementation.

Multiple Regression Analysis (MRA) techniques are used at most of the
accepted regression methods [6,8,15]. Despite the limitations and the irregular
performance of these techniques, they are still being used in many different appli-
cations [12,27]. Intelligent techniques are employed with the aim of improving the
model performance. The initial dataset used to train the model can be divided in
different groups. Then, a local model of each group is obtained. Hence, simple or
hybrid proposals are used in order to improve the MRA techniques [2,5,20,21].

Usually, the great effort is focused on the different techniques used to achieve
a good performance during the modeling stage. The present research tries to
make special emphasis on the different strategies when the available variables
and their previous values are chosen.

After the present introduction, the case of study explains the geothermal
heat exchanger of a bioclimatic house. Then, the fault detection and recovery
approach is presented. The approach is implemented over the real case and
another section is created to describe the experiments and the results. Finally,
the conclusions are presented.

2 Case of Study

The approach is used to make fault detection over a geothermal heat exchanger
sensor matrix. This is one of the systems installed at a bioclimatic house. The
system is described in the following subsections.

2.1 Sotavento Bioclimatic House

Sotavento bioclimatic house is a bioclimatic house research project of Sotavento
Galicia Foundation. The building is located at the Sotavento Wind Farm, which
is a dissemination center of alternative energy and energy saving. It is located
at the Xermade council (Lugo), in the regional area of Galicia (Spain). It is
at coordinates 43◦ 21’ North, 7◦ 52’ West, at an elevation of 640 m over sea
and at 30 Km from the coast. The thermal installation, based on renewable
energy systems, has 3 different sources (geothermal, biomass and solar) that
serve the domestic hot water (DHW) and the heating systems. For the electrical
installation two are the renewable sources: wind and photovoltaic. Also, the
house has one connection to the power grid. The electricity is used to supply the
lighting and power systems of the house.

The specific case of the thermal installation could be classified into 3
groups [4]:

– Generation: Solar thermal, biomass boiler and geothermal.
– Accumulation: Preheating, and solar and inertial accumulator.
– Consumption: DHW and Underfloor heating.
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2.2 The Geothermal System

This section gives the description of the geothermal operation system and its
parts.

Equipment. Figure 1 shows the Heat Pump and the horizontal heat exchanger.
The Heat Pump has two different circuits; the first one gives the energy from the
ground (the geothermal exchanger), and the other one connect the unit and the
inertial accumulator. The equipment includes two sensor to measure the energy
taken from the ground to transfer to the inertial accumulator.

Fig. 1. Heat Pump and horizontal exchanger layout

Geothermal exchanger. The horizontal exchanger has five different cir-
cuits. The installation has several temperature sensors located along the heat
exchanger, distributed into four different loops. The main aim of these sensors
is to measure the ground temperature where the heat exchanger is laid. The
geothermal exchanger sensors layout is shown in Fig. 2. In this figure it is possi-
ble to appreciate the sensors in the geothermal exchanger, and also the reference
temperature of the ground, S401, placed separated from the exchanger. More-
over the sensors S28 and S29 to measure the energy taken from the ground as
previously explained.

2.3 The Dataset

The employed dataset is a set of a year of the above explained temperature
sensors, acquired with a sample rate of 10 min. During the acquisition phase, the
sensors did not have any problem; all the data was considered as valid data for
the fault detection system. However, despite of the data are valid, some samples
were saved with a mark that indicate a wrong sample (bad sample time, bad
range, open wire...).
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Fig. 2. Geothermal exchanger sensors layout

With the aim to avoid these wrong samples, the dataset was filtered to dis-
card the erroneous data. Consequently, the samples were reduced from 52,705 to
52,699. The dataset consist on the temperatures measured by the sensors located
at the geothermal heat exchanger and the other ones at the connection with the
heat pump (Figs. 1 and 2). This last two sensors, as they are installed inside the
house, the temperature need a filtering to take into account only the data when
the heat pump is on. This two sensors measure the temperature in the input
and the output of the geothermal exchanger, but, as they are installed inside the
house, when the heat pump is off, the sensors measure the temperature inside
the house.

3 Fault Detection and Recovery (FDR) Approach

The scheme defined for fault detection and recovery approach is shown in Fig. 3.
It is possible to divide the figure into two parts: the model and the fault detection
and recovery block. The first one gives the prediction of each sensor based on
the measurements made by the rest of the sensors. The second one compares
the prediction with the real measurement, and analyze the deviation based on a
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Fig. 3. Fault detection and recovery approach

defined range. If there is a significant deviation the valid signal is the prediction,
otherwise the real measurement is set at the output.

3.1 FDR Steps

In this subsection are explained the necessary steps to accomplish the FDR
developed approach.

Sensor fault detection. Initially, it is used a simple methodology for accom-
plishing sensor fault detection technique. The method followed is shown in Fig. 4
under a graphical point of view. In this case, it is allowed a specific configurable
range deviation. The continuous line represents the sensor reading and the dot-
ted lines the establish the limit range. If the measured sample is out of the range
deviation, then a fault is labeled. The deviation percentage is relativized taking
into account the operating temperature range.

Fig. 4. Range deviation

Recovery. If a fault is detected, then it is necessary to recover the wrong sample
with a value prediction. This prediction could be based on the other sensors
readings, their previous values, and so on. To accomplish the recovery, a model
must be implemented with the aim to predict the most accurate value.
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3.2 Used Techniques

The present subsection shows the different techniques contemplated for accom-
plishing the objectives of the present research.

Analysis and preprocessing. From the initial raw data, two different sub-
classes were created:

1. Day data cases.
2. Night data cases.

Knowing each date of the data recollection and the precise location of the instal-
lation under study, the sunrise and sunset times can be obtained. This is the
criteria used to split the raw data in the two subclasses.

With the aim of obtaining a representative model, some variables of the raw
dataset have been selected. Also, the previous state of some signals is included
as an artificial input, for developing each experiment shown in Sect. 4.

The fact of including this kind of extra information, can be more benefi-
cial than obtaining the model with original data features only. The election of
these artificial features is always based on expert knowledge about the system
behavior [25].

Based on a data description of the new dataset generated from the raw
data, a common pre-processing procedure have been developed, including those
experiments with previous values of different sensor like artificial variables.

The criterion for data normalizing is shown in Eq. (1):

Xi − mean(x)
stdev(x)

(1)

The Standard Scaler data input pre-processing has been implemented with
Python library sklearn.preprocessing.StandardScaler [13]. The main goal of the
Normalization step is to avoid the very soon convergence in the first iterations,
when the training process of a particular regression method begins [16].

Regression technique. The recovery methodology has included the best way
construction of a regression model. The experiments oriented to create a regres-
sion model for a sensor in a malfunction state, have been based on the Multi-
layer Perceptron (MLP). This is a supervised learning algorithm that learns a
function f(·) : Rm → R0. In this research, the Class MLPRegressor by Python
Scikit-Learn implements a Multi-Layer Perceptron (MLP) which is trained using
backpropagation with linear activation in the output layer [3].

Due to this, the Normalization data preprocessing in the Eq. 1 is purposed
like a good practice when the Multi-Layer Perceptron is the method chosen to
get a regression model. Due to its robustness and its simple structure, MLP has
been one of the most used ANN. The good performance of this kind of ANN has
been proven in similar works such as [8,11,19].

With the aim of generating a sequence of transformations in the input data,
Pipeline tool by Python Scikit-Learn is utilized. This technique makes easier to
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define a set of steps for pre-processing the raw dataset and for making the train
and validation process later. The Pipeline tool assembles several steps that can be
handled together in the cross-validated process. Cross validation ensures training
several MLP with different parameters, choosing the best ones to construct the
final model regression.

4 Experiments and Results

This section describes how the solution has been implemented. A total of twelve
experiments have been designed and implemented to obtain two regression mod-
els per experiment, one global and another one hybrid.

4.1 Accomplished Experiments

Each model has been obtained by two ways:

1. Global model, using all day cases.
2. Hybrid model, composed by two sources, as separation of daily data between

day and night.

Due to this, a total of three sub-models per experiment are obtained. Being
the experiments implemented:

– Experiment A: prediction of sensor S-315 using S-309 to S-316 signals.
– Experiment B: prediction of sensor S-315 using S-309 to S-316 signals, adding

the previous state from S-309 to S-316 as artificial variable.
– Experiment C: prediction of sensor S-315 using S-309 to S-316 signals, adding

the previous state of S-315 as artificial variable.
– Experiment D: prediction of sensor S-315 from previous state of S-309 to

S-316 and also, the previous state of S-315 as artificial variables.

In relation with the fault detection 20 fictitious faults have been created to
check the model. The criteria established for the faults was give values out of
the configured range.

4.2 Experiments Setup

For each experiment a split in two slices has been done. So the 30% of pre-
processing data are oriented to the final testing of the model and the 70% for
training purposes ir order to know the error measures and get the best model
per experiment.

Cross validation has been developed applying Ten fold with the aim to obtain
the best parameters for the MLP predictive model. The Scoring Measured cho-
sen has been the Negative Mean Squared Error (neg MSE). Best neg MSE
measured of the Ten fold procedure is captured with the goal to compare with
a new Ten fold out-put, one per each combination of parameters. In this way,
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the best combinations of MLP parameters can be known for each experiments.
Then, the MLP model will be configured with the best parameters to make a
prediction with the data split, chosen for validation purposes.

Parameters combination is extracted from a parameter grid, each possible
value of these parameters are fixed for each iteration of the grid search cross
validation. These dynamic parameters of grid are composed by the following
values:

– Early Stopping = True, False.
– Nesterovs momentum = True, False.
– Solver = lbfgs, sgd.
– Hidden layer sizes = 3 to 12.

The parameter named Early Stopping ensures that the possibility of an early
best result can be captured if this fact occurs before the last training epochs.

The Nesterov Mometum [24] parameter indicates if the gradient descent with
momentum is handled implementing two steeps. First step implements a signif-
icant jump in the same direction of the previous accumulated gradient. Then a
measure the gradient is made where you ended up before for making the perti-
nent correction.

Solver parameter for weight optimization is configured for two possible values,
the first one, lbgs, is an optimizer in the family of quasi-Newton methods while
the second one sgd refers to stochastic gradient descent.

Finally, the number of possible neurons in the hidden layer goes from 3 to
12. So, the cross validation tests and chose the optimal number of number in the
only one hidden layer of the MLP.

4.3 Results

The results presented in Tables 1, 2, 3 and 4, show that the preprocessing pro-
cedure based on incorporating artificial variables thanks to expert knowledge,
improves quality of models. Also the error measures demonstrates that the hybrid
model has better performance than the global one. A good prediction and recov-
ery information is achieved when the obtained model is tested using the over the
validation data group.

Graphical representation of real output (red color) versus predicted output
(blue color) per each experiment are presented in Figs. 5, 6, 7 and 8. The “y”
axis represents the temperature in Celsius degrees while the “x” axis represents
each data sample of the final test data split.

They have been checked the 20 faults for the created model. In all cases the
proposal detect the fictional faults.

The best way for recovering data missing in malfunction state sensor is uti-
lizing like data input previous state of S-309 to S-316 and also, the previous state
of S-315 as artificial variables (Experiment D), two models for each experiments
have been obtained. The first one oriented to data collect for all day and the
second one, a hybrid model composed of two submodels as it can be observed in
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Table 1. Experiment A

Night Day All day

LMLS 4.063507e−07 0.001086 7.355953e−05

MAE 0.000549 0.011771 0.005142

MAPE 6.659421e−05 0.001422 0.001565

MSE 8.127033e−07 0.002242 0.000147

NMSE 0.115293 0.082099 0.004510

SMAPE 6.659902e−05 0.001407 0.000622

(a) Nigth (b) Day (c) All Day

Fig. 5. Experiment A (Color figure online)

Table 2. Experiment B

Night Day All day

LMLS 8.426745−05 0.001560 0.001560

MAE 0.007760 0.012936 0.012936

MAPE 0.000940 0.001565 0.001565

MSE 0.000168 0.003280 0.003280

NMSE 0.504032 0.148473 0.148473

SMAPE 0.000941 0.001589 0.001589

(a) Nigth (b) Day (c) All day

Fig. 6. Experiment B (Color figure online)
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Table 3. Experiment C

Night Day All day

LMLS 5.843426e−06 0.026457 5.832837e-05

MAE 0.002314 0.055992 0.005156

MAPE 0.000280 0.006770 0.000622

MSE 1.168699e−05 0.145421 0.000116

NMSE 0.233426 0.271015 0.003434

SMAPE 0.000280 0.008083 0.000623

(a) Nigth (b) Day (c) All Day

Fig. 7. Experiment C (Color figure online)

Table 4. Experiment D

Night Day All day

LMLS 4.0175248e−05 7.281459e−05 7.159417e−05

MAE 0.004411 0.006977 0.008986

MAPE 0.000534 0.000843 0.001088

MSE 8.037019e−05 0.000145 0.000143

NMSE 0.527251 0.004306 0.012549

SMAPE 0.000535 0.000843 0.001088

(a) All day (b) Day (c) Nigth

Fig. 8. Experiment D (Color figure online)
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the error measures of the Table 4, the best predictive model is the hybrid one,
composed by two sub-models, one per dataset of the day-time and another one
for the dataset collected at night. The parameters of MLP regressor trained for
getting the hybrid model are:

– One hidden layer.
– 10000 training epochs.
– Activation function of hidden layer the hyperbolic tangent function.
– Nesterov and Early Stopping options activated.
– Solver: lbfgs optimizer in the family of quasi-Newton methods.
– Number of neurons in the hidden layer of MLP: 6 neurons for the day sub-

model and 5 for the night submodel.

While the most values for each parameter are the same for the day and night
submodels of the hybrid model, different values have been obtained as best values
in the grid search cross validation procedure for the parameter called Number
of neurons in the hidden layer of MLP, 6 neurons for the day submodel and 5
for the night submodel. Therefore, when the MLP is configured with this set of
values, the negative mean square error measure is optimized. The negative mean
square error is a standard optimizing measure in the grid search cross validation
algorithm.

5 Conclusions and Future Works

A methodology for recovering data missing in malfunction state sensor and the
fault sensor detection have been addressed in this research successfully.

Sensor fault detection procedure is relaying on tagging of data as fault, when
a measured sample is out of the range derivation. Moreover, the procedure for
recovering data missing is based on the implementation of several experiments
with the aim to get the best way to define a model when it is trying to get
measurements of a sensor with problems. Input data features election is relevant
when a robust regression model wants to be created to predict missing data
in process where the temperature is involved. More concretely the election of
new features and how these are estimated or calculated. In this research new
artificial features based on the sensor values on the previous state are added to
achieve and compare a global versus hybrid model, for recovering data missing
of a sensor.

Results prove that hybrid model implemented with a one hidden layer MLP
regressor, composed by day and night submodels including previous state values
as artificial features, is the best way for recovering data missing.

Future works will address the improving the sensor fault detection procedure
with one class SVM algorithm. From the point of view of recovering data missing,
new experiments based on time series oriented to prevent the use of previous
state information will be implemented. Some new and complex models will be
used also in the next research phase.
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general anesthesia. In: Pérez Garćıa, H., Alfonso-Cendón, J., Sánchez González, L.,
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Abstract. To make clear the mechanism of the visual motion detection is
important in the visual system, which is useful to robotic systems. The promi-
nent features are the nonlinear characteristics as the squaring and rectification
functions, which are observed in the retinal and visual cortex networks. Con-
ventional models for motion processing, are to use symmetric quadrature
functions with Gabor filters. This paper proposes a new motion processing
model of the asymmetric networks. To analyze the behavior of the asymmetric
nonlinear network, white noise analysis and Wiener kernels are applied. It is
shown that the biological asymmetric network with nonlinearities is effective for
generating the directional movement from the network computations. Further,
responses to complex stimulus and the frequency characteristics are computed in
the asymmetric networks, which are not derived for the conventional energy
model.

Keywords: Asymmetric neural network � Gabor filter � Wiener analysis
Linear and nonlinear pathways

1 Introduction

In the biological neural networks, the sensory information is processed effectively.
Reichard [1] evaluated the sensory information by the auto-correlations in the neural
networks. The nonlinear characteristics as the squaring function and rectification
function, which are observed in the retina and visual cortex networks [2–6, 8]. Con-
ventional models for cortical motion sensors are to use symmetric, quadrature func-
tions, which are called energy model. Recent study by Hess and Bair [3] discusses
quadrature is not necessary nor sufficient under stimulus condition. Then, minimal
models for sensory processing are expected. This paper proposes a new motion pro-
cessing model based on the biological asymmetric networks. The nonlinear function
exists in the asymmetrical neural networks. To investigate cells function in the
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biological networks, white noise stimulus [9–13] are often used in physiological
experiments. In this paper, to analyze the behavior of the asymmetric network with
nonlinearity, white noise analysis and Wiener kernels are applied. It is shown that the
asymmetric network with nonlinearities is effective for the movement detection from
the network computations. We analyze the asymmetric network based on the retinal
circuit of the catfish [13, 14, 16, 17], from the point of the optimization of the network
model. It is shown that the asymmetric network with nonlinearity has the ability for the
directional movement of the stimulus, which can be written in directional equations by
Wiener kernels. Then, it is shown that the directional equations obtained are selective
for the preferred and null direction stimulus in the asymmetric network. Further, the
directive equation for the complex stimulus is developed and the frequency charac-
teristics are computed in the asymmetric network, which are applicable to V1 and MT
cortex neural networks.

2 Biological Neural Networks

The asymmetric neural network is extracted from the catfish retinal network [14]. The
asymmetric structure network with a quadratic nonlinearity is shown in Fig. 1, which
composes of the pathway from the bipolar cell B to the amacrine cell N and that from
the bipolar cell B, via the amacrine cell N with squaring function to the N cell [14].

Figure 1 shows a network which plays an important role in the movement per-
ception as the fundamental network. It is shown that N cell response is realized by a
linear filter, which is composed of a differentiation filter followed by a low-pass filter.
Thus, the asymmetric network in Fig. 1 is composed of a linear pathway and a non-
linear pathway. Here, the stimulus with Gaussian distribution is assumed to move from
the left side to the right side in front of the network in Fig. 1, as shown in Fig. 2. x00ðtÞ
is mixed with xðtÞ. Then, we indicate the right stimulus by x0ðtÞ. By introducing a
mixed ratio, a, the input function of the right stimulus, is described in the following

Fig. 1. Asymmetric network with linear and squaring nonlinear pathways
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equation, where 0� a� 1 and b ¼ 1� a hold. Then, Fig. 2 shows that the moving
stimulus is described in the following equation,

x0ðtÞ ¼ axðtÞþ bx00ðtÞ ð1Þ

Let the power spectrums of xðtÞ and x00ðtÞ, be p and p0, respectively an equation
p ¼ kp00 holds for the coefficient k. Figure 2 shows that the slashed light is moving
from the receptive field of B1 cell to the field of the B2 cell with mixed ratio, a. The
stimulus on both cells in Fig. 2 is shown in the schematic diagram in Fig. 3.

The output yðtÞ of the cell N in Fig. 1 is shown in the following equation.

yðtÞ ¼
Z

h0001 ðsÞðy1ðt � sÞþ y2ðt � sÞÞdsþ e ð2Þ

where y1ðtÞ shows the linear information on the linear pathway y2ðtÞ shows the non-
linear information on the nonlinear pathway and e shows error value.

y1ðtÞ ¼
Z 1

0
h01ðsÞxðt � sÞds ð3Þ

y2ðtÞ ¼
Z 1

0

Z 1

0
h100ðs1Þh100ðs2Þx0ðt � s1Þx0ðt � s2Þds1ds2 ð4Þ

B1 cell B2 cell 

Fig. 2. Stimulus movement from the left to the right side

Fig. 3. Schematic diagram of the preferred stimulus direction
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2.1 Directional Equations from Optimized Conditions
in the Asymmetric Networks

Under the assumption that the impulse response functions, h01ðtÞ of the cell B1, h001ðtÞ of
the cell B2 and moving stimulus ratio a in the right to be unknown, the optimization of
the network is carried out. By the minimization of the mean squared value n of e in
Eq. (2), the following necessary equations are derived,

@n
@h01ðtÞ

¼ 0;
@n

@h002ðtÞ
¼ 0;

@n
@a

¼ 0 ð5Þ

Then, the following three equations are derived for the optimization of Eq. (5).

E½yðtÞx0ðt � kÞ� ¼ aph01ðkÞ
E½ðyðtÞ � C0Þx0ðt � k1Þx0ðt � k2Þ� ¼ 2fða2 þ kb2Þp2h001ðk1Þh001ðk2Þg
E½ðyðtÞ � C0Þxðt � k1Þxðt � k2Þ� ¼ 2a2p2h001ðk1Þh001ðk2Þ
E½ðyðtÞ � C0Þx00ðt � k1Þx00ðt � k2Þ� ¼ 2b2ðkpÞ2h001ðk1Þh001ðk2Þ

ð6Þ

where C0 is the mean value of, yðtÞ. Here, the Eqs. (6) can be rewritten by applying
Wiener kernels, which are related with input and output correlations method developed
by Lee and Schetzen [15]. First, we can compute the 0-th order Wiener kernel C0, the
1-st order one and C11ðkÞ, the 2-nd order one C21ðk1; k2Þ on the linear pathway by the
cross-correlations between xðtÞ and. yðtÞ.

C11ðkÞ ¼ 1
p
E½yðtÞxðt � kÞ� ¼ h01ðkÞ ð7Þ

The 2-nd order kernel is also derived from the optimization Eq. (8) as follows,

C21ðk1; k2Þ ¼ 1
2p2

E½ðyðtÞ � C0Þxðt � k1Þxðt � k2Þ�

¼ a2h001ðk1Þh001ðk2Þ
ð8Þ

Second, we can compute the 0-th order kernel, C0 the 1-st order kernel C12ðkÞ and
the 2-nd order kernel.

C12ðk1; k2Þ ¼ 1

pða2 þ kb2ÞE½yðtÞx
0ðt � kÞ�

¼ a

a2 þ kð1� aÞ2 h
0
1ðkÞ

ð9Þ
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and

C22ðk1; k2Þ ¼ h001ðk1Þh001ðk2Þ ð10Þ

The motion problem is how to detect the direction of the stimulus in the increase of
the ratio a in Fig. 3. The second order kernels C21 and C22 are abbreviated in the
representation of Eqs. (8) and (10).

ðC21=C22Þ ¼ a2 ð11Þ

holds. Then, from the Eq. (13) the ratio a is shown as follows

a ¼
ffiffiffiffiffiffiffi
C21

C22

r
ð12Þ

The Eq. (12) is called here a - equation, which implies the directional stimulus on
the network From the first order kernels C11 and C12, and the second order kernels in
the above derivations, the directional equation from the left to the right, holds as shown
in the following,

C12

C11
¼

ffiffiffiffiffi
C21
C22

q
C21
C22

þ kð1�
ffiffiffiffiffi
C21
C22

q
Þ2

ð13Þ

3 Conventional Quadrature Energy Model

Motion detection of the conventional quadrature models under the same conditions in
this paper is analyzed. The quadrature model in Fig. 4 is well known as the energy
model for motion detection [2, 3], which is a symmetric network model. Only the
second order kernels are computed in Fig. 4. On the left pathway in Fig. 4, the second
order kernel C21ðk1; k2Þ is computed as follows,

C21ðk1; k2Þ ¼ 1
2p2

ZZ
h1ðsÞh1ðs0ÞE½xðt � kÞxðt � k0Þxðt � k1Þxðt � k2Þ�dsds0

þ 1
2p2

ZZ
h01ðsÞh01ðs0ÞE½x0ðt � kÞx0ðt � k0Þxðt � k1Þxðt � k2Þ�dsds0

¼ h1ðk1Þh1ðk2Þþ a2h01ðk1Þh01ðk2Þ
ð14Þ

On the right pathway in Fig. 5, the 2nd order kernel C22ðk1; k2Þ is computed
similarly,
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C22ðk1; k2Þ ¼ a2

ða2 þ kb2Þ2 h1ðk1Þh1ðk2Þþ h01ðk1Þh01ðk2Þ ð15Þ

In the conventional energy model of motion [2, 3], the Gabor functions are given as

h1ðtÞ ¼ 1ffiffiffiffiffiffi
2p

p
r
expð� t2

2r2
Þ sinð2pxtÞ h01ðtÞ ¼

1ffiffiffiffiffiffi
2p

p
r
expð� t2

2r2
Þcosð2pxtÞ ð16Þ

When Gabor functions in the quadrature model are given as the Eq. (16), the
motion parameter a and the motion equation are computed as follows,

a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C21ðk1; k2Þ � h1ðk1Þh1ðk2Þ

h01ðk1Þh01ðk2Þ

s
ð17Þ

( )x t ( )x t′

2( ) 2( )

1( )h t 1 ( )h t′

Fig. 4. Quadrature energy model with Gabor filters

Fig. 5. Schematic diagram of the two stimulus for both cells
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In the Eq. (17), if impulse functions h1ðtÞ and h01ðtÞ are given in the quadrature
model, a is computed. Since these impulse functions are given as Gabor functions, a is
computed. Gabor functions in the Eq. (16) are independent, but, they are not orthogonal.

C22ðk1; k2Þ ¼ a2

ða2 þ kb2Þ2 h1ðk1Þh1ðk2Þþ h01ðk1Þh01ðk2Þ ð18Þ

The Eq. (20) is satisfied if the Gabor functions are given. Note that the conven-
tional quadrature model generates the motion Eq. (18) under the condition of the given
Gabor functions (16), while the asymmetric network in Fig. 1 generate the motion
Eq. (13) without the condition of the Gabor functions. Thus, the asymmetric network
has a general ability of the motion compared to the conventional quadrature model.

4 Relations for Complex Stimulus Changes

We assume the stimulus in Fig. 3 is changed to that in Fig. 5, in which different
shadowed stimulus on the B1 and B2 cells are moved to the arrowed direction. The
stimulus on the B1 cell is shown in the Eq. (19), while that on the B2 cell is shown in
the Eq. (20).

x0ðtÞ ¼ axðtÞþ bx00ðtÞ ð19Þ

x000ðtÞ ¼ a0xðtÞþ b0x00ðtÞ ð20Þ

This stimulus is shown in Fig. 5, in which the stimulus x0ðtÞ is inputted on the B1

cell of the linear pathway in Fig. 1 and also x000ðtÞ is inputted on the B2 cell of the
nonlinear pathway.

The final output of the asymmetric network by the two stimulus, become

yðtÞ ¼ y1ðtÞþ y2ðtÞ
¼

Z
h01ðsÞx0ðt � sÞdsþ

ZZ
h001ðs1Þh001ðs2Þx000ðt � s1Þx000ðt � s2Þds1ds2

ð21Þ

where y1ðtÞ is the output of the linear pathway, while y2ðtÞ is that of the nonlinear
pathway. The mean square of the error for the optimization of the network is given by

n ¼
Z

yðtÞ � y1ðtÞ � y2ðtÞf g2dt ð22Þ

The conditions of the minimization of the Eq. (22) is given in the following
equations.

@n
@h01ðtÞ

¼ 0;
@n

@h001ðtÞ
¼ 0;

@n
@a

¼ 0;
@n
@a0

¼ 0 ð23Þ
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From the first equation in (23), the Eq. (24) is derived.

E½yðtÞx0ðt � sÞ� ¼ h01ðsÞða2 þ kb2Þp ð24Þ

From the second equation in (23), the Eq. (25) is derived.

E½ðyðtÞ � C0Þx000ðt � s1Þx000ðt � s2Þ� ¼ 2h001ðs1Þh001ðs2Þða02 þ kb02Þp2 ð25Þ

From the third equation in (25), the Eq. (28) is derived.

E½yðtÞxðt � sÞ� ¼ h01ðsÞap
and

E½yðtÞx00ðt � sÞ� ¼ h01ðsÞðaa0 þ kbb0Þp ð26Þ

The optimization Eqs. (23), are derived to the following Eq. (27) using Wiener
kernels.

C12

C11
¼

ffiffiffiffiffiffiffi
C21

C22

r fa2 þ kð1� aÞ2g
fa02 þ kð1� a0Þ2g ð27Þ

Similarly, the Eq. (28) is derived.

ðE½yðtÞxðt � sÞÞ2=E½ðyðtÞ � C0Þxðt � s1Þxðt � s2Þ� ¼ ðGsðsÞÞ2a2=2Gcðs1ÞGcðs2Þa02 ð28Þ

From the Eqs. (27) and (28), the parameters a and a0 are derived in the case of the
Gabor filters GsðtÞ and GcðtÞ to be given. In the case of the conventional energy model
with Gabor filters, the parameters a and a0 are not derived.

5 Extraction of Frequency Characteristics in the Asymmetric
Networks

Prof. Heeger derived the output of the conventional energy model with Gabor filters
[7], in the frequency domain which shows only the Gabor energy without the
phase-information as shown in the following. To the given sine-wave stimulus with the
angular frequency �x and the phase /, the squared-output of the sine-phase Gabor filter
convolved with the sine-wave input is derived [7] as follows,

Input stimulus: sinð2p�xxþ/Þ
Output of the sine-phase Gabor filter:Z 1

�1
Gsðx0; rÞ � sinð2p�xxþ/Þj j2dx ¼

Z 1

�1
FfGsðx0; rÞ gFfsinð2p�xxþ/Þgj j2dx

¼ ð1=8Þ½exp½�2p2r2ð�x� x0Þ2 � exp½�2p2r2ð�xþx0Þ2�2
ð29Þ

192 N. Ishii et al.



while the out put of the cosine-Gabor filter becomes

Z 1

�1
Gcðx0;rÞ � sinð2p�xxþ/Þj j2dx

¼ ð1=8Þ½exp½�2p2r2ð�x� x0Þ2 þ exp½�2p2r2ð�xþx0Þ2�2
ð30Þ

Combining Eqs. (37) and (38) becomes the output of the energy model in the
frequency domain which gives the phase-independent energy as follows [7],

ð1=4Þfexp½�4p2r2ð�x� x0Þ2� þ exp½�4p2r2ð�xþx0Þ2�g ð31Þ

In the asymmetric network with Gabor filters, similar derivation as the Eq. (29) is
carried out. Then, the output of the sine-phase Gabor filter becomes

sin / � fexp½�2p2r2ð�x� x0Þ2 � exp½�2p2r2ð�xþx0Þ2g ð32Þ

,while the output of the cosine-Gabor filter is the same as the Eq. (30). Thus,
the output RðxÞ of Eqs. (29) and (32) in the asymmetric networks becomes

RðxÞ ¼ ðsin /þð1=8ÞÞ � fexp½�2p2r2ð�x� x0Þ2 � exp½�2p2r2ð�xþx0Þ2g ð33Þ

The Eq. (33) shows the two peak values are shown at the angular frequencies,
ð�x� x0Þ and ð�xþx0Þ. From the given frequency x0 of the Gabor filters, the peak
value at ð�x� x0Þ, the angular frequency �x of the input sinusoidal stimulus is obtained
from RðxÞ. From the first peak value of RðxÞ, the phase information of the input
sinusoidal stimulus, sin/ is obtained from the Eq. (32). Compared with the conven-
tional energy model, the Eq. (31) only derives the frequency information, �x, not its
phase one, / in the stimulus.

6 Application of Asymmetric Networks to Biological Neural
Networks

Here, we present an example of layered neural network in Fig. 6(a), which is developed
from the neural network in the brain cortex [6]. Figure 6 is a connected network model
of V1 followed by MT, where V1 is the front part of the total network, while MT is the
rear part of it. Figure 6(a) is transformed to the approximated one as follows.

f ðxÞ ¼ 1
1þ e�gðx�hÞ ð34Þ

By Taylor expansion of the Eq. (34) at x ¼ h, the Eq. (31) is derived as
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f ðxÞx¼0 ¼ f ðhÞþ f 0ðhÞðx� hÞþ 1
2!
f 00ðhÞðx ¼ hÞ2 þ . . .

¼ 1
2
þ g

4
ðx� hÞþ 1

2!
ð� g2

4
þ g2e�gh

2
Þðx� hÞ2 þ . . .

ð35Þ

In the Eq. (34), the sigmoid function is approximated as the half-squaring non-
linearity. The asymmetric network consists of the 1-st order nonlinearity(odd order
nonlinearity) on the left pathway and the 4-th order(even order nonlinearity) on the
right pathway. On the linear and nonlinear pathways(4-th order nonlinearity), the
following Eqs. (36) and (37) are derived.

C21ðk1; k2Þ ¼ a2C22ðk1; k2Þ ð36Þ

C12ðkÞ ¼ a

ða2 þ kb2ÞC11ðkÞ ð37Þ

From the Eq. (36), the a Eq. (38) is derived.

a ¼
ffiffiffiffiffiffiffi
C21

C22

r
ð38Þ

From the Eqs. (37) and (38), the directional Eq. (39) is derived.

Fig. 6. (a) Neural model of V1 and MT [6] (b) Approximated model shown in (a)
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) C12

C11
¼

ffiffiffiffiffi
C21
C22

q
C21
C22

þ kð1�
ffiffiffiffiffi
C21
C22

q
Þ2

ð39Þ

The a - Eq. (38) and the directional Eq. (39), are same to those of (12) and (13),
respectively, in the asymmetric network with 1-st and 2-nd orders nonlinearities. The
4-th order kernels, become

C41ðk1; k2; k3; k4Þ ¼ a4h001ðk1Þh001ðk2Þh001ðk3Þh001ðk4Þ
C42ðk1; k2; k3; k4Þ ¼ h001ðk1Þh001ðk2Þh001ðk3Þh001ðk4Þ

ð40Þ

From the Eq. (40), the a - equation is derived as follows, which is equivalent to the
Eq. (12).

a ¼ C41

C42

� �1
4

¼
ffiffiffiffiffiffiffi
C21

C22

r� �
ð41Þ

Thus, the asymmetric network with 1-st and 4-th orders nonlinearities, are equiv-
alent to that with 1-st and 2-nd orders nonlinearities. Similarly, it is shown the
asymmetric networks with the odd order nonlinearity on the one pathway and the even
order nonlinearity on the other pathway, has both a- equation and the directional
movement equation.

7 Conclusion

The neural networks are analyzed to make clear functions of the biological asymmetric
neural networks with nonlinearity. This kind of networks exits in the biological net-
work as retina and brain cortex of V1 and MT areas. In this paper, the behavior of the
asymmetrical network with nonlinearity, is analyzed to detect the directional stimulus
from the point of the neural computation. For the motion detection, the asymmetrical
network proposed here is compared with the conventional quadrature energy model
with Gabor filters. It was shown that the quadrature model works with Gabor filters,
while the asymmetrical network does not need their conditions that the impulse
functions are Gabor functions. The complex stimulus responses and the frequency
characteristics are computed in the asymmetrical network.
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Abstract. Intrusion Detection Systems (IDS) are implemented by ser-
vice providers and network operators to monitor and detect attacks.
Many machine learning algorithms, stand-alone or combined, have been
proposed, including different types of Artificial Neural Networks (ANN).
This work evaluates a Convolutional Neural Network (CNN), created for
image classification, as an IDS that can be deployed in a router, which
has not been evaluated previously. The layout of the features in the input
matrix of the CNN is relevant. A Genetic Algorithm (GA) is used to find
a high-quality solution by rearranging the layout of the input features,
reducing the features if required. The GA improves the capacity of intru-
sion detection from 0.71 to 0.77 for normalized input featuress, similar to
existing algorithms. For scenarios where data normalization is not pos-
sible, many input layouts are useless. The GA finds a solution with an
intrusion detection capacity of 0.73.

Keywords: CNN · Genetic Algorithm · UNSW · Cybersecurity · IDS

1 Introduction

Security concerns of service providers include attacks to their infrastructures,
which can affect their service availability, client or industrial privacy, integrity or
reliability of their solutions. Moreover, the appearance of the Internet of Things
has lead to an exponential growth of the number of devices connected to the
Internet. The challenges related to protect our services, networks and devices
are increasing in complexity drastically. Every year new services appear and
new attacks or ways of implementing existing attacks appear as well. In the last
decades signature-based and anomaly-based machine learning algorithms have
proven to be more effective in an early automatic detection of attacks, known
or new ones, than rule-based protection mechanisms such as firewalls. These
algorithms are used to implement the Intrusion Detection System (IDS), which
monitor and detect attacks, anomalies and misuse sniffing packets and collecting
data from all over the network. The IDS classifies the data into categories using
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F. J. de Cos Juez et al. (Eds.): HAIS 2018, LNAI 10870, pp. 197–209, 2018.
https://doi.org/10.1007/978-3-319-92639-1_17
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different methods. It distinguishes normal from abnormal data. The abnormal
data of the system can be classified among different threats.

In order to train and test the performance, efficiency and accuracy of the
classifiers, there are public datasets available with real and simulated network
labeled samples including multiple attacks with many features. Once a model
has been generated to detect attacks, an online IDS needs to obtain the required
features from real traffic packets passing through a firewall to feed the detection
algorithm with data.

Many machine learning algorithms have been proposed for implementing the
classifier of IDS, including Artificial Neural Networks (ANN). An ANN is an
interconnected assembly of neurons (processing elements) that detect certain
patterns from complex data as the human brain would process information.

Currently, deep learning algorithms have appeared that achieve high level
abstractions in data by using a complex architecture or composition of non-linear
transformations. Using deep learning we can acquire a high detection rate.

In this paper we consider using a deep learning algorithm in an IDS: the
convolutional neural network (CNN). CNNs were created for image classification
or object detection. We adapt the features available in a network monitoring
system to be input of a CNN (an image) to exploit correlation between features.
We consider a binary IDS (normal traffic or attack). The optimal layout of the
input features in the image is a combinatorial problem with more than 20 input
features. We consider using a heuristic evolutionary algorithm to select a local
optimum solution to the feature layout problem.

In the remainder of this paper: the related work on IDS is introduced in
Sect. 2. Our proposal and the algorithms used in our study are explained in
Sect. 3. The experimental setup is depicted in Sect. 4. We discuss on the results
in Sect. 5. Some conclusions are drawn in Sect. 6.

2 Related Work

The most widely used dataset for IDS training is the KDD99 [1]. It was created by
processing nine weeks of raw tcpdump of the 1998 DARPA Intrusion Detection
System (IDS) evaluation dataset. It has five million connection records, contain-
ing 24 attack types that fall into 4 major categories. Each record includes 41
features and is labeled either as normal or as an attack, with exactly one specific
attack type. The NSL-KDD dataset was published [2] as a subset of the KDD99
dataset which does not include redundant records. Evaluating network IDS using
KDD99 and NSL-KDD presents two major issues: their lack of modern records,
including both attack and normal traffic scenarios, and a different distribution
of training and testing sets.

To address these issues, the UNSW-NB15 dataset was published [3]. This data
set has nine types of the modern attacks fashions and new patterns of normal traf-
fic. It contains 49 attributes or features that comprise the flow based between hosts
and the network packets inspection to discriminate between the observations,
either normal or abnormal. It has been recently used to evaluate different proposals
with simple or combined machine learning algorithms including ANN [4,5].
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For the last decades different ANN implementations have been proposed to
as classifiers in IDS. For supervised training, the Multi-layer Perceptron (MLP)
is the most popular proposal [6,7]. The MLP has been evaluated with KDD99,
considering new attacks [8], with NSL-KDD [9] and with UNSW-NB15 [4].

Modern proposals include the combination of machine learning algorithms
with MLP, extracting knowledge from the features with decision trees [10], or in
cascade [5].

Recently, more complex ANN for supervised training have been evaluated,
including GRNN, PNN, RBNN [11]. Deep networks have been evaluated using
KDD and NSL-KDD in [12], with only six features. Other deep networks with
discriminative architectures, Recurrent Neural Networks (RNN), have been pro-
posed using KDD based datasets in [13].

A two level detection approaches have been done on IDS. In [14] authors
use PCA for feature selection and SVM for multi-class detection. Reducing the
input features improves the detection accuracy for some classes, but reduces the
overall performance. In [15] authors consider Deep Belief Network for feature
selection, with 92.84% of accuracy, using NSL-KDD. In [16] authors use Self-
taught learning, which has 2 stages, with 88.39% accuracy for binary detection
and 79.10% for multi-class classification.

Genetic Algorithms have been recently used for feature selection in [17], for
a SVM based detection algorithm, and in [18] for an ANN. According to [19],
and to the best of our knowledge, CNN have not been evaluated for IDS, neither
stand-alone nor in conjunction with genetic algorithms.

3 Proposal

Our proposal is to implement an intrusion detection system for TCP connections
using CNN for classification. We consider that the order of the features in the
layout of the CNN input can be critical for its correct training and behavior. A
genetic algorithm is used when training the classifier for feature selection and
placement in the CNN algorithm. The following sections describe the CNN, our
approach for IDS and the hybrid approach using a genetic algorithm with CNN.

3.1 CNN

Artificial Neural Network (ANN) is a processing unit for information which was
inspired by the functionality of human brains [20]. Typically neural networks
are organized in layers which are made up of a number of interconnected nodes
which contain an activation function. Selected features are presented to the ANN
through an input layer, which has as many neurons as input features. The input
layer neurons are connected to one or more hidden layer neurons via a system of
weighted links. The hidden layers do the actual processing and then link to an
output layer for producing the detection result as output, with as many neurons
as desired outputs. The amount of hidden layers and hidden layer neurons is a
parameter that can be tuned for a better performance. The most basic ANN
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is the Multi-layer Perceptron (MLP), also knwon as a fully connected network.
Each neuron (node) in one layer has directed links to the neurons of the subse-
quent layer. The neurons apply an activation function (traditionally a sigmoid
function). Each neuron of the output layer corresponds to one of the classification
groups, having one normal and one abnormal output neuron.

In the training stage, the output values are compared with the known cor-
rect answer to compute the magnitude of the error made in the prediction, the
gradient. The error is then fed back through the network, modifying the weights
of the links backwards according to the gradient, sample by sample (stochastic
gradient descent). This process might be slow, as we do it offline.

In the classification stage, the output neuron with the highest value indicates
the class of the input trace. As there is no backward propagation, the evaluation
consists on a set of multiplications that can be processed online.

A Convolutional Neural Network (CNN) is an ANN inspired by the visual
cortex neurons. The CNN are used for emulating the human image process-
ing, where each layer extracts concrete information, being more accurate and
fine-grained as they are closed to the output. CNN are used in deep learning
algorithms to extract features from raw information, specially in image process-
ing [21] because they are more effective in artificial vision tasks. This kind of
ANN includes a previous convolutional step to generate features that are inputs
of a MLP. The convolution stride is used to preserve the spatial relationship
between pixels by learning image features using small squares of input data.

Figure 1a depicts the architecture of a CNN divided in two stages. First, a
succession of convolutional filters meant to extract and process the information
in the input. The second stage is a MLP. The number on neurons of the final
perceptron defines the different values or classes the complete CNN could classify.
This input must be an image or an image-type bidimensional matrix with a
global depth or the same number of values in each pixel. The applied filters are
convolutions of fixed weights that are shifted all over the image, as shown in the
example of Fig. 1b. This method usually generates a new matrix with reduced

(a) CNN architecture (b) Convolution filter example

Fig. 1. Convolutional neural networks
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size and increased depth from the previous one. At the end of each convolution
step it is common a pooling process. It consists of a new filter which takes the
maximum or the average value of the input matrix in its window range instead
of a convolution with its values. This filter is shifted all over the input just
as the convolutional one. Due to the nature of convolutions, the CNN extracts
information not only about the data itself but also about its location. This is the
reason why CNNs are mainly applied to images in computer vision. Nevertheless,
CNNs analyzes any kind of data ordered in a matrix configuration.

3.2 CNN on IDS

We propose to use a CNN to implement a binary classifier that distinguishes
connections that are performing an attack to an element of the network (abnor-
mal) from connections with regular traffic (normal). We start considering the
features available in the UNSW dataset. However, we detect some restrictions
on the system that imposes a feature reduction. First, the CNN exploits the
distance between values of the features. As the numerical distance between val-
ues of categorical features, such as the protocol, are not showing any distance
information, we decide to focus on a training a model for a concrete protocol
(TCP). We select TCP because 58.86% of the UNSW traffic is TCP. The pro-
cess we evaluate would be similar for other protocols, such as UDP or ICMP.
Using the protocol information, the correct model would be selected. Focusing
on TCP traffic, there are features for concrete application protocols, such as
FTP or HTTP. We remove this features to treat all the connection with the
same input features. Other categorical variables are IP addresses and ports. We
use them as an identifier to obtain information on connections (timing, packets
per connection), but not as input features to the CNN.

Second, the final goal is to implement an online attack detector that generates
the features from the traffic passing through a firewall. We implement a sniffer
and feature generation prototype to check which features to consider. There are
features which we weren’t able to obtain with our prototype, such as jitter. In
other features the values we are obtaining are not similar to the ones published
in UNSW, as it happens with TCP window, packets loss or load.

Therefore, we consider 23 connection oriented traces, a subset of the features
available in the UNSW dataset. They are basic features (duration, number of
bytes, ttl, packet count), TCP features (sequence number, mean packet size) and
the connection features. The connection features are intended to sort accordingly
with the last time feature to capture similar characteristics of the connection
records for each 100 connections sequentially ordered.

As a CNN needs a bidimensional matrix as input, we arrange each 23 feature
vector in a matrix of 5 by 5. We arrange the features following the UNSW order,
adding two zeros at the end of the matrix. The CNN we propose consists of a
filter convolution with 3× 3 dimension and a depth of 4. This filter takes the
5× 5 input and outputs a new one of 3× 3 with 4 values per pixel. A second
filter convolution filter has 2× 2 dimension and a depth of 8. It takes the 3× 3x4
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output and generates a new 2× 2× 8 matrix. Then, the CNN includes a max-
pooling layer that keeps the depth and reduces the dimensionality of each 2× 2
matrix taking the maximum value of its range. Therefore, it generates a 1× 1× 8
matrix. The maxpooling is followed by a dropout layer, which is a regularization
method that makes a more robust network. We tune a rate value of 0.25 that sets
the fraction of the inputs to drop. At this point we flatten the dropout output
and get a 1× 8 vector that will be the input of the MLP. For the MLP, we use
one hidden layer of 64 neurons followed by a new dropout layer of 0.5, ended by
a softmax layer which give us the predicted class.

All neurons and filter convolutions include activation functions. We consider
two functions: the Rectified Linear Unit (RELU) and the hyperbolic tangent
(TANH). The RELU function requires less resources when processing and it
typically offers better results than TANH. However, with non-normalized input
features, the training of a RELU-based CNN might have problems of lack of
convergence to a stable solution, because its output is unconstrained. On the
other hand, the TANH function is constrained, granting the convergence.

As we propose a binary classifier, the kind of connection predicted can be
positive, for connections classified as abnormal, or negative, for connection con-
sidered to be normal. There are only four possible scenarios when classifying
the packets as attacks or not: True Positive (TP), which is a detected attack;
False Positive (FP), which is a regular packet classified as an attack. True Nega-
tive (TN), regular traffic considered regular by the classifier; and False Negative
(FN), which is a non-detected attack. Based on this four combinations there are
many metrics available to evaluate an IDS. We use the CAP metric [22], which
shows the behavior of the model considering the dataset distribution, related to
B (fraction of attacks in dataset), PPV (Positive Predictive Value) and NPV
(Negative Predictive Value).

(a) Single point (random) (b) Region (restricted)

Fig. 2. Selected crossover algorithms
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3.3 Genetic Algorithm on CNN

We tackle the problem of the layout of the features in the input of the CNN
using a Genetic Algorithm (GA). We propose using a GA to generate different
input features layouts, train CNN models for each of the generated layouts and
select the input layout which produces the best CNN model for IDS. The best
CNN model will be the one used for online classification of traffic.

GAs are heuristic methods to solve complex optimizations problems based
on modifications of existing solutions and evaluation of their fitness to select
the best solutions (survival of the fittest): the solutions with lower value in the
fitness function.

A GA starts with a set of individual solutions, called population. Each gen-
eration, the individuals evolve, by mutating and mixing with each other, to
create new individuals. Each individual is evaluated, and those that better fit
the objective will be selected for the next generation with higher probability.

In order to select the input configurations with better classification results,
we select a fitness function related to the accuracy metric, which top value is 1.
The accuracy is appropriate if the selected dataset is balanced, and it is faster
than the CAP. When there is no classification done, assigning every sample to
the same class, the value provided by the accuracy is 0.5. Therefore, the selected
fitness function of the GA is:

Fitness ≡ 1 − accuracy (1)

We consider two different Genetic Algorithms according to the mutation
and mixing operations: restricted and random. The restricted version considers
only solutions including the 23 input features, while the random version consid-
ers solutions with reduce set of features, which in implementation would save
resources and time.

In the random version, the mutation consists on a random selection of one
feature for a random coordinate of the input layout. The mixing consists on
the random selection of a single point in the two parent solutions, exchanging
the trailing set of features, as depicted in Fig. 2a. The random version might
reduce the number of different features selected for the CNN, allowing multiple
repetitions of features in different coordinates. This algorithm can perform a
feature reduction.

The mixing operation in the restricted version randomly selects a region of
the size of the CNN filter. That region is kept untouched from each of the parents
for the two new individuals. The remaining region is mixed, replacing the features
that are already in the kept region by features that are not present, as depicted
in Fig. 2b. The mutation operation swaps the features of two random selected
coordinates of an individual. Therefore, in the restricted version the 23 features
are always present, and the resulting layout keeps more than the random version
the structure related to the convolutional stage of the CNN and the filter.
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4 Experimental Setup

4.1 Dataset

We use the UNSW dataset with only 23 of the available 49 input features,
as introduced in Sect. 3.2. Using only TCP traces the full dataset comprises
1495074 traces. In order to maximize the training fitness, the subset is balanced,
considering every attack trace and the same amount of regular traces. This
dataset includes 116368 traces. We divide the dataset in 10 subsets to implement
a K-fold cross validation to estimate, with K being 10, with 11636 traces each.

4.2 Setup

We conduct a set of experiments using genetic algorithms to optimize the input
layout of the CNN. Every experiment uses the CNN described in Sect. 3.2. First,
as a reference for our optimization, we consider the layout of the features fol-
lowing the appearance in the UWS dataset, adding two extra zero to fill the
5× 5 input matrix. We consider two different mutation algorithms introduced in
Sect. 3.3: random, with repetitions and feature reduction allowed, and restricted,
where every feature is present. Moreover, we consider two sets of inputs: nor-
malized and non-normalized dataset. We consider a reduced set of experiments
using TANH activation function as a reference, relevant for non-normalized input
datasets.

Each RELU-based experiment has been executed using a 4 island approach
with random populations. The resulting populations are then joined together
in a last GA execution, which we call the hunger games. The TANH-based
experiments have been executed only in one-island.

The Genetic Algorithm uses an accuracy-based fitness function (1). The algo-
rithm evaluates 100 generations with a population of 500 solutions. We use a
subset of the balanced dataset (one of the subsets generated for 10-fold cross
validation). It increases the speed of the execution by reducing the quality of
the fitness function. The original solution, the solution after the island stage and
the solution after the hunger games have been 10-fold cross-validated and tested
with the whole non-balanced TCP dataset.

The experiments presented in this paper have been tested in a single com-
puter based on an Intel R© CoreTM i7-6700K CPU @ 4.00GHz×8, 16 GB, run-
ning Ubuntu 16.04 LTS. The process is divided in two different parts, client and
server, connected using a TCP socket. The server side implements the CNN,
both training and testing. It has been developed using Python3.5 with the fol-
lowing libraries: Keras version 2.1.2, TensorFlow version 1.1.0, Numpy version
1.13.0, Scipy version 0.19.0 and Pandas version 0.20.2. The code used is available
at github1 The client side implements the genetic algorithms that generates a
population of different input layout and sends requests to the CNN server to
evaluate them using the accuracy. The genetic algorithm has been developed
using the Hero2 library based in Java. The evaluation of a signle model trained
1 https://github.com/greenlsi/HAIS18 code.
2 https://github.com/jlrisco/hero.

https://github.com/greenlsi/HAIS18_code
https://github.com/jlrisco/hero
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Fig. 3. CAP and deviation using 10-fold cross validation

with a subset of the 10-fold cross validation takes between 3 and 6 seconds, as
it includes training and testing a CNN model. Considering the full cross valida-
tion, the evaluation time is over a minute. Using the full non-balanced dataset
for testing increases the evaluation time of each classifier up to 40–50 s (10 clas-
sifiers when doing cross validation). Once the best CNN model is found, using it
for classification purposes is similar to other ANN approaches, and it is suitable
for online IDS.

Fig. 4. Performance of the best solution
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4.3 Results

Figure 3 shows the results of the experiments. The results have three groups: first,
RELU-based experiments with normalized input dataset; second, RELU-based
experiments with non-normalized input dataset; third, TANH experiments. Each
of the RELU-based groups have five entries: the original (O), the best island
solutions using the random mutation algorithm (Rand) and using the restricted
algorithm (Rest) and the results after the hunger games (H.Rand and H.Rest).
The TANH experiments have four entries: the original layout with normalized
input (O.Norm) and with non-normalized input (O.N.Norm), and the optimized
solution for the non-normalized input using random algorithm (Rand) and the
restricted algorithm (Rest).

Each entry in Fig. 3 includes two columns: on the left, the CAP obtained using
the balanced dataset; on the right, the CAP obtained when testing with the full
TCP dataset. The bar shows the average CAP, while the candle sticks show the
deviation between the different executions in the 10-fold cross validation.

Figure 4 shows the detailed performance of the best solution, found using a
normalized input with the random algorithm. The results are obtained using a
10-fold cross validation including in the testing the full TCP UNSW dataset.
Each entry corresponds to one of the metrics described in Sect. 3.2.

5 Discussion

Using a CNN for IDS shows interesting results. The best solution is found for a
normalized input dataset, as expected. Figure 3 shows a CAP 0.87 (0.71 with the
whole dataset) for the original layout. Using our optimization GA, we improve
the performance of the CNN by optimizing the layout of the features. Both
mutation algorithms show good and similar results.

The best solution is found using the random mutation algorithm, with a
CAP of 0.92 (0.77 with the whole dataset), with a reduced deviation of the
performance depending on the input dataset. Adding training phases to the
CNN and increasing the amount of neurons in the hidden layer we obtain a
CAP of 0.93 (0.79 with the whole dataset).

Table 1 compares the capability to detect attacks of our approach with the
results obtained for the reduced dataset, with the same input features, using
algorithms available in WEKA. The CNN shows very similar results after tuning
it with the Genetic Algorithm.

Table 1. CAP comparative

Algorithm J48 Rand. forest MLP Bayes net Logistic function CNN with GA

CAP 0.9356 0.9376 0.9344 0.929 0.9292 0.9309

Figure 4 shows the values of the different metrics. The True Negatives ratio
is perfect. However, the False Positives ratios is around 70%. As the Full dataset
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includes approximately 3.85% of normal traces, the impact in the accuracy is
reduced. The CAP considers multiple metrics to show a summary of the capacity
to detect. Adding a lot of normal traces that are not included in the 10-fold
cross validation introduces many False Positives, as some of them are classified
as abnormal traces.

Using non-normalized inputs we obtain worse results. The original layout
with the RELU activation function doesn’t converge. The net tends to assume
that all traces are regular connections, detecting no attack. Using the restricted
mutation algorithm, that includes every feature, on the RELU-based CNN, shows
the same behavior. The different ranges of values of the input features without
bounding the limits of the output makes it difficult to extract information with
the filter convolution. However, using the random mutation algorithm we find
a solution with a very good performance: a CAP of 0.88 (0.73 using the whole
dataset) with a reduced deviation, in spite of the magnitude variation between
features. The genetic algorithm finds an optimal layout discarding features with
incompatible ranges. This solution is interesting for online real-time anomaly
detection, as the input requires less preprocessing. Using the TANH activation
function the solution converges but it is useless, and after optimizing we obtain
worse results than with RELU.

Table 2 compares the features that appear more frequently in the best solu-
tions with the top 5 features evaluated with attribute evaluation algorithms
available in WEKA [23] that show a feature relevance ranking. The numbers
shown correspond to the UNSW feature notation.

Table 2. Feature relevance

Algorithm SURF OneR InfoGain GainRatio Correlation GA

Top 5 11,10,34,35,2 11,10,35,34,2 11,35,10,34,2 11,10,34,35,29 11,10,35,34,42 11,24,34,36,10

All the algorithms have top features related to TTL, mean size and connec-
tion setup time, while only the GA emphasizes if the port is the same.

6 Conclusions

We propose using Convolutional Neural Networks (CNN) to implement Intrusion
Detection Systems (IDS) with a subset of the UNSW features. Our proposal
is to arrange these features to create a 5 × 5 pixel image. The layout order is
important for the CNN performance. Using normalized input features on a näıve
layout we obtain a RELU-based CNN classifier with a CAP of 0.71 using the
TCP connections of the UNSW dataset. Using non-normalized data, a RELU-
based CNN classifier is not possible and a TANH-based classifier is useless.

We optimize the CNN classifiers using a Genetic Algorithm (GA) to find
a better layout of the input features. Using a random mutation algorithm we
obtain the best results for normalized input data with a CAP of 0.77 (8% of
improvement). The results are similar to using other algorithms after applying
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the GA. For scenarios where data can’t be normalized, due to resource con-
straints, the GA finds a solution with a CAP of 0.73, better than the original
normalized solution.
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Abstract. Gradient Descent is an algorithm very used by Machine
Learning methods, as Recommender Systems in Collaborative Filtering.
It tries to find the optimal values of some parameters in order to mini-
mize a particular cost function. In our research case, we consider Matrix
Factorization as application of Gradient Descent, where the optimal val-
ues of two matrices must be calculated for minimizing the Root Mean
Squared Error criterion, given a particular training dataset. However,
there are two important parameters in Gradient Descent, both constant
real numbers, whose values are set without any strict rule and have a
certain influence on the algorithm accuracy: the learning rate and reg-
ularization factor. In this work we apply a evolutionary metaheuristic
for finding the optimal values of these two parameters. To that end, we
consider as experimental framework the Prediction Student Performance
problem, a problem tackled as Recommender System with training and
test datasets extracted for real cases. After performing a direct search of
the optimal values, we apply a Genetic Algorithm obtaining best results
of the Gradient Descent accuracy with less computational effort.

Keywords: Gradient descent · Recommender systems · Prediction
Learning rate · Regularization factor · Genetic algorithm
Matrix factorization

1 Introduction

Machine Learning (ML) is a concept that involves a set of tools and methods
designed to detect automatically patterns in data [1] in order to predict future of
uncovered data, among other possibilities, by optimizing a performance criterion
according to test data or past experience [2].

Nowadays, we can store and process high amount of data, under the concept
of Big Data (BD). This information is collected from tasks where many users are
involved. Thus, ML can process the data in order to extract useful knowledge.
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There are three types of ML techniques: Supervised Learning (SL), Non-Supervise
Learning (NSL) and Reinforcement Learning (RL). SL learns from the mapping
of a set of X inputs to Y outputs, NSL considers not-labelled input data, and RL
solves decision problems, where the learning is feed with positive or negative scores
according to the decision taken.

Collaborative Filtering (CL) belongs to NSL. This method predicts the future
behaviour of a user according to the past information of his activity in several
tasks, and the activity of the other users in the same task. Among CL techniques,
Recommender Systems (RS) [3] arises as a popular method that elaborates per-
sonalized recommendations to large database users, mainly according to the
behavior when they request and handle information.

Recommender Systems focuses on prediction purposes; hence, they are
applied to other systems where the knowledge of users behavior is important,
not only for recommendation purposes, but for predicting analysis. We use as
case of study for our research the Predicting Student Performance (PSP) prob-
lem, where the student performance is predicted for some tasks in the academic
process [4] as a ranking prediction problem in RS.

The goal of the prediction method is to find the best model able to calculate
accurate unknown performances. To this end, we consider the Matrix Factoriza-
tion (MF) [5] technique for the relationship “student – performs – task”, a very
useful method for prediction in RS. In order to obtain the prediction model by
MF, we consider the Gradient Descent (GD) method [6].

The prediction model based on MF considers the number of latent factors
K implicit in the relationship mentioned before. The model is implicitly able to
encode latent factors of students and tasks. The intuition behind using MF is
that there should be some latent features that determine how a student performs
a task, but it is difficult to establish the proper number of such latent factors.

There are two important parameters involved in the GD code: the learning
rate β and the regularization factor λ. The first one is needed to determine the
gradient, whereas the second one prevent the over-fitting. Both are constant
real numbers, although their values are set without any strict rule and have a
certain influence on the prediction accuracy. Therefore, in this work we propose
a method based on an evolutionary metaheuristic for finding good values of β
and λ with low computational effort.

2 Related Work

Matrix Factorization allows to build a prediction model in terms of the product
of two matrices [7]. These matrices are calculated by GD iteratively. We choose
GD for that purpose because it is very efficient dealing with large data sets [8].

When predicting student performance, many factors affect the prediction
accuracy. For example, the parameters involved in the stability and sensitivity
of prediction models based on ML are studied in [9], and selecting the adequate
values for certain parameters allows a more accurate prediction for the slip and
guess probabilities of students, as [10] shows.
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In our case, two parameters were identified to have a high influence in the
prediction accuracy. The selection of a good learning rate, β, is a key matter
that affects the convergence of GD. We can adjust automatically β between
iterations of GD if it does not converge (i.e. the cost function increases), or for
accelerating the convergence (i.e. changing β results in a lower value of the cost
function). This method can be easily programmed in the GD code for particular
cases. Nevertheless, there are several sophisticated techniques to set that value
adaptively in some cases where other algorithms different than GD are considered
and require β. For example, a statistical method generates adaptive learning
rates for modeling methods that use exponentially weighted moving average
algorithm [11]. Also, an adaptive learning rate for stochastic variational inference
is proposed in [12] without the need of previous tuning.

There is not a general rule to set the right learning rate. The usual way is to
perform previous experimentations with different values of β in order to choose
the best one, for a particular case. Nevertheless, many works chose β in the range
from 0 to 1, typically 0.01.

3 Gradient Descent

The main terms used in the prediction technique are: performance (or score) p of
user s for task i, number of users S, number of tasks I, performance matrix P of
size S×I, known performances Dknw, unknown performances Dunk, observed or
training performances Dtrain, test performances Dtest, and performance predic-
tions P̂ . Dtrain is a subset of Dknw used to train the model in order to predict
the unknown performance. The more training values (observed data) we use,
the better the model we would get. On the other hand, Dtest are known values
chosen to validate the mathematical model using a particular criterion, as Root
Mean Squared Error criterion (RMSE) (1). Dtest is usually much smaller than
Dtrain, and it is used for the performance predictions p̂ over Dtest.

RMSE =

√∑
s,i∈Dtest (ps,i − p̂s,i)2

|Dtest| (1)

Matrix factorization approaches P as the product of two smaller matrices
W1 and W2 (P ≈ W1W

T
2 ) of sizes S × K and I × K, respectively. In this way,

the performance ps,i of user s for task i is predicted by p̂s,i (2).

p̂s,i =
K∑

k=1

(w(1)
s,kw

(2)
i,k ) = (W1W

T
2 )s,i (2)

Gradient Descent updates W1 and W2 repeatedly in the learning phase min-
imizing the difference between real and predicted values of Dtrain. Once the
model is finally obtained, we can predict the unknown performance of P . In
addition, we can calculate RMSE for the predicted values of Dtest in order to
obtain the model accuracy.
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The algorithm starts initializing W1 and W2 with random values, usually pos-
itive real numbers generated by a normal distribution N(0, σ2)) with standard
deviation σ2 = 0.01. Next, we calculate the difference es,i (3) between real and
predicted values in order to obtain the error (4), which is minimised updating
W1 and W2 iteratively. The algorithm knows, for each data, in which direction
to update w1s,k and w2i,k calculating the gradient of e2s,i applied to w1s,k and
w2i,k (5) and (6). After obtaining the gradient, we update w1s,k and w2i,k to
w1′

s,k and w2′
i,k in the opposite direction to the gradient, according to equations

(7) and (8) respectively, where β is the learning rate.

es,i = ps,i − p̂s,i = ps,i −
K∑

k=1

(w1s,kw2i,k) (3)

err =
∑

(s,i)∈Dtrain

e2s,i (4)

∂

∂w1s,k
e2s,i = −2es,iw2i,k = −2(ps,i − p̂s,i)w2i,k (5)

∂

∂w2i,k
e2s,i = −2es,iw1s,k = −2(ps,i − p̂s,i)w1s,k (6)

w1′
s,k = w1s,k − β

∂

∂w1s,k
e2s,i = w1s,k + 2βes,iw2i,k (7)

w2′
i,k = w2i,k − β

∂

∂w2i,k
e2s,i = w2i,k + 2βes,iw1s,k (8)

The process ends when a predefined number of iterations is reached. We also
can consider as stop criterion when the error is greater than the previous one,
which means its minimum value has been reached; this criterion provides higher
accuracy, although it could imply more computing effort in some cases.

In order to prevent over-fitting, we add a term (9) defined by the regulari-
sation factor λ to e2s,i. Therefore, the newer gradients (10) and (11) update the
values in W1 and W2 according to (12) and (13) respectively.

e2s,i = (ps,i − p̂s,i)2 + λ(||W1||2 + ||W2||2) (9)

∂

∂w1s,k
e2s,i = −2es,iw2i,k + λw1s,k (10)

∂

∂w2i,k
e2s,i = −2es,iw1s,k + λw2i,k (11)

w1′
s,k = w1s,k − β

∂

∂w1s,k
e2s,i = w1s,k + β(2es,iw2i,k − λw1s,k) (12)

w2′
i,k = w2i,k − β

∂

∂w2i,k
e2s,i = w2i,k + β(2es,iw1s,k − λw2i,k) (13)

Once W1 and W2 are available, the users’ performance for the task i is pre-
dicted by (2).
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4 Methods for Adjusting Learning Rate
and Regularization Factor

The learning rate and regularization factor have a strong influence on the predic-
tion accuracy. In this section, we expose two methods to find optimal values for
both parameters (it means minimum RMSE). The first method is a simple direct
search involving a computational effort directly related to the number of pairs
(β, λ) evaluated. The second method is our proposal based on GA in order to
surpass the accuracy obtained by the direct search with less computation effort.

4.1 Direct Search

The Direct Search (DS) is a very simple method to obtain an optimal pair (β,
λ) among a set of particular pairs. We calculate RMSE for all these pairs, where
each value for β and λ is incremented by the intervals hβ and hλ respectively,
from the minimum values βmin and λmin to the maximum values βmax and λmax

respectively. This procedure is coded by two nested loops; therefore, all the pairs
generated by DS are processed to calculate the corresponding RMSE.

This method has the disadvantage of exploring all the space of generated
solutions (β, λ), wasting so a high computation effort in calculating RMSE for
those areas where the possible optimal is far away. However, DS allows to find
a good solution among the generated ones, which can be in the nearness of the
possible local or global optimal solutions.

4.2 Genetic Algorithms

Metaheuristics [13] are approximate algorithms usually applied to solve opti-
mization problems, since they perform heuristic search to explore the space of
solutions efficiently, by focusing the search in the nearness of a promising solu-
tion. The metaheuristics are classified as trajectory or population algorithms.
Among population-based metaheuristics, Evolutionary Algorithms (EAs) [14]
search the optimal solutions by evolving individuals according to nature-inspired
rules. One of the most known EA are Genetic Algorithms [15], widely applied
with success to solve many optimization problems.

GA performs a stochastic search considering as individual a solution of the
optimization problem. The individual X is composed of several decision variables
xi. In our case, we have two decision variables: x1 = β and x2 = λ. Therefore,
a solution of the optimization problem is a pair (β, λ). In this context, the
phenotype P of individual X is defined by their decision variables, coded into
the genotype G according to a determined alphabet. Since we consider real
numbers, both phenotype and genotype are the same.

A population is a set of individuals that evolves along generations. It is
characterized by the chromosome G, composed of the genotypes of all their indi-
viduals. The population evolves following a strategy of minimizing an objective
function f(X). An additional fitness function transforms the objective function
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into a measure of relative fitness, although we consider as the fitness of an indi-
vidual its objective value with regard to the entire population. In our problem,
we work with RMSE as fitness function.

The GA starts generating an initial population, whose individuals are evalu-
ated. From here on, the generations start to evolve, following several phases in
each one. The first phase assigns a fitness value to each individual. Next, in the
selection phase the best individuals (parents) are chosen for crossover according
to their fitness values. The third phase (recombination) crosses the parents to
generate new individuals (offspring), updating the fitness values. After that, par-
ticular mutations can be applied to some individuals of the offspring (updating
the fitness accordingly). The offspring is evaluated in the evaluation phase and
included in the population in the reinsertion phase, going back to the assignment
phase again in order to start the next generation. The GA finishes when a stop
criterion is reached (number of generations or computation time, for example).

5 Case of Study

We consider as experimental framework a real case, specifically the on-line cam-
pus of the University of Extremadura, Spain (CVUEx). It is composed of several
software tools and services implemented in the Moodle platform [16], a learning
environment widely used in the academic community.

Among the 3,500 existing virtual classrooms in CVUEx where 67,208 stu-
dents and 4,329 teachers interact, we have chosen a dataset extracted from the
subject “Introduction to Computers”, coming from the first course of the Degree
in Computer Engineering. This course had enrolled 207 students along the aca-
demic year 2016/2017.

The dataset was carefully filtered in order to remove those students and tasks
with limited academic activity; otherwise, these data could introduce noise in
the prediction. Thus, the results obtained after applying certain filters guarantee
a good representation of the available data for the experiments.

The performance matrix P built after applying the filters represents an aca-
demic environment where there is not any student with less than 88% of activity
in all the evaluation tasks, and the task with the minimum students’ activity
has 80% of participation. Our experimental instance IC-1617 consists of:

– S=107 students.
– I=8 evaluation tasks.
– Dknw=800 known scores.
– Dunk=56 unknown scores.
– Dtrain=800 training scores (we consider Dtrain=Dknw).
– Dtest=102 scores (we chose as test scores one for each student following con-

secutive columns (tasks) and rows (students) in P ; in case of coincidence with
unknown score, we skip to the next row (student).

Figure 1a shows the first 18 students and the corresponding scores: light-
gray cells show unknown scores and dark-gray cells contain test scores.
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The cells show evaluations from 0 to 10, although GD normalizes them from
0 to 1. We can see in Fig. 1b an example of prediction (unknown scores cal-
culated), where we have applied MF and GD considering K=64 latent factors,
β=0.8, and λ=0.06, obtaining RMSE=0.37.

If we compare both sides of Fig. 1, we can analyse the expected behaviour
of each student for each evaluation task considering the unknown performances.
This information is very useful for students and teachers in order to detect the
strengths and weakness of the learning process in the corresponding subject.

Fig. 1. Performance matrices before (a) and after (b) prediction

6 Experimental Results

We consider that each experiment with DS or GA is composed of several runs
of the same configuration, since the initialization phase of GD contains random
values from a normal distribution. Hence, for a particular configuration, we can
choose the model from the best run. The goal of the experiments with DS and
GA is to obtain the best pair (β, λ), which corresponds with the minimum RMSE
found. We will compare both methods in terms of accuracy and computing effort.

6.1 Direct Search

First, we establish four cases (A, B, C and D) where different search areas are
selected, setting the corresponding bottom and upper limits for β and λ. Direct
Search generates pairs (β, λ) iteratively by incrementing them using particular
intervals hβ and hλ. These steps determine the numbers Nβ and Nλ of values for
β and λ respectively; therefore, the number of predictions evaluated is Nβ ×Nλ.
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The limits of the search areas and the number of predictions calculated in
each case are shown in Fig. 2 and Table 1, as well as the minimum RMSE found
and their corresponding optimal pair (β, λ) and the time elapsed in performing
the DS experiment. Case A corresponds with the wider search area, which is
successively reduced in cases B, C and D, as Fig. 2 shows.

Obviously, the more predictions calculated, the more computing effort done.
The successively search areas allow us to perform a more efficient optimal search.
On the other hand, we note that the plots in Fig. 2 display the GRMSE metric,
that is RMSE after applying a correcting function that highlights the maximum
and minimum peaks, maintaining the proportion among all the points, in order
to make easier sensing the existence of a minimums.

Fig. 2. Direct search of the minimum RSME corresponding with the best pair (β, λ)
in four cases, reducing the search zone from case (A) to (D)
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We think that the high number of minimum peaks in the plots suggests that
the prediction accuracy is very sensitive to the pair setting, so we would need
perform deeper searchs. Nevertheless, DS wastes a high computational effort
performing predictions in wide areas where minimum values of RMSE are not
present, moving us to consider more efficient search alternatives, as GA.

6.2 Genetic Algorithms

We have performed many experiments for tuning the more important GA param-
eters, according to the characteristics of the optimization problem (mainly, the
convergence speed) and computers used: population size (100) and maximum
number of generations as stop criterion (60).

Figure 3 shows an example of convergence to an optimal solution of a simple
GA run. The best RMSE found in each generation is displayed as a dot, and the
trend line is drawn as well.

We have studied the behaviour of many GA runs for the four cases, concluding
that the convergence to an optimal solution is usually faster in cases A and B
than C and D. The reason is simple: cases A and B consider larger search areas,
so GA evolves its population faster to more reduced areas.

Fig. 3. Example of convergence to an optimal solution of a GA run

6.3 Comparison

Table 1 shows a comparison between the best solutions found by DS and GA.
Each GA experiment consists of several runs, due to its non-deterministic nature,



Improving the Accuracy of Prediction Applications by Efficient Tuning 219

Table 1. Comparison between Direct Search and Genetic Algorithm, for the four cases
considered of bottom and upper limits of β and λ. In general, the best solution found
in each case was obtained with less computation effort (number of prediction calculus)
by GA, while the accuracy (RMSE) is slightly better with GA too

CASE: A B C D

Search limits β lower bound 0.0001 0.0001 0.0001 0.0001

β upper bound 200 10 10 1

λ lower bound 0.0001 0.0001 0.0001 0.0001

λ upper bound 200 10 1 1

Direct search RMSE (opt.) 0.333 0.331 0.320 0.331

β (opt.) 1 7.250 6.270 0.330

λ (opt.) 0.002 0.650 0.860 0.0001

Predictions 47,443 40,000 100,000 10,000

Genetic algorithm RMSE (opt.) 0.323 0.321 0.319 0.324

mean 0.325 0.325 0.323 0.327

st.deviation 8.1e-6 8.2e-5 5.3e-5 4.3e-5

β (opt.) 1.439 0.232 2.928 0.789

λ (opt.) 0.219 0.066 0.658 0.375

Predictions 6,100 6,100 6,100 6,100

so the corresponding basic statistical results for RMSE are shown. Analyzing
the table, we check how GA provides minimum RMSE in all the cases, although
these values are very similar to the solutions obtained by DS. In any case, the
number of predictions performed by GA is much lesser than DS. In this sense,
GA deserves to be applied to those cases where large search areas are considered
and DS spends much time.

We can conclude that, in general, GA improves the accuracy of the predic-
tion when we apply the values of β and λ corresponding with the minimum
RMSE foung by it. On the other hand, these values were obtained with lesser
computational effort with regard to a simple direct search.

7 Conclusions

We have studied the advantages of considering a metaheuristic as Genetic Algo-
rithm to obtain a good tuning for Gradient Descent instead of a simple direct
search, where this tuning involves to determine the best values for two impor-
tant parameters: learning rate and regularization factor. As Gradient Descent is
very useful in many Machine Learning applications with prediction purposes, we
think our proposal can contribute to improve the accuracy of the prediction in
some problems, as Predicting Student Performance. We have checked experimen-
tally the advantages of considering Genetic Algorithm instead of direct search:
we obtain better results of the prediction error, which allows setting optimal
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values for both parameters. In addition, the metaheuristic is able to provide the
optimal values with less computing effort in terms of computing time.

As future research works, we would like to consider mores experimental
instances of different sizes and characteristics, in order to check if the advan-
tages of a genetic algorithm with regard to a simple direct search are the same
in all the cases. In addition, other metaheuristics different than GA can be con-
sidered.
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Abstract. Image registration (IR) involves the transformation of differ-
ent sets of image data having a shared content into a common coordinate
system. To achieve this goal, the search for the optimal correspondence
is usually treated as an optimization problem. The limitations of tradi-
tional IR methods have boomed the application of metaheuristic-based
approaches to solve the problem while improving the performance. In this
contribution, we consider a recent bio-inspired method: the Coral Reef
Optimization Algorithm (CRO). This novel algorithm simulates the nat-
ural phenomena underlying a coral reef. We adapt the algorithm follow-
ing two different approaches: feature-based and intensity-based designs
and perform a thorough experimental study in a medical IR problem
considering similarity transformations. The results show that CRO over-
come the state-of-the-art results in terms of robustness, accuracy, and
efficiency considering both approaches.

1 Introduction

In medical imaging there is a special interest in relating information from dif-
ferent images, which are frequently used for diagnosis, disease monitoring, or
assisted surgery, among many other applications. These applications commonly
require the integration or fusion of visual information acquired from different
devices or conditions. Therefore, Image Registration (IR) [16] is an essential
preprocessing task in medical imaging, as it allows the alignment of multiple
images having a shared content.

c© Springer International Publishing AG, part of Springer Nature 2018
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Usually, IR methods consider a spatial transformation to align images by
mapping their overlapping areas. The problem is treated as an iterative opti-
mization procedure that explores the space of possible transformations. The
quality of a solution is defined by the degree of resemblance between images
after the transformation, which is measured by a similarity metric [5].

The procedure either makes use of the entire image (intensity-based
approaches) or it is based on salient or distinctive parts of the images (fea-
tures). Feature-based approaches [16] aim to expedite the optimization process,
reducing the complexity of the problem by only using a portion of the images.
However, they are highly dependent on the feature extraction process, a stage
that may lead to inevitable errors if the features are not able to provide repre-
sentative information. On the other hand, intensity-based approaches can deal
with a larger amount of data at the expense of increasing the computational
requirements [5]. The alignment is guided by the distribution of intensity val-
ues (gray levels) of the images, which makes these approaches more precise but
sensitive to intensity changes when illumination changes and noise are present.

Traditional IR methods, such as the Iterative Closest Point (ICP) algorithm
[2] and gradient-based methods are prone to be trapped in local minima by the
influence of noise, discretization, and misalignment, among other factors. Meth-
ods based on evolutionary algorithms and other metaheuristics (MHs) are able
to overcome some of these drawbacks. Thus, MH approaches are often considered
to tackle medical IR problems due to their robust performance.

Several broad studies have been proposed to compare different MHs applied
to the IR problem [4,12]. These comparisons tackled the 3D registration of dif-
ferent human skulls models and 3D medical images. In both studies, a scatter
search (SS) memetic approach proposed in [12] stands out for its results in the
comparison with the state-of-the-art. This proposal was later adapted in [15]
to an intensity-based scheme and compared both SS-based approaches against
relevant IR methods: ICP, adaptive stochastic gradient descent (ASGD), and
genetic algorithms (GAs). The excellent results delivered by SS consolidated its
dominance as state-of-the-art evolutionary over conventional IR methods.

Recently, a novel bio-inspired evolutionary-type MH called coral reef opti-
mization algorithm (CRO) was proposed in [11]. CRO is an evolutionary algo-
rithm based on the artificial simulation of the natural phenomena taking place
in the formation and reproduction of coral reefs. During their life, corals undergo
different phases, such as reproduction, larval settlement, or fight for a space in
the reef where they can survive. The proposed CRO approaches emulate these
processes favoring a powerful trade-off between diversity and specificity, which
makes it suitable for tackling complex optimization problems.

Since CRO has been successfully applied to different real-world problems by
demonstrating a robust performance, we consider that its scheme can also be
applied to complex IR problems and behave adequately. Thus, in the present
work, we design a novel IR method based on CRO in which both the objective
function and the coding scheme were adapted to a specific medical IR problem.
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In order to validate our proposal, we develop an exhaustive experimental
setup comparing CRO against some state-of-the-art evolutionary IR methods in
different feature- and intensity-based medical IR scenarios. This comparison is
an extension of our original proposal adapting CRO to intensity-based IR [1].
Each problem instance is generated using pairs of mono-modal images extracted
from the well-known BrainWeb database at McGill University [3].

2 Image Registration: Problem Statement

In medical IR problems, we are usually provided with two images, a reference
image, also called model (IM ), and the image that is transformed to reach the
model geometry, known as scene (IS). The objective of the registration process is
to find a geometric transformation T making the model IM and the transformed
scene T (IS) be as similar as possible. The degree of resemblance between the
considered images is measured using a similarity metric. Hence, the IR problem
can be formulated as a maximization problem over the space of transformations:

argmax
T∈Transformations

Similarity (IM , T (IS)).

Any IR method involves an iterative procedure of three main components:
the transformation model, the similarity metric, and the optimization procedure.
First, the optimizer estimates a candidate geometrical transformation to align
the images, which is determined by the transformation model. Figure 1 illus-
trates the effects of applying different transformations to a brain MRI scan. The
appropriate model depends on both the specific application and the nature of
the images involved. In certain contexts a simple model (e.g., a translation trans-
formation) can be an adequate choice, while other applications involving motion
estimation require deformable models. Anyhow, the specific kind of transforma-
tion has to be carefully chosen, not only in terms of its number of parameters
determining the computational effort to estimate them, but also considering the
resulting transformation effects.

Fig. 1. From left to right: Images obtained from an initial scene by applying different
transformations: similarity, affine, and B-spline.

Then, the similarity metric measures the quality of the alignment between
the transformed scene and the model. The choice of this metric is a crucial step in
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the design of any IR method and it depends on the considered registration app-
roach. Feature-based methods usually consider the mean square error (MSE)
as similarity metric to measure the distance between corresponding features.
Intensity-based methods consider the relationship between intensity distribu-
tions to evaluate the alignment. There are multiple metrics available (normalized
correlation (NC), mutual information (MI), among others) and their suitability
is determined by the acquisition procedure and the relationship between images.

Last, the optimizer refines the solution until a particular stopping criteria
is reached (e.g., when a suitable solution has been found or the algorithm per-
forms a determined number of iterations). Hence, the optimization of the spatial
transformation involves an iterative process to explore the search space of the
geometrical transformation. According to the characteristics of the search space,
we can find two different strategies. When the search is performed in the space
of the transformation parameters, the registration is handled as a continuous
optimization problem by parameter-based approaches. Alternatively, the search
can also be performed on the space of correspondences by matching features
(feature-based) or areas of the image (intensity-based) to align the images.

2.1 Relevant Evolutionary Algorithms for Medical IR

Intensity-Based IR Approaches

Valsecchi et al.’s r-GA∗. r-GA∗ is based on a genetic algorithm [14]. The opti-
mizer follows a real coded design in which a solution stores the transformation
parameters in a real vector. The genetic operators are also real coded: blend
crossover (BLX-α) [13] and random mutation. r-GA∗ is able to handle different
similarity metrics and transformation models. In addition, it integrates the use
of multiple resolutions combined with a restart and a search space adaptation
mechanism. These mechanisms aim to speed up the optimization process and
mitigate a premature convergence of the algorithm.

Valsecchi et al.’s SS∗. SS∗ [15] is a variant of the original scatter search design,
where the reference set is divided in two tiers containing the most high quality
and diverse solutions. The methods integrated in the template were specifically
designed for IR [12]. Thus, SS∗ integrates a diversification generation method
based on a frequency memory, the solution combination method is the BLX-α
crossover, and the improvement method is based on the PMX-α [8] operator. The
reference set update method is responsible for classifying the solutions according
to their quality and their diversity, and for maintaining the best ones of each
category in the reference set. Last, the duplication control method prevents the
appearance of identical copies of a solution in the reference set.

Feature-Based Evolutionary IR Approaches

He and Narayana’s HE-GA. This method was proposed in [6] and consid-
ers a real coding genetic scheme combined with dividing rectangle, a global
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optimization method based on branch and bound. The GA follows an elitist
generational model with arithmetic crossover and uniform mutation operators,
and it is applied to estimate a preliminary solution. Then, the dividing rectan-
gle method refines this solution by means of a local search procedure. A restart
mechanism is also used in case of premature convergence.

Santamaŕıa et al.’s SS. This SS-based IR method was proposed in [12] and it was
originally designed to tackle range IR problems. The authors adopted a similar-
ity metric based on the median square error (MedSE), robust to low-overlapping
images. It also integrates a data structure to speed up the computation of the fit-
ness function, and a crossover-based local search (XLS) as improvement method.
This SS variant also considers a restart mechanism to avoid local minima.

3 Coral Reefs Optimization Algorithm

CRO [10,11] is an evolutionary-type algorithm based on the behavior of the
processes occurring in a coral reef. Let R be the reef represented by an R1 ×R2

grid, where each position (i, j) of R is able to allocate a coral or a colony of corals,
Ci,j , standing for solutions to the current optimization problem at hand. The
CRO algorithm first initializes some random positions of R with random corals,
and leaves some other positions empty. These holes in the reef are available to
host new corals that will be able to freely settle and grow in later phases of the
algorithm. The rate between free/occupied positions in R at the beginning of the
algorithm is a parameter of the CRO algorithm, denoted as ρ0 with 0 < ρ0 < 1.

The second phase simulates the processes of reproduction and reef forma-
tion. The different reproduction mechanisms available in nature are recreated
by sequentially applying different operators:

1. External sexual reproduction or Broadcast Spawning. Broadcast
spawning consists of the following steps at each iteration k of the algorithm:

1.a. A random fraction of the existing corals is selected uniformly, turning
them into broadcast spawners. The fraction of spawners with respect to
the overall amount of existing corals in the reef will be denoted as Fb.

1.b. Several coral larvae are formed. Two broadcast spawners are selected
and a crossover operator is applied. Once two corals have been selected,
they are not chosen anymore at iteration k for reproduction purposes.
Corals’ selection can be done randomly, uniformly, or using any fitness
proportionate selection approach (e.g. roulette wheel).

2. Internal sexual reproduction or Brooding. Hermaphrodite corals
mainly reproduce by brooding. It is modelled by any kind of mutation mecha-
nism on a fraction of corals of 1−Fb. A percentage Pi of the coral is mutated.

3. Larvae setting. Once the larvae are formed, they will try to set in a random
location and grow in the reef. Each larva will set in a position (i, j) if the
location is free. Otherwise, the new larva will set only if its health function
(fitness) is better than that of the existing coral. The algorithm defines a
parameter η to determine the maximum number of tries a larva can attempt
to occupy a position at each iteration k.
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4. Asexual reproduction. Corals reproduce asexually by budding or fragmen-
tation. CRO models this mechanism in the following way: the whole set of
corals in the reef are sorted according to their level of health value (given
by f(Cij)). Then, a small fraction (denoted as Fa) of the available corals are
duplicated and mutated (with probability Pa) to provide variability, and try
to settle in a different part of the reef as in Step 3.

5. Depredation. Corals may die during the reef’s formation. Therefore, at the
end of each reproduction iteration k, a small number of corals in the reef
can be depredated, thus liberating space in the reef for next coral genera-
tion (iteration k + 1). The depredation operator is applied with a very small
probability (Pd) to a fraction (Fd) of the corals in the reef with worse health.

4 Experimental Study

We design an experimental study by considering the algorithms described in
Sect. 2.1. These methods outperformed conventional IR methods [1,4,14,15], so
our work is focused around the best performing evolutionary algorithms for
medical IR. We aim to provide an exhaustive analysis, considering optimization
capabilities of the methods tackling a synthetic medical IR problem.

4.1 Image Dataset and Problem Scenarios

The mono-modal images used in this experiment were obtained from the well-
known BrainWeb public repository at McGill University [3]. This repository
consists of a simulated brain database providing synthetic MRIs computationally
generated. In order to consider different degrees of complexity, some images
include noise (up to 5% relative to the brightest tissue) and multiple sclerosis
lesions. All the images have the same size (60 × 181 × 217 voxels).

Table 1. Parameters of the transformations: rotation angle (λ), rotation axis
(ax, ay, az), translation vector (tx, ty, tz), and uniform scaling factor s.

λ ax ay az tx ty tz s

T1 115 −0.863 0.259 0.431 −26 15.5 −4.6 1

T2 168 0.676 −0.290 0.676 6 5.5 −4.6 0.8

T3 235 −0.303 −0.808 0.505 16 −5.5 −4.6 1

T4 276.9 −0.872 0.436 −0.218 −12 5.5 −24.6 1.2

For each of the original images we extracted a set of points containing relevant
curvature information. These set of points were obtained using a 3D crest-line
edge detector [9]. In feature-based approaches, the heuristic values of the crest-
line points will guide the optimizer to estimate the registration transformation.
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In order to create different IR problem scenarios, each image was transformed
using one of the four similarity transformations (involving rotation, translation,
and uniform scaling) shown in Table 1. Therefore, the experimental study fea-
tures a total number of sixteen IR problem instances that were created by pairing
images with different transformations. The scenarios are labelled as: I1 versus
Ti(I2), I1 versus Ti(I3), I1 versus Ti(I4), and I2 versus Ti(I4), for i = 1, 2, 3, 4.

4.2 Experimental Design and Parameter Configuration

The considered algorithms differ in their optimization procedure: feature-based
approaches are typically guided by MSE or MedSE and consider only feature
points, while intensity-based approaches are guided by either MI or NC over the
intensity values of the images. The resulting values of different metrics are not
directly comparable. Therefore, a standardized framework is required in order to
objectively evaluate the registration results. We considered a common measure
to evaluate the quality of all solutions. Once the algorithm reaches a solution, the
MSE distance between the transformed scene’s features and the model’s features
is computed over a set of anatomical landmarks (crest-line points). This value
will be used as final quality comparison for all methods without interfering with
the particularities of each IR approach.

A similarity transformation relates the images, considering [−30, 30] as the
parameters’ range for the translation, and [0.75, 1.25] for the scaling factor. No
restriction to the rotation axis was applied so the actual range for each compo-
nent of the rotation versor is [−1, 1], with a rotation angle in the [0, 360] range.
Thereby, the transformation is encoded using seven real-coded parameter solu-
tion if the approach is intensity-based: rotation versor (θx, θy, θz), translation
vector (tx, ty, tz), and uniform scaling s. In case of feature-based approaches,
instead of using a versor, the rotation was encoded using three parameters for
the rotation axis in the interval [−1, 1], and a rotation angle in the [0, 360] range.
Thus, the solutions use eight-dimensional real coded transformations.

In order to design our experimental setup as comprehensively as possible,
we adapted CRO and the state-of-the-art IR methods (see Sect. 2.1) to both
feature- and intensity-based approaches. Hence, we will compare six different IR
methods: (i) Intensity-based methods1: r-GA∗, SS∗, and CRO∗. (ii) Feature-based
methods: HE-GA, SS, and CRO.

Due to the differences in computational requirements of both approaches, the
optimal parameter configuration of the algorithms varies for each approach (see
Table 2). These parameters were manually adjusted considering a different set
of problem instances to avoid experimentation bias while following the general
guidelines provided by the authors [11], or from previous studies [4]. Next, we
detail the distinct characteristics of the considered approaches.

1 For the sake of clarity we noted every intensity-based method including an asterisk
(∗) after its name. Note that the differences between methods are only relative to the
specific implementation and its components, not the main scheme of the algorithm.
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Table 2. Parameter configuration for considered IR methods.

r-GA∗ SS∗ CRO∗ HE-GA SS CRO

Individuals 100 Psize 12 Reef size 80 Individuals 60 Psize 30 Reef size 70

Generations 75 gen. 18 gen. 65 Restarts 5 Restarts 5 Restarts 15

Restarts 5 Restarts 3 Restarts 8 α 0.3 XLS iters. 100 XLS 100

tourn. size 3 PMX iters. 12 PMX 15 cross. prob. 0.7 α 0.3 ρ0 0.6

Blend factor α 0.3 α 0.3 ρ0 0.6 mut. prob. 0.2 refe. set s 8 Fbroad 0.9

cross. prob. 0.5 ref. set 4 Fbroad 0.8 Pd 0.05

mut. prob. 0.1 Pd 0.15 k 3

Intensity-based methods design: Every intensity-based method was imple-
mented in Elastix [7], an open-source and widely-used toolbox specifically
designed for intensity-based medical IR. The CRO method was proposed in [1]
following this design with promising preliminary results. The optimizer of
intensity-based approaches is guided by the normalized mutual information
(NMI) metric:

NMI(IA, IB) =

∑
a∈IA

∑
b∈IB

pAB(a, b) log(pA(a)pB(b))
∑

a∈IA

∑
b∈IB

pAB(a, b) log pAB(a, b)
,

where pAB is the joint probability and pA, pB are the marginal discrete proba-
bilities of the intensity values of the images.

In addition, the design of the intensity-based approaches integrates two spe-
cific components: (i) A multi-resolution strategy to reduce the computational
cost of the process, applying both down-sampling and Gaussian smoothing to
create two image representations (pyramids). In the first resolution, the opti-
mizer selects a low-detail pyramid to obtain an approximation of the desired
transformation. The second resolution acts as refinement phase, improving the
quality of the previous transformation. (ii) A restart mechanism to ensure the
process can recover from stagnation and find a good final solution. During the
first resolution, the optimization procedure is performed a fixed number of times,
restarting the population at the end of each run. This solution is carried out to
the second resolution, where the refinement is performed. Due to the substantial
amount of data that intensity-based approaches consider, the running time of
each algorithm was limited at 180 s, including both resolutions.

Feature-Based Methods Design: Feature-based methods were implemented
in C++ and compiled with the GNU/g++ tool following a similar structure to
the intensity-based. Since MSE was chosen as quality metric for the final compar-
ison, we considered a different optimization measure to avoid favoring feature-
based methods. Hence, we adopted MedSE, which was specifically designed as
similarity metric for feature-based medical IR approaches:

F (f, Is, Im) = w1 · (1/(1 +
N∑

i=1

||(sRpi + t i ) − p ‘
j ||)) + w2 · (1/(1 + |psc − pm)),
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where Is and Im are the scene and model images; f is the solution encoding
the transformation parameters; pi is the i-th 3D point from the scene and pj its
corresponding closest point in the model obtained with a grid closest point data
structure; w1 and w2 (w1 +w2 = 1) weigh the importance of each function term;
psc is the radius of the sphere wrapping up the transformed scene image; and pm

the radius of the sphere wrapping up the model image. Note that the first term
of F corresponds to the MedSE between neighbor features.

Regarding specific components integrated within the original scheme of the
feature-based algorithms, a restart mechanism is applied when the optimizer
detects stagnation in the population, i.e., after 15 iterations without improve-
ment. As feature-based approaches deal with a small set of feature points, no
multi-resolution strategy is required. Every proposal in this experimentation was
implemented using eight real-coded parameter solutions. The stopping criteria
was limited to 20 s, due to the reduced sizes of the feature sets.

4.3 Analysis of Experimental Results

Table 3 reports the MSE results calculated between sets of feature points
extracted from the images, and the partial ranking of each IR method for the
sixteen scenarios. As mentioned in Sect. 4.2, the minimum achievable MSE error
of each registration scenario accounts for the level of noise and lesion between
the compared images. To clarify the interpretation of the results, the optimal
MSE value per scenario is highlighted in brackets in Table 3. A statistical anal-
ysis is also performed over the mean MSE results in order to find significant
differences between the algorithm with the best rank and the rest. Ranking,
Bonferroni-Dunn’s test, and Holm’s test results are included in Table 4.

In general, feature-based approaches outperform their intensity-based coun-
terparts in most of the occasions. The main reason for this behavior is a particu-
lar optimization design, which allow these methods to achieve a better accuracy
in less time. Hence, feature-based approaches usually obtain the best minimum
results, at the expense of increasing the amount of variance. On the other hand,
the results provided by the intensity-based methods (except r-GA∗) are more
robust, showing lower standard deviation values than feature-based approaches.

Both genetic approaches performed with an unstable behavior but were able
to deliver good minimum results. r-GA∗ ranked in last place (5.63), scoring the
largest MSE values in the comparison. Despite its mediocre mean performance,
HE-GA was able to achieve the best overall minimum result in three of the
sixteen scenarios considering all the methods, with a ranking score of 4.94.

SS∗ and SS performed considerably better than the genetic methods, behav-
ing consistently except in four different scenarios due to outlier results. Thus,
SS-based methods reached medium ranking scores (3.0 and 3.56, respectively).
Even though both methods perform similarly in terms of averaged MSE and
failed to converge in some occasions, SS ranked above SS∗ by delivering better
minimum outcomes despite a high standard deviation.

Regarding the CRO approaches, CRO∗ was able to obtain better mean MSE
results that both SS approaches, but when considering minimum MSE values, it
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Table 3. Minimum (m), mean (μ), and standard deviation (sd) results for the MSE
values (in mm) and mean Ranking (R) for each IR instance. Colored rows correspond
to the intensity-based approach of the algorithms.

is not able to reach their accuracy level. On the other hand, the feature-based
approach CRO outperformed its intensity-based counterpart and the current
state-of-the art evolutionary IR method in this comparison (SS). In terms of
mean MSE values, CRO was able to outperform SS in twelve scenarios. There-
fore, CRO∗ ranked in second place with 2.5 while CRO was first with a rank of
1.38, displaying an excellent exploration/exploitation trade-off. Both CRO-based
proposals were able to outperform the current state-of-the-art evolutionary IR
methods with the feature-based approaches obtaining the best performance.

According to the statistical analysis, the result of applying Friedman’s test
is χ2

F = 92.0, and the corresponding p-value is <10−16. Given that the p-value
is lower than the considered level of significance (α = 0.01), the test concludes
that there are significant differences among the results. We complemented the
analysis with Holm’s test (Table 4) comparing CRO (control) with the rest of the
methods. The p-value results for both tests reveal that CRO present significant
differences with both SS-based and genetic-based methods.

Finally, we include a comparison of different registration solutions obtained
by the IR methods in one of the most complex scenarios to provide a visual
assessment of the quality of the results. Figure 2 presents a visualization of the
overlapping between the images regarding the best solution obtained by each
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Table 4. Friedman’s test ranking and statistical p-values with CRO as control method
for Bonferroni’s test, and Holm’s test according to the mean MSE value.

HE-GA (51.2) vs. r-GA∗

(60.8)
SS (46.9) vs. SS∗ (54.3)

CRO (46.8) vs. CRO∗ (57.5)

Fig. 2. Visual results of the overlapping between model (blue) and the scene (yellow).
Figures provide a comparison of the results obtained by the feature-based (left) and
the intensity-based (right) methods regarding the 11th scenario (I1 vs. T3(I4)). The
minimum MSE value is included in parenthesis.

algorithm. In general, the intensity-based version of the methods achieved a
better overlapping than its feature-based counterpart2, even though it obtained
a higher MSE, outlining the good overlapping between images achieved by CRO-
based methods. It is appreciable how CRO greatly improves the accuracy of the
alignment provided by SS.

5 Conclusion

In this work, we described the design and implementation of a novel nature-
inspired technique, known as CRO algorithm, to solve the problem of 3D medical
2 If an optimal transformation is achieved, the visualization shows a brain of interlaced

colors, where yellow (light gray) represents the transformed image and blue (dark
gray) depicts the reference image.
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IR in an efficient and robust way. In particular, we tackled this problem consid-
ering two different approaches, using the intensity distribution of the images and
considering a reduced set of feature points, each one presenting different levels
of complexity. CRO integrates a powerful and balanced exploration strategy in
its design, which has allowed it to obtain excellent results in different complex
real-world problems. Hence, we adapted and applied CRO to the IR problem
following both intensity- and feature-based approaches to analyze its behavior.

In order to evaluate the performance of our proposal, we compared both
implementations of CRO with some of the best performing evolutionary IR
methods in the literature. We tackled an exhaustive experimental study involv-
ing sixteen mono-modal IR scenarios obtained by pairing four different synthetic
brain MRI images, with different levels of complexity regarding noise and sclero-
sis lesions. These images were extracted from the BrainWeb database at McGill
University [3]. CRO provided outstanding results considering both registration
approaches, outperforming classical and well-consolidated methods and demon-
strating the efficiency, robustness and suitability of the proposed algorithm when
tackling complex optimization problems such as medical IR.
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Abstract. With the explosive growth of high-dimensional data, feature selec-
tion has become a crucial step of machine learning tasks. Though most of the
available works focus on devising selection strategies that are effective in
identifying small subsets of predictive features, recent research has also high-
lighted the importance of investigating the robustness of the selection process
with respect to sample variation. In presence of a high number of features,
indeed, the selection outcome can be very sensitive to any perturbations in the
set of training records, which limits the interpretability of the results and their
subsequent exploitation in real-world applications. This study aims to provide
more insight about this critical issue by analysing the robustness of some
state-of-the-art selection methods, for different levels of data perturbation and
different cardinalities of the selected feature subsets. Furthermore, we explore
the extent to which the adoption of an ensemble selection strategy can make
these algorithms more robust, without compromising their predictive perfor-
mance. The results on five high-dimensional datasets, which are representatives
of different domains, are presented and discussed.

Keywords: Feature selection robustness � Ensemble techniques
High-dimensional data

1 Introduction

In the context of high-dimensional data analysis, feature selection aims at reducing the
number of attributes (features) of the problem at hand, by removing irrelevant and
redundant information as well as noisy factors, and thus facilitating the extraction of
valuable knowledge about the domain of interest. The beneficial impact of feature
selection on the performance of learning algorithms is widely discussed in the literature
[1] and has been experimentally proven in several application areas such as
bio-informatics [2], text categorization [3], intrusion detection [4] or image analysis [5].

There exists currently a large body of feature selection methods, based on distinct
heuristics and search strategies, and several works have investigated their strengths and
weaknesses on both real [6] and artificial data [7]. Most of the existing studies,
however, concentrate on the effectiveness of the available algorithms in selecting small
subsets of predictive features, without taking into account other relevant aspects that
only recently have gained attention, such as the scalability [8], the costs associated to
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the features [9] or the robustness (stability) of the selection process with respect to
changes in the input data [10]. This last issue has been recognized to be especially
important when the high-dimensionality of data is coupled with a comparatively small
number of instances: in this setting, actually, even small perturbations in the set of
training records may lead to strong differences in the selected feature subsets.

Though the literature on feature selection robustness is still limited, an increasing
number of studies recognize that a robust selection outcome is often equally important
as good model performance [11, 12]. Indeed, if the outcome of the selection process is
too sensitive to variations in the set of training instances, the interpretation (and the
subsequent exploitation) of the results can be very difficult, with limited confidence of
domain experts and final users. Moreover, as observed in [13], the robustness of feature
selection may have practical implications for distributed applications where the algo-
rithm should produce stable results across multiple data sources.

Further research, from both a theoretical and empirical point of view, should be
devoted to better characterizing the degree of robustness of state-of-art selection
algorithms in multiple settings, in order to achieve a better understanding of their
applicability/utility in knowledge discovery tasks. On the other hand, the definition of
feature selection protocols which can ensure a better trade-off between robustness and
predictive performance is still an open issue, though a number of studies [11, 14] seem
to suggest that the adoption of an ensemble selection strategy can be useful in this
regard.

To give a contribution to the field, this work presents a case study which aims to
provide more insight about the robustness of six popular selection methods across
high-dimensional classification tasks from different domains. Specifically, for each
method, we evaluate the extent to which the selected feature subsets are sensitive to
some amount of perturbation in the training data, for different levels of perturbation and
for different cardinalities of the selected subsets.

In addition, for each selection algorithm, we implement an “ensemble version”
whose output is built by a bagging procedure similar to that adopted in the context of
multi-classifier systems [15], i.e. (i) different versions of the training set are created
through a re-sampling technique, (ii) the feature selection process is carried out sep-
arately on each of these versions and (iii) the resulting outcomes are combined through
a suitable aggregation function. The studies so far available on the robustness of this
ensemble approach are limited to a single application domain [11, 16], to a single
selection method [14] or to a given number of selected features [17], so it is worth
providing the interested reader with a more comprehensive evaluation which encom-
passes different kinds of data, different selection heuristics (both univariate and mul-
tivariate) and different subset sizes.

The results of our experiments clearly show that, when comparing the overall
performance of the considered selection methods, the differences in robustness can be
significant, while the corresponding differences in accuracy (or other metrics, such as
the AUC) are often null or negligible. In the choice of the best selector for a given task,
hence, the degree of robustness of the selection outcome can be a discriminative
criterion. At the same time, our study shows that the least stable methods can benefit, at
least to some extent, from the adoption of an ensemble selection strategy.
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The rest of this paper is organized as follows. Section 2 summarizes background
concepts and related works. Section 3 describes all the materials and methods relevant
to our study, i.e. the methodology used for the robustness analysis, the ensemble
strategy and the selection algorithms here considered, and the datasets used as
benchmarks. The experimental results are presented and discussed in Sect. 4. Finally,
Sect. 5 gives the concluding remarks.

2 Background and Related Work

As discussed in [10], the robustness (or stability) of a given selection method is a
measure of its sensitivity to changes in the input data: a robust algorithm is capable of
providing (almost) the same outcome when the original set of records is perturbed to
some extent, e.g. by adding or removing a given fraction of instances.

Recent literature has investigated the potential causes of selection instability [18]
and has also focused on suitable methodologies [19] for evaluating the degree of
robustness of feature selection algorithms. This evaluation basically involves two
aspects: (a) a suitable protocol to generate a number of datasets, different to each other,
which overlap to a great (“soft” perturbation) or small (“hard” perturbation) extent with
the original set of records; (b) a proper consistency index to measure the degree of
similarity among the outputs that are produced (in the form of feature weightings,
feature rankings or feature subsets) when a given algorithm is applied to the above
datasets. The higher the similarity, the more robust the selection method.

As regards the data perturbation protocols, simple re-sampling procedures are
adopted in most cases, though some studies have investigated how to effectively
measure and control the variance of the generated sample sets [13]. The influence of the
amount of overlap between these sets is discussed by Wang et al. [20], who propose a
method for generating two datasets of the same size with a specified degree of overlap.

As regards the similarity measure used to compare the selection outcomes, various
approaches have been proposed [10, 21, 22], each expressing a slightly different view
of the problem. For example, the Pearson’s correlation coefficient can be used if the
output is given as a weighting of the features, the Spearman’s rank correlation coef-
ficient if the output is a ranking of the features, the Tanimoto distance or the Kuncheva
index if the output is a feature subset. A good review of stability measures can be found
in [18].

From an experimental point of view, a number of studies have compared the
robustness of different selection methods on high-dimensional datasets [23–25]. This
work extends and complements the available studies by encompassing different
application domains; besides, stability patterns are derived for feature subsets of dif-
ferent cardinalities and for different levels of data perturbation. As a further contri-
bution, we investigate the impact, in terms of selection robustness, of using an
ensemble selection strategy; though presented as a promising approach to achieve more
stable results, indeed, it has been so far evaluated in a limited number of settings,
particularly with biomedical/genomic data [11, 14, 16, 17].
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3 Materials and Methods

In our study we focus on selection techniques that provide, as output, a feature ranking,
i.e. a list (usually referred as ranked list) where the available features appear in
descending order of relevance. In turn, the ranked list can be cut at a proper threshold
point to obtain a subset of highly predictive features. In the context of high-dimensional
problems, indeed, this ranking-based approach is a de facto standard to reduce the
dimensionality of the feature space; then, the filtered space can be either refined
through more sophisticated (and computationally expensive) techniques or directly
used for predictive and knowledge discovery purposes.

The robustness of six popular ranking techniques is here evaluated in a two-fold
setting (simple and ensemble ranking), according to the methodology presented in
Subsect. 3.1; next, Subsect. 3.2 provides some details on the chosen techniques and
describes the datasets used as benchmarks and the specific settings of the experiments.

3.1 Methodology for Robustness Evaluation: Simple vs Ensemble
Ranking

Leveraging on best practices from the literature, we evaluate the robustness of the
selection process in conjunction with the predictive performance of the selected sub-
sets. Both the aspects, indeed, must be taken into account when assessing the suitability
of a given selection approach (actually, stable but not accurate solutions would be not
meaningful; on the other hand, accurate but not stable results could have limited utility
for domain experts and final users).

In more detail, given the input dataset, we repeatedly perform random sampling
(without replacement) to create m different training sets, each containing a fraction f of
the original records. For each training set, a test set is also formed using the remaining
fraction (1 − f) of the instances. The feature selection process is then carried out in a
two-fold way:

– Simple ranking. A given ranking method is applied separately on each training set
to obtain m distinct ranked lists which in turn produce, when cut at a proper
threshold (t), m different feature subsets (here referred as simple subsets).

– Ensemble ranking. An ensemble version of the same ranking method is imple-
mented using a bagging-based approach, i.e. each training set is in turn sampled
(with replacement) to construct b samples of the same size (bootstraps). The
considered ranking method is then applied to each bootstrap, which results in
b distinct ranked lists that are finally combined (through a mean-based aggregation
function [26]) into a single ensemble list. In turn, this list is cut at a proper threshold
(t) to obtain an ensemble subset of highly discriminative features. Overall,
m ensemble subsets are selected, one for each training set.

For both the simple and the ensemble setting, the robustness of the selection
process is measured by performing a similarity analysis on the resulting m subsets.
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Specifically, for each pair of subsets Si and Sj (i, j = 1, 2, …, m), we use a proper
consistency index [21] to quantify their degree of similarity:

simij ¼ Si \ Sj
�
�

�
� � t2=n

� �

= t � t2=n
� � ð1Þ

where t is the size of the subsets (corresponding to the cut-off threshold) and n the
overall number of features. Basically, the similarity simij expresses the degree of
overlapping between the subsets, i.e. the fraction of features which are common to them
(|Si \ Sj|/t), with a correction term reflecting the probability that a feature is included in
both subsets simply by chance. The need for this correction, which increases as the
subset size approaches the total number of features, is experimentally demonstrated for
example in [27]. The resulting similarity values are then averaged over all pair-wise
comparisons, in order to evaluate the overall degree of similarity among the m subsets
and, hence, the robustness of the selection process.

At the same time, in both simple and ensemble settings, a classification model is
built on each training set using the selected feature subset, and the model performance
is measured (through suitable metrics such as accuracy and AUC) on the corresponding
test set. By averaging the accuracy/AUC of the resulting m models, we can obtain an
estimate of the effectiveness of the applied selection approach (simple or ensemble) in
identifying the most discriminative features. This way, the trade-off between robustness
and predictive performance can be evaluated for different values of the cut-off
threshold.

3.2 Ranking Techniques, Datasets and Settings

The above methodology can be applied in conjunction with any ranking method. To
obtain useful insight on the robustness of different selection approaches, as well as on
the extent to which the ensemble implementation affects their outcome, we included in
our study six algorithms that are representatives of quite different heuristics. In par-
ticular, we considered three univariate methods (Symmetrical Uncertainty, Gain Ratio
and OneR), which evaluate each feature independently from the others, and three
multivariate methods (ReliefF, SVM-AW and SVM-RFE) which take into account the
inter-dependencies among the features. More details on these techniques and their
pattern of agreement can be found in [28]. In brief:

• Symmetrical Uncertainty (SU) and Gain Ratio (GR) both leverage the concept of
information gain, that is a measure of the extent to which the class entropy
decreases when the value of a given feature is known. The SU and GR definitions
differ for the way they try to compensate for the information gain’s bias toward
features with more values.

• OneR (OR) ranks the features based on the accuracy of a rule-based classifier that
constructs a simple classification rule for each feature.

• ReliefF (RF) evaluates the features according to their ability to differentiate between
data points that are near to each other in the attribute space.

• SVM_AW exploits a linear Support Vector Machine (SVM) classifier, which has an
embedded capability of assigning a weight to each feature (based on the
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contribution the feature gives to the decision function induced by the classifier); the
absolute value of this weight (AW) is used to rank the features.

• SVM_RFE, in turn, relies on a linear SVM classifier, but adopts a recursive feature
elimination (RFE) strategy that iteratively removes the features with the lowest
weights and repeats the overall weighting process on the remaining features (the
percentage of features removed at each iteration is 50% in our implementation).

Each of the above methods has been applied, in its simple and ensemble version, on
five high-dimensional datasets, chosen to be representatives of different domains. In
particular:

• The Gastrointestinal Lesions dataset [29] contains 1396 features extracted from a
database of colonoscopy videos; there are 76 instances of lesions, distinguished in
‘hyperplasic’, ‘adenoma’ and ‘serrated adenoma’.

• The Voice Rehabilitation dataset [30] contains 310 features resulting from the
application of speech processing algorithms to the voices of 126 Parkinson’s dis-
ease subjects, who followed a rehabilitative program with ‘acceptable’ or ‘unac-
ceptable’ results.

• The DLBCL Tumour dataset [31] contains 77 samples, including ‘follicular lym-
phoma’ and ‘diffuse large b-cell lymphoma’ samples, each described by the
expression level of 7129 genes.

• The Ovarian Cancer dataset [32] contains 15154 features describing proteomic
spectra generated by mass spectrometry; the instances are 253, divided in ‘normal’
and ‘cancerous’.

• The Arcene dataset, in turn, is a binary classification problem where the task is to
distinguish ‘cancerous’ versus ‘normal’ patterns from mass spectrometric data.
Unlike the Ovarian Cancer dataset, it results from the combination of different data
sources; a number of noisy features, having no predictive power, were also added in
order to provide a challenging benchmark for the NIPS 2003 feature selection
challenge [33]. The overall dimensionality is 10000, while the number of instances
is 200.

Note that all the above datasets are characterized by a large number of features and
a comparatively small number of records, which makes it difficult to achieve a good
trade-off between predictive performance and robustness.

According to the methodology described in Subsect. 3.1, different training/test sets
have been built for each dataset; specifically, we set m = 20. As regards the amount of
data perturbation, i.e. the fraction of the original instances randomly included in each
training set, we explored the values f = 0.70, f = 0.80 and f = 0.90. For the number of
bootstraps involved in the construction of the ensemble subsets, we also explored
different values, i.e. b = 20, b = 50 and b = 80. Further, for both the simple and the
ensemble subsets, different values of the cut-off threshold (i.e. different subset sizes)
have been considered, ranging from 0.5% to 7% of the original number of features.
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4 Experimental Study: Results and Discussion

In this section, we summarize the main results of our robustness analysis. First, it is
interesting to consider the effect of varying the amount of perturbation introduced in the
input data, i.e., in our setting, the effect of including in the training sets only a fraction
f of the original records. Limited to the simple ranking, Fig. 1 shows the robustness of
the six selection methods here considered (SU, GR, OR, RF, SVM-AW, SVM-RFE) on
the Gastrointestinal Lesions dataset, for different values of f and different subset sizes.

As we can see, even a small amount of perturbation (f = 0.90) affects the stability of
the selection outcome in a significant way, since the average similarity among the 20
feature subsets (selected from the m = 20 training sets built from the original dataset) is
far lower than the maximum value of 1. As the amount of perturbation increases, the
degree of robustness dramatically falls off, for all the selection methods, though some
of them exhibit a somewhat better behaviour. Similar considerations can be made for
the other datasets here considered (whose detailed results are omitted for the sake of
space), thus confirming that the instability of the selection outcome is a very critical
concern when dealing with high-dimensional problems.

A further point to be discussed is the extent to which the adoption of an ensemble
strategy improves the robustness of the selection process. Figs. 2, 3, 4, 5 and 6 show,
for the five datasets included in our study, the stability of both the simple and the
ensemble subsets, with a data perturbation level of f = 0.80. In particular, for each
selection method, three ensembles have been implemented with different numbers of
bootstraps (b = 20, b = 50, b = 80), but only the results for b = 20 (20b-ensemble) and
b = 50 (50b-ensemble) have been reported here, since a higher value of b does not
further improve the robustness in an appreciable way.

Fig. 1. Gastrointestinal Lesions dataset: robustness of simple ranking, for different levels of
data perturbation (f = 0.90, f = 0.80, f = 0.70)
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Fig. 2. Gastrointestinal Lesions dataset: robustness of simple and ensemble ranking (f = 0.80)

Fig. 3. Voice Rehabilitation dataset: robustness of simple and ensemble ranking (f = 0.80)
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Fig. 4. DLBCL Tumour dataset: robustness of simple and ensemble ranking (f = 0.80)

Fig. 5. Ovarian Cancer dataset: robustness of simple and ensemble ranking (f = 0.80)
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As we can see, the impact of the ensemble approach is different for the different
methods and varies in dependence on the subset size and the specific characteristics of
the data at hand. In particular, among the univariate selection methods, SU turns out to
be intrinsically more robust, with a further (though limited) stability improvement in
the ensemble version. The other univariate approaches, i.e. GR and OR, turn out to be
less robust in their simple form and take greater advantage of the ensemble imple-
mentation. In turn, in the group of the multivariate approaches, the least stable method,
i.e. SVM-RFE, is the one that benefits most from ensemble strategy; this strategy, on
the other hand, is not beneficial for the RF method, except that in the Gastrointestinal
Lesions and in the Voice Rehabilitation datasets, but only for some percentages of
selected features. In all cases, it is not useful to use more than 50 bootstraps in the
ensemble implementation.

The above robustness analysis has been complemented, according to the method-
ology presented in Subsect. 3.1, with a joint analysis of the predictive performance.
Specifically, the selected feature subsets have been used to train a Random Forest
classifier (parameterized with log2(t) + 1 random features and 100 trees), which has
proved to be very effective in several domains [34]. For the sake of space and read-
ability, only the results obtained in the f = 0.80 perturbation setting are here reported;
specifically, Table 1 summarizes the AUC performance (averaged over the m = 20
training/test sets) achieved with both the simple and the 50b-ensemble subsets, limited
to a threshold t = 5% of the original number of features (but the AUC results obtained
with feature subsets of different cardinalities confirm what observed in Table 1).

Fig. 6. Arcene dataset: robustness of simple and ensemble ranking (f = 0.80)
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When comparing the overall performance of the six selection methods, in their
simple form, it is clear that the differences in AUC are much smaller (and often
negligible) than the corresponding differences in robustness. In cases like these, where
the AUC/accuracy is not a discriminative factor, the outcome stability can then be
assumed as a decisive criterion for the choice of the best selector.

A further important observation is that no significant difference exists between the
AUC performance of the simple and the ensemble version of the considered selection
methods. Indeed, irrespective of the application domain, each selection algorithm
achieves almost the same AUC outcome in both the implementations. When looking at
the trade-off between the predictive performance and the robustness of the selection
process, we can then conclude that the adoption of an ensemble strategy can lead to
more stable feature subsets without compromising at all the predictive power of these
subsets.

5 Conclusions

This work emphasized the importance of evaluating the robustness of the selection
process, besides the final predictive performance, when dealing with feature selection
from high-dimensional data. The stability of the selection outcome, indeed, is important
for practical applications and can be a useful (and objective) criterion to guide the
choice of the proper selection method for a given task. Further, the proposed study
contributed to demonstrate that the adoption of an ensemble selection strategy can
produce better results even in those domains where the selection of robust subsets is
intrinsically harder, due to a very low instances-to-features ratio. The beneficial impact
of the ensemble approach is more significant for the selection methods that turn out to
be less stable in their simple form (e.g., the univariate Gain Ratio and the multivariate
SVM-RFE). Actually, the stability gap between the different methods tend to become
much smaller (or sometimes null) when they are used in the ensemble version. This is
noteworthy for practitioners and final users that, in the ensemble setting, could exploit
different, but equally robust, selection methods.

Table 1. AUC analysis (f = 0.80, b = 50, t = 5% of n)

SU GR OR RF SVM-AW SVM-RFE

Gastrointestinal Lesions
dataset

Simple 0.797 0.806 0.790 0.800 0.785 0.773
Ensemble 0.778 0.790 0.795 0.814 0.784 0.781

Voice Rehabilitation dataset Simple 0.870 0.856 0.857 0.912 0.884 0.904
Ensemble 0.880 0.868 0.860 0.908 0.905 0.911

DLBCL Tumour dataset Simple 0.960 0.956 0.955 0.981 0.987 0.982
Ensemble 0.957 0.956 0.960 0.988 0.985 0.982

Ovarian Cancer dataset Simple 1.000 1.000 1.000 1.000 1.000 1.000
Ensemble 1.000 1.000 1.000 1.000 1.000 1.000

Arcene dataset Simple 0.820 0.817 0.858 0.845 0.745 0.831
Ensemble 0.819 0.809 0.859 0.831 0.803 0.814
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and Miguel Cárdenas-Montes1(B)

1 Department of Fundamental Research, Centro de Investigaciones Energéticas
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Abstract. Gaussian Mixture Model is a popular clustering method
based on modelling the data through a set of Gaussian probability distri-
butions. This method is able to correctly identify non-spheroidal overlap-
ping or not overlapping clusters with different sizes and densities. Due to
its performance, it has achieved a high popularity among the practition-
ers. In this work, the first efforts for extending Gaussian Mixture Models
toward the mixture of other probability distributions are presented. At
this point, it includes the use of diverse probability distributions, such
as Gaussian, Exponential, Weibull, and t-Student Probability Distribu-
tions. Instead of the Expectation-Maximization algorithm, for optimizing
the parameters of the Gaussian mixture, the parameters of the mixture
of diverse probability distributions are optimized using the Coral Reef
Optimizer meta-heuristic.

Keywords: Coral Reef Optimizer · Clustering · Optimization
Probability distribution · Gaussian Mixture Model

1 Introduction

In [1], the authors define the model-based clustering methods as “Model-based
clustering methods attempt to optimize the fit between the given data and some
mathematical model.” In Gaussian Mixture Model (GMM), the data are mod-
elled based on a set of Gaussian probability distributions with different param-
eters: mean and covariance matrix. Objects modelled through GMM have a
non-null probability to be in more than a cluster. The model assumes that the
objects are generated by a mixture of probability distributions. Each individual
distribution of the mixture is termed as component distribution. Although some
flexibility is inherent to the model, it is restricted to the variation of parameters
of a Gaussian probability distributions.
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Clustering methods can be employed in two main tasks. On the one hand
for inferring the similarity degree among a set of examples [1]; and on the other
hand for finding outliers [2]. GMM can be applied for both.

In the current work, a Generalized Probability Distribution Mixture Model
(GPDMM), as extension of GMM is proposed. This extension aims at widening
the probability distributions handled by the clustering method. This modifi-
cation provides an increasing potential for producing a higher-quality fitting
between the model emerging from the clustering method and the data.

Usually, GMM is linked to Expectation-Maximization (EM) algorithm to
find the optimal values for the unknown parameters (see Sect. 3.2). Given a
set of objects and a GMM configuration, the EM aims at estimating the GMM
parameters which better fit the probability distributions mixture and the objects.
In practice, the most commonly used fitness function is the maximization of the
likelihood (Sect. 3.4). In the current approach, the EM algorithm is replaced by
the Coral Reef Optimizer (CRO) for selecting both the most suitable probability
distributions mixture and the optimal parameters of the distributions (Sect. 3.1).
The CRO is a bio-inspired metaheuristic [3] based on the simulation of the
processes in coral reefs, such as coral reproduction, growing, fighting for space in
the reef or depredation. The CRO has the capacity to fit not only the parameters
of a model for the data, but also to select among a set of models the most suitable
combination of components.

To the authors’ knowledge, a similar extension of GMM-EM algorithm for
clustering has not been proposed in the past.

The rest of the paper is organized as follows: Sect. 2 summarizes the Related
Work and previous efforts done. The methodology is described in Sect. 3. The
Results and the Analysis are shown in Sect. 4. Finally, Conclusions and Future
Work are presented in Sect. 5.

2 Related Work

Among the works aimed at modifying the couple GMM-EM, in [4] a genetic-
based expectation-maximization algorithm for learning Gaussian mixture models
from multivariate data is proposed. The genetic-based expectation-maximization
algorithm allows escaping from local minima. The proposed implementation prof-
its from the capacity of GA for exploring the search space, in such a way, it
overcomes one of the flaw of the EM. In this work, the modified GMM incorpo-
rates the capacity for selecting the most suitable model among a set of optimized
models. This is done through the minimum description length criterion.

In [5] a greedy method to optimize the Gaussian mixture mode is proposed. In
the proposal, the model starts with an unique Gaussian probability distribution.
Next it incorporates one by one the additional distributions until the convergence
is reached. In [6], a review of the mixtures of probability distributions and their
properties is presented. Also it introduces the difficulty associated to find suitable
parameters in multivariate Gaussian mixture. Some efforts to this purpose can
be found in [5,7].
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CRO algorithm is introduced in [3]. In [8], the CRO algorithm is applied to
solve a Mobile Network Deployment Problem (MNDP), in which the control of
the electromagnetic pollution plays an important role.

An in-depth description of the probability distributions used in this work can
be found in [9].

3 Methodology

3.1 The Coral Reef Optimizer

The CRO is an evolutionary-type metaheuristic inspired by the reproduction of
the corals and the coral reefs formation [10]. The essential of this algorithm is
as follows:

– The coral reef (population of candidate solutions), Λ, is modelled as a grid of
N × M .

– Each position of the grid (i, j) can hold a coral, Ωi,j .
– Initially a set of randomly generated solutions partially populate the reef,

whereas the remaining positions of the reef are kept empty. The ratio of posi-
tions initially populated and empty positions is a parameter of the algorithm,
ρ, 0 < ρ < 1.

– For each candidate solutions or corals, the fitness is calculated.

After the reef initialization, the reproductive cycle starts. Following the
nature inspiration of the algorithm, two sexual reproduction mechanisms (broad-
cast spawning and brooding) and the asexual reproduction one (budding) of the
corals are simulated. Additionally to the reproduction, the depredation of the
corals is also simulated.

In broadcast spawning (external sexual reproduction), a fraction, Fb, of
the existing corals, ρk, is randomly selected. For each couple of corals, sexual
crossover is performed, and a larva is generated. A larva is a new candidate solu-
tion. Corals from the fraction Fb can not be selected more than one for sexual
crossover. The generated larvae are released out to the water.

The fraction of the corals not selected for broadcast spawning, 1 − Fb, is
selected for brooding (internal sexual reproduction). Brooding consists of a ran-
dom mutation of the coral for generating a new larva, which is also release out
to the water.

Once the reproduction has taken place, the larvae setting phase starts. The
larvae generated in the previous reproductive steps, try to randomly setting in a
position of the reef. If the position of the grid is empty, then the larva is settled
in the position independently of its fitness. Oppositely, if the position is already
occupied, the new larva will set only if it is better suited for the problem, i.e.
it has a better fitness than the coral in the position. A restriction for this last
step is established. To avoid the dominance of a single coral type, a maximum
number of the identical type is configured. The larvae have κ tries to be part of
the reef. After these number of tries, they are depredated.



254 D. Crespo-Roces et al.

Next an asexual reproduction process is performed. The corals in the reef
duplicate itself, at the same time that a mutation is undertaken, and try to
establish in the reef following the same process described in the previous para-
graph.

Finally, corals in the reef coral can be depredated. This process is performed
over the less suitable corals. This allows liberating space for further generations.

Some constraints have been implemented in the application of CRO to
GPDMM. For example, the minimum number of corals of a given type in the reef
is two. A lower number of corals of a type impedes the reproductive function.
The reef size used in this study is a bi-dimensional grid of 12×12 positions. The
broadcast probability is Fb = 0.9, and the probability for asexual reproduction
is Fa = 1 − Fb = 0.1. Number of opportunities for a new coral to settle in the
reef is κ = 3. The depredation operator is applied with a probability Pd = 0.01
to a fraction Fd = 0.1 of the worse corals. The ratio of occupied corals to total
corals at the beginning of CRO is 0.6. And the number of generations in the
optimization process is 250.

3.2 Gaussian Mixture

Gaussian Mixture Models (GMM) are probabilistic models constructed with the
mixture of a set of Gaussian probability distribution (Eq. 1). The mixture is a
weighted sum of terms. Each term of the sum is composed of a weight wi, and
a Gaussian function N(x|μi, Σi).

p(x|wi,μi , Σi) =
M∑

i=1

wi · N(x|μi , Σi) (1)

The weights, wi, corresponds to the probability of the point i to belong to the
distribution N(x|μi, Σi). The accumulated probability for any point to be in the
set of distribution should be the unit,

∑M
i=1 wi = 1, where wi ≥ 0. Through wi

meaning, each object has a certain probability to be member of a given cluster.
Each component of the weighted sum is a Gaussian function with dimension-

ality of the problem’s dimensionality (Eq. 2).

N(x|μi , Σi) =
1

(2π)D/2|Σi|1/2
· e− (x−μ i )

T Σ
−1
i

(x−μ i )
2 (2)

where D is the dimensionality of the problem, μi is the vector of the mean of
the distribution, and Σi is the covariance matrix.

The flexibility of GMM holds on the variety of covariances types: spheri-
cal, diagonal, full or tied. In the current work, the proposed algorithm aims at
increasing the flexibility in the distribution choice, being the GMM a case of the
algorithm GPDMM.

GMM has been frequently used for unsupervised learning and outlier detec-
tion. Their strengths include its high speed, and the low tend to be biased.
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Oppositely, among its weaknesses it can cited the need to declare the number of
clusters, which requires a priori knowledge of the data.

Usually GMM appears associated to Expectation-Maximization (EM) algo-
rithm for fitting the values of their parameters, {wi,μi , Σi}. EM is an iterative
algorithm which after the random initialization follows two steps: Expectation
and Maximization [1]. During the Expectation step, each object x is assigned
to a cluster Ck with a certain probability which depends on the object and the
cluster’s parameters, {μ, Σ}, (Eq. 3). Next, in the Maximization step, the weight
of the objects are recalculated (Eq. 4).

P (xi ∈ Ck) = p(Ck|xi) =
p(Ck)p(xi |Ck)

p(xi)
(3)

wi =
1
n

n∑

i=1

xiP (xi ∈ Ck)∑
j P (xi ∈ Cj)

(4)

EM algorithm has a fast convergence, however the convergence to the global
minimum is not guaranteed, it can fall in local minimum. In order to avoid this
flaw, usually the implementations make more than one start for selecting the
most suitable minimum, and therefore, for approaching to the global minimum.

By ending the process, a model for describing the data set is produced. This
model provides a probabilistic value for the association of each object to each
cluster. This information can be used for stating the probability of an object
belongs to a certain cluster, or for labelling as outlier the objects with low-
probability of belonging to all the clusters as outliers.

Mixture models assume a specific probability distribution, and in practice,
it is the Gaussian one. Note that this model is simple, and then it is easy and
fast to optimize its parameters. However, it might lead to an low-quality fitting
between the model and the data.

On the other hand, higher-complexity models, involving a larger number of
parameters, can lead to harder-to-learn models. An example of this scenario
can be found when using a GMM in a high-dimensional space if the covariance
matrix, Σ, is defined as full covariance matrix or only the diagonal matrix. The
scenario can be simpler and faster to learn, if the distribution is considered as
a product of diverse one-dimensional Gaussian distributions. In this last sce-
nario, the correlation among the different dimensions is ignored. In GPDMM,
the richness of the model is maintained, at the same time that the use of the
CRO allows obtaining high-quality fitting to the data within a reasonable pro-
cessing time. Since the EM is an iterative model, it becomes slow when dealing
with large data sets. The replacement of the EM by the CRO meta-heuristic
also allows overcome this penalty. Note that there are some previous works to
infer the parameters of the mixture by introducing evolutionary algorithms in
the EM algorithm [11].
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3.3 Structure of the Candidate Solutions

In order to model a set of objects based on a catalogue of probability distri-
butions, it is necessary to keep information about the distribution as well as
its parameters. A possible structure for the candidate solutions might be a set
of identifiers for the probability distribution plus the values of the parameters
of these distributions: {distribution identifiers|distribution parameters}. The
total number of probability distributions identifiers correspond with the number
of clusters.

As an example, for a problem in which the objects are modelled based on two
clusters1, a solution composed of two Exponential probability distributions holds
a structure as {exp, exp|λ, λ}; whereas for a solution composed of an Exponential
and a Weibull probability distribution {exp,wei|λ, shape, scale}.

In adopting this structure for the solutions, two different types of optimiza-
tions have to be performed: discrete and continuous one. The discrete optimiza-
tion arises from the selection for the probability distribution, whereas the con-
tinuous one from the optimization of the parameters of the selected distribution.
The election of the CRO as optimizer algorithm for this problem is based on its
capacity for finding the most suitable combination of probability distributions
and their parameters. Therefore, the CRO has the capacity to deal with the
discrete and the continuous optimization processes.

The data structure for holding this information consists of a list of corals,
each one stores the number of components for each type of distribution, their
parameters, and the fitness of the coral.

3.4 Fitness Function

Similarly to GMM, for GPDMM, and based on the independence of the objects,
the likelihood, L, can be used as basement of the fitness function. The likelihood
is also used as fitness function in GMM (Eq. 5).

p(X|μ, σ) =
T∏

t=1

p(xt |μ, σ) (5)

For GPDMM the Eq. 5 can be modified, in such a way that the Gaussian
distribution, p(xt |μ, σ), is replaced by the probability distribution pointed by
the identifier of the candidate solution. Finally, to get a fitness function able to be
minimized, the negative logarithm of the likelihood is proposed (Eq. 6). In Eq. 6
the probability of the object for a particular probability distribution, p(xt), is
weighted with the probability of belonging of the object to the distribution, wi.

F = −log(L) = −log

(
∏

t

p(xt)

)
= −

∑

t

log

(
∑

k

wkp(xt |distk)

)
(6)

1 In the current state of this work, the structure of candidate solutions is restricted
to two identical distributions. Additional efforts are undertaken for eliminating this
constraint, allowing individuals composed of two different probability distributions.
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The methodology described in this section has been implemented by using
Python 2.7.12, and the numerical experiments executed at a CPU i7-6700T at
2.80 GHz.

4 Results and Discussion

The initial tests conducted aim at evaluating the capacity of GPDMM to cor-
rectly recover the parameter of previously generated synthetic data sets. For this
purpose, diverse synthetic data sets are generated and later evaluated. They are
generated from two bi-dimensional probability distributions of a single type, for
example two Gaussian distributions, each one containing 100 points.

The first data set is generated with two Gaussian probability distributions,
f(x; η, σ) = 1

σ
√
2π

e− 1
2 ( x−μ

σ )2 , with μx = μy = 3.0 and σ2
x = σ2

y = 0.8 for the
first cluster, and μx = μy = 8 and σ2

x = σ2
y = 0.5 for the second cluster. The

second data set is generated with two Exponential probability distributions,
f(x;α) = 1

αe−x/α, in the same positions (3, 3) and (8, 8) with α = 0.8 for the
first cluster and α = 2.0 for the second one. The third data set is generated with
two Weibull probability distributions, f(x; η, σ) = η

σ · (
x
σ

)η−1 · e−( x
σ )η

, with
parameters shape η = 2.0 and scale σ = 0.8 for the first cluster, and η = 1.0 and
scale σ = 0.5 for the second one. Finally, the fourth data set is generated with

two t-Student probability distributions, f(x;n) = Γ (n+1
2 )√

nπΓ (n/2)

(
1 + x2

n

)− n+1
2

, at
positions (3, 3) and (10, 10) with 3 and 8 degrees of freedom respectively.

In Fig. 1 the fitness evolution and the number of corals in function of the
number of generations are represented. Rawly, the fitness evolution (Figs. 1a,
c, e and g) demonstrates the capacity of GPDMM to critically reduce the fit-
ness at the initial generations, particularly the first fifth; whereas the remaining
generations have a low effectiveness in the improvement of the fitness.

With regard to the most represented type of coral, the proposed GPDMM is
able to correctly reproduce the underlying data structure. Independently of the
probability distributions mixture used for generating the input, the most repre-
sented coral rapidly reaches the correct model: Fig. 1b for Gaussian distributions
mixture, Fig. 1d for Exponential distributions mixture, Fig. 1f for Weibull dis-
tributions mixture, and Fig. 1h for t-Student distributions mixture. Although in
the first generations other coral types are present, even in a larger number than
the correct coral, their number rapidly decreases with the generations.

The success rate, when the synthetic input data set has been generated
through a mixture of Gaussian distributions, is shown in Table 1. In all cases
the underlying data model is perfectly captured.

In Table 2, the success rate, when the synthetic input data set has been
generated through a mixture of two Exponential distributions, for diverse con-
figurations for the number of generations and the size of the reef is shown. The
success rate is measured as the percentage of executions that end with an Expo-
nential best coral, and therefore, it can be considered that the proposed GPDMM
correctly captures the underlying data model [12]. As can be appreciated, nor a
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(a) Fitness (b) Corals

(c) Fitness (d) Corals

(e) Fitness (f) Corals

(g) Fitness (h) Corals

Fig. 1. Fitness evolution of best coral (Fig. 1a) and number of corals of each type
of probability distribution (Fig. 1b) as function of the number of generations when
the synthetic input data set has been generated through a mixture of two Gaussian
probability distributions; and its equivalents for Exponential (Figs. 1c and d), Weibull
(Figs. 1e and f), and t-Student (Figs. 1g and h). The mean values of 20 independent
runs are shown.
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Table 1. Percentage of executions, after 20 executions, that end with a Gaussian best
coral when the synthetic input data set has been generated through a mixture of two
Gaussian probability distributions.

Generations Reef size

36 64 100 144 196 256 324 400

50 100 100 100 100 100 100 100 100

100 100 100 100 100 100 100 100 100

150 100 100 100 100 100 100 100 100

200 100 100 100 100 100 100 100 100

250 100 100 100 100 100 100 100 100

300 100 100 100 100 100 100 100 100

350 100 100 100 100 100 100 100 100

400 100 100 100 100 100 100 100 100

Table 2. Percentage of executions, after 20 executions, that end with an Exponential
best coral when the synthetic input data set has been generated through a mixture of
two Exponential probability distributions.

Generations Reef size

36 64 100 144 196 256 324 400

50 55 65 90 70 85 65 70 80

100 75 90 80 75 80 80 55 75

150 70 80 85 70 90 65 80 65

200 55 65 90 90 75 75 65 65

250 75 40 80 70 75 100 65 90

300 70 95 85 65 80 80 60 65

350 70 85 90 85 80 80 95 65

400 70 80 70 80 90 90 85 90

larger number of generations, nor a larger reef seem increasing the success rate.
This case arises as the most difficult to reproduce.

In Table 3 the success rate, when the synthetic input data set has been gen-
erated through a mixture of two Weibull distributions, for diverse configurations
for the number of generations and the size of the reef is shown. In this case,
an increment in the size of the reef and a larger number of generations lead to
a clear improvement of the success rate; whereas smaller configurations lead to
low performance.

Finally, for the case of two t-Student distributions (Table 4), most of the
configurations perfectly reproduce the underlying data model; and there are not
cases below 90% of success rate.
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Table 3. Percentage of executions, after 20 executions, that end with a Weibull best
coral when the synthetic input data set has been generated through a mixture of two
Weibull probability distributions.

Generations Reef size

36 64 100 144 196 256 324 400

50 55 95 100 100 100 100 100 100

100 65 90 95 100 100 100 100 100

150 70 75 100 95 100 100 100 100

200 60 95 100 100 100 100 100 100

250 90 85 90 100 100 100 100 100

300 85 80 95 100 100 100 100 100

350 75 90 100 100 100 100 100 100

400 55 100 95 100 100 100 100 100

Table 4. Percentage of executions, after 20 executions, that end with a t-Student best
coral when the synthetic input data set has been generated through a mixture of two
t-Student probability distributions.

Generations Reef size

36 64 100 144 196 256 324 400

50 100 95 100 100 100 100 100 100

100 100 95 100 100 100 100 100 100

150 100 100 100 100 100 100 100 100

200 95 95 95 100 100 100 100 100

250 100 100 100 100 100 100 100 100

300 100 100 100 100 100 100 100 100

350 100 100 100 100 100 100 100 100

400 100 90 100 100 100 100 100 100

With regard to the processing time, when analysing data from two Gaussian
distributions the process time takes the shortest (Table 5), with an increasing of
computational charge for the cases of Exponential distributions, Weibull distri-
butions; being the most adverse scenario when analysing data from two t-Student
distributions (Table 6). For the sake of the brevity, only the two extreme cases
are presented.
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Table 5. Mean execution time (seconds) for the runs (20 runs) that end with a
Gaussian best coral when the synthetic input data set has been generated through
a mixture of two Gaussian probability distributions.

Generations Reef size

36 64 100 144 196 256 324 400

50 3.80 6.19 9.61 14.53 20.42 27.68 35.49 46.55

100 6.88 11.83 18.57 29.11 41.20 54.17 70.86 93.02

150 10.21 17.58 28.01 43.88 63.60 87.16 113.67 143.93

200 12.94 23.03 36.87 59.30 82.70 110.97 149.04 201.54

250 17.17 28.63 46.17 73.95 103.75 144.23 186.33 253.67

300 19.34 36.41 57.29 88.80 128.32 169.40 230.55 305.40

350 22.54 40.39 64.64 102.01 153.01 206.01 266.83 359.13

400 26.29 45.58 72.70 114.33 165.54 234.04 318.52 409.50

Table 6. Mean execution time (seconds) for the runs (20 runs) that end with a
t-Student best coral when the synthetic input data set has been generated through
a mixture of two t-Student probability distributions.

Generations Reef size

36 64 100 144 196 256 324 400

50 4.10 7.63 15.15 30.28 59.47 118.28 205.76 352.26

100 7.78 15.87 34.52 74.54 158.35 343.26 603.13 1108.30

150 11.41 24.58 54.16 121.88 262.07 537.35 1017.29 1916.92

200 14.97 33.26 72.56 166.36 357.37 753.76 1441.24 2639.11

250 18.83 41.16 92.09 215.71 483.02 941.07 1852.94 3383.60

300 22.71 48.95 112.55 267.61 595.84 1166.61 2263.51 4266.90

350 25.66 57.35 130.20 314.87 675.48 1375.87 2684.97 4937.79

400 28.99 66.49 151.59 356.79 786.22 1613.65 3428.42 5756.57

5 Conclusions

In this paper a generalization of GMM for clustering is proposed. GMM is con-
strained to Gaussian probability distributions for the mixing. In this work the
initial effort for relaxing this constraint is presented. This initial effort includes
the incorporation in the mixture of other probability distribution, and partic-
ularly Exponential, Weibull, and t-Student probability distributions have been
added.

As a result of this wider portfolio of probability distributions, the mechanism
for finding the most suitable parameters combination of the probability distri-
butions mixture is changed from the traditional Expectation-Maximization to a
meta-heuristic based approach: the Coral Reef Optimizer. By using the CRO the
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proposal benefits of its capacity to fit the parameters of a model for the data,
and at the same time to select among a set of models the most suitable combi-
nation of components. From the experimental tests performed, it can be stated
that this optimizer is able to reach an excellent agreement with the underlying
data model.

As previously mentioned, this work encompasses the initial efforts for relax-
ing the constraints in GMM. Only a reduced part of the total effort has been
presented in this publication. For instance, parameters optimization of the CRO
has been skipped. Future work lines include to allow a structure for the candi-
date solutions composed of different probability distributions. Furthermore, the
evaluation of the proposed methodology for real problems is also being under-
taken. These two last tasks could require the modification of the CRO opera-
tors. Finally, the application of GPDMM to outlier detection is also proposed as
Future Work.

Acknowledgment. IMJ is co-funded in a 91.89% by the European Social Fund within
the Youth Employment Operating Program, for the programming period 2014–2020, as
well as Youth Employment Initiative (IEJ). IMJ is also co-funded through the Grants
for the Promotion of Youth Employment and Implantation of Youth Guarantee in
Research and Development and Innovation (I+D+i) from the MINECO.

SSS has been partially supported by the project TIN2014-54583-C2-2-R of the
Spanish Ministerial Commission of Science and Technology (MICYT).

MCM has received funding by the Spanish Ministry of Economy and Competi-
tiveness (MINECO) for funding support through the grants FPA2016-80994-C2-1-R,
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Abstract. Text mining pursues producing valuable information from
natural language text. Conditions cannot be neglected because it may
easily lead to misinterpretations. There are naive proposals to mine con-
ditions that rely on user-defined patterns, which falls short; there is only
one machine-learning proposal, but it requires to provide specific-purpose
dictionaries, taxonomies, and heuristics, it works on opinion sentences
only, and it was evaluated very shallowly. We present a novel hybrid
approach that relies on computational linguistics and deep learning; our
experiments prove that it is more effective than current proposals in
terms of F1 score and does not have their drawbacks.

1 Introduction

Text mining pursues processing natural language text to produce useful informa-
tion. Unfortunately, current state-of-the-art text miners do not take conditions
into account, which may easily result in misinterpretations. For instance, given
sentence “Let it happen and John will leave Acme”, current entity-relation extrac-
tors [6,12] return fact (“John”,“will leave”,“Acme”); similarly, current opinion
miners [17,19] return a negative score since “will leave” typically conveys a neg-
ative opinion. Neglecting the conditions clearly results in misinterpretations.

The simplest approach to mine conditions consists in searching for user-
defined patterns [3,10], which falls short regarding recall because there are many
common conditions do not fit common patterns. There is only one machine-
learning approach [13], but it must be customised with several specific-purpose
dictionaries, taxonomies, and heuristics, and it mines conditions regarding opin-
ions only, not to mention that it was evaluated very shallowly.

In this paper, we present a proposal to mine conditions that hybridises com-
putational linguistics and deep learning, without any of the previous problems.
We have performed a comprehensive experimental analysis on a dataset with
3 779 000 sentences on 15 common topics in English and Spanish; our results
prove that our approach is comparable to others in terms of precision [5], but
improves recall enough to beat them in terms of F1 score [22].
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The rest of the paper is organised as follows: Sect. 2 provides an insight into
the related work; Sect. 3 describes our proposal; Sect. 4 reports on our experi-
mental analysis; finally, Sect. 5 presents our conclusions.

2 Related Work

Narayanan et al. [14] range amongst the first authors who realised the problem
with conditions in the field of opinion mining. However, they did not report on
a proposal to mine them.

The simplest approaches to mine conditions build on searching for user-
defined patterns. Mausam et al. [10] studied the problem in the field of entity-
relation extraction and suggested that conditions might be identified by locating
adverbial clauses whose first word is one of the sixteen one-word condition con-
nectives in English; unfortunately, they did not report on the effectiveness of their
approach to mine conditions, only on the overall effectiveness of their proposal
for entity-relation extraction. Chikersal et al. [3] proposed a similar, but sim-
pler approach: they searched for sequences of words in between connectives “if”,
“unless”, “until”, and “in case” and the first occurrence of “then” or a comma.
Unfortunately, the previous proposals are not generally appealing because hand-
crafting such patterns is not trivial and the results typically fall short regarding
recall, as our experimental analysis confirms.

The only existing machine-learning approach was introduced by Nakayama
and Fujii [13], who worked in the field of opinion mining. They devised a model
that is based on features that are computed by means of a syntactic parser
and a semantic analyser. The former identifies so-called “bunsetus”, which are
Japanese syntactic units that consists of one independent word and one or more
ancillary words, as well as their inter-dependencies; the latter identifies opin-
ion expressions, which requires to provide several specific-purpose dictionaries,
taxonomies, and heuristics. They used Conditional Random Fields and Support
Vector Machines to learn classifiers that make “bunsetus” that can be considered
conditions apart from the others. Unfortunately, their approach was only evalu-
ated on a small dataset with 3 155 Japanese sentences regarding hotels and the
best F1 score attained was 0.5830. As a conclusion, this proposal is not generally
applicable and its effectiveness is poor for practical purposes.

Our conclusion is that mining conditions is a problem to which researchers
are paying attention recently because it is a must for software agents to mine
text properly so as to avoid misinterpretations. Unfortunately, the few existing
techniques have many drawbacks that hinder their general applicability. This
motivated us to work on a new approach that overcomes their weaknesses and
outperforms them by means of a hybrid approach that combines computational
linguistics and deep learning; our proposal only requires a stemmer, a depen-
dency parser, and a word embedder, which are readily-available components.
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3 A Hybrid Approach to Mining Conditions

In this section, we first describe the main methods of our proposal, which work
in co-operation to learn a regressor that assesses the candidate conditions in a
sentence before the most promising ones are returned; then, we describe some
ancillary methods to generate candidate conditions, to compute their scores,
to set up a regressor using a deep neural network, and to remove overlapping
candidate conditions. We use sentence “If you’re someone who likes cakes, then
try John’s.” as a running example where appropriate.

3.1 Description of the Main Methods

The main methods are sketched in Fig. 1, namely: method train, which is used
to learn a regressor that assesses candidate conditions, and method apply, which
selects the best candidate conditions in a sentence and returns them.

Method train takes a dataset ds as input and returns a regressor r. The input
dataset is of the form {(si, Li)}n

i=1, where each si denotes a sentence and each Li

denotes a set of labels that identify the conditions in that sentence (n ≥ 0). The
output regressor is a function that given a candidate condition returns a score
that assesses how likely it is an actual condition. The method first initialises
training set T to the empty set and then loops over dataset ds; for each sentence
s and set of labels L in ds, it first computes a set of candidate conditions; then,
for each condition c, it computes a score σ and stores a tuple of the form (c, σ)
in training set T . When the main loop finishes, it learns a regressor from T using
a deep-learning approach.

Method apply takes a sentence s, a regressor r, and a threshold θ as input
and returns a set R of tuples of the form {(ci, σi)}m

i=1, where each ci denotes a
condition and σi its corresponding score, which must be equal or greater than
the threshold (m ≥ 0). The method first generates the candidate conditions in
s, stores them in set C, and initialises the result R to an empty set; it then
iterates over set C; for each candidate condition c in set C, it first computes its
score by applying regressor r to it; if it is equal or greater than threshold θ, then

Fig. 1. Main methods of our proposal.
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Fig. 2. Sample dependency tree.

Fig. 3. Sample candidate conditions.

candidate condition c is added to the result set. When the main loop finishes,
R provides a collection of candidates and scores; before returning it, we must
remove the conditions that overlap others with a higher score.

3.2 Method to Generate Candidates

Our first ancillary method is generateCandidates, which takes a sentence as
input and returns a set of candidate conditions. A naive approach would simply
generate as many sub-strings as possible, but it would be very inefficient because
a sentence with n words has O(n2) such sub-strings. In order to reduce the
candidate space we use a dependency tree to generate them since conditions are
clauses from a grammatical point of view and the non-leaf nodes of a dependency
tree typically represent many such clauses.

Method generateCandidates first computes the dependency tree of the input
sentence, then changes the words in its nodes to lowercase, and finally stems
them. Now, for each non-leaf node in the dependency tree, we compute all of
the sequences of tokens that originate from that node; a token is a tuple of the
form (w, d), where w denotes a stem and d the dependency tag that links its
corresponding node in the dependency tree to its parent, if any. Note that we do
not select leaf nodes because we have not found a single example in which one
word can be considered a condition. As a conclusion, a condition is modelled
as a sequence of the form 〈(wi, di)〉n

i=1 where each wi is a stem and di is its
corresponding dependency tag (n ≥ 2).
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Fig. 4. Sample matchings.

Example 1. Figure 2 shows the dependency tree of our running example; the
nodes that correspond to the condition are highlighted in grey. Figure 3 shows
the candidates that are generated from the previous dependency tree. Candidate
c1 is generated from the root node, candidate c2 is generated from the node with
stem “someone”, candidate c3 is generated from the node with stem “lik-”, and
candidate c4 is generated from the node with stem “john”. Note that, as expected,
the condition is confined to one of the nodes in the dependency tree.

3.3 Method to Compute Scores

Our second ancillary method is computeScore, which takes a candidate condition
c and a set of labels L as input and returns its corresponding score. A naive
approach would simply return 0.0000 if c does not exactly match any of the
labels in L and 1.0000 otherwise, but that is too crisp. An approach in which a
candidate gets a score in range [0.0000, 1.0000] better captures the chances that
it is an actual condition. We use an approach that is based on the well-known
F1 score in order to balance the precision and the recall of candidate conditions.

The F1 score is computed as 2 tp
(tp+fp)+(tp+fn) , where tp, fp, and fn denote,

respectively, the number of true positives, false positives, and false negatives.
Given a candidate condition c and a label l, it makes sense to interpret the
tokens that they have in common as true positive tokens, the tokens in c that
are not in l as false positive tokens, and the tokens in l that are not in c as
false negative tokens. We also realised that the first few tokens in a condition
typically provide a landmark that characterises it. Thus, we decided to measure
the degree of matching between a condition and a label as follows:

match(c, l) =
|l|∑

i=1

{
1/i if li ∈ c
0 otherwise

}
(1)

Simply put: let li denote the i-th token in the label (i = 1..|l|); if li is in the
candidate, we then add 1/i to the score and zero otherwise. This way, the first few
tokens in the label contribute much more to the score than the remaining ones.
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That is, given a candidate condition c and a label l, match(c, l) is a measure of
the number of true positive tokens in c.

Given the previous definition, the maximum degree of matching for a candi-
date condition or a label x is defined as follows:

match∗(x) =
|x|∑

i=1

1/i (2)

Realise that given a candidate condition c, match∗(c) is a measure of the
number of true positive tokens (the tokens that belong to both the candidate
condition and the label) and the false positive tokens (the tokens that belong
to the candidate, but not to the label); similarly, given a label l, match∗(l) is a
measure of the number of true positive tokens (the tokens that belong to both
the label and the candidate condition) and the number of false negative tokens
(the tokens that belong to the label, but not to the candidate condition).

Our proposal to compute the score of candidate condition c with respect to
the set of labels L is then as follows:

score(c, L) = max
l∈L

2 match(c, l)
match∗(c) + match∗(l)

(3)

Note the similarity to the F1 score since match(c, l), match∗(c), and
match∗(l) are measures of tp, tp + fp, and tp + fn, respectively; the differ-
ence is that we do not count the actual number of true positive, false positive,
or false negative tokens, but a measure that puts an emphasis on the first few
tokens and decays asymptotically.

Example 2. Figure 4 shows label l, which corresponds to the condition in our
running example, and how the candidate conditions match it. Candidate condi-
tion c1 represents the whole input sentence, which obviously contains the label,
i.e., seven true positive tokens, but also four false positive tokens, which results in
a score of 0.9240. Candidate c2 matches the label perfectly, i.e., it matches seven
true positive tokens and no false positive or false negative token, which results in
a score of 1.0000. Candidate c3 is a partial match with three true positive tokens
and three false negative tokens, which results in a score of 0.2302. Finally, con-
dition c4 does not match any true positive token, but two false positive tokens
and seven false negative tokens, which results in a score of 0.0000.

3.4 Model to Learn a Regressor

Our third ancillary method is learnRegressor, which takes a training set T
as input and returns a regressor r. We implemented it using a deep-learning
approach because of its natural ability to transform data into feature-based
representations that help learn good regressors.

Prior to learning a regressor, the candidate conditions in the training set
must be vectorised. Our labelled dataset, which is presented in Sect. 4, suggests
that the length of common conditions ranges from a few tokens to a few dozens,



270 F. O. Gallego and R. Corchuelo

λ×δ
λ× δ

λ× δ
λ× δ

λ× δ
λ×

λ×
λ×

λ×
×

λ×δ
λ× δ

λ× δ
×

λ×δ
λ×

λ×
λ×

λ×
×

λ×δ
λ×

λ×
λ×

λ×δ
λ× δ

λ× δ
λ× δ

λ× δ
λ×

λ×
λ×

λ×
×

λ×
×

Fig. 5. Neural networks for learning regressors.

so it makes sense to represent them as large-enough fixed-size sequences. Given a
candidate condition of the form 〈(wi, di)〉n

i=1, we transform it into a sequence of
the form 〈wi⊕di〉λ

i=1, where wi denotes the vectorisation of stem w, d denotes the
vectorisation of dependency tag d, w ⊕ d the vector that results from catenating
the previous ones, and λ denotes the size of the longest possible condition; note
that padding tokens need to be added if the original condition is shorter than λ.

Given a stem w, we compute its vectorisation w by using word embed-
ding [11], which can unsupervisedly produce vectors that preserve some semantic
relationships amongst the original stems; to reduce the stem space, we replaced
numbers, email addresses, URLs, and stems whose frequency is equal or smaller
than five by class words “NUMBER”, “EMAIL”, “URL”, and “UNK”, respectively.
Given dependency tag d, we compute its vectorisation d by means of one-hot
encoding [23], which vectorises a finite set of tags using binary features. Note
that the vectorisation of a condition can then be interpreted as a matrix with λ
rows and δ columns, where δ denotes the dimensionality of the word embedding
vectorisation plus the dimensionality of the one-hot vectorisation.

Our baseline architecture was a multi-layer perceptron (MLP) with two dense
layers. We devised a dozen more architectures, but the best ones were based on
the following components: gated recurrent units (GRU), bi-directional gated
recurrent units (BiGRU), convolutional neural networks (CNN), and a hybrid



A Hybrid Approach to Mining Conditions 271

approach that combines convolutional neural networks and bi-directional gated
recurrent units (CNN-BiGRU).

GRUs are a kind of recurrent neural network (RNN) [8] and BiGRUs
are a kind of bi-directional recurrent neural networks (BiRNN) [20]. In both
RNNs and BiRNNs the connections between units form a directed cycle, which
allows to apply them to sequences of varying length; the difference is that
RNNs cannot take future elements in a sequence into account whereas BiRNNs
can. Unfortunately, both RNNs and BiRNNs suffer from the so-called explod-
ing/vanishing gradient problems [16], which is overcome by using gated recurrent
units (GRUs) [4] or bi-directional gated recurrent units (BiGRUs) [15] that help
control the amount of data that is passed on to the next epoch or forgotten. The
CNN network [18] includes two convolutional layers and a pooling layer. The for-
mer consists of several filtering units that take a small region of the input data as
input and applies a non-linear function to it; the latter consists of pooling units
that apply a merging method to the results of the previous layer. Our proposal
is to use a convolutional layer with a large number of filters in order to create
a wide range of first-level features, but a smaller number of filters in the sec-
ond convolutional layer to obtain a more specific range of second-level features
that combine de first ones. Finally, the pooling layer combines the previous deep
features using a global maximum function as the global pooling strategy since
our experiments prove that it performs better than others. The CNN-BiGRU
network uses a convolutional layer with a number of filters similar to the input
length, and then applies a local pooling that captures the most relevant features
only. We then apply a BiGRU layer that takes the dependencies between tokens
into account, from both the beginning to the end of the sentences and vice versa.

Figure 5 summarises the previous architectures. The boxes represent the lay-
ers and provide information about the corresponding parameters, namely: in all
cases, the input and output dimensions in terms of λ and δ (rounding to the clos-
est natural number is assumed); in all cases, but pooling layers, the activation
function and the drop-out ratio; in the case of convolutions, the kernel size; and,
in the case of pooling layers, the functor and the pool used. The parameters
were computed using the Stochastic Gradient Descent method [9] with batch
size equal to 32. In order to prevent over-fitting as much as possible, we used
some drop-out regularisations [21] and early stopping [2] when the loss did not
improve enough after 10 epochs. We used the Mean Squared Error as the loss
function since it is very common in regression problems [1]. We did not apply a
decay momentum because we observed that the loss always converges smoothly,
even if it needs more epochs for some networks than for others.

3.5 Criteria to Remove Overlaps

The fourth ancillary method is removeOverlaps, which takes a set of tuples of
the form (c, σ) as input, where c denotes a candidate and σ its corresponding
score, and filters some of them out.

It is the simplest method in our proposal. Basically, it works as follows: it
iterates over the set of input tuples and removes those whose conditions overlap
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a condition with a higher score. In other words, given the input set of tuples R,
it computes the following subset:

{(c, σ) | (c, σ) ∈ R∧ � ∃(c′, σ′) : (c′, σ′) ∈ R ∧ c′ ∩ c �= 〈〉 ∧ σ′ > σ} (4)

Example 3. Assume that the threshold to select the best candidates is set to
θ = 0.5000. In our running example, method apply would return candidate
conditions c1 and c2 since they are the only whose scores exceed the threshold,
cf. Fig. 4. Note that both candidate conditions overlap, so the one with the lowest
score is filtered out. In this case, method apply would then return condition c2
only, which, indeed, represents the condition in our running example.

4 Experimental Analysis

Computing Facility: We run our experiments on a virtual computer that was
equipped with one Intel Xeon E5-2690 core at 2.60 GHz, 2 GiB of RAM, and
an Nvidia Tesla K10 GPU accelerator with 2 GK-104 GPUs at 745 MHz with
3.5 GiB of RAM each; the operating system was CentOS Linux 7.3.

Prototype Implementation:1 We implemented our proposal with Python
3.5.4 and the following components: Snowball 1.2.1 to stemmise words, the Stan-
ford NLP Core Library 3.8.0 to generate dependency trees, Gensim 2.3.0 to com-
pute word embedders using a Word2Vec implementation, and Keras 2.0.8 with
Theano 1.0.0 to learn the regressors.

Evaluation Dataset:2 We used a dataset with 3 779 000 sentences in English
and Spanish that were randomly gathered from the Web between April 2017
and May 2017. The sentences were classified into 15 topics according to their
sources, namely: adults, baby care, beauty, books, cameras, computers, films,
headsets, hotels, music, ovens, pets, phones, TV sets, and video games. None
of the conditions that we found in this dataset was smaller than two tokens or
longer than 50 tokens, so we set those limits to vectorise candidate conditions.

Baselines: We used the proposals by Mausam et al. [10] and Chikersal et al.
[3] as baselines. The proposal by Nakayama and Fujii [13] was not considered
because it is not clear if it can be customised to deal with languages other than
Japanese and its best F1 was 0.5830; neither could we find an implementation.

Performance Measures: We measured the standard performance measures,
namely: precision, recall, and the F1 score. Regarding the baselines, we com-
puted the measures from our dataset since there is no machine-learning involved;
regarding our proposals, we computed the measures using 5-fold cross-validation.
We computed the measures independently for each of our approaches and set
threshold θ to 0.2500, 0.5000, and 0.7500.

1 Available at https://github.com/FernanOrtega/HAIS18.
2 Available at https://www.kaggle.com/fogallego/reviews-with-conditions.

https://github.com/FernanOrtega/HAIS18
https://www.kaggle.com/fogallego/reviews-with-conditions
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Fig. 6. Experimental results in comparison with baselines.

Fig. 7. Statistical analysis based on Hommel’s test.

Experimental Results: The experimental results are presented in Fig. 6. MB
and CB refer to Mausam et al.’s and Chikersal et al.’s baselines, respectively.
The greyed cells highlight the approaches that beat the best baseline.

The precision of the baselines is relatively good taking into account that they
are naive approaches to the problem that rely on handcrafted user-defined pat-
terns; Mausam et al.’s proposal achieves a recall that is similar to its precision,
but Chikersal et al.’s proposal falls short regarding recall. Our approaches do
not generally beat the baselines regarding precision, but attain results that are
almost similar. It is regarding recall that most of our approaches beat the base-
lines since they are able to learn patterns that are more involved; thanks to our
deep learning approach, the input sentences are projected onto a rich feature
space that can capture many patterns that an expert cannot easily spot. Note
that the improvement regarding recall is enough for the F1 score to improve the
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baselines. Regarding the value of threshold θ, note that increasing it increases
the average precision of our approaches, but decreases their average recall.

To make a decision regarding which of the approaches performs the best, we
used a stratified strategy that builds on Hommel’s test [7]. In Figs. 7a, b and
c, we report on the results of the statistical analysis regarding our proposal;
our goal was to select the best ones for each of the values of threshold θ. The
previous figures show the experimental rank of each approach, and then the
comparisons between the best one and the others; for every comparison, we
show the value of the z statistic and its corresponding adjusted p-value. Note
that the experimental results do not provide any evidences that the best-ranked
approach is different from the second one since the adjusted p-value is greater
than the significance level; however, there is enough evidence to prove that it
is different from the remaining ones since the adjusted p-value is smaller than
the significance level. Our conclusion is that CNN is the best approach when
θ = 0.2500, CNN-BiGRU is the best approach when θ = 0.5000, and CNN is
again the best approach when θ = 0.7500. In Fig. 7d, we present the results
of comparing the previous best approaches and the baselines (we denote the
corresponding value of θ using subindices). According to Hommel’s test, CNN
with θ = 0.2500 is similar to CNN-BiGRU with θ = 0.5000, but they are better
than both baselines and CNN with θ = 0.7500.

Our experimental analysis confirms that our best alternatives are CNN with
θ = 0.2500 or CNN-BiGRU with θ = 0.5000, that they are similar to the other
proposals in terms of precision, but improve recall enough to beat them in terms
of F1 score. In summary, it confirms that our approach is very promising.

5 Conclusions

We have presented a novel proposal to mine conditions. It relies on a hybrid
approach that merges computational linguistics and deep learning as a means
to overcome the problems that we have found in the literature, namely: it does
not rely on user-defined patterns, it does not require any specific-purpose dic-
tionaries, taxonomies, or heuristics, and it can mine conditions in both fac-
tual and opinion sentences. Furthermore it relies on a number of components
that are readily available, namely: a stemmer, a dependency parser, and a word
embedder. We have also performed a comprehensive experimental analysis on a
dataset with 3 779 000 sentences on 15 common topics in English and Spanish.
Our results confirm that our proposal can beat the state-of-the-art proposals in
terms of recall and F1 score.
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Abstract. Monotonicity constraints frequently appear in real-life prob-
lems. Many of the monotonic classifiers used in these cases require that
the input data satisfy the monotonicity restrictions. This contribution
proposes the use of training set selection to choose the most represen-
tative instances which improves the monotonic classifiers performance,
fulfilling the monotonic constraints. We have developed an experiment
on 30 data sets in order to demonstrate the benefits of our proposal.

Keywords: Monotonic classification · Ordinal classification
Training set selection · Data preprocessing · Machine learning

1 Introduction

Monotonic classification is an ordinal classification problem where monotonic
constraints are present in the sense that a higher value of a feature in an instance,
fixing the other values, should not decrease its class assignment [1,2]. These rela-
tionships between the inputs features and the response are termed as monotonic.

In the specialized literature we can find multiple monotonic classifiers pro-
posed, like neural networks and support vector machines [3], classification trees
and rule induction [4–6] and instance-based learning [7–9]. As a restriction, some
of them require the training set to be purely monotone to work properly. Other
classifiers can handle non-monotonic data sets, but they do not guarantee mono-
tone predictions.

In addition, real-life data sets are likely to have noise, which obscures the
relationship between features and the class [10,11]. This fact affects the predic-
tion capabilities of the learning algorithms which learn models from those data
sets.

In order to address these shortcomings and to test the prediction competences
of the monotonic classifiers, the usual trend is to generate data sets which com-
pletely satisfy the monotonicity conditions [12]. The intuitive idea behind this

c© Springer International Publishing AG, part of Springer Nature 2018
F. J. de Cos Juez et al. (Eds.): HAIS 2018, LNAI 10870, pp. 277–288, 2018.
https://doi.org/10.1007/978-3-319-92639-1_23
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is that the models trained on monotonic data sets should offer better predictive
performance than the models trained on the original data.

Training Set Selection (TSS) is known as an application of instance selection
methods [13–16] over the training set used to build any predictive model. Thus,
TSS can be employed as a way to improve the behavior of predictive models,
precision and interpretability [17,18].

In this contribution we propose a TSS algorithm to manage monotonic clas-
sification problems, called Monotonic Training Set Selection (MonTSS). It is
a data preprocessing technique which, by means of a suitable TSS process for
monotonic domains, offers an alternative without modifying the class labels of
the data set, it instead removes harmful instances. MonTSS incorporates proper
measurements to identify and select the most suitable instances in the train-
ing set to enhance both the accuracy and the monotonic nature of the models
produced by different classifiers. We have compared the results offered by well-
known classical monotonic classifiers over 30 data sets with and without the use
of MonTSS as a data preprocessing stage. The results show that MonTSS is able
to select the most representative instances, which leads monotonic classifiers to
always offer equal or better results than without preprocessing.

The contribution is organized as follows. Section 2 describes the proposed
MonTSS algorithm. Section 3 describes the experimental framework, with
respect to data sets, parameters and quality metrics considered. In Sect. 4 the
results and analysis are included. Finally, Sect. 5 concludes the contribution.

2 Proposal for Monotonic Training Set Selection

In TSS the aim is to reduce the size of the training data set by selecting the
most representative instances. The effects produced by such data preprocessing,
according to [19–21], are: reduction in space complexity, decrease in computa-
tional cost and the selection of the most representative instances by discarding
noisy ones.

In monotonic classification, besides the previously enumerated advantages,
the most representative instances must also keep or improve the monotonicity
constraints of the training set. In this manner, the learned models from the data
sets resulting from the TSS process are expected to improve their monotonic
condition with respect to those obtained from the original training data set.

2.1 Probabilistic Collision Removal

Two instances produce a collision if they do not satisfy the monotonicity con-
straints. Before carrying out the TSS, we apply an ordered probabilistic removal
based on the collisions produced by these instances. The process is stochastic
to avoid falling in local optima. For this reason, two parameters are introduced:
Candidates, which points out the rate of the best candidates to be selected, and
CollisionsAllowed, which represents the minimal rate of collisions permitted to
stop the removal process. The probabilistic algorithm is given in Algorithm 1.



A First Attempt on Monotonic Training Set Selection 279

Algorithm 1. Probabilistic Collision Removal algorithm.
1: function ProbColRemoval(T - training data, Candidates - candidate rate, CollisionsAllowed

- minimal rate of collisions allowed)
2: initialize: totalCollisions=0 , S=T
3: [Col[],ColMatrix[][],totalCollisions]=Calculate Collisions(S)
4: maxCandidates = #S · Candidates
5: minCol = totalCollisions · CollisionsAllowed
6: newCol = totalCollisions
7: repeat
8: S=sort(S,Col[])
9: candSelected= Rand(1,maxCandidates)
10: S = S \ {xcandSelected}
11: newCol = newCol - Col[candSelected]
12: Col[candSelected] = 0
13: for all xj ∈ T do
14: if ( ColMatrix[j][candSelected] = true ) then
15: ColMatrix[j][candSelected] = false
16: Col[j] = Col[j] − 1
17: end if
18: end for
19: until newCol < minCol
20: return S
21: end function
22: function Calculate Collisions(T - training data)
23: for all xi ∈ T do
24: Col[i]=0
25: for all xj ∈ T do
26: ColMatrix[i][j]=0
27: end for
28: end for
29: for all xi ∈ T do
30: for all xj ∈ T do
31: if ( i �= j ) then
32: if ( xi � xj and Y (xi) > Y (xj)) or (xi = xj and Y (xi) �= Y (xj)) then
33: Col[i]=Col[i] + 1
34: Col[j]=Col[j] + 1
35: ColMatrix[i][j] = true
36: ColMatrix[j][i] = true
37: end if
38: end if
39: end for
40: end for
41: totalCollisions=0
42: for all xi ∈ T do
43: totalCollisions=totalCollisions+Col[i]
44: end for
45: return [Col[], ColMatrix[][] , totalCollisions]
46: end function

The efficiency of the algorithm is O(n2), where n is the number of instances in
the training set T .

The more collisions an instance has, the higher is its probability to be
removed. After this process, the resulting data is formed by instances with the
allowed number of collisions. Although taking this process to the extreme could
obtain collisions-free data, it is desirable to provide greater freedom of action to
the quality metrics described next.
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2.2 Quality Metrics Selection

We introduce two new metrics: Delimitation (Del) and Influence (Infl), to assess
how representational the instances are. Both are calculated for each instance
resulting from the previous stage and are used to determine which instances
must be included in the final TSS.

The instances located at the boundary of decision classes are of great impor-
tance in monotonic classification. They should be conserved to guarantee that
the relationship of monotonicity between the inputs and the response remains
constant. Hence, both metrics have been proposed to identify the subset of most
important instances which belong to the decision boundaries. They are defined
for an instance xi ∈ D as follows:

– Delimitation (Del):

Del(xi) =
|Dom(xi) − NoDom(xi)|
Dom(xi) + NoDom(xi)

, (1)

Dom(xi) = #X ′, x′ ∈ X ′ ⇔ xi ≺ x′ ∧ Y (xi) = Y (x′), (2)
NoDom(xi) = #Z ′, x′ ∈ Z ′ ⇔ xi � x′ ∧ Y (xi) = Y (x′), (3)

where Dom(xi) represents the number of instances of the same class as xi

that dominate xi, and NoDom(xi) is the number of instances of the same
class as xi dominated by xi. The range of Del(xi) is [0, 1). A value closer to
0 means that the instance is located near the central region of the class and
the value near to 1 means that it is closer to the boundaries.

– Influence (Infl). The Influence of each instance xi is computed by using the
number of neighbors of any different class label and their distance to xi. First,
the k nearest neighbors are obtained and their corresponding distance to xi is
computed. Each neighbor has an associated weight (nWeight), which depends
on its distance to the instance xi, normalized by the sum of the distances of
all the neighbors (see Eq. 5). nWeight is greater as closer the neighbor is to
the instance xi. The value of nWeight for each neighbor is normalized using
the Eq. 6 so the Influence metric is situated in range [0,1]. The Influence value
for the instance xi is calculated by considering only the neighbors of different
class than xi among its k nearest neighbors (see Eq. 7):

kNNxi
= k nearest neighbors of xi (4)

nWeight(xj) =
∑k

l=1 Distance(xi, xl) − Distance(xi, xj)
∑k

l=1 Distance(xi, xl)
,∀xj ∈ kNNxi

, (5)

influenceWeight(xj) =
nWeight(xj)

∑k
l=1 nWeight(xl)

,∀xj ∈ kNNxi
, (6)

Infl(xi) =
k∑

j=1

influenceWeight(xj),

where Y (xi) �= Y (xj) ∧ xj ∈ kNNxi
, (7)
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The value 0 reflects that the instance is surrounded by instances of the same
class, showing a high degree of redundancy. The value 1 represents that it is
surrounded by neighbor instances of other classes, which means that it is an
instance that could introduce separation between classes.

2.3 The MonTSS Algorithm

The whole process is composed of three stages:

1. The MonTSS process starts with a preprocessing step where MonTSS ana-
lyzes the original data set by quantifying the relationship between each input
feature and the output class. This relation is estimated with a metric called
Rank Mutual Information (RMI) defined in [22]. With it, we know the fea-
tures which have a real direct or inverse monotonic relation with the class or
no relation as well (including unordered categorical features). The RMI value
is evaluated in the training data set to decide which features are used in the
computation of collisions between instances.
In essence, rank mutual information can be considered as the degree of mono-
tonicity between features A1,...,Af and the feature class Y . Given any feature
Aj and feature class Y , the value of RMI for the feature Aj is calculated as
follows:

RMI(Aj , Y ) = − 1
n

n∑

i=1

log
#[xi]

≤
Aj

· #[xi]
≤
Y

n · #([xi]
≤
Aj

∩ [xi]
≤
Y )

(8)

where n is the number of instances in data set D, [xi]
≤
Aj

is the set formed by
all the instances of the set D whose feature Aj is less or equal than feature
Aj of instance xi, and [xi]

≤
Y is the set composed of the instances of the set D

whose feature class Y is less or equal than feature class Y of instance xi.
2. In the second stage, the probabilistic collision removal mechanism is applied

(see Sect. 2.1), which eliminates most of the instances which produce colli-
sions. The remaining instances are used as input in the last stage.

3. Here, the quality metrics are computed and based on them, the selection
procedure is developed considering the following rule:

Selectxi =

⎧
⎨

⎩

true if Del(xi) < Infl(xi)
or Del(xi) ≥ 0.9

false otherwise.
(9)

The rationale behind this rule is to retain the instances which are closer to the
class boundaries, using a straightforward threshold of 0.9 which is independent
from the diversity of their neighborhood. Furthermore, a relationship between
Del(xi) and Infl(xi) can be easily established as they represent a measurement
in the same range of the relative rate of the situation and the neighborhood
variety of every instance. In this respect, the rule is built as a function of both
measures. As a result, for instance, the rule preserves the instances belonging to
central areas if there are instances of other classes around.
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3 Experimental Framework

In this section we introduce the data sets used to test our proposed algorithm,
the parameters fixed in the algorithms and the performance metrics considered
to evaluate the results.

3.1 Data Sets

The data sets have been collected from the KEEL-data set1 [23] and UCI Repos-
itory [24]. They are split into two blocks. In the first one, we enumerate 20 stan-
dard classification data sets and the second block is composed of 10 regression
data sets whose class feature is discretized into 4 categorical values, keeping the
class distribution balanced. The algorithms are evaluated using a 10-fold cross
validation schema (10-fcv). Table 2 shows the name of the data sets.

3.2 Parameters

The classical monotonic classification algorithms considered in this study are:
Ordinal Learning Model (OLM [25]), Ordinal Stochastic Dominance Learner
(OSDL [26,27]), Monotone Induction of Decision trees (MID [4]) and Monotonic
k-Nearest Neighbor Classifier (MkNN [7]).

The parameters of the algorithms appear in Table 1 and are fixed for all the
data sets. The values for those parameters have been selected according to the
recommendations of the authors of each method. The parameter values of our
proposal have been empirically determined to achieve a proper balance between
reduction and prediction capabilities.

Both for MkNN an MonTSS algorithms, the euclidean distance is adopted
to measure the similarity in numerical and categorical ordinal features.

3.3 Performance Metrics

To analyze the results offered by the monotonic classification algorithms, with
and without data preprocessing, we have considered the following Mean Absolute
Error and data related metrics:

– Mean Absolute Error (MAE): This measure intends to evaluate the prediction
capabilities of the algorithms. It is defined as the sum of the absolute values of
the errors, divided by the number of classifications. The literature in various
studies concludes that MAE is one of the best performance metrics in ordered
classification [28].

– Data related metrics: In this case, the aim is to assess the monotonicity of
the training data sets offered by the preprocessing proposal.

1 http://www.keel.es/datasets.php.

http://www.keel.es/datasets.php
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Table 1. Parameters for the algorithms considered.

Algorithm Parameters

MonTSS Candidates = 0.01, CollisionsAllowed = 0.01,

k for Influence estimation = 5, distance = euclidean

MkNN distance = euclidean, k = 3

OLM modeClassification = conservative

modeResolution = conservative

MID C4.5 as base classifier

2 items per leaf, confidence = 0.25, R = 1

OSDL balanced = No, classificationType = media

tuneInterpolationParameter = No, weighted = No,

upperBound = 1, lowerBound = 0

interpolationParameter = 0.5,

interpolationStepSize = 10

• Non-Monotonicity Index (NMI [29]), calculated as the number of non-
monotone instances divided by the total number of instances:

NMI =
1
n

∑

x∈D

Collision(x) (10)

where Collision(x) = 0 if x does not collide with any instances in D, and
1 otherwise.

• Non-Comparable, defined as the number of pairs of non comparable
instances in the data set. Two instances x and x′ are non-comparable
if they do no satisfy x � x′ ∧ x �= x′. The reason for considering it as a
metric is based on the fact that it is harder to build accurate models as
the number of non-comparable pairs increases.

• Size of the training set selected using the preprocessing algorithm pro-
posed. It is included to analyze the reduction capabilities of the method.

4 Results and Analysis

The average results of the 10-fcv evaluations are shown in Table 2. In the first col-
umn of this table, we present the name of the data set. The second column con-
tains the results corresponding to the combination of Relabeling+MkNN. In the
third column we present the results associated with the evaluation of the origi-
nal data set directly by the monotonic classifiers considered. The fourth column
is devoted to the combination of MonTSS and monotonic classifiers. Fifth and
sixth columns summarize the monotonicity indexes obtained using the original
data sets and after the use of MonTSS. These metrics are NMI, Non-Comparable
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and Size. The last row in the table contains the average results over the 30 data
sets evaluated. The best values for each row have been highlighted in bold.

To strengthen the analysis, we have included the statistical outcome based
on non-parametric procedures to compare the performances offered by our pro-
posal with respect to the original classifiers without preprocessing. For this,
the Wilcoxon signed-rank test has been used to conduct pairwise comparisons
between two algorithms [30]. The Wilcoxon test involves ranking all nonzero
difference scores disregarding sign, reattaching the sign to the rank, and then
evaluating the mean of the positive and the mean of the negative ranks. The
Wilcoxon test was specially recommended by Demsar in [31] to make perfor-
mance comparisons of pairs of algorithms on multiple data sets.

Observing Tables 2 and 3, we come up with the following analysis:

– In most of the cases, the prediction capabilities of the classifiers are improved
when the TSS is applied. This conclusion is confirmed when statistical tests
are applied, as Table 3 reflects. Using the Wilcoxon test we compare each
classifier with its preprocessed version and the table indicates to us that
MonTSS improves MkNN with and without relabeling, OLM and OSDL. MID
is robust to noise and its predictive performances are the same with or without
TSS, indicating that MonTSS does not change its behavior. The greatest
improvement noted is the combination of MonTSS with MkNN, achieving
similar performances to MID.

– Regarding data related metrics, in Table 2 it must be mentioned that the
monotonic models extracted using our proposal are those which best satisfy
the monotonicity constraints (with NMI near to 0). In addition, MonTSS
significantly reduces the number of non-comparable pairs of instances and
the size of the training data set. This occurs in all data sets evaluated.

– It is worth mentioning that relabeling clearly improves standard MkNN, a
fact that was suggested in [7]. Nevertheless, MonTSS is able to improve even
more the performance of MkNN, becoming a competitive algorithm.

Table 3. Wilcoxon test to analyze the MAE results on classifiers with and without
our preprocessing proposal.

Algorithm Ranking Adjusted p-value vs. Algorithm

MonTSS+MkNN R+ 382.0 0.000 Relabeling+MkNN

R− 53.0

MonTSS+MkNN R+ 427.0 0.000 MkNN

R− 38.0

MonTSS+OLM R+ 335.5 0.010 OLM

R− 100.0

MonTSS+OSDL R+ 327.5 0.016 OSDL

R− 107.5

MonTSS+MID R+ 231.0 1.000 MID

R− 234.0
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5 Concluding Remarks

This contribution aims to present a proposal of training set selection for mono-
tonic classification called MonTSS. It selects the most representative instances
focusing on the class distribution and monotonicity conditions of those instances.
The experimental evaluation highlights some remarkable characteristics of the
proposal.

MonTSS is able to select the most representative instances independently of
the classifier to be applied later. This leads monotonic classifiers to always offer
equal or better results than without preprocessing. Furthermore, data related
metrics are notably improved, fully satisfying the monotonicity restrictions with-
out affecting or modifying the nature of the original data. At the same time, it
reduces the number of non-comparable pairs of instances and the size of the
training data sets before the learning stage starts.

As future work we are interested in the use of the proposal in big data [32].
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Abstract. Missing data is an issue in many real-world datasets yet
robust methods for dealing with missing data appropriately still need
development. In this paper we conduct an investigation of how some
methods for handling missing data perform when the uncertainty
increases. Using benchmark datasets from the UCI Machine Learning
repository we generate datasets for our experimentation with increasing
amounts of data Missing Completely At Random (MCAR) both at the
attribute level and at the record level. We then apply four classifica-
tion algorithms: C4.5, Random Forest, Näıve Bayes and Support Vector
Machines (SVMs). We measure the performance of each classifiers on
the basis of complete case analysis, simple imputation and then we study
the performance of the algorithms that can handle missing data. We find
that complete case analysis has a detrimental effect because it renders
many datasets infeasible when missing data increases, particularly for
high dimensional data. We find that increasing missing data does have
a negative effect on the performance of all the algorithms tested but the
different algorithms tested either using preprocessing in the form of sim-
ple imputation or handling the missing data do not show a significant
difference in performance.

Keywords: Missing data · Classification algorithms
Complete case analysis · Single imputation

1 Introduction

Many real-world datasets have missing or incomplete data [24]. Since the accu-
racy of most machine learning algorithms for classification, regression, and clus-
tering is affected by the completeness of datasets, processing and dealing with
missing data is a significant step in the Knowledge Discovery and Data Mining
(KDD) process. Some strategies have been devised to handle incomplete data as
explained in [5,8,14]. In particular, for regression, where missing data has been
more widely studied (e.g. [9]), multiple imputation has shown advantage over
other methods [22,23]. However, much work is still needed to solve this problem
c© Springer International Publishing AG, part of Springer Nature 2018
F. J. de Cos Juez et al. (Eds.): HAIS 2018, LNAI 10870, pp. 289–301, 2018.
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in the context of data mining tasks and multiple imputation in particular needs
some research to show if it is equally applicable to data mining.

Before we investigate multiple imputation and data mining, which is our
long term aim, in this research we want to deliver a thorough understanding of
how the different methods for handling missing data affect the accuracy of data
mining algorithms when the uncertainty increases, i.e. the amount of missing
data increases. We create an experimental environment using the university of
California Irvine (UCI) Machine learning repository [13], by removing data from
a number of UCI datasets completely at random (MCAR). We select increas-
ing number of attributes at random to remove data from and we also increase
the number of records at random from which we remove data in the attributes
selected. Therefore, we produce a number of experimental datasets which contain
increasing amounts of data MCAR.

Researchers have used a number of different methods to treat missing data
in the data preprocessing phase. In this paper, we study the performance of
classification algorithms in the context of increasing missing data under different
pre-processing scenarios. In particular, we investigate how increasing the amount
of missing data affects the performance for complete case analysis, and single
imputation for a number of classification algorithms. We also compare that to the
performance of algorithms with an internal mechanisms to handle the missing
data, such as C4.5, and Random Forest.

The rest of this paper is organised as follows: Sect. 2 presents the problem
of missing data and Sect. 3 presents the mechanisms used in Data Mining to
address the problem. The methods used in our paper to set up our experimental
environment are discussed in Sect. 4. Section 5 analyses the results. A discussion
of the results is in Sect. 6. Finally, Sect. 7 presents our conclusions.

2 The Problem of Missing Data

Little and Rubin [14] have defined missing data based on the mechanism that
generates the missing values into three main categories as follows: Missing Com-
pletely at Random (MCAR), Missing at Random (MAR), and Missing not at
Random (MNAR). Missing Completely at Random (MCAR) occurs when the
probability of an instance missing for a particular variable is independent from
any other variable and independent from the missing data so missing is not
related to any factor known or unknown in the study. Missing at Random (MAR)
occurs when the probability of an instance having a missing value for an attribute
may depend on the known values but not on the value of the missing data itself.
Missing not at Random (MNAR) occurs when the probability of the instance
having a missing value depends on unobserved values. This is also termed a non-
ignorable process and is the most difficult scenario to deal with. In this paper
we focus on generating missing data using the MCAR mechanism. Further work
will investigate the other mechanisms.

Horton et al. [9] have further categorized the patterns of missing data into
monotone and non-monotone. They state that the patterns are concerned with
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which values are missing, whereas, the mechanisms are concerned with why data
is missing. We can state that we have monotone patterns of missing data if the
same data points have missing values in one or more features. We focus in this
study on non-monotone missing data.

3 Dealing with Missing Data

In practice, there are three popular approaches that are commonly used to deal
with incomplete data:

1. Complete Case Analysis: This approach is the default in many statistical
packages but should be only used when missing is under MCAR [14]. All
incomplete data points are simply omitted from the dataset and only the
complete records are used for model building [14]. The approach results in
decreasing the size of data and the information available to the models and
may also bias the results [20]. Tabachnick and Fidell [21] assumed that both
the mechanisms and the patterns of missing values play a more significant
role than the proportion of missing data when complete case analysis is used.

2. Imputation: Imputation means that missing values are replaced in some
way prior to the analysis [14]. Mean or median imputation is commonly used
with numerical instances and mode imputation with the nominal instances.
Such simple imputation methods have been criticized widely [4,18], because
they do not reflect the uncertainty in the data and may introduce bias in the
analysis. On the other hand, multiple imputation [17], a more sophisticated
method, replaces missing values with a number of plausible values which
reflect the uncertainty although the technique may have higher computational
complexity. A method for combining the results of the analysis on multiple
datasets is also required. For regression analysis, Rubin [17] defined some rules
to estimate parameters from multiple imputation analysis. For application to
data mining, good methods for pooling the analysis may be required.

3. Model Approach: A number of algorithms have been constructed to cope
with missing data, that is, they can develop models in the presence of incom-
plete data. The internal mechanisms for dealing with missing data are dis-
cussed in the context of the algorithms used in this study.

3.1 The Classification Algorithms and Missing Data

We focus on the following well known classification algorithms, some of which
have been identified as top data mining algorithms [25]: Decision Trees (C4.5),
Näıve Bayes (NB), Random Forest (RF) and Support Vector Machines (SVMs).
Further, we will explain how different algorithms and their implementations in
Weka, our platform of choice, can treat missing values at both the building and
the application phase.

C4.5 is one of the most influential decision trees algorithm. The algorithm
was modified by Quinlan [15,16] to treat missing data using fractional method



292 A. Aleryani et al.

in which the proportion of missing values of an attribute are used to modify the
Information gain and Split ratio of the attribute’s Gain ratio. After making the
decision for splitting on an attribute with the highest gain ratio, any instance
with missing values of that attribute is split into several fractional instances
which may travel down different branches of the tree. When classifying an
instance with missing data, the instance is split into several fractional instances
and the final classification decision is a combination of the fractional cases [6].
We use the Weka implementation, J48, which uses the fractional method [7].

Näıve Bayes algorithm is based on the Bayes theorem of probabilities using
the simplification that the features are independent of one another. Näıve Bayes
ignores features with missing values thus only the complete features are used for
classification [2,11]. Therefore, it uses complete case analysis instead of handling
missing data internally.

Random Forest is an ensemble algorithm which produces multiple decision
trees and can be used for classification and regression. It is considered as a robust
algorithm and produces high classification accuracies. This is because random
forest splits training samples to a number of subsets then builds a tree for each
subset, rather than building one tree [1] and combines their decision. Random
Forest, uses the fractional method [1,10] for missing data in a similar manner
to C4.5. The implementation of the algorithm in Weka also uses the fractional
method as in C4.5 algorithm.

SVMs are used for binary classification and can be extended to higher dimen-
sional datasets using the Kernel function [19]. SVMs maximize the margin
between the separating hyperplane and the classes. The decision function is
determined by a subset of training samples which are the support vectors. We
use a Weka implementation called SMO (Sequential Minimal Optimization), a
modification of the algorithm that solves the problem of Quadratic Program-
ming (QP) when training SVMs in higher dimensions without extra storage or
optimization calculations. Although SVMs do not deal with missing values [12],
the SMO implementation performs simple imputation by globally replacing the
missing values with the mode if the attribute is nominal or with the mean if the
attribute is continuous [7].

4 Methods

For our study, a collection of 17 benchmark datasets are collected from UCI
machine learning repository [13]. The datasets have different sizes and feature
types (numerical continuous, numerical integer, categorical and mixed) as shown
in Table 1. None of the datasets have missing values in their original form so this
enables us to study how missing data affects the accuracy and performance of
classification algorithms.

Data values are then removed completely at random as follows to generate
increasing amounts of missing data. First, 10% (then 20%, 50%) of the attributes
are randomly selected then missing values are artificially generated by removing
values randomly in 5%, 30% and 50% of the records, respectively. As a result,
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Table 1. The details of the datasets collected for the experiments.

No. Dataset #Features #Instances #Classes Feature types

1 Post-Operative Patient 8 90 4 Integer, Categorical

2 Ecoli 8 336 8 Real

3 Tic-tac-toe 9 958 2 Categorical

4 Breast Tissue 10 106 6 Real

5 Statlog 20 1000 2 Integer, Categorical

6 Flags 30 194 8 Integer, Categorical

7 Breast Cancer Wisconsin 32 569 2 Real

8 Chess 36 3196 2 Categorical

9 Connectionist Bench 60 208 2 Real

10 Spect 69 287 2 Categorical

11 Hill Valley 101 606 2 Real

12 Urban Land Cover 148 168 9 Integer, Real

13 Epileptic Seizure Recognition 179 11500 5 Integer, Real

14 Semeion 256 1593 2 Integer

15 LSVT Voice Rehabilitation 309 126 2 Real

16 HAR Using Smartphones 561 10299 6 Real

17 Isolet 617 7797 26 Real

Table 2. Experimental scenarios with missing data artificially created.

Scenario %Features %Missing

Scenario 1 10 5

Scenario 2 30

Scenario 3 50

Scenario 4 20 5

Scenario 5 30

Scenario 6 50

Scenario 7 50 5

Scenario 8 30

Scenario 9 50

nine artificial datasets are produced for each of the original datasets with mul-
tiple levels of missing data. In total, we have 153 datasets. Table 2 summarises
the experimental scenarios artificially created.

For testing the models, 10-fold cross-validation was used and performed 10
times. All results reported represent the average of the 10 experiments with
10-fold cross-validation.

In the complete case analysis, all the incomplete records are omitted. This
often results in datasets that are too sparse to be used for classification. The
datasets that are left with enough records for classification are considered feasible.



294 A. Aleryani et al.

To test simple imputation, the numerical attributes are replaced with their
mean and the categorical attributes with their mode. Then the produced datasets
after imputation are used for classification model building.

We use the classifiers: J48, Näıve Bayes, RandomForest and SMO imple-
mented in Weka with their default options for classifying the data. We use the
classification accuracy as a metric for our experiments. To further compare per-
formance of the classifiers, we compute the average of the percentage difference
in accuracy between a classifier obtained with the original (complete) datasets
and the datasets with increasing missing data as follows:

%Diff = (((Acc Scei − Acc Orgj)/Acc Orgj) ∗ 100) (1)

where Acc Scei represents the classifier accuracy for a specific scenario, in our
experiment we have 9 scenarios, and Acc Orgj represents the classifier accuracy
of the corresponding original dataset.

We perform two different statistical tests when evaluating the performance
of classifiers over the datasets as follows:

1. When comparing differences in accuracy for each scenario we first use
Wilcoxon Signed Rank test with a significance level at α = 0.05.

2. We then compare multiple classifiers over multiple datasets using the method
described by Demšar [3], including the Friedman test and the post hoc
Nemenyi test which is presented as a Critical Difference diagram, with a
significance level of α = 0.05.

5 Results

Figure 1 shows the average accuracy of classifiers and standard deviation (as
error bars) for each of the original complete datasets along with the baseline
majority class model accuracy. Models perform better than the baseline in most
of the datasets except Post-Operative Patient, Breast Tissue, Spect, and LSVT
Voice Rehabilitation, where default accuracy is similar or slightly better than
that obtained by the models. We use the Friedman test for statistical differences.
The resulting p-value <0.05, so we proceed with Nemenyi test. The Critical
Difference diagram for the Nemenyi test is shown in Fig. 2. The Figure illustrates
that SMO and RandomForest behave better than J48 and Näıve Bayes although
there is no statistical differences within each group.

5.1 Complete Case Analysis

The datasets that are not feasible for classification after removing missing records
are marked with ✗ whereas the feasible are marked with ✓ as shown in Table 3.
Datasets are ordered by increasing number of attributes (dimensionality) and
then number of records. Only two low dimensional datasets are feasible for
classification in all scenarios: Ecoli and Tic-tac-toe. In contrast, datasets with
increasing dimensionality are not feasible for classification when increasing the
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Fig. 1. The average accuracy of classifiers and standard deviation (as error bars) for
each of the original (complete) datasets along with majority class.

Fig. 2. Critical Difference diagram shows the statistical difference between the classi-
fiers. The bold line connecting classifiers means that they are not statistically different.

amount of missing data due to widespread sparsity. For example, Hill Valley,
UrbanLandCover, Epileptic Seizure Recognition, Semeion, LSVT Voice Reha-
bilitation, HAR Using Smartphones and Isolet all become mostly infeasible.

Figure 3 illustrates the average accuracy of the classifiers and standard devi-
ation for the datasets that are feasible for classification. In scenario 1, the aver-
age and the standard deviation are nearly equal to those on the original data.
However, with a decreasing number of feasible datasets, the standard deviation
increases and the classifiers’ performance deteriorate as we increase missing data.

Table 4 shows the average %Diff in accuracy between classifiers obtained with
the original (complete) data and the datasets with increasing missing data for the
different data handling approaches and algorithms. For complete case analysis,
the deterioration in accuracy reached more than 18% for J48, RF, and SMO in
different scenarios. However, Näıve Bayes behaved better gaining 2% in some
scenarios. We do not produce statistical analysis due to the small number of
datasets that produce a feasible classification with complete analysis.

5.2 Simple Imputation

Table 4 also shows the average of all the percentage differences in accuracy
(%Diff) between a classifier obtained with the original (complete) datasets and
the imputed data for each scenario and each algorithm. %Diff increases when
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Table 3. The artificial datasets with different scenarios of missing data that are not
feasible when applying the classification algorithms are marked with ✗.

Dataset Scenario

1 2 3 4 5 6 7 8 9

Post-Operative Patient ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗

Ecoli ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Tic-tac-toe ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Breast Tissue ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗

Statlog ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗

Flags ✓ ✓ ✓ ✓ ✓ ✗ ✓ ✗ ✗

Breast Cancer Wisconsin ✓ ✓ ✓ ✓ ✗ ✗ ✓ ✗ ✗

Chess ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✗

Connectionist Bench ✓ ✓ ✗ ✓ ✗ ✗ ✓ ✗ ✗

Spect ✓ ✓ ✓ ✓ ✓ ✗ ✓ ✗ ✗

Hill Valley ✓ ✓ ✗ ✓ ✗ ✗ ✓ ✗ ✗

UrbanLandCover ✓ ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✗

Epileptic Seizure Recognition ✓ ✓ ✗ ✓ ✗ ✗ ✓ ✗ ✗

Semeion ✓ ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✗

LSVT Voice Rehabilitation ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗

HAR Using Smartphones ✓ ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✗

Isolet ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗

Fig. 3. The average accuracy of classifiers and standard deviation (as error bars) for
all artificial datasets in all scenarios of missing data including the original (complete)
datasets when applying complete case analysis.

missing data increases in all classifiers, however simple imputation performs
much better than complete case analysis. Accuracy decreased in a small range
between [−0.54,−5.59] for J48 and by −6.94% for RandomForest in the worst
case. For Näıve Bayes, the differences with the original data where smaller with
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Table 4. Average % diff in accuracy with respect to complete data. Wilcoxon Signed
Rank is used to test statistical significance with significant results marked by *.

Complete case Simple imputation Algorithms only

Scenario # J48 NB RF SMO J48 NB RF SMO J48 NB RF SMO

Scenario 1 −3.27 0.26 −2.28 −2.07 −0.54* 0.01 −0.10 −0.57* −0.19 0.05 −0.41* −0.59*

Scenario 2 −6.88 −3.92 −12.08 −8.00 −0.57 0.11 −0.82 −1.34 −0.38 0.22 −0.72 −1.38

Scenario 3 −1.82 −3.81 2.82 −4.04 −0.96* −0.30 −1.10* −2.03* −0.64 −0.48 −1.33* −2.04*

Scenario 4 −11.50 −9.43 −14.29 −6.75 −0.83* −0.17 −0.56 −1.05* −0.53 0.00 −0.66* −1.08*

Scenario 5 −8.99 −10.01 −11.26 −12.97 −1.24* −0.14 −1.62* −2.26* −0.56 0.00 −1.50* −2.31*

Scenario 6 −8.35 −16.03 −6.58 −12.03 −1.62* −0.84 −2.31* −3.07 −0.99 −0.78 −1.85* −2.95

Scenario 7 −6.80 −4.11 −4.27 −1.14 −1.27* 0.22 −2.03* −1.39 −1.02* 0.10 −1.94* −1.25

Scenario 8 −3.64 −2.30 −8.75 −14.04 −3.86* −1.41 −5.11* −5.11* −2.56* −1.15* −4.78* −5.04*

Scenario 9 −18.17 −2.10 −4.31 −13.83 −5.59* −2.67* −6.94* −5.71* −3.95* −1.42* −5.85* −5.82*

a maximum deterioration of −2.67%. SMO sees deteriorations of up to 5.71% in
the scenarios of most missing data. We applied the Wilcoxon Signed Rank test to
check statistical significance over the differences. Significant values are marked
with * and tend to be those for the higher scenarios, except for SMO where the
differences are more often statistically significant. From this we can conclude
that simple imputation may work well for low amounts of missing data, and is
beneficial over complete case analysis, but performance deteriorates significantly
when the amount of missing data increases.

We also applied the Friedman test described by Demšar [3] and found statisti-
cally significant differences over multiple datasets in all scenarios except scenario
9 so we proceeded with the Nemenyi Test. We perform the post test between the
classifiers over the imputed datasets for each scenario separately. The resulting
Critical Difference diagrams in most scenarios in Fig. 4 show that RandomForest
and SMO outperform J48 and Näıve Bayes. Random Forest seems to outperform
SMO as the amount of missing data increases but not significantly. There is no
statistical difference between RandomForest, SMO, and J48 in most scenarios.
Overall, RandomForest was the most accurate classifier when the uncertainty
increases and Näıve Bayes was the worst.

5.3 Building Models with Missing Data

In Sect. 3.1 we discussed that some of this algorithm have their own ways of
dealing with missing data. We therefore pass all the data including missing
data to the algorithms without preprocessing. We again compare (%Diff) in
accuracy between a classifier obtained with the original (complete) datasets and
the models built with missing data and show results in Table 4 with statistically
significant differences marked by *. %Diff increases when missing data increases
in all classifiers. However, for J48 in most scenarios the deterioration is within a
small range [−0.19%,−3.95%] and similarly for RandomForest [−0.41%,−5.85%].
Näıve Bayes only ignores the missing values when computing the probability
and the differences ranged between [+0.22%,−1.42]. SMO uses (mean/mode)
imputation so behaves similarly to the imputed data performance in Table 4.
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Fig. 4. Critical Difference diagrams show the statistical significant differences between
classifiers using simple imputation. We exclude scenario 9 where all classifiers are not
statistically different with the Friedman test.

In scenarios 8 and 9, the accuracy of all classifiers are statistically different
from the classifiers’ accuracy for the original datasets. Thus, the capabilities of
classifiers dealing with missing data seem to deteriorate when the ratio of missing
data increases.

As before we apply the Friedman test and Nemenyi post test. The resulting
Critical Difference diagrams in most scenarios show that RandomForest and
SMO outperform J48 and Näıve Bayes. However, there is no statistical difference
between all classifiers in scenario 9 whereas no statistical significant between
RandomForest, SMO and J48 and between Näıve Bayes and J48. SMO was
the most accurate classifier in the first six scenarios, however, when increasing
missing data RandomForest outperforms other classifiers and Bayes was the
worst in all scenarios. Figure 5 represents the Critical Difference diagrams of all
scenarios.
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Fig. 5. Critical difference diagrams show the statistical difference between classifiers
with no preprocessing of missing data, excluding scenario 9 where all classifiers are not
statistically different.

6 Discussion

With complete data, Näıve Bayes and J48 perform worse than SMO and Ran-
dom Forest. Complete case analysis results in many datasets becoming infeasible
for analysis due to sparsity of the data for the algorithms we tested, thus it is
not recommended if missing values are spread among records in high dimen-
sional data. Simple imputation works well for low amounts of missing data but
not when the amount of missing data increases substantially (scenarios 8,9), as
the performance of all classifiers becomes statistically significantly worse than
classifying with complete data. RandomForest and SMO behave better than J48
and Näıve Bayes in all scenarios (including when complete data is available).
The capability to cope with missing data for RandomForest by using fractional
method when uncertainty increases seems to outperform the SMO handling of
missing data using mean/mode but not significantly.

7 Conclusion

Accuracy deteriorates for most classifiers when increasing percentages of miss-
ing data are encountered. Complete case analysis is not recommended if missing
values are spread among (Features/Records) in high dimensional data. Simple
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imputation may help when a dataset has low ratio of missing values but not with
increasing uncertainty. When applying the algorithms without preprocessing,
again the trend is for some deterioration in performance with increasing missing
data with those differences becoming statistically significant for the higher sce-
narios. So overall, we expect models to become worse as the amount of missing
data increases though different algorithms do not perform significantly differ-
ently under those scenarios. As future work, we will expand on our imputation
to include multiple imputation that combines models generated from multiple
imputed datasets with data ensemble techniques to improve the performance of
data mining classification algorithms for data with missing values.
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Abstract. In this paper, the neural network version of Extreme Learn-
ing Machine (ELM) is used as a base learner for an ensemble meta-
algorithm which promotes diversity explicitly in the ELM loss function.
The cost function proposed encourages orthogonality (scalar product)
in the parameter space. Other ensemble-based meta-algorithms from
AdaBoost family are used for comparison purposes. Both accuracy and
diversity presented in our proposal are competitive, thus reinforcing the
idea of introducing diversity explicitly.
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1 Introduction

In the area of supervised learning, the goal of machine learning models is to
develop a mapping function from the input variables to the output targets [1].
Two types of problems could be found within this field: classification and regres-
sion problems [2]. The main difference lies in the nature of the target vector. If it
is a continuous variable, then the problem is a regression problem, whereas if the
output is represented by a categorical variable, the task is called classification.

In classification problems, ensemble methods are learning algorithms that
estimate the parameters of a set of models, also known as base learners, and then
classify new patterns by taking a (weighted) vote of their estimations [3]. The
research done by the machine learning community within the field of ensemble
learning has been specially intense during the last years [4,5]. The main finding
is that ensembles are, in some circumstances, more accurate than the individual
models that make them up [6].

The two main approaches to combine several classifiers into one predictive
model are Bagging and Boosting. Bagging, which stands for bootstrap aggre-
gating, is a learning method for generating several versions of a base learner
by selecting some subsets from the training set and using these as new learning
sets [7]. Thus, each training subset is used to train a different classifier. Individ-
ual models in the ensemble are combined by majority voting their estimations.
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Boosting is a family of machine learning meta-algorithms which focus on com-
bining base learners over several iterations and generate a weighted majority
hypothesis [8]. Unlike Bagging, in the classical Boosting the training subsets are
not randomly created but depend upon the performance of the previous models.
Hence, a certain pattern is more likely to be included in the new subset created
if it was misclassified by previous base learners. Arguably the best known of all
boosting-based algorithms is the AdaBoost (Adaptive Boosting) method [8].

In this research work, we focus on ensemble-systems which use Extreme
Learning Machine (ELM) models [9] as base learners. Extreme learning machine
(ELM) was proposed as a new learning algorithm to train single-hidden-layer
feedforward neural networks (SLFNs). In ELM, the learning parameters are
estimated in two stages: the input weights and the hidden bias are randomly
chosen, whereas the weights that connect the hidden and the output layer are
analytically determined [9]. Recently, it was also proposed a kernel-version of
the ELM framework [10].

Bagging ELM was proposed and tested in the prediction of the electricity
price in [11]. Also, AdaBoost Extreme Learning Machine have been studied and
tested with ordinal data sets in [12]. However, to the best of our knowledge, there
is no approach in the ELM community in which diversity is directly promoted
in the error function to be optimized. Instead, it is promoted indirectly through
different sampling strategies in ELM state-of-the-art papers.

Motivated by this fact, we propose a novel ensemble method in which diver-
sity is explicitly incorporated in the cost function. This paper also defines a
novel measurement of diversity, termed as orthogonality in its parameters. The
new diversity metric is based on the scalar product of the weights connecting
the hidden and output layer. With the designed orthogonality, we further pro-
pose an ensemble ELM classifier, namely Diverse Extreme Learning Machine
(DELM), to jointly suppress the training error of ensemble and improve the
diversity between base learners.

This paper is organized as follows. In the next section, Extreme Learning
Machine and its different versions are briefly introduced. The detailed description
of the methodology proposed is given in Sect. 3. The experimental framework
adopted in this paper is described in Sect. 4 whereas the results and empirical
comparisons with related approaches are presented in Sect. 5. A conclusion is
drawn in Sect. 6.

2 Extreme Learning Machine

The parameters of the ELM models are estimated from a training set D =
{(xi,yi)}ni=1, where xi ∈ R

m is the vector of attributes of the ith pattern, m is
the dimension of the input space (number of attributes in the problem), yi ∈ R

J

is the class label assuming the “1-of-J” encoding (yij = 1 if xi is a pattern of
the j-th class, yij = 0 otherwise) and J is the number of classes. Let us denote
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Y as Y = (Y j , j = 1, . . . , J) =

⎛
⎜⎝

y′
1
...

y′
n

⎞
⎟⎠, where Y j is the j-th column of the Y

matrix. Under this formulation, the output function of the classifier is defined
as:

f(x) = h′ (x) β, (1)

where β = (βj , j = 1, . . . , J) ∈ R
d×J is the output matrix of coefficients, βj ∈ R

d

the weights of the j-th output node, h : Rm → R
d is the mapping function and

d is the number of hidden nodes (the dimension of the transformed space). Let
us also denote H as H =

(
h′ (xi) , i = 1, . . . , n

) ∈ R
n×d, the transformation of

the training set from the the input space to the transformed one.
ELM minimizes the following optimization problem [10]:

min
β∈Rd×J

(
‖β‖2 + C‖Hβ − Y ‖2

)
, (2)

where C ∈ R is a user-specified parameter that promotes generalization perfor-
mance.

Although the ELM problem is typically presented in its matrix form, the
final optimization problem is the sum of J separable vector problems, one for
each class. In fact, if we disaggregate the objective function by columns, it can
be verified that:

‖β‖2 + C‖Hβ − Y ‖2 =
J∑

j=1

(‖βj‖2 + C‖Hβj − Y j‖2
)
. (3)

The optimization problem for each class can be reformulated as:

‖βj‖2 + C‖Hβj − Y j‖2 = β′
jβj + C(β′

jH
′ − Y ′

j)(Hβj − Y j) (4)

= β′
jβj + Cβ′

jH
′Hβj − 2CY ′

jHβj + Y ′
jY j

Hence, the optimization problem can be rewritten for each class as:

min
βj∈Rd

(
β′
j(I + CH ′H)βj − 2CY ′

jHβj

)
, (5)

as Y ′
jY j is constant. The solution to that optimization problem is well known:

βj =
(

I

C
+ H ′H

)−1

H ′Y j (6)

The final solution is obtained after grouping the βj elements by columns:

β =
(

I

C
+ H ′H

)−1

H ′Y (7)
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This solution can be alternatively written as:

β = H ′
(

I

C
+ H ′H

)−1

Y (8)

The two solutions are equivalent as it is shown below.

Lemma 1. It can be verified that:

H ′
(

I

C
+ HH ′

)−1

Y =
(

I

C
+ H ′H

)−1

H ′Y (9)

Proof. It will suffice to prove that the matrices to the left of Y coincide on both
sides of the equation:

H ′
(

I

C
+ HH ′

)−1

=
(

I

C
+ H ′H

)−1

H ′ (10)

Multiplying both sides by the corresponding inverse matrices, the proposition
will be proven if

(
I

C
+ H ′H

)
H ′ = H ′

(
I

C
+ HH ′

)
(11)

which is trivial.

There are two possible implementations of the ELM framework: the neu-
ral network and the kernel version. The main difference between these two
approaches lies in the way of computing the h(x) function (for pattern x) and
consequently the H matrix. In the neural implementation of the framework,
h(x) can be explicitly computed and it is defined as:

h(x) = (φ(xi;wj , bj), j = 1, . . . , d), (12)

where φ(·;wj , bj) : Rm → R is the activation function of the j-th hidden node,
wj ∈ R

m is the input weight vector associated to the j-th hidden node and
bj ∈ R is the bias of the j-th hidden node. The activation function is typically
the sigmoidal one, i.e.:

φ(xi;wj , bj) = g(w′
jxi + bj), (13)

where g(t) = (1 + exp(−t))−1. In the neural version of the framework, the input
weights of the hidden nodes are randomly chosen, and the output weight matrix,
β, is analytically determined using Eq. 7 or 8.

In the kernel implementation of the framework, the h(x) function is an
unknown feature mapping. Fortunately, there are certain functions k(xi,xj)
that compute the dot product in another space, k(xi,xj) = 〈h(xi),h(xj)〉 (for
all xi and xj in the input space). Thus, we will reformulate the solution to group
the h(x) terms in dot products and apply the kernel trick to them (substituting
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those elements by their kernel functions). Hence, the output function of the ELM
classifier (after applying the kernel trick) for a test pattern, x, can be written
compactly as (Eq. 8):

f(x) = h(x)β

= h(x)H′
(

I
C

+ HH′
)−1

Y

= K(x)′
(

I
C

+ ΩELM

)−1

Y, (14)

where K : Rm → R
n is the vectorial kernel function

K(x) = (k(x,xi), i = 1, . . . , n).

The Gaussian kernel function implemented in this study is

k(u,v) = exp(−σ||u − v||2), (15)

where σ ∈ R is the kernel parameter. The kernel matrix ΩELM = (Ωi,j)i,j=1,...,n
is defined as:

Ωi,j = k(xi,xj). (16)

Finally, it is important to clarify that the predicted class label, ŷ (x), for a
test pattern x is computed in the ELM framework as follows:

ŷ (x) = arg max
j=1,...,J

(
h′ (x) β)

)
j
. (17)

3 Methodology Proposed

The aim in this section is to build an ensemble made of s instances of ELM.
We will use the same transformation of the input space for all individuals in
the ensemble (i.e. H and h(x) are common for all individuals in the ensemble)
and will consider the neural implementation of the ELM framework. In this
scenario, diversity could be promoted using the metric previously described as
all the output vectors are using the same transformed space. Thus, the goal
is to estimate s matrices associated to the output matrices of s diverse neural
networks, {β1, . . . ,βs}.

3.1 Diversity as a Metric

Diversity is an implicit attribute of an ensemble. Thus, in order to measure the
diversity of solutions, a metric for diversity is needed. Many proposals have been
made in this sense [13]. The one proposed in this article is based on the angle
between output vectors.
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It is known that the angle between two vectors and its dot product are related.
Given non-zero vectors u and v, provided they have the same dimension size,
their angle is given by

cos (∠ (u,v)) =
〈u,v〉

‖u‖ ‖v‖ .

These vectors will be most different when, |∠(u,v)| = π/2, and therefore
〈u,v〉 = 0. When most similar, 〈u,v〉 = ±1. Taking this into account, a metric
of diversity among u and v can be described as1

d (u,v) = 1 − 〈u,v〉2
‖u‖2 ‖v‖2

Although there is no standard definition for the angle between two matrices
of the same size, for the purpose of the present work it will be defined as the
average angles of its homologous columns.

Definition 1. Given matrices A,B ∈ R
d×J the diversity between them is

defined as:

d (A,B) =
1
J

J∑
j=1

d (Aj ,Bj) (18)

where Aj is the j-th column of matrix A and the same applies to B.

As in vectors, the diversity d of two matrices is bounded between 0 (β1 ‖ β2)
and 1 (β1 ⊥ β2). The definition can be extended to any s number of matrices,
simply averaging the diversities obtained from all possible pairs of matrices.

Definition 2. Given matrices A1, . . . ,As of the same size, their diversity is
given by

d (A1, . . . ,As) =
1(
s
2

) ∑
k<l

d (Ak,Al) (19)

where
(
s
2

)
term is introduced in order to normalize the diversity between 0 y 1.

3.2 Optimization Problem

The proposed ensemble algorithm, named Diverse Extreme Learning Machine
(DELM), searches for diverse β sequentially, disaggregating it by columns. The
first component of the ensemble, β1, is estimated using the solution in Eq. 7
whereas β2 is obtained from β1; β3 from β1 and β2 and so on, up to βs. Thus,
βl, l = {2, . . . , s}, is the solution to the minimization problem

min
β l∈Rd×J

1
2

⎛
⎝‖βl‖2 + C‖Hβl − Y ‖2 + D

J∑
j=1

l−1∑
k=1

〈
βl
j ,u

k
j

〉2

⎞
⎠ (20)

1 The dot product is squared aiming to focus solely on the direction of the vector.
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where uk ∈ R
d×J is the column-by-column normalized βk from the iteration

k of the ensemble, uk
j ∈ R

d is the normalized vector associated to βk
j ∈ R

d

(the j-th output vector of the k-th individual in the ensemble), and D > 0 is
a hyperparameter (a parameter that can be cross validated), like C, optimizing
for diversity.

The diversity term,
∑J

j=1

∑l−1
k=1

〈
βl
j ,u

k
j

〉2

, is appreciably smaller than the

error term, ‖Hβl − Y ‖2. In order to balance the importance in minimization,
a coefficient was added to the diversity term. This coefficient is directly propor-
tional to the number of errors (the same as the number of training instances,
n) and inversely proportional to the total number of uk, which is s. Therefore,
minimization problem becomes

min
β l∈Rd×J

1
2

⎛
⎝‖βl‖2 + C‖Hβl − Y ‖2 +

(
D +

n

s

) J∑
j=1

l−1∑
k=1

〈
βl
j ,u

k
j

〉2

⎞
⎠ (21)

3.3 Matrix Expression

In order to find the solution for problem defined in Eq. (21) it is necessary to

rewrite it in matrix form. The sum of the dot products
∑l−1

k=1

〈
βl
j ,u

k
j

〉2

can be
rewritten as:

l−1∑
k=1

〈
βl
j ,u

k
j

〉2

=
l−1∑
k=1

(
βl
j

)′
uk
j

(
uk
j

)′
βj =

(
βl
j

)′
M l

jβ
l
j (22)

where M l
j is defined as

M l
j ≡

l−1∑
k=1

uk
j

(
uk
j

)′
(23)

Taking into account the matrix form of the diversity term, the optimization
problem of the DELM method could be rewritten as:

min
β l∈Rd×J

1
2

((
βl
j

)′ (
I +

(
D +

n

s

)
M l

j

)
βl
j + C

(
Hβl

j − Y j

)T (
Hβl

j − Y j

))

(24)
Taking derivatives and equating them to zero gives:

(
I +

(
D +

n

s

)
M l

j

)
βl
j − CH ′

(
Y j − Hβl

j

)
= 0

Hence, βl
j could be obtained analytically as:

βl
j =

(
I

C
+ H ′H +

1
C

(
D +

n

s

)
M l

j

)−1

H ′Y j j = 1, . . . , J (25)

This of course provided the inverse of the matrix exists.
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Lemma 2. Matrix I
C + HTH + 1

C (D + n
s )M l

j is invertible.

Proof. Due to
(
uk
ju

k
j

′) T = uk
ju

k
j

′, matrix M l
j is symmetric. Also, is positive-

definite, because

x′M l
jx =

l−1∑
k=1

x
′
uk
ju

k
j

′x =
l−1∑
k=1

〈
x,uk

j

〉
2 ≥ 0.

Therefore all its eigenvalues are non negative. From other studies [10] we
know that matrix I

C + HTH is also positive-definite. Since 1
C

(
D + n

s

)
> 0 the

analyzed matrix is definite positive, and thus, its inverse can be obtained.

For simplicity, the way of βl is ensembled is using the same weights as in
AdaBoost [14], which takes into account the accuracy of each βl separately. Thus,
the predicted class label, ŷ (x), for a test pattern x is computed as follows:

ŷ (x) = arg max
j=1,...,J

(
s∑

l=1

α(l)(h′ (x) βl)

)

j

, (26)

where α(l) is computed as suggested in [14].

4 Experimental Framework

In this section, the experimental study performed to validate the new algorithm
is presented. In Sect. 4.1, the datasets used in the experimental framework are
detailed. Section 4.2 describes the metrics employed to evaluate the performance
of the algorithms. Finally, Sect. 4.3 gives a description of the algorithms used for
comparison purposes along with the configuration of their parameters.

4.1 Description of the Datasets

The datasets were extracted from the UCI Machine Learning [15] and the
mldata.org repositories. Table 1 summarizes the properties of the selected
datasets. For each dataset, the number of instances (Size), the number of input
features (#Attr.), the number of classes (#Classes) and the number of instances
per class (Class distribution) are shown.

The experimental design was conducted using a 10-fold cross-validation, with
5 repetitions per each fold. All nominal variables were transformed to binary
variables. Finally, it is important to mention that we have carried out a simple
linear rescaling of the input variables in the interval [−1, 1].
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Table 1. Characteristics of the data sets, ordered by size and number of classes

Data sets

Dataset Size #Attr. #Classes Class distribution

car 1728 21 4 (1210, 384, 69, 65)

winequality-red 1599 11 6 (10, 53, 681, 638, 199, 18)

ERA 1000 4 9 (92, 142, 181, 172, 158, 118, 88, 31, 18)

LEV 1000 4 5 (93, 280, 403, 197, 27)

SWD 1000 10 4 (32, 352, 399, 217)

newthyroid 215 5 3 (30, 150, 35)

automobile 205 71 6 (3, 22, 67, 54, 32, 27)

squash-stored 52 51 3 (23, 21, 8)

squash-unstored 52 52 3 (24, 24, 4)

pasture 36 25 3 (12, 12, 12)

4.2 Description of the Metrics

In this paper, two metrics are considered for comparison: the accuracy and the
diversity.

Acc Accuracy rate: It is the number of successful hits (correct classifications)
relative to the number of total classifications. It is a common metric for
classifiers [1]. The mathematical expression is:

Acc =
1
n

n∑
i=1

I (ỹ (xi) = yi) (27)

where I(x = x′) is 1 if the arguments are equal and 0 if they are not and
ỹ (xi) is transformation of the ŷ (xi) element to the “1-of-J” encoding.

d Diversity: For an ELM ensemble with s individuals, this metric is obtained
applying Eq. (19) to the β1, . . . ,βs matrices:

d = d
(
β1, . . . ,βs

)

where d = 0 means all the base learners are the same, and d = 1 means they
are as different as they can be.

These metrics aim to evaluate different characteristics of the ensembles. Accu-
racy quantifies how good an algorithm is at predicting, using the relation among
predicted labels and real ones for the test set. Diversity involves the base learners
in the ensembles and measure how similar they are to one another.

4.3 Description of the Algorithms

Four ensembles meta-algorithms are tested, using as base-learner the Neural
Extreme Learning Machine. Our proposal is Diverse Extreme Learning Machine
(DELM), and the other algorithms come from the AdaBoost implementation.
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AELM AdaBoost Extreme Learning Machine, defined in [12].
BRELM Boosting Ridge Extreme Learning Machine, explained in [16].
NCELM Negative Correlation Extreme Learning Machine, defined in [17].
DELM Diverse Extreme Learning Machine, previously detailed in Sect. 3.2.

AELM, BRELM and NCELM come from a boosting approach. The reasons
to use algorithms from this approach, and not others as bagging, is because all
of them share the same H, so the β can be compared.

The same size has been considered for all the methods, s = 5. Hyperparame-
ters were chosen through a grid search with a 5-fold cross-validation considering
just the training set. Regulation hyperparameter C and neurons in the hidden
layer for all the ensembles, where C ∈ {102, . . . , 10−2} and d = {10, 20, . . . , 200}.
For BRELM, also hyperparameter λ ∈ {0.25, 0.5, 1, 5, 10} was considered. For
DELM, we set the range of D ∈ {102, . . . , 10−2}.

5 Results

As explained in Sect. 4, 10 folds were executed, with a 5-fold cross-validation of
the hyperparameters. Each metric was averaged over 5 executions, in order to
avoid randomness as using Neural Extreme Learning Machine as base learner.

From a purely descriptive point of view, our proposal method (DELM)
improves the diversity in 9 out of the 10 datasets considered, just as we expected.
Not only diversity was improved, but also in 8 of the data sets accuracy is better
than in any boosting ensemble. NCELM appears to be the second most appeal-
ing method, considering both diversity and accuracy. Thus, NCELM is the most
competitive ensemble method in the AdaBoost family when faced with DELM.
In fact, it has been the only one outperforming DELM in diversity in at least one
dataset. In view of these results, we can affirm that DELM emerges as a potential
competitive alternative in the design of neural network ensembles. In order to
assert the results from a statistical point of view, the Wilcoxon signed rank test
have been performed for the two metrics, comparing DELM against the other
methods by pairs. We have chosen a confidence level of α = 0.05 and N = 10
data sets, which means the critical value for the Wilcoxon test is ωcrit = 11. It
is worth mentioning that our method outperforms significantly the rest of the
methods, both in accuracy and in diversity (Table 2).

As it has been detailed in the methodological section, the proposed method
needs the prior configuration of three hyper-parameters. With the exception of
the NCELM method, the remaining ones has only two hyper-parameters. Thus,
the competitive results in accuracy could be explained by the greater degree
of freedom of the DELM method. Additionally, we also hypothetise that the
incorporation of the diversity metric in the error function could also justify
the mean accuracy yielded. ELM algorithm is based on convex optimization.
Relation between data features and target labels does not have to be perfectly
represented by a convex function, though it can present local convexities. DELM
explores the data in each iteration, looking for a set of s βl which are the most
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Table 2. Test Diverse ELM and AdaBoost family, including the average over all the
different splits

Accuracy (Acc)

DELM AELM BRELM NCELM

car 0.929711 0.834618 0.901805 0.905111

winequality-red 0.853687 0.840085 0.839670 0.837363

ERA 0.829479 0.822201 0.828019 0.828428

LEV 0.836345 0.786404 0.792371 0.798220

SWD 0.787940 0.764487 0.759893 0.760442

newthyroid 0.932035 0.817172 0.812035 0.819509

automobile 0.867376 0.834618 0.841636 0.846499

squash-stored 0.694286 0.751429 0.694063 0.711937

squash-unstored 0.814286 0.830952 0.813810 0.812381

pasture 0.833333 0.766667 0.811111 0.826667

Diversity (d)

DELM AELM BRELM NCELM

car 0.999206 0.180213 0.176621 0.181212

winequality-red 0.926890 0.152451 0.124054 0.185804

ERA 0.968917 0.138991 0.143748 0.156551

LEV 0.992860 0.098013 0.089886 0.133830

SWD 0.980953 0.130116 0.138222 0.137884

newthyroid 0.886023 0.043061 0.040141 0.057340

automobile 0.932272 0.314529 0.311612 0.317588

squash-stored 0.668662 0.216839 0.181023 0.217834

squash-unstored 0.568838 0.130116 0.145780 0.155101

pasture 0.081884 0.181297 0.175300 0.187400

The best result for each dataset is in bold face and the second one
in italics

different among themselves. However, its main competitor, AdaBoost, exploits
the data by iterating over the misclassified instances in each learning iteration.

Regarding the computational complexity, it is important to stress that the
methods selected for comparison purposes all belong to the AdaBoost family
of methods. The computationally most demanding part of AdaBoost based on
ELM is the inversion of a n × n matrix, which is performed in O(n2). Thus,
the computational complexity of those methods is O(s × n2), as the inversion
of the matrix is computed s times. In the DELM method, the inversion of the
matrix is computed J ×s times, and therefore, it is less computationally efficient
than the comparison methods. Furthermore, the DELM method does require the
optimization of three additional hyper-parameters.
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6 Conclusions

The presented paper explores the possibility of introducing diversity explicitly
in the ensemble development. DELM usually keeps the same level of accuracy,
while it obtains an improving difference in diversity against the rest of ensembles
in all the data sets. This is the result of introducing explicitly the diversity in
the ELM loss function. Thus introducing a diversity term in the loss function
seems reasonable in order to improve diversity, it also shows that it is better for
accuracy in most of the data sets studied.

The experimental setting will be extended significantly (by including more
datasets, including unbalanced ones, and comparison methods) in future research
works. The goal is two fold: (i) firstly, to study the performance of the method
proposed in unbalanced problems and (ii) secondly, to understand the com-
petitive performance of the DELM method in a stronger experimental setting.
Besides, having two metrics to explore (diversity and accuracy), we will study
multiobjective methods to achieve to betters pair of solutions.
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Abstract. In this paper, a proven technique, orthogonal learning, is combined
with popular swarm metaheuristic Firefly Algorithm (FA). More precisely with
its hybrid modification Firefly Particle Swarm Optimization (FFPSO). The
performance of the developed algorithm is tested and compared with canonical
FA and above mentioned FFPSO. Comparisons have been conducted on
well-known CEC 2017 benchmark functions, and the results have been evalu-
ated for statistical significance using Friedman rank test.
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1 Introduction

In general, the swarm-based metaheuristic optimization algorithms are still quite
popular amongst researchers. Nowadays [1], instead of developing a new heuristic
optimization algorithm, the utilization and smart improvement of existing ones are
more favorable. Several modern techniques were designed to improve the overall
performance. For example, the ensemble method [2, 3], the hybridization [4, 5], or
some adaptive control [6, 7] were already adopted. Generally speaking, all the men-
tioned methods are trying to analyze and improve the inner dynamic of an algorithm or
combine the different strategies borrowed from different optimization algorithms. For a
hybrid version of two different algorithms, the basic idea is that the resulting hybrid
should combine the advantages of both and eliminate their disadvantages. However,
achieving this ideal state is a difficult task, and this is a clear motivation behind the
presented research.

There are several typical representatives (e.g., Particle Swarm Optimization
(PSO) [8]) among the metaheuristic swarm-based optimization algorithms with a long
history and with many modifications [9, 10]. One of the possible adjustment is based
on the orthogonal learning [11]. The basic idea behind orthogonal learning lies in the
identification of combination or instead parts of solutions in particular dimensions
offering the best results and using them in the next optimization steps. The principle of
the orthogonal learning will be more explained in the relevant section.

For several years, another swarm-based algorithm proves its usefulness and is
becoming quite popular among researchers. The Firefly Algorithm (FA) was introduced
in 2010 [12]. Since that year, and like the mentioned PSO, many extensions and
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modifications were proposed for this new optimization algorithm [13–15]. The popu-
larity and versatility of both algorithms, PSO and FA, lead to the creation of hybrid
which is called Firefly Particle Swarm Optimization (FFPSO) [16].

The exciting method already used with PSO, the orthogonal learning [11], could
improve the performance of FA. However, the enhancement of canonical FA may be a
difficult task, due to its nature. Luckily, thanks to mentioned hybrid FFPSO, the
advantages of orthogonal learning are available, and the situation is much more sim-
plified regarding the application. The proposed optimization algorithm is tested and
statistically evaluated on well-known benchmark function CEC 2017 [17]. The com-
parisons with original hybridized algorithm FFPSO and with the original version of the
FA and also PSO and Orthogonal Learning Particle Swarm Optimization (OLPSO) are
presented and statistically evaluated.

The rest of the paper is structured as follows. Brief descriptions of PSO, OLSPO,
FA, and FFPSO are in Sects. 2 and 3. These sections also cover a description of the
proposed algorithm based on the orthogonal learning. In Sect. 4, the CEC benchmark is
defined, and the parameter settings of tested algorithms are shown as well. The results
and conclusion sections follow afterward.

2 Particle Swarm Optimization

The PSO is one of the current leading representatives on a field of swarm intelligence
based algorithms. It was first published by Eberhart and Kennedy in 1995 [8]. This
algorithm mimics the social behavior of swarming animals in nature. Despite the fact
that its quite long time from its first appearance, its still plenty used across many
optimization problems.

2.1 Canonical Particle Swarm Optimization

Every particle has a position in n-dimensional solution space, and this position rep-
resents the input parameters of the optimized problem. This position of particles
changes over the time due to two factors. One of them is the current position of a
particle. The second one is the velocity of a particle, labeled as v. Each particle also
remembers its best position (solution of the problem) obtained so far. This solution is
tagged as the pBest, personal best solution. Also, each particle has access to the global
best solution, gBest, which is selected from all pBests. These variables set the direction
for every particle and a new position in the next iteration. PSO usually stops after a
number of iterations or a number of FEs (objective function evaluations).

In every iteration of the algorithm, the new positions of particles are calculated
based on the previous positions and velocities. The new position of a particle is
checked if it still lies in the space of possible solutions.

The position of particle x is calculated according to the formula (1).

x0i ¼ xi þ vi ð1Þ
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Where x0i is a new position of particle i, xi is the previous old position of a particle and
v is the velocity of a particle. The velocity of a particle v is calculated according to (2).

v0i ¼ w � vi þ c1 � r1 � pBesti � xið Þþ c2 � r2 � gBest � xið Þ ð2Þ

Where w is inertia weight [18], c1 and c2 are learning factors, and r1 and r2 are
random numbers of unimodal distribution in the range < 0,1 > .

2.2 Orthogonal Learning Particle Swarm Optimization

The Orthogonal Experimental Design (OED) mechanism was introduced to PSO to
improve its learning strategy. This improvement leads to the creation of Orthogonal
Learning PSO (OLPSO) [11]. As the name suggests, the traditional learning mecha-
nism of PSO was replaced by novel Orthogonal Learning, which should help construct
an efficient and promising exemplar for a particle to learn from. Each corresponding
dimension of an optimized problem is regarded as a factor. The factor means that the
OLPSO combines information of the particle’s pBest and the pBests of its neighbor-
hoods to construct a guidance vector. The velocity Eq. (2) is then changed as (3).

v0i ¼ w � vi þ c � r � gVectori � xið Þ ð3Þ

Where gVector is the mentioned guidance vector, the values of gVector are just
points to which pBest should be used in particular dimension. The guidance vector
(learning exemplar) is used until it cannot improve the particles pBest solution for a
certain number of generations which is called reconstruction gap G.

The brief process of the construction of the gVector is as follows:

1. An orthogonal array (OA) LM 2Dð Þ, where M ¼ 2log2 Dþ 1ð Þ is created using the
procedure which is clearly and more detailed described in [11].

2. According to the OA, the M trial solutions are created by selecting the corre-
sponding value from pBests. For the trial solution can be chosen own pBest or pBest
of the different particle.

3. Each trial solution is evaluated and the best solution is recorded as Xb.
4. Calculate the effect of each level on each factor and determine the best level for

each factor. Based on these levels, the predictive solution XP is created and
evaluated.

5. The solution (Xb or XP) is selected as the guidance vector gVector based on the
obtained objective function value.

3 Firefly Algorithm

This optimization nature-based algorithm was developed and introduced by Yang in
2008 [12]. The fundamental principle of this algorithm lies in simulating the mating
behavior of fireflies at night when fireflies emit light to attract a suitable partner.
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3.1 Canonical Firefly Algorithm

The main idea of FA is that the objective function value that is optimized is associated
with the flashing light of these fireflies. The author for simplicity set a couple of rules to
describe the algorithm itself:

• The brightness of each firefly is based on the objective function value.
• The attractiveness of a firefly is proportional to its brightness. This means that the

less bright firefly is lured towards, the brighter firefly. The brightness depends on
the environment or the medium in which fireflies are moving and decreases with the
distance between each of them.

• All fireflies are sexless, and it means that each firefly can attract or be lured by any
of the remaining ones.

The movement of one firefly towards another one is then defined by Eq. (4). Where
x0i is a new position of a firefly i, xi is the current position of firefly i and xj is a selected
brighter firefly (with better objective function value). The a is a randomization
parameter and sign simply provides random direction −1 or 1.

x0i ¼ xi þ b � xj � xi
� �þ a � sign ð4Þ

The brightness I of a firefly is computed by the Eq. (5). This equation of brightness
consists of three factors mentioned in the rules above. On the objective function value,
the distance between two fireflies and the last factor is the absorption factor of a media
in which fireflies are.

I ¼ I0
1þ crm

ð5Þ

Where Io is the objective function value, the c stands for the light absorption
parameter of a media in which fireflies are and the m is another user-defined coefficient
and it should be set m � 1. The variable r is the Euclidian distance (6) between the
two compared fireflies.

rij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xd

k¼1
xi;k � xj;k
� �2

r

ð6Þ

Where rij is the Euclidian distance between fireflies xi and xj. The d is current
dimension size of the optimized problem.

The attractiveness b (7) is proportional to brightness I as mentioned in rules above
and so these equations are quite similar to each other. The b0 is the initial attractiveness
defined by the user, the c is again the light absorption parameter and the r is once more
the Euclidian distance. The m is also the same as in Eq. (5).

b ¼ b0
1þ crm

ð7Þ
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The pseudocode 1 below shows the fundamentals of FA operations.

Pseudocode 1. Firefly Algorithm

1. FA initialization
2. while(terminal condition not met)
3. for i = 1 to all fireflies
4. for j = 1 to all fireflies
5. if(Ij < Ii) then
6. move xi to xj 
7. evaluate xi 
8. end if
9. end for j 
10. end for i 
11. record the best firefly
12. end while

3.2 Hybrid of Firefly and Particle Swarm Optimization Algorithms

Another more advanced versions of the FA could be represented by its modifications,
or more likely hybridizations, with others successful metaheuristic algorithms. The
basic idea behind such an approach is that the new hybrid strategy can share advantages
from both algorithms and hopefully eliminate their disadvantages.

The typical example is a hybrid of the FA and PSO algorithms, the FFPSO [16]
introduced in late 2015 by Padmavathi Kora and K. Sri Rama Krishna. The central
principle remains the same as in the standard FA, but the equation for firefly motion (4)
is slightly changed according to PSO movement and is newly computed as (8).

x0i ¼ wxi þ c1e
�r2px pBesti � xið Þþ c2e

�r2gx gBest � xið Þþ a � sign ð8Þ

Wherew, c1, and c2 are control parameters transferred from PSO and their values often
depends on the user. Also, the pBest and gBest are variables formerly belonging to PSO
algorithm. They both represent the memory of the best position where pBest is best
position of each particle and gBest is globally achieved best position so far. The remaining
variables rpx (9) and rgx (10) are distances between particle xi and both pBesti and gBest.

rpx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xd

k¼1
pBesti;k � xi;k
� �2

r

ð9Þ

rgx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xd

k¼1
gBestk � xi;k
� �2

r

ð10Þ

3.3 Orthogonal Learning Firefly Algorithm

Our proposed algorithm, OLFA, is based on FFPSO mentioned above and it uses the
orthogonal learning technique. Our application of orthogonal learning is similar as in
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the Orthogonal Learning Particle Swarm Optimization (OLPSO). The OLFA also
generates the promising learning exemplar by adopting an orthogonal learning strategy
for each particle to learn from. This means that the equation of firefly moves (8) is
slightly changed and does not contain the pBest and gBest any longer. The new
Eq. (11) includes only the trial exemplar gVector.

x0i ¼ wxi þ c � e�r2 gVectori � xið Þþ a � sign ð11Þ

Where Euclidian distance r is computed as (12) between firefly xi and trial gVector.

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xd

k¼1
gVectori;k � xi;k
� �2

r

ð12Þ

The gVector is used as the guide for each particle until it cannot improve the
solution quality for a certain number of generations, which is called refreshing gap
G. When the number of non-improved generations reaches the refreshing gap limit, the
learning gVector is reconstructed. The (re)construction of gVector is the same as
described in Sect. 2.2.

4 Experimental Setup

The experiments were performed on a set of well-known benchmark functions CEC’17
which are detailly described in [17]. The tested dimensions were 10 and 30. The
maximal number of function evaluation was set as 10 000 � dim (dimension size). The
lower and upper boundary was as bl ¼ �100 and bu ¼ 100 according to the CEC’17
definition. The number of particles (or fireflies) was set to 40 for all dimension sizes.
Every test function was repeated for 51 independent runs and the results were statis-
tically evaluated. The benchmark itself includes 30 test functions in four categories:
unimodal, multimodal, hybrid and composite types.

The control parameters settings for all tested and compared algorithms are given in
Table 1. Parameters were set to optimal values according to literature. The proposed
OLFA algorithm adopted the parameters from its predecessors.

Table 1. Parameters of tested algorithms

Name Description Parameters

PSO Particle Swarm Optimization w ¼ 0:729; c1 ¼ c2 ¼ 1:49445
OLPSO Orthogonal Learning PSO w ¼ 0:9� 0:4; c ¼ 2; G ¼ 5
FA Firefly Algorithm a ¼ 0:5; b0 ¼ 0:2; c ¼ 1;
FFPSO Hybrid of FA and PSO a ¼ 0:5; b0 ¼ 0:2; c ¼ 1

w ¼ 0:729; c ¼ 1:49445
OLFA Orthogonal Learning FA w ¼ 0:9� 0:4; c ¼ 2; G ¼ 5

a ¼ 0:5; b0 ¼ 0:2; c ¼ 1

320 K. Tomas et al.



5 Results

The results of all performed experiments are reported herein details. The results
overview and simple statistical comparisons are presented in Table 3 and 4, depicting
mean and std. dev. final objective function values. Further, the Wilcoxon rank-sum test
pairwise comparisons are shown in Table 2 with statistical significance 0.05. Also, the
overall performance of all tested algorithms on dimension sizes is evaluated and
compared using Friedman ranks with critical distance assessed according to the
Nemenyi Critical Distance post-hoc test for multiple comparisons. The visual outputs
of various comparisons with rankings are given in Fig. 1. All Friedman rank test
hypothesis are relevant with a p-value lower than 0.05. The dashed line represents the
critical distance from the best-performed algorithm (the lowest mean rank). The lower
the rank is, the better is the overall performance of that algorithm on particular
dimension size.

From the results, it is noticeable, that the OLPSO outperforms other algorithms on
both dimension sizes. Also, the performance of OLFA seems to be worse compared to
others firefly algorithms (FA and FFPSO). This may suggest that the orthogonal learning
is not suitable (at least with current parameter setting) for FFPSO enhancement.

Table 2 contains test results for three tested algorithms (the compared algorithms in
this order are FA, FFPSO, and OLFA) on all 30 benchmark functions and for both
compared dimension sizes. Each cell of Table 2 contains a simple matrix of compared
results. The number of columns and rows are equal to a number of compared algo-
rithms. The “<” means that the algorithm outperformed the other compared algorithm
from the test couple, the “>” means that the algorithm performs worse than the com-
pared one. The “=” stand for the equivalent performance. The “0” symbol is present in
Table 2 since the matrix is symmetrical by the main diagonal. For example, how to
read the results in Table 2, for function f1 in dimension 10, the first algorithm achieved
better results than the other two and the second algorithm had a better result than the
third algorithm. To conclude this example, the best performing algorithm for this test
and dimension is the first algorithm FA, the second-best performing one is FFPSO, and
the worst is the OLFA.

Fig. 1. Friedman rank tests for dimension size 10 (left) and 30 (right).
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Table 2. Wilcoxon rank-sum test

F Dimension F Dimension
10 30 10 30

f1 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f16 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f2 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f17 0 ¼ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f3 0 [ \
0 0 \
0 0 0

0 [ \
0 0 \
0 0 0

f18 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f4 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f19 0 \ \
0 0 \
0 0 0

0 ¼ \
0 0 \
0 0 0

f5 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f20 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f6 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f21 0 [ [
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f7 0 ¼ \
0 0 \
0 0 0

0 ¼ \
0 0 \
0 0 0

f22 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f8 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f23 0 \ \
0 0 ¼
0 0 0

0 \ \
0 0 [
0 0 0

f9 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f24 0 [ [
0 0 \
0 0 0

0 \ \
0 0 [
0 0 0

f10 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f25 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f11 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f26 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f12 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f27 0 \ \
0 0 [
0 0 0

0 \ \
0 0 [
0 0 0

f13 0 ¼ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f28 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f14 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f29 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0

f15 0 ¼ \
0 0 \
0 0 0

0 ¼ \
0 0 \
0 0 0

f30 0 \ \
0 0 \
0 0 0

0 \ \
0 0 \
0 0 0
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6 Conclusion

In this study, an unusual method, orthogonal learning, based on orthogonal design
method is applied to the hybridized algorithm of PSO and FA. The final proposed
algorithm is tested on advanced benchmark functions CEC 2017. The results are sta-
tistically evaluated and compared with other algorithms via the Friedman rank test and
the Wilcoxon rank-sum test. The compared algorithms are canonical FA, FFPSO, PSO,
and OLPSO. The algorithms PSO and OLPSO are for performance comparison of
orthogonal learning.

The analyzed data suggest that the orthogonal learning performs on PSO algorithm
better than on FFPSO. This may be affected by the nature of FA behavior, which seems
to be less suitable than the mentioned PSO. However, the orthogonal learning could be
improved by better parameter setting (refreshing gap).

All the presented results show that the original FFPSO hybrid algorithm offers a
noticeable potential to many improvements. The proposed algorithm OLFA is only one
of many. Nevertheless, more research including optimal parameter tuning is needed to
increase the understandability of the algorithm behavior and its performance. Also, a
design of the proposed algorithm offers several possible changes that could affect its
performance. Majority of them are based on the parent algorithms FA and PSO, for
example, Lévy flights, adaptive control parameters, comprehensive learning and more.
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Abstract. Multi-label learning has been becoming an increasingly
active area into the machine learning community due to a wide vari-
ety of real world problems. However, only over the past few years class
balancing for these kind of problems became a topic of interest. In this
paper, we present a novel method named hyperparameter calibration to
treat class imbalance in a multi-label problem, to this aim we develop an
extensive analysis over four real-world databases and two own synthetic
databases exhibiting different ratios of imbalance. The empirical analy-
sis shows that the proposed method is able to improve the classification
performance when it is combined with three of the most widely used
strategies for treating multi-label classification problems.

Keywords: Multilabel classification · Imbalanced learning
Support vector machine · Problem transformation

1 Introduction

Automatic classification is one of the most important tasks in data mining,
where the aim is to associate a sample with the correct category from a set
of features. The traditional classification task where each sample is assigned to
only one category presents some limitations. First, one sample can not belong
simultaneously to multiple categories. Second, the relationship between cate-
gories is not exploited. With the aim of overcoming these limitations, a new
classification paradigm known as multi-label learning has emerged over the last
years. Multi-label learning has attracted a significant attention given that a huge
quantity of real world problems can have multi-label structures, from semantic
annotation when one text can address several topics as politics and sciences, or
images and video that can depict various types of environments simultaneously,
as mountains and forests.

Some proposals have arisen in the state of art aiming to group multi-label
methods, we selected the classic categorization proposed in [1], where methods
are grouped in problem transformation methods [2,3] and algorithm adaptation
c© Springer International Publishing AG, part of Springer Nature 2018
F. J. de Cos Juez et al. (Eds.): HAIS 2018, LNAI 10870, pp. 327–337, 2018.
https://doi.org/10.1007/978-3-319-92639-1_27
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methods. The former group consists in decomposing multi-label problems as
binary classification problems, while the latter extends and customizes an exist-
ing machine learning algorithm to solve multi-label problems. Several methods
employ problem transformation strategies, inasmuch as are highly parallelizable
and more versatile than methods based on algorithm adaptation. However, class
imbalance problems are induced in the process [4]. Class imbalance has been
successfully treated for several years in bi-class and multi-class classification sce-
narios [5], some of these techniques have been focused to operate on support
vector machine (svm) [6]. Nevertheless, it has only been in the last few years
that relevance in multi-label classification problems has raise. A few works have
addressed class imbalance problems in multi-label learning through re-sampling
techniques [4,7,8], but generating new samples increases computational cost and
removing samples can alter the majority class representation.

In this paper, we propose a new multi-label learning approach named hyper-
parameters calibration, where information of multi-label samples is captured
based on the assumption that in representation space multi-label samples should
be in the transition region from one class to another. Our approach is applied
over two own synthetic databases and four real-world databases using svm and
three of the main problem transformation methods, achieving promising results
even with highly imbalanced classes.

The rest of the paper is organized as follows: Sect. 2 defines the tasks of
multi-label classification and the methods used in the experimental evaluation.
Experimental framework is presented in Sect. 3. In Sect. 4 are shown results and
discussion. Finally, Sect. 5 presents the conclusions of this work.

2 Background and Related Work

Suppose a classification problem where each sample x ∈ X belongs to one
or more classes. Now, consider a training set T = {(x1,y1), . . . , (xi,yi), . . . ,
(xn,yn)}, with xi ∈ R

d and yi ⊆ Y, being Y a label set. For representation rea-
sons and without loss of generality, we denote the label set by matrix Y ∈ R

n×q,
with each row being a binary vector yi = {y1

i , ..., yj
i , ..., y

q
i } where yj

i ∈ {1, 0}
indicates whether the i-th sample must be associated to the j-th class or not.
The goal of the multi-label classification is to get a function h : X → Y that
correctly assigns a subset of labels to new samples from the information given in
T . Several methods have emerged to decompose h into a set of binary classifiers
hk. Some of them are described below:

• Binary Relevance (BR)
The binary relevance method is a problem transformation strategy that
decomposes the multi-label learning problem into k independent binary clas-
sification problems, where each binary classification problem is responsible
of predict the labels associated with each sample. The training process is
performed with the whole set of features xi ∈ T while the set of labels
for each sample is redefined as Yk = yk. At the end of the training stage,
hk : X → {1, 0} functions will be obtained [1].
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• Label Powerset (LP)
This strategy decomposes the multi-label learning problem into 2|Y| subprob-
lems corresponding to the powerset of Y, where the operator |·| denotes
cardinality of the label set. However, in practice, the number of new clas-
sifiers after the transformation is lower than the original. As an example,
suppose a label set Y = {a, b, c} where prior to transformation there are
three labels, but once the transformation is performed, four new labels are
generated {a, b} {a, c} {b, c} and {a, b, c}, where class {a, b} is formed for
{xi : ya

i = 1 ∧ yb
i = 1 ∧ yc

i = 0} [1].
• Calibrated Label Ranking (CLR)

Calibrated Label Ranking is a strategy for extending the common pair-
wise approach to multi-label learning. Two parts compose this strategy, first
the multi-label learning problem is decomposed into q(q−1)/2 binary classi-
fiers, which are generated by pair-wise comparison, one for each label pair
(yj , yk)(1 ≤ j < k ≤ q), in this stage multi-label samples are removed and a
vote-based system is used as ranking. In the second part, a calibration label
λ0 is introduced to serve as an artificial splitting point between xi’s rele-
vant and irrelevant labels, for calculate λ0, q auxiliary binary classifiers are
induced [2].

When a multi-label problem is transformed to traditional classification prob-
lem (binary), it can be solved by svm classifiers. svms search for the hyperplane
that maximizes the margin of the training data, minimizing the Eq. (1), known
as primal form [9].

min
w,b,ξ

1
2w

�w +
n∑

i=1

Ciξi

s.t.

{
yi(w�φ(xi) + b) ≥ 1 − ξi,

ξi ≥ 0, i = 1, . . . , n

Where Ci, ξi and φ(xi) are the regularization parameter, slack variable and
mapping to a high-dimensional space for each sample xi, respectively. For acces-
sibility reasons primal form is converted to dual form (2). Now, the goal is to
minimize the vector α, corresponding to Lagrange multipliers in the Eq. (2).
At the end of the process, only a few αi takes values different from zero; the
samples associated with those α are called support vectors sv, and the number
of sv will depend on C.

min
α

1
2α�Qα − e�α s.t.

{
y�α = 0,

0 ≤ αi ≤ Ci, i = 1, . . . , n
(2)
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Let e be a vector of all ones and Q an n by n matrix where each element is com-
puted as Qij = yiyjφ(xi)�φ(xj). In order to simplify the model, usually all Ci

weights have the same value. Nevertheless, some works have treated class imbal-
ance problems successfully, when Ci have different weight values per class in multi-
class problems [9]. However, these strategies were not designed to capture the
possible correlation between classes. We propose a novel method, named hyper-
parameters calibration. The method takes into account the relationship between
classes, based on the assumption that in the representation space multi-label sam-
ples should be in the transition region from one class to another. We take advan-
tage of the influence of Ci in the choice of sv by means of the next rules:

• Only the Ci values of samples related with target class are modified.
• Pure samples (belong ing exclusively to one class) are not modified, while

multi-label samples associated with a major number of classes will have higher
relevance.

• Three kinds of modifications of Ci are considered:
◦ Linear decreasing weights (W↘ ), with Ci = C/ |yi|
◦ Linear increasing weights (W↗ ), with Ci = C × |yi|
◦ Constant weights (W→ ), with Ci = C

3 Experimental Setup

With the intent to assess the benefits of the proposed technique, an extensive
experimental study was conducted. The experiments were designed to respond two
essential questions: giving more weight to multi-label samples improves classifica-
tion performance? and, how the performances are affected according to the degree
of imbalance in the proposed approach?. All the experiments were developed in
the R project for statistical computing. An implementation of our experiments
are freely available at: https://afgiraldofo@bitbucket.org/afgiraldofo/tim.git

3.1 Databases

We created two different synthetic multi-label databases 30 times each following
a hyper-spheres strategy [10]: Volvox and Wheel. In order to build each database,
we generated a set of independent and identically distributed (i.i.d.) points,
corresponding to the parameters radius (r) and angle (θ) in a polar coordinate
system by a uniform probability distribution. The upper and lower boundaries
for each uniform distribution are given according to Tables 1 and 2, where each
table corresponds to a database, and each row to one class of power set of Y.
Then, parameters r and θ are mapped to the components x1 and x2 through the
following equations x1 = β1(r · cos(θ)) + c1 and x2 = β2(r · sin(θ)) + c2, being
(c1, c2) the center coordinates and β = β1/β2 a scale factor.

In the design of the databases we present two type of scenarios, one where
there is a majority class and several minority classes (Volvox, see Fig. 1). The
second scenario contains minority and majority classes (Wheel, see Fig. 2).

https://afgiraldofo@bitbucket.org/afgiraldofo/tim.git
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This was designed to take into account the two possible imbalance scenarios
with different levels of immersion.

General information of databases is given in Tables 1 and 2, as samples num-
ber per class, total number of samples and the cardinality, i.e., an average of the
number of labels associated to each sample. Given that the imbalance level in
traditional classification tasks is measured taking into account only two classes
unlike the multi-label classification that present several labels, with the aim of
including all of them, we use max and mean imbalance ratio denoted as MaxIR
and MeanIR respectively Eq (3) suggested in [11] as additional descriptors.

MaxIR =

max
j

n∑

i=1

yj

min
j

n∑

i=1

yj

MeanIR = 1
q

q∑

j=1

max
j

n∑

i=1

yj

n∑

i=1

yj

(3)

Table 1. Description and generation parameters for
r and θ in the Volvox database.

Class Color Radius Angles Scale Center Samples

A Red (0, 5) (0, 2π) 1 (0, 0) 100 – 1900

B Blue (0, 3/2) (0, 2π) 1 ( −5
2

√
2

, 5
2

√
2
) 100

C Green (0, 3/2) (0, 2π) 1 ( 5
2

√
2

, 5
2

√
2
) 100

D Orange (0, 3/2) (0, 2π) 1 (0, −5
2 ) 100

A ∩ B Gray (1, 2) (0, 2π) 1 ( −5
2

√
2

, 5
2

√
2
) 100

A ∩ C Gray (1, 2) (0, 2π) 1 ( 5
2

√
2

, 5
2

√
2
) 100

A ∩ D Gray (1, 2) (0, 2π) 1 (0, −5
2 ) 100

Cardinality 1.43 – 1.13 Total 700 – 2500
Fig. 1. Scatter plot for
Volvox database.

Table 2. Description and generation parameters for
r and θ in the Wheel database.

Class Color Radius Angles Scale Center Samples

A Red (0, 3/2) (0, 2π) 1 (0, 0) 100

B Blue (0, 3) (−π/2, π/2) 1 (0, 0) 100 – 700

C Green (0, 3) (π/2, 7π/6) 1 (0, 0) 100 – 700

D Orange (0, 3) (7π/6, 11π/6) 1 (0, 0) 100 – 700

A ∩ B Gray (1, 2) (−π/2, π/2) 1 (0, 0) 100

B ∩ C Gray (1, 2) (π/2, 7π/6) 1 (0, 0) 100

C ∩ D Gray (1, 2) (7π/6, 11π/6) 1 (0, 0) 100

Cardinality 1.43 – 1.05 Total 700 – 2500 Fig. 2. Scatter plot for Wheel
database.
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In the majority of real-world databases, the ratio of multi-label samples is
lower than pure samples, for this reason in our synthetic databases, the number
of pure samples is higher than the number of multi-label samples.

In order to track the evolution of the proposed technique regarding the imbal-
ance ratio, we generate the databases with seven different imbalance ratios, so
that both databases have the same size, we increase the number of pure samples
of the majority classes from 100 to 1900 with steps of 300 in Volvox and from
100 to 700 with steps of 100 in Wheel, different imbalance ratios were obtained
due to the nature of each database, MeanIR = {1.75, 2.875, . . . , 8.5} for Volvox
and MeanIR = {1.75, 1.25, 1, 1.1875, 1.375, 1.5625, 1.75} for Wheel.

Additionally to synthetic generated databases, we evaluate our proposed
algorithm against several widely known real-world databases, employing a 2 × 5
folds cross validation scheme1. A brief description of these is shown in Table 3.

Table 3. Description of real multi-label databases used in our experiments

Database Cardinality Samples Features Labels MaxIR MeanIR Domain Reference

Emotions 1.869 593 72 6 1.784 1.478 Music [12]

Scene 1.074 2407 294 6 1.464 1.254 Image [13]

Yeast 4.237 2417 103 14 53.412 7.197 Biology [14]

Cal500 26.044 502 68 174 88.800 20.578 Music [15]

3.2 Classification

In the classification stage we aim to compare three different approaches: equally
weighted samples (W→ ), linear increasing weights (W↗ ) and linear decreas-
ing weights (W↘ ), over three known multi-label methods, namely, br, lp
and clr, described in Sect. 2. This comparison was performed in two own syn-
thetic databases constructed under the criteria of Sect. 3.1 and in the real-world
database emotions, scene, yeast and cal500 presented in Table 3.

As learning algorithm we use an svm with Radial Basis function as kernel
for running all the classification tests. This svm classifier is trained with R lan-
guage with an available modification of the e1071 package [16]2, allowing the
assignment of C value for each sample. The training process is performed in
two steps, first each database is divided into train and test by a stratified 5-fold
cross-validation, then each fold used as train is divided the same way to per-
form a hyperparameter tuning. The process for each train fold was performed
via Grid Search, a commonly used method for this purpose, where kernel dis-
persion and trade-off penalization are tuned from the next parameter sequences:
the Radial Basis function kernel band-width γ = {2−5, 2−4, . . . , 23} and the
regularization parameter C = {10−1, 10, . . . , 103} according to a suggestion of
the literature [17]. This mechanism allows an estimation of the reliability of the
1 Train and test sets for emotions, scene, yeast and cal500 databases were obtained

from http://simidat.ujaen.es/∼research/MLSMOTE/index.html#datasets.
2 https://afgiraldofo@bitbucket.org/afgiraldofo/e1071.git.

http://simidat.ujaen.es/{~}research/MLSMOTE/index.html#datasets
https://afgiraldofo@bitbucket.org/afgiraldofo/e1071.git
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model by computing the variability of the results through the five repetitions.
The objective function in the tuning process was computed as the macro-average
of the F1 measure, inasmuch as it is a measure that presents a good compro-
mise between specificity and sensitivity [18]. The calculation of macro-average
was done by Eq. (4). Being B(·) the binary evaluation measure, tp, fp, tn, and
fn are true positive, false positive, true negative, and false negative, respectively.

Bmicro = B

⎛

⎝
q∑

j=1

|tp|j ,
q∑

j=1

|fp|j ,
q∑

j=1

|tn|j ,
q∑

j=1

|fn|j

⎞

⎠

Bmacro =
1
q

q∑

j=1

B (|tp|j , |fp|j , |tn|j , |fn|j)

(4)

In order to compare (W→ ) against (W↗ ) and (W↘ ), we developed a
paired t-test to two sided at 95% significance level. For doing so, each database
was randomly generated 30 times, and results were computed for each trial.

4 Results and Discussion

In this section, we present the results from the experimental evaluation. For each
synthetic database, method and approach, we present and discuss two type of
experiments: First we compare three different ways to assign weights to multi-
label samples (W↗ ), (W→ ) and (W↘ ). In this opportunity we employ the
databases with the highest imbalance ratio 8.5 for Volvox database and 1.75 for
Wheel database. For real-world databases only the results of the method br over
each approach is presented.

For the first experiment, we evaluated four label-based measures: Recall,
Precision, the Matthews correlation coefficient (Matthews) and the harmonic
mean between Recall and Precision (F1 measure), using testing samples and
hyperparameters obtained in the tuning process. Given the nature of the prob-
lem, the label-based measures were calculated by micro-average and macro-
average [18] using Eq. (4). The result of the first experiment is shown in the
Tables 4 and 5 for Wheel and Volvox databases, respectively. The best val-
ues of each approach are highlighted in bold. Overall, this first experimental

Table 4. The classification performance over Wheel database for an imbalance ratio
of 1.75. +© ( -©) indicate which approch is significantly higer (lower) than (W→) while
© without significant difference based on paired t-test at 95% significance level.
Criterion Measures BR LP CLR

W↗ W→ W↘ W↗ W→ W↘ W↗ W→ W↘
Macro F1 score 0.801+© 0.779 0.765 -© 0.786+© 0.770 0.764 -© 0.798+© 0.774 0.760 -©

Matthews 0.752+© 0.738 0.735© 0.732+© 0.722 0.726© 0.748+© 0.728 0.722 -©
Precision 0.813+© 0.771 0.753 -© 0.782+© 0.754 0.745 -© 0.809+© 0.762 0.742 -©
Recall 0.790© 0.794 0.806+© 0.791© 0.790 0.799+© 0.789© 0.790 0.797+©

Micro F1 score 0.864 -© 0.870 0.877+© 0.849 -© 0.855 0.865+© 0.860© 0.862 0.864©
Matthews 0.811 -© 0.822 0.833+© 0.790 -© 0.802 0.818+© 0.805 -© 0.810 0.817+©
Precision 0.879+© 0.851 0.841 -© 0.847+© 0.831 0.828© 0.874+© 0.840 0.826 -©
Recall 0.850 -© 0.890 0.916+© 0.851 -© 0.881 0.906+© 0.847 -© 0.884 0.906+©
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Table 5. The classification performance over Volvox database for an imbalance ratio
of 8.5. +© ( -©) indicate which approch is significantly higer (lower) than (W→) while
© without significant difference based on paired t-test at 95% significance level.
Criterion Measures BR LP CLR

W↗ W→ W↘ W↗ W→ W↘ W↗ W→ W↘
Macro F1 score 0.573+© 0.548 0.520 -© 0.547+© 0.531 0.521 -© 0.574+© 0.543 0.524 -©

Matthews 0.389+© 0.364 0.338 -© 0.361+© 0.346 0.341© 0.389+© 0.359 0.342 -©
Precision 0.600+© 0.537 0.488 -© 0.551+© 0.512 0.491 -© 0.602+© 0.532 0.492 -©
Recall 0.549 -© 0.562 0.562© 0.544© 0.553 0.558© 0.549 -© 0.556 0.565©

Micro F1 score 0.822© 0.821 0.815 -© 0.796© 0.798 0.800© 0.822+© 0.817 0.814 -©
Matthews 0.750© 0.752 0.746 -© 0.718 -© 0.724 0.728© 0.751© 0.747 0.744©
Precision 0.842+© 0.818 0.796 -© 0.785+© 0.776 0.772 -© 0.843+© 0.813 0.793 -©
Recall 0.803 -© 0.824 0.835+© 0.807 -© 0.822 0.832+© 0.801 -© 0.822 0.835+©

stage determines that linear increasing weights presents a superior behavior for
Matthews, F1 measure and Precision measures mainly for the macro-average
since it is more sensitive to imbalance than the micro-average. Nonetheless, for
Recall measure, the linear decreasing weights performed better.

On the other hand, the second experiment was aimed to assess how the
imbalance degree affects the performance of the proposed approach. To this
aim seven different imbalance ratios are analyzed using macro F1 measure, the
results are reported in Fig. 3 for Volvox database and Fig. 4 for Wheel database.
The blue, orange and green bars depict (W↗ ), (W→ ) and (W↘ ), respectively.
The black lines in the top of each bar represent the standard deviation. In Fig. 3
it can be seen how the linear increasing weights suffered less deterioration as the
imbalance ratio increased, while for Fig. 4, the incremental approach experienced
a slight superiority for low imbalance ratios. For higher imbalance ratios, the
three problem transformation methods achieved a similar behavior.

Fig. 3. Classification performances in terms of the macro F1-measure over different
imbalance ratios and problem transformation methods for the Volvox database. The
blue, orange and green bars depict W↗, W→ and W↘ , respectively. (Color figure
online)
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Fig. 4. Classification performances in terms of the macro F1-measure over different
imbalance ratios and problem transformation methods for the Wheel database. The
blue, orange and green bars depict W↗, W→ and W↘ , respectively.

Table 6. The classification performance over real database
Criterion Measures Emotions Scene Yeast Cal500

W↗ W→ W↘ W↗ W→ W↘ W↗ W→ W↘ W↗ W→ W↘
Macro F1 score 0.631 0.634 0.632 0.732 0.740 0.719 0.362 0.152 0.312 0.155 0.155 0.148

Matthews 0.497 0.496 0.498 0.693 0.699 0.685 0.2746 0.0968 0.2319 0.0218 0.0217 0.0222

Precision 0.579 0.586 0.580 0.639 0.657 0.612 0.319 0.159 0.270 0.148 0.147 0.136

Recall 0.701 0.696 0.702 0.860 0.850 0.875 0.789 0.958 0.796 0.172 0.171 0.177

Micro F1 score 0.649 0.649 0.649 0.724 0.731 0.713 0.639 0.496 0.597 0.353 0.353 0.352

Matthews 0.515 0.512 0.515 0.687 0.693 0.678 0.528 0.411 0.494 0.248 0.249 0.256

Precision 0.596 0.602 0.597 0.632 0.649 0.606 0.553 0.369 0.497 0.333 0.332 0.319

Recall 0.714 0.707 0.714 0.854 0.846 0.866 0.758 0.756 0.761 0.377 0.377 0.400

The results of real-world database are presented in Table 6 where the best
values of each approach are highlighted in bold. Attained results show that
the proposed method of incremental weights yields to better results for yeast
and cal500 databases, presumably due to the fact that they present a bigger
cardinality than emotions and scene databases.

5 Conclusions

A novel method named hyperparameter calibration was presented for treating
class imbalance in a multi-label learning problem by modifications on parame-
ters of the support vector machine classifier. Moreover, an experimental analy-
sis over two own synthetic imbalanced databases and four real-world databases
was performed showing that the proposed method is able to improve classifica-
tion performance, quantified by means of four binary evaluation measures, when
combined with problem transformation techniques and with different imbalance
ratios. However, low levels of cardinality in data together with low imbalance
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ratio can affect the effectiveness of our method. As future work, the design
of functions that allow assigning Ci taking into account the complexity of the
data and inter-dependencies between classes to improve the learning perfor-
mance should be done. Besides, it should be expanded the number of real-world
databases tested and compared against other class-balance methods.
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Abstract. Correct recognition of the possible changes in data streams,
called concept drifts plays a crucial role in constructing the appropriate
model learning strategy. This paper focuses on the unsupervised learning
model for non-stationary data streams, where two significant modifica-
tions of the ClustTree algorithm are presented. They allow the clustering
model to be adapted to the changes caused by a concept drift. An exper-
imental study conducted on a set of benchmark data streams proves the
usefulness of the proposed solutions.

Keywords: Concept drift · Data streams · ClusTree
On-line clustering

1 Introduction

Among several tasks studied in data streams [7], clustering is worth mentioning,
especially because, on the one hand, information about class labels, which is one
of the main limitations of supervised learning, does not appear and, on the other
hand, this task has been employed in many practical applications such as sen-
sor network analysis [8], predicting demand profiles for electrical supply [9], or
analysis of medical data [13], to enumerate only a few.

When designing a data stream clustering system we have to take into con-
sideration that several important issues should be resolved, including: (i) how
to detect attributes which allow data to be classified into clusters; (ii) how
to detect a concept drift, without knowledge of example labels; and (iii) how
to adapt the model to data changes, i.e. how to implement forgetting mecha-
nisms in the clustering algorithm.

We should also correctly address the problem of a limited amount of RAM,
because a clustering model is usually stored in the computer’s operating memory.
Therefore in dealing with data streams, memory optimization is required. For
instance, the above mentioned limited memory usage can be achieved by using
sliding windows [12], where only the latest observations are memorized, while
the older ones are removed. Data streams can also have various velocities – when
data is generated at high velocity, there is a need to use sampling algorithms [6].
c© Springer International Publishing AG, part of Springer Nature 2018
F. J. de Cos Juez et al. (Eds.): HAIS 2018, LNAI 10870, pp. 338–349, 2018.
https://doi.org/10.1007/978-3-319-92639-1_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-92639-1_28&domain=pdf


Drifted Data Stream Clustering Based on ClusTree Algorithm 339

The main contributions of this paper are the propositions of two modifica-
tions of the ClusTree algorithm and their experimental evaluation on the basis
of diverse benchmark data streams.

2 Method Description

The ClusTree algorithm uses the R-tree [11] structure and is designed to auto-
matically adapt the model, independently of the data velocity, and with a
small ratio of skipped samples. The model is represented by so-called micro-
clusters [1], which contain a summary of similar objects and allow incremental
updates. Every sample traverses the tree and, if applicable, is inserted to a similar
microcluster. Otherwise, a new microcluster is created. The ClusTree algorithm
employs a mechanism to phase out oldest the microclusters by using a half-life
mechanism inspired by physics. Each microcluster’s weight is controlled by the
following function

ω(Δt) = β−λΔt (1)

where: λ stands for the decay rate (the higher λ, the faster the microcluster
is phased out), t is the timestamp, β denotes base, set to 2 [10]. The older the
microclusters, the lower their weight and the smaller their share is in the clus-
tering process.

The proposed modifications are inspired by Gama’s work [7], where the
author describes the usage of sliding windows. Both modifications consider issues
connected with analyzing data streams by using partial memory. One uses adap-
tation to update the model and other monitors whether the samples fit to the
model built.

2.1 The Hierarchical Clustering Drift Detection Algorithm
(HCDD)

Each sample traverses through the ClusTree internal tree structure and is put in a
leaf represented by microcluster. The proposed modification has three param-
eters (the sliding window length, a threshold indicating samples as novelties,
and a threshold indicating samples in a window as a concept drift). After each
sample is added, it should be checked whether a given sample belongs to the
nearest microcluster. Every microcluster contains information about its center
of gravity and radius.

Checking if a sample belongs to a microcluster is verified if the vector repre-
senting the sample is within the microcluster’s n-dimensional hypersphere.

n∑

i=1

(xi − si)2 � r2 (2)

where: xi is i -th element of the sample represented by the n-dimensional vector,
si stands for i -th element of the microcluster gravity center, and r denotes its
radius. Checking should be implemented on every tree level and it will return the
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signal if the sample is recognized as a novelty; if this is the case, then it would
be indicated in the current window. Every microcluster which is created after
a sliding window is started will be treated as novelty. If too many samples in a
window are marked as novelties, then that situation is treated as a concept drift,
and the algorithm resets the R-tree structure.

Algorithm 2.1. HCDD – learning algorithm

Input: collection of samples

Parameters: windowSize size, threshold of concept drift

function train(samples ):

if isLearningAfterDrift and size(conceptDriftWindow ) == 0 then

isLearningAfterDrift ← false

end if

conceptDriftWindow ← samples

areThereNovelties ← insert(samples )

if not isLearningAfterDrift

if size(conceptDriftWindow ) >= windowSize

if size(areThereNovelties ) / size(conceptDriftWindow ) > threshold

isLearningAfterDrift ← true

reset ClusTree structure

train(conceptDriftWindow )

clear conceptDriftWindow

end if

Algorithm 2.2. HCDD – tree update algorithm

Input: collection of samples

Output: list whether samples are novelties

function insert(samples ):

for sample in samples :

insertionPoint ← ClusTreeInsert(samples)

if sample is not fitting to sphere spanned by insertionPoint

areThereNovelties ← sample

return areThereNovelties

Algorithm 2.1 shows the learning procedure. When a concept drift occurs,
there is a need to build a new model based on the samples from the buffer rep-
resented by the current sliding window. First, we check if it the buffer is empty,
then learning after drift detection is completed. Incoming samples are added
to a sliding window and the counter of samples marked as a novelty set to zero.
The next step is to add samples to the microcluster tree, as described in Algo-
rithm 2.2. The adding procedure is done by function ClusTreeInsert, which
is presented in [10]. If during the addition a new microcluster is created, then
we check if a sample is within the n-dimensional hypersphere determined by the
microcluster of the parent node of that newly created microcluster. If the sample
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Fig. 1. Flowchart of the HCDD algorithm.

is not within the hypersphere, then its novelty counter is increased. After the
inserting procedure, the novelty counter is divided by the number of the micro-
cluster tree levels. If this number is greater than a given threshold, then the
sample is marked as novelty. When the learning procedure does not occur after
the concept drift, then the number of examples in the sliding window is checked.
When the window is filled and the number of samples treated as novelties exceeds
a given threshold, then a concept drift is detected. This causes the whole tree
structure to be reset and a new one to be learnt on the basis of the samples from
last sliding window.
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2.2 The HA Algorithm

The second modification of the ClusTree works in a slightly different way and
has two parameters (the sliding window length, a threshold of branch usage).
After analysis of the sample, the usage counters on every level of the branch
are updated, starting from the leaf where the sample is put. When the sliding
window is filled, then every branch whose usage is lower than a given threshold
is pruned. The usage value may vary, because it is the arithmetic mean of the
following parameters: (i) minimum microclusters usage on the given level, (ii)
maximum microclusters usage on the given level, (iii) the sliding window length.

Algorithm 2.3. HA – tree updating algorithm

Input: collection of samples

Parameters: number of maxInsertions (sliding window length)

function insert(samples )

insertionPoint ← ClusTreeInsert(samples )

numberOfInsertions ← numberOfInsertions + 1

if numberOfInsertions % maxInsertions == 0

numberOfInsertions ← 0

entriesToUpdate ← getNodesToUpdateUsage()

updateUsages(entriesToUpdate , false)

removeUnusedEntries(root )

updateUsages(entriesToUpdate , true)

end if

Algorithm 2.4. HA – algorithm of building a node list to update the node usage

Output: list of entriesToUpdate

function getNodesToUpdateUsage()

nodeQueue ← root

while size(nodeQueue ) != 0

currentNode ← pop(nodeQueue )

if getLevel(currentNode ) == treeHeight

entriesToUpdate ← getEntries(currentNode )

else if not isLeaf(currentNode )

nodeQueue ← all children of currentNode

end if

end while

return entriesToUpdate
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Algorithm 2.5. HA – node usage update algorithm

Input: list of entriesToUpdate , flag whether usages should be reset or

↪→ not

Parameters: number of maxInsertions

function updateUsages(entriesToUpdate , reset )

for entry in entriesToUpdate

entry .usage = 0 if reset else entry .usage += 1

updateUsages(parent(entry ), reset )

end for

Algorithm 2.6. Hierarchical Cluster Structure Adaptation – pruning nodes below the
threshold algorithm

Input: starting node , from which pruning should start

Parameters: node usageThreshold , size of

function removeUnusedEntries(node )

if not isLeaf(node )

for entry in node

if getChild(entry )

removeUnusedEntries(getChild(entry ))

end if

if entry .usage / ((getMinMaxUsagesOnLevel(getLevel(node ) + size(

↪→ slidingWindow )) / 3.0) < usageThreshold

clear(entry .data)

end if

end for

end if

Algorithm 2.7. HA – determining the highest usage on a given level

Input: tree level on which computation should be performed

Output: sum of min imal and max imal usage at given level

function getMinMaxUsagesOnLevel(level )

nodeQueue ← root

while size(nodeQueue ) != 0

currentNode = pop(nodeQueue )

if currentNode is on level

update min or max if entries in currentNode are minimum or maximum

else if not isLeaf(currentNode )

nodeQueue ← all children of currentNode

end if

end while

return min + max
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The Hierarchical Cluster Structure Adaptation algorithm modifies the sam-
ple insertion function in the tree structure of the ClusTree algorithm. It is
shown in Algorithm 2.3. After inserting a sample by the original function
ClusTreeInsert [10], it is checked whether the sliding window is filled. After
filling the window, the list of leaf nodes for which the usage will be counted
is created (Algorithm 2.4). The counting of node usage is presented in Algo-
rithm 2.5 – which is run after a leaf node is analyzed. For every parent node,
up to the root node the usage counters are increased. Then, the nodes whose
usage does not exceed a given threshold are pruned from the tree. It is checked
recursively, as shown in Algorithm 2.6. As stated earlier, to compute the thresh-
old, the minimum and maximum usage count should be determined and it is
done by Algorithm 2.7, where the tree is scanned recursively, up to a given level.
The usage threshold is determined by the mean of the minimum and the maxi-
mum usage counts and the sliding window length. Pruning begins from a given
node, up to leaf nodes.

Fig. 2. Flowchart of the HA algorithm.

3 Experiments

The main objective of computer experiments is to compare the quality of the
proposed modifications of the ClusTree algorithm with its original version. The
comparison has been done using statistics generated by MOA framework [4]
during the clustering procedure. MOA provides a few statistics for clustering,



Drifted Data Stream Clustering Based on ClusTree Algorithm 345

i.e. precision, recall, F1 statistics (F1-P and F1-R), purity. F1-R is the Sørensen-
Dice coefficient. F1-P is a F1 statistic evaluated for every newly created cluster.
In order to evaluate the clustering quality of the proposed modifications, a non-
parametric statistical test has been chosen – the NxN Friedman test with post-
hoc Shaffer test [2,3]. The two statistical significance levels have been analyzed:
α = 0.05 and α = 0.10. Despite that, the clustering quality of the proposed
modifications has also been evaluated by the paired t-test [5]. To compare the
proposed modifications with the original version of the ClusTree algorithm, the
following hypotheses have been formulated:
H0 F1-R – for the proposed algorithm modifications there is no statistically sig-
nificant difference for the F1-R statistic evaluation; H1 F1-R – for the proposed
algorithm modifications there is a statistically significant difference for the F1-R
statistic evaluation.
H0 Purity – for the proposed algorithm modifications there is no statistically
significant difference for the cluster purity statistic evaluation; H1 Purity – for
the proposed algorithm modifications there is a statistically significant difference
for the cluster purity statistic evaluation.

3.1 Setup of the Experiments

Experiments have been run on Amazon Cloud Services1, with 16 cores and 64 GB
of RAM, running Linux Ubuntu 16.04.

The proposed algorithms have been implemented in MOA framework [4].
The source code of the proposed algorithms is publicly available2. The mod-
ifications have been implemented in a copy of the ClusTree algorithm, under
MyClusTree class name, to avoid collision of the clustering algorithms’ names.
Like the original algorithm, the one with modifications is derived from the
AbstractClusterer class.

HCDD algorithm implementation in MOA framework has parameters marked
as: (i) the sliding window length – H, (ii) a threshold indicating samples as novelties
– D and (iii) a threshold indicating samples in a window as a concept drift – C.

HA algorithm implementation in MOA framework has parameters marked
as: (i) the sliding window length – I and (ii) a threshold of branch usage – U.

As described above, algorithm modifications are parameterized. The param-
eters for both algorithms have been selected experimentally, i.e. as a part of the
learning process. The plots with the comparison of the various parameter groups
are also publicly available3. All experiments have been carried out on the set
of the benchmark data streams described in Table 1.

1 https://aws.amazon.com/.
2 Source code of the proposed algorithms can be found at https://github.com/jagub2/

mgr/tree/master/MyClusTree/src/moa.
3 https://github.com/jagub2/mgr/tree/master/plots.

https://aws.amazon.com/
https://github.com/jagub2/mgr/tree/master/MyClusTree/src/moa
https://github.com/jagub2/mgr/tree/master/MyClusTree/src/moa
https://github.com/jagub2/mgr/tree/master/plots
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Table 1. Datasets used during experiments. Clus. stands for the number of clusters,
Attr. for the number of attributes and Obj. for the number of objects respectively.

Dataset Clus. Attr. Obj. Dataset Clus. Attr. Obj.

1 ICDT 2 2 16 000 16 GEARS2C2D 2 2 200 000

2 1CHT 2 2 16 000 17 HyperPlane 5 10 100 000

3 1CSurr 2 2 55 283 18 Powersupply 24 2 29 928

4 2CDT 2 2 16 000 19 Electricity 2 6 45 312

5 2CHT 2 2 16 000 20 Airlines 18 13 539 383

6 4CE1CF 5 2 173 250 21 Circlesa 4 4 100 000

7 4CR 4 2 144 400 22 CirclesSa 4 2 100 000

8 4CRE-V1 4 2 125 000 23 Sinea 2 4 100 000

9 4CRE-V2 4 2 183 000 24 SineSa 2 2 100 000

10 5CVT 5 2 40 000 25 STAGGERa 2 3 100 000

11 UG2C2D 2 2 100 000 26 LEDSa 10 7 100 000

12 MG2C2D 2 2 200 000 27 LED1DSa 10 7 100 000

13 FG2C2D 2 2 200 000 28 LED3DSa 10 7 100 000

14 UG2C3D 2 3 200 000 29 LED5DSa 10 7 100 000

15 UG2C5D 2 5 200 000 30 LED7DSa 10 7 100 000
aDatasets were generated by generators in MOA. Capital letters after dataset name
means used switch, number before is value of switch – eg. LED1DS means LED
generator, with parameters -d 1 -s.

Table 2. Best parameters selected experimentally – for HA and HCDD algorithms

HA HCDD

1 I100, U0.01 W1000, D0.01, C0.01

2 I200, U0.01 W300, D0.01, C0.01

3 I50, U0.01 W1000, D0.01, C0.03

3.2 Results

The plots presented in Fig. 3 show how the proposed modifications behave. For
the HA algorithm strong influence of parameters on the quality of clustering
is observed. Improperly selected parameters may increase fluctuations, which
is not desirable behavior during clustering. The HCDD algorithm is much more
stable, unlike the other algorithm. In this case less influence of parameters on the
quality of clustering could be observed. Selecting extremely improper parameters
can cause the noise to be detected as a concept drift, which is also undesirable
during clustering.

According to statistical tests (Tables 3 and 4) hypotheses H0 F1-R, H0 Purity
for all statistical significance levels for selected parameter groups for the HA
algorithm cannot be rejected, because there is no statistical significance in com-
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Fig. 3. Exemplary evaluations of both modifications.

Table 3. P-values for F1-R statistic

Hypothesis p pShaffer

ClusTree vs. W300, D0.01, C0.01 0.000000 0.000005

ClusTree vs. W1000, D0.01, C0.03 0.266238 24.493864

ClusTree vs. W1000, D0.01, C0.01 0.684196 62.261797

ClusTree vs. I100, U0.01 1.000000 78.000000

ClusTree vs. I200, U0.01 1.000000 78.000000

ClusTree vs. I50, U0.01 1.000000 78.000000

parison to the original algorithm. For the HCDD algorithm, several parameter
setups which are able to outperform the original version of the ClusTree can
be observed. However, post-hoc Shaffer method showed that none of the param-
eter setups for the HCDD algorithm has statistical significance for the clus-
ter purity statistic. For the F1-R statistic one parameter setup (W300, D0.01,
C0.01) which demonstrates statistical significance can be observed (Table 3).

On the basis of the results presented in e.g. Fig. 4 we may also draw the follow-
ing conclusions. The proposed algorithms have a slightly worse purity statistic,
because their structure is reset or firmly modified. The HA algorithm does not
show any significant improvement over the original version of the ClusTree algo-
rithm, but it is also not outperformed by the original ClusTree. For the majority
of data streams used, the HCDD algorithm presents a better median and stan-

Table 4. P-values for cluster purity statistic

Hypothesis p pShaffer

ClusTree vs. W1000, D0.01, C0.03 0.009994 1.199237

ClusTree vs. W1000, D0.01, C0.01 0.021173 2.223160

ClusTree vs. W300, D0.01, C0.01 0.065196 5.998071

ClusTree vs. I100, U0.01 1.000000 78.000000

ClusTree vs. I200, U0.01 1.000000 78.000000

ClusTree vs. I50, U0.01 1.000000 78.000000
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Fig. 4. Exemplary comparison of ClusTree and HCDD modification.

dard deviation of the F1 statistic than the original ClusTree. It is possible to train
the HCDD algorithm, e.g. for the following parameter setups: W1000, D0.01,
C0.01 or W1000, D0.01, C0.03, which for most of the data streams are more
stable than the original algorithm, i.e. with fewer fluctuations than the original
algorithm, which is a very desirable characteristic for clustering.

The proposed modifications of the ClusTree algorithm are strongly
parametrized and while solving practical tasks their parameters should be set
properly as a part of the learning process. The Hierarchical Clustering Drift
Detection algorithm is able to outperform the original version of ClusTree. Even
if the size of the sliding window is big, this modification is not outperformed
by the original algorithm, offering a more stable model at the same time. Sta-
tistical analysis of the F1-R statistic showed that the HCDD algorithm behaves
significantly better than the original ClusTree for simpler streams, which do not
contain too much noise. Statistical analysis of the cluster purity showed that
the HCDD algorithm is better than the original version of ClusTree for some
datasets. It is also shown that for a narrower sliding window the cluster purity
statistic increased. When concept drifts occur and they are detected, this statis-
tic is lower, because the internal model representation would be reset, which
is confirmed by that statistic evaluation analysis.

4 Final Remarks

Designing and implementing mechanisms for improving clustering quality with
concept drifts is a very challenging, non-trivial issue which has a huge impact
on the clustering quality. It is worth mentioning that this research is one of the
first attempts at using the hierarchical data stream clustering algorithm. We
have proposed two modifications of the ClusTree algorithm and especially the
HCDD method seems to be very attractive, because it can increase the effective-
ness of the ClusTree algorithm, especially when the concept drift phenomenon
appears. The main issue of the proposed modification is proper algorithm param-
eter setting, which should be a part of the learning process. We may observe
that the sliding window length cannot be too narrow, because it would lower the
evaluation quality, especially because noise could be detected as a concept drift.
However, a sliding window should also not be very wide, because then concept
drifts may be skipped.
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The proposed algorithms are open for modifications. They could be extended
with dynamic sliding window length adaptation or by detecting recurring concept
drifts.
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Abstract. This paper introduces an approach to feature subset selec-
tion which is able to characterise the attributes of a supervised machine
learning problem into two categories: essential and important features.
Additionally, the fusion of both kinds of features yields to an overcom-
ing in the prediction task, where some measures such as accuracy and
Receiver Operating Characteristic curve (ROC) have been reported. The
test-bed is composed of eight binary and multi-class classification prob-
lems with up to five hundred of attributes. Several classification algo-
rithms such as Ridor, PART, C4.5 and NBTree have been tested to
assess the proposal.

1 Introduction

Supervised Machine Learning (SML) via classification requires that every object
has a label associated [6]. Essentially, classification partitions the whole fea-
ture space (the space of all possible attribute value combinations) into different
regions, one for each class. The properties involved in a classification procedure
may not always be manageable, which is more prone to happen when their num-
ber is high. Removing some of them alleviates the load of the learning machine
induction and might lead a more accurate classification model. Lesser useful
attributes for classification are detected and discarded, which is the operation
performed by an attribute selection procedure.

The objective of this paper is to propose a new approach to feature selec-
tion, splitting it into two sequential stages: selection of essential attributes and
selection of important attributes from the set of non-essential ones. The merge
of these two sets is used to train the classifier. To evaluate the approach we use
it with four different classifiers, namely Ridor, PART, C4.5 and Näıve Bayes
tree (NBTree). This allows to assess the influence of using trees, rules and/or
probabilistic approaches for the attribute subset selection model proposed.

The remaining of this article is arranged as follows. Section 2 provides a brief
overview of different concepts about feature selection. Section 3 details the pro-
posal. Section 4 describes the experimentation by means of the approach setting,
c© Springer International Publishing AG, part of Springer Nature 2018
F. J. de Cos Juez et al. (Eds.): HAIS 2018, LNAI 10870, pp. 350–362, 2018.
https://doi.org/10.1007/978-3-319-92639-1_29
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problems and classifiers used. Then, Sect. 5 depicts the empirical results. Lastly,
Sect. 6 draws some conclusions.

2 Feature Selection

Attribute selection is a specially important process for mining big data. Doing
feature selection before a learning algorithm is applied has numerous benefits. By
eliminating a significant amount of attributes it becomes easier to train learning
machines. The computational time of the induction is reduced and the resulting
model will usually be simpler and easier to interpret. It is also frequently the
case that simpler models generalise better. Therefore, a model employing fewer
features is likely to perform better. This is a process to determine from the
instance set which attributes are more relevant to predict or explain the data,
and conversely which attributes are redundant or provide little information [11].
Finally, the identification of the most relevant attributes can be useful in its own
right providing valuable information about the problem in hand.

Generally speaking, three types of approaches might be used for attribute
selection [9]: (a) Filter methods, which select the best individual attributes usu-
ally assuming they are independent given the class. In this case some statistical
measure is used to assess the quality of the attributes; (b) Wrapper methods that
use a machine learning algorithm to select a sub-set of the attributes. Usually
this involves selection and evaluation of different sub-sets under some accuracy
measure; (c) Embedded methods combine the model creation problem with the
attribute selection. These methods include in the induction model some bias
towards fewer attributes.

By its part, the filter approaches may be divided into feature ranking and
feature subset selection methods depending on the output which may be an
ordered list of the attributes or a subset of attributes. This article focuses on filter
method to obtain feature subsets. The main contribution of the current work
is the ability to characterise groups of attributes into two types of categories,
namely essential and important feature subsets.

3 Proposal

This paper proposes a way to categorise the features in supervised machine
learning problems. According to our approach, there are two kinds of features:
(i) Essential features which represent the core properties to be collected from
the new instances belonging to the problem; (ii) Important features which con-
stitute additional information that may be interesting to be reported on unseen
instances. The procedure is as follows: (a) first, the data set is divided into two
sets: training and test sets, (b) the feature selection method is applied to the
training set and as an outcome we have the essential features which are those
that have been picked up by the data preparation method and, on other bag, we
have the non-selected properties that may not be thought to be very relevant
in terms of aid to the predictive data mining method, (c) feature selection is
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performed on the non-selected attributes to extract the best from the not very
promising features, (d) the attributes from steps (b) and (c) are merged which
will be the next characteristic space for classifier, (e) the list of attributes is pro-
jected into the test set as it was originally and (f) the usual assessment in data
mining is conducted: we start training the classifier with the reduced training
set and the evaluation takes place on the reduced test set. Figure 1 depicts the
approach which has been named Characterisation of Features through Feature
Subset Selection (ChaF2S2).

It is important to remark that some connections may be found with a previous
work [21] due to the use of the merge operation. It is straightforward that in this
paper no kind of overlapping [19] may occur, which may do the new approach
more applicable and even more oriented to the goal that we have marked for the
current contribution.

Fig. 1. Proposal: characterisation of features through feature subset selection
(ChaF2S2).
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4 Experimentation

4.1 Approach Setting

It is true that the amount of literature coping with many different measures
is very extensive. We opt for correlation measures since the behaviour is very
good and also has been one of the most commonly used by the data mining
community. Moreover, our previous experience showed that the correlation is
very convenient for supervised machine learning tasks [16]. Table 1 describes the
methods to evaluate the current proposal which are founded on Correlation-
based Feature Selection (CFS) [5] and Fast Correlation-Based Filter (FCBF)
[25]. The reason of this chosen is motivated by the good performance of these
feature subset selectors.

Specifically, we use the implementations provided by Weka tool [1] which
are called CfsSubsetEval and FCBFSearch working with SymmetricalUncertAt-
tributeSetEval, respectively for CFS and FCBF. CFS procedure has been used
for FSS1 and FSS2 methods whereas FCBF has been utilised for FSS3 and FSS4
selectors. FSS1 and FSS3 capture the subset of essential features and FSS2 and
FFS4 incorporate an extra subset of attributes, which we have called important
features, to the solutions got by FSS1 and FSS3, respectively. FSS2 and FSS4 are
the more complete options within their category and are the base of the current
contribution. As an additional breakthrough, the distinction between essential
and important features has been outlined. Table 2 reports on the parameters and
properties to set up the method and also to ease the reproducibility of the experi-
ments. It is important to remark that the experiments have been conducted with
the default values parameters because the own authors have recommended them.
Moreover, we also tested for CFS three deeper levels for the number of expanded
nodes such as 6, 7 and 8; since there are not differences in the reached solutions
we keep the number of expanded nodes to 5.

Table 1. Feature subset selectors for the experimentation

Abbreviation Method Essential features Important features

FSS1 CFS Yes No

FSS2 CFS Yes Yes

FSS3 FCBF Yes No

FSS4 FCBF Yes Yes

4.2 Problems

A good range of problems have been tested to evaluate the performance of the
new proposal. Table 3 summarises the test-bed. Their source is varied since some
of them are available in the very well-known repository from the University of
California (UC) at Irvine [22], MADELON has been proposed in NIPS 2003
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Table 2. Parameter values and description of CFS and FCBF feature subset selectors

Method Parameter/Property Value

CFS Attribute evaluation measure Correlation

Search method Best First

Consecutive expanded nodes without improving 5

Search direction Forward

FCBF Attribute evaluation measure Correlation

Attribute evaluator Symmetrical Uncertainty

Search method FCBFSearch

challenge [4] and STAD is a Bioinformatics problem [23] that stands for STom-
ach ADenocarcinoma. There are five multi-class problems and the remaining
are binary, throwing there an average close to 4. The dimensionality goes from
around 10 to 500 with an average over 82 whereas the data size fluctuates from
one hundred to nineteen hundred. Nowadays, the number of attributes that we
may have in problems at hand is very high and it is not strange to have thousands
of features [18].

The data partition in some problems such as Led24 and SPECTF [8] follows
the original pre-arrangement [14] and in most of the cases has been obtained with
a stratified hold-out keeping the original data distribution in both sets, namely
training and testing sets. Regarding the data imputation, a single imputation
method called mean or mode imputation [13] has been applied which imputes a
missing value with the mean or the mode within the class. We have adopted this
strategy since the amount of missing values is very small. The data preparation
method at the feature level has been only conducted to the training set and
hence to get the reduced test only the projection operator is applied.

Table 3. Supervised machine learning problems

Problem Classes Instances Features

Total Tra. Tes. Ori. CFS FCBF

Ess. Imp. Ess. Imp.

B. tissue 6 106 81 25 9 6 2 4 2

CTG 3 2126 1594 532 22 7 11 8 3

Led24 10 3200 200 3000 24 6 1 6 1

MADELON 2 2000 1500 500 500 12 4 7 2

Magic 2 19020 14265 4755 10 4 2 2 1

SPECTF 2 267 80 187 44 12 8 6 5

STAD 3 100 75 25 14 4 1 4 1

Waveform 3 5000 3750 1250 40 14 4 5 2

Average 3.9 3977.4 2693.1 1284.3 82.9 8.1 4.1 5.3 2.1

Tra. = Training Tes. = Testing Ori. = Original Ess. = Essential Imp. = Important
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4.3 Classification Algorithms

Different classifiers based on rules and trees have been used in this work, namely,
Ridor and PART, from the former category, and C4.5 and NBTree, from the
latter type, to assess how the new approach to feature subset selection performs
in various conditions. We briefly review their characteristics. The proposal has
been tested in two classic classifiers such as C4.5 and PART due to their good
mixture with feature selection based on correlation as a previous contribution
[20] to HAIS 2016 [10] reported. Ridor is an effective classification algorithm.
Finally, NBTree is a very powerful classifier according to a very recent study in
medium and high-dimensionality problems [15].

Ridor [3] is a ripple-down rule learner. It creates a default rule first and then
the exceptions for the default rule with the least (weighted) error rate. Then
it builds the best exceptions for each exception and iterates until pure. Thus it
performs a tree-like expansion of exceptions. The exceptions are a set of rules
that predict classes other than the default. PART [2] is a learning algorithm
that generates a rule classifier using tree generation in the process. To generate
a rule, a pruned decision tree is constructed for the current set of instances, then
a rule is generated representing the leaf with the largest coverage, and the tree
is discarded. The instances covered by the rule are removed and the process is
repeated. The main advantage of PART is simplicity which allows it to scale with
a high performance. C4.5 [12] builds a decision tree choosing for each node the
attribute with the highest entropy. It can handle both discrete and continuous
attributes. The implementation used also includes a pruning phase to reduce the
tree structure and to improve the generalisation performance. The robustness
and good interpretable results of this algorithm made it a popular choice in a
variety of machine learning problems, and therefore we also chose it for this study.
A NBTree classifier [7] generates a tree with Näıve Bayes (NB) classifiers at the
leaves. To define each new node a univariate split is tested and the attribute with
the highest utility is selected for that node. There is an exception when the utility
is not significantly better than the utility of the current node, in which case a NB
classifier is created for the current node. This model is as interpretable as trees
and NB models while often showing better performance in large problems. It
uses NB that is proven to be an optimal classifier under some circumstances [26]
and it is usually taken as a reference classifier. This is the main reason for having
chosen NBTree for testing our attribute selection model.

5 Results

This section compares every couple of related feature subset selection methods.
Concretely, on the one hand, FSS1 and FSS2 are compared and, on the other
hand, FSS3 faces FSS4. For the aforementioned classifiers, we report on the
accuracy and Receiver Operating Characteristic curve (ROC) measure on the
test set for each problem of the test-bed under all the scenarios described in 4.1.
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5.1 Application of the Proposal on Correlation-Based Feature
Selection (CFS)

Table 4 shows the test results of the proposal on CFS with Ridor classifier. The
number of wins is higher than the losses. There are also some scenarios with ties.
The proposal helps to enhance one or both assessment measures in most cases.

Table 5 depicts the performance of supervised machine learner PART. The
scenario has completely changed from the previous classifier. Improvements have
been reached in five out of the problems. Besides, the effect of the No-free lunch
theorem is drawn around because only one measure is overcame in the half of the
test-bed [24]; in particular, it happens improvement for B. tissue, CTG, Led24
and STAD in accuracy or ROC metric, exclusively.

Table 6 reports on the test results for classifier C4.5. In most of the data sets,
it takes place improvement not only in accuracy but also in ROC. Moreover, there
are two problems that may hint to be very difficult because it happen a worsening
with both measures. STAD is a complex data set because: (i) there are only 25
instances in the test set which means that every error in the prediction scores a
negative 4%, (ii) there are 3 classes and (iii) is a Bio-informatics problem whose
data have been collected very recently and the number of available measures is
very low which makes the study a very challenging task. The results for STAD
suggest that C4.5 is not a good option for this data set probably due to the cut-
off values to create a decision node. SPECTF is a particular case because the
important features may be discarded safely with no difference in performance;
in addition, if we test with the data set without any kind of pre-processing the
results are a bit better what suggests that feature selection may not be a good
approach to deal with this problem [17].

Table 7 represents the behaviour of NBTree approach. The accuracy is
enhanced in most cases, more concretely if the single tie is excluded, in five
out of seven problems there is an overcoming. On the other way round, the ROC
measure is often decreased what in any sense suggests to explore new ways or
even to think about the option of only incorporating some of the important fea-
tures. The good news here is that in two out of the top-3 problems in terms of
features such as MADELON and Waveform a very noticeable progress has taken
place.

5.2 Application of the Proposal on Fast Correlation-Based Filter
(FCBF)

Table 8 exhibits the performance via Ridor. Accuracy has been improved six
times whereas ROC has been overcame four times. For those cases with neg-
ative outcomes the differences are very small which makes the approach very
convenient and handy for the majority of the test-bed.

Table 9 shows the results with unseen data for the classification algorithm
PART which is based on rules. There are many wins and only one or two losses
for accuracy and ROC, respectively. In five out of the problems both measures
are enhanced simultaneously which is very noticeable.
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Table 4. Test results for the approach on CFS with Ridor

Problem Accuracy ROC

FSS1 FSS2 Diff. FSS1 FSS2 Diff.

B. Tissue 60.00 56.00 −4.00 0.9000 0.9000 0.0000

CTG 78.20 80.64 2.44 0.7792 0.8560 0.0769

Led24 67.40 66.50 −0.90 0.8857 0.8275 −0.0582

MADELON 68.20 73.00 4.80 0.6820 0.7300 0.0480

Magic 79.89 81.30 1.41 0.7782 0.7450 –0.0332

SPECTF 63.64 65.24 1.60 0.6806 0.6893 0.0087

STAD 64.00 64.00 0.00 0.6654 0.6654 0.0000

Waveform 76.88 76.72 −0.16 0.7552 0.7728 0.0176

W/T/L 4/1/3 4/2/2

Table 5. Test results for the approach on CFS with PART

Problem Accuracy ROC

FSS1 FSS2 Diff. FSS1 FSS2 Diff.

B. tissue 56.00 48.00 −8.00 0.9250 0.9300 0.0050

CTG 81.20 81.95 0.75 0.9190 0.8674 −0.0516

Led24 68.50 68.53 0.03 0.9227 0.9094 −0.0132

MADELON 60.80 62.60 1.80 0.7104 0.7295 0.0191

Magic 81.91 83.32 1.41 0.8712 0.8797 0.0086

SPECTF 70.05 72.19 2.14 0.6459 0.7000 0.0541

STAD 52.00 36.00 −16.00 0.5331 0.6581 0.1250

Waveform 77.04 76.80 −0.24 0.8432 0.8426 −0.0007

W/T/L 5/0/3 5/0/3

Table 6. Test results for the approach on CFS with C4.5

Problem Accuracy ROC

FSS1 FSS2 Diff. FSS1 FSS2 Diff.

B. tissue 68.00 56.00 −12.00 0.9250 0.8350 −0.0900

CTG 78.38 83.65 5.26 0.8967 0.9145 0.0177

Led24 68.10 68.80 0.70 0.8905 0.9079 0.0174

MADELON 70.60 73.60 3.00 0.7414 0.7826 0.0412

Magic 82.42 83.79 1.37 0.8653 0.8646 −0.0007

SPECTF 66.84 66.84 0.00 0.5519 0.5519 0.0000

STAD 72.00 52.00 −20.00 0.7574 0.6838 −0.0735

Waveform 74.40 76.16 1.76 0.7884 0.7879 −0.0005

W/T/L 5/1/2 3/1/4
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Table 7. Test results for the approach on CFS with NBTree

Problem Accuracy ROC

FSS1 FSS2 Diff. FSS1 FSS2 Diff.

B. tissue 52.00 64.00 12.00 0.9250 0.9000 −0.0250

CTG 76.50 76.69 0.19 0.8413 0.7505 −0.0908

Led24 70.73 70.73 0.00 0.9685 0.9685 0.0000

MADELON 71.20 75.80 4.60 0.7693 0.8106 0.0413

Magic 81.93 83.11 1.18 0.8647 0.8747 0.0101

SPECTF 72.19 67.91 −4.28 0.7649 0.7103 −0.0547

STAD 64.00 56.00 −8.00 0.7096 0.6912 −0.0184

Waveform 76.88 81.36 4.48 0.8696 0.8916 0.0220

W/T/L 5/1/2 3/1/4

Table 10 displays the behaviour of classifier C4.5. There are from 4 up to
5 wins according to the concrete metric and there is one tie. The situation for
STAD problem has not been changed compared to the approach based on CFS;
it seems that STAD may not be combined with a split criterion founded on
entropy as C4.5 has.

Table 11 reports the test results for NBTree which is a tree-based approach
built via the Bayes theorem. The outcome is very similar to the previous scenario
although the differences for negative cases are smaller which leads to think that
a probabilistic model is more suitable than traditional C4.5 algorithm, especially
for STAD problem.

Table 8. Test results for the approach on FCBF with Ridor

Problem Accuracy ROC

FSS3 FSS4 Diff. FSS3 FSS4 Diff.

B. Tissue 60.00 56.00 −4.00 0.9000 0.9000 0.0000

CTG 78.38 79.32 0.94 0.7804 0.7895 0.0091

Led24 67.37 68.37 1.00 0.8857 0.8569 −0.0289

MADELON 55.20 57.40 2.20 0.5520 0.5740 0.0220

Magic 77.60 81.47 3.87 0.6970 0.7558 0.0589

SPECTF 59.89 68.45 8.56 0.6907 0.6764 −0.0143

STAD 64.00 64.00 0.00 0.6654 0.6654 0.0000

Waveform 74.16 75.44 1.28 0.7489 0.7515 0.0026

W/T/L 6/1/1 4/2/2



Featuring the Attributes in Supervised Machine Learning 359

Table 9. Test results for the approach on FCBF with PART

Problem Accuracy ROC

FSS3 FSS4 Diff. FSS3 FSS4 Diff.

B. Tissue 48.00 48.00 0.00 0.9150 0.9300 0.0150

CTG 77.26 79.51 2.26 0.8909 0.9388 0.0479

Led24 68.50 68.90 0.40 0.9227 0.9373 0.0146

MADELON 60.40 60.40 0.00 0.6307 0.6227 −0.0080

Magic 79.26 82.54 3.28 0.8385 0.8648 0.0264

SPECTF 64.71 72.73 8.02 0.6983 0.6151 −0.0831

STAD 52.00 36.00 −16.00 0.5331 0.6581 0.1250

Waveform 74.00 74.24 0.24 0.8494 0.8561 0.0067

W/T/L 5/2/1 6/0/2

Table 10. Test results for the approach on FCBF with C4.5

Problem Accuracy ROC

FSS3 FSS4 Diff. FSS3 FSS4 Diff.

B. Tissue 48.00 56.00 8.00 0.8000 0.8350 0.0350

CTG 77.82 79.89 2.07 0.8546 0.9215 0.0668

Led24 68.10 68.10 0.00 0.8905 0.8905 0.0000

MADELON 58.60 59.20 0.60 0.6041 0.6097 0.0056

Magic 79.71 82.42 2.71 0.8174 0.8594 0.0420

SPECTF 67.91 66.84 −1.07 0.7116 0.6717 −0.0399

STAD 72.00 52.00 −20.00 0.7574 0.6838 −0.0735

Waveform 74.72 75.68 0.96 0.8636 0.8482 −0.0154

W/T/L 5/1/2 4/1/3

Table 11. Test results for the approach on FCBF with NBTree

Problem Accuracy ROC

FSS3 FSS4 Diff. FSS3 FSS4 Diff.

B. Tissue 48.00 52.00 4.00 0.9000 0.9350 0.0350

CTG 78.76 80.64 1.88 0.8384 0.8631 0.0247

Led24 70.73 70.73 0.00 0.9685 0.9685 0.0000

MADELON 61.20 61.00 −0.20 0.6393 0.6400 0.0007

Magic 80.13 82.73 2.61 0.8487 0.8731 0.0243

SPECTF 71.12 70.59 −0.53 0.7579 0.7083 −0.0496

STAD 64.00 56.00 −8.00 0.7096 0.6912 −0.0184

Waveform 75.60 79.20 3.60 0.8760 0.8912 0.0152

W/T/L 4/1/3 5/1/2
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Once the results under two different scenarios have been depicted for the
proposal, we must remark that CFS and FCBF are very good candidates to be
used in future works although the performance of FCBF is stronger than CFS
what may make the new approach an interesting option for data sets with a huge
number of features.

6 Conclusions

This paper introduced a new approach to feature subset selection that is able
to distinguish between essential and important attributes. Moreover, the com-
bination of both types of features on CFS and FCBF feature subset selectors
yielded to an enhanced performance of classifiers such as PART, Ridor -in an
outstanding way-, C4.5 and NBTree compared to the selection of only essen-
tial attributes. The main idea achieved by this research is that there are some
attributes which are crucial to have a good generalisation capacity; at the same
time those attributes that seems not to be very promising are handy to be lead
through a feature subset selection procedure in order to keep the best of the
not so good potential attributes that may be called important features, which
is the second best kind of attribute according our new approach. The empirical
study was conducted on eight binary and multi-class problems from different
areas and sources. The results revealed that some progress took place in terms
of performance at the price of increasing a bit the characteristic space. Lastly,
it must be mentioned that FCBF takes a greater advantage than CFS with the
proposal. Nonetheless, the approach is also very convenient for CFS.
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Abstract. Smart connected devices create what has been denominated
as the Internet of Things (IoT). The combined and cohesive use of these
devices prompts the emergence of Ambient Intelligence (AmI). One of
the current key issues in the IoT domain has to do with the detection
and prevention of security breaches and intrusions. In this paper, we
introduce the use of the Voronoi diagram-based Evolutionary Algorithm
(VorEAl) in the context of IoT intrusion detection. In order to cope with
the dimensions of the problem, we propose a modification of VorEAl that
employs a proxy for the volume that approximates it using a heuristic
surrogate. The proxy has linear complexity and, therefore, highly scal-
able. The experimental studies carried out as part of the paper show that
our approach is able to outperform other approaches that have been pre-
viously used to address the problem of interest.

Keywords: IDS · IoT · Machine learning · Predictive analysis
Time series

1 Introduction

Connected smart devices create what has been denominated as the Internet
of Things (IoT). The combined and cohesive use of these devices prompts the
emergence of Ambient Intelligence (AmI). AmI envisions a future information
society where users are proactively but sensibly provided with services that sup-
port their activities in everyday life. To achieve this goal, AmI systems embed a
multitude of sensors in the environment that acquire and exploit data in order to
generate an adequate response through actuators, using communication systems
and computational processes.

It has been forecasted that the number of connected smart devices will grow
up to 50 billion active devices by 2020 [23]. This massive number of online devices
raises new security and privacy challenges that, combined with the current state
of world affairs, call for special attention to these issues.
c© Springer International Publishing AG, part of Springer Nature 2018
F. J. de Cos Juez et al. (Eds.): HAIS 2018, LNAI 10870, pp. 363–374, 2018.
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As evidence of this fact, a recent global-level cyber attack relied on IoT
devices to launch the attacks. Security and privacy threats to citizens, industries,
and governments derived from these potential weaknesses call for decisive actions
to deal with it. Just to mention an example, in [20] IoT devices (in particular,
smart lights) were used to exfiltrate data from a highly secure office building.

Because of this, it is obvious that preventive and corrective actions should
be taken to address the issue of intrusion detection in the IoT context.

Anomaly-based intrusion detection systems (IDSs) rely on a given model
for normal system operation that is able to tell apart anomalies. Anomaly-based
IDSs have employed different statistics, machine learning and bio-inspired meth-
ods [7,21], including evolutionary computation, to detect anomalies and classify
breaches. An example of intrusion detection and challenges also come from Denial
of Service (DoS) and reduced quality of service (QoS), while maintaining high
true positive rates for detection and avoid high false positive alarm rates [25].

This model of operation can be constructed either from (i) a fully super-
vised intrusion (anomalies) dataset, (ii) can be inferred from normal operation
data in an unsupervised way, or (iii) can be learned in a semisupervised scheme
combining both approaches.

The Voronoi diagram-based Evolutionary Algorithm (VorEAl) [17,18] was
proposed as an anomaly detection algorithm with success. VorEAl evolves
Voronoi diagrams that are used to classify data in an anomaly detection con-
text [7]. VorEAl applies a multi-objective optimization principle that allows it to
build models of operation that are a compact representation of normal operation
while still taking into account known anomalies.

VorEAl is particularly suitable for the IoT domain because of the low compu-
tational footprint at exploitation time. This is because it represents the areas of
the input space as Voronoi cells. These cells can be represented as a k-d tree [2].
Therefore, the computational complexity of computing a VorEAl prediction for
a Voronoi diagram of m cells is, on the average case, of O(log m) and, in the
worst case, O(m).

However, the original formulation of VorEAl relies intensively on the com-
putation of the volume of Voronoi cells. This hampers the applicability of the
algorithm to relatively high-dimensional problems as the computation of the
volume is a #P -hard problem.

In this paper, we introduce the use of VorEAl in the context of IoT intrusion
detection. In order to cope with the dimensions of the problem, we propose a
modification of VorEAl that employs a proxy for the volume that approximates it
using a heuristic. The proxy has liner complexity and, therefore, highly scalable.

The rest of this paper is organized as follows. In the next section, we intro-
duce the foundation elements that are necessary for our discussion. After that,
in Sect. 3 we briefly describe the VorEAl algorithm. Subsequently, in Sect. 4 we
describe in detail the volume proxy that is used to handle high-dimensional prob-
lems. The experimental study is carried out in Sect. 5, where we apply VorEAl
and other methods to the Australian Defence Force Academy Linux Dataset
(ADFA-LD) [10]. Finally, in Sect. 6 we provide some conclusive comments and
final remarks.
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2 Foundations

As mentioned, Ambient Intelligence (AmI) envisions a future Information Soci-
ety where users are proactively, but sensibly [1], provided with services that
support their activities in everyday life. AmI scenarios described by the Euro-
pean Commission Information Society Technologies Advisory Group (ISTAG)
depicts intelligent environments capable of recognizing and responding to the
presence of different individuals in a seamless, unobtrusive and often invisible
way [12]. AmI is strongly founded on the concept of Ubiquitous Computing
(UC), introduced by Weiser in the early 90s, which presents a world where a
multitude of computational objects communicate and interact in order to help
humans in daily activities [26].

Each AmI project needs a set of sensors and actuators deployed to develop the
“intelligence” of the environment. Sensors and actuators are specific for an AmI
project, but the infrastructure should be developed using IoT platforms. An IoT
platform involves sensing/actuating, communications, computational processes
and, actually, these developed should be based on the cloud.

2.1 IoT Intrusion Detection

Cybersecurity systems try to minimize the attack surface of a given computer
system over time. The attack surface refers to the portion of a system that
has vulnerabilities. Attackers attempt to influence the system’s nominal state
and operation by varying their interactions with the attack surface in a non-
compliant, hard-to-detect manner.

An intrusion detection system (IDS) [19] is a device or software applica-
tion that monitors network and/or system activities for malicious activities or
privacy/policy violations and raises alarms when such activities are detected.
Intrusion can be launched from outside a network during the Penetration phase
of a DoS or APT, or as an insider Reconnaissance activity after Penetration dur-
ing Escalation, wherein the adversary has already penetrated and from within,
using malware, is trying to find a suitable target on the network. Methods for
detection of intrusion attacks [21] can be grouped in two main classes:

– signature-based IDSs, that look for a priori known patterns of attacks in
system activities,

– anomaly-based IDSs, which model the normal behavior of the system/network
under supervision and flag deviations from normal as anomalous, and hence,
possible attacks.

Signature-based IDSs can detect known attacks for which patterns have been
discerned. However, it is impossible for them to detect new or unknown attacks,
as, by their very nature, they do not possess a known pattern for such attacks.
This fact limits the applicability of this class of IDS in IoT scenarios, where low
or little maintenance can be expected and the multiplicity of devices implies that
many more patterns should be elaborated than are practically discovered and
maintained.
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Anomaly-based IDSs learn to model normal system behaviour and detect
deviations from it, they are capable of detecting known and unknown attacks.
This is a special case of semi-supervised learning [8].

Anomaly detection can be posed as a particular case of the classification
problem in which data items must be tagged as either ‘normal’ or ‘anomalous’.
That is, relying on a dataset

Ψ =
{
x (i), y(i)

}
(1)

in which, without loss of generality, we have x ∈ R
n and y(i) ∈

{normal, anomaly}, we describe a classifier that correctly detects instances that
correspond to each of the two categories. Because of this fact, the existing met-
rics devised to assess the quality of a classification algorithm are also applicable
in this context.

2.2 Evolutionary Multi-Objective Optimization

As stated, a MOP is an optimization problem where a set of objective functions
f1(x ), . . . , fM (x ) should be jointly optimized; formally,

min F (x ) = 〈 f1(x ), . . . , fM (x ) 〉 ; x ∈ S ; (2)

where S ⊆ D is known as the feasible set and could be expressed as a set of
restrictions over the decision or search space D. The image set O ⊆ R

M of S
produced by the vector-valued function F (·) is called feasible objective set or
criterion set.

The solution to this type of problem is a set of trade-off points. The optimality
of a solution can be expressed in terms of the Pareto dominance relation. The
solution of (2) is S∗, the non-dominated subset of S. S∗ is known as the efficient
set or Pareto-optimal set [6]. Its image in objective space is known as the Pareto-
optimal front, O∗.

As finding the explicit formulation of S∗ is often impossible, generally, an
algorithm solving (2) yields a discrete non-dominated set, P∗, that approximates
S∗. The image of P∗ in objective set, PF∗, is known as the non-dominated front.

A recent generation of EMOAs exploits existing performance indicators for
their selection processes. The S-metric selection evolutionary multiobjective
optimization algorithm (SMS-EMOA) [4] belongs to that group of approaches.
SMS-EMOA is a steady-state algorithm. Which means that, in every iteration,
only one individual is created and only one has to be deleted from the popula-
tion in each generation. The hypervolume is not computed exactly. Instead, the
k-greedy strategy is employed. These decisions were made in the hope of tackling
the high computational demands of computing the hypervolume.

Another promising line comes from the reference-point-based many-objective
version of the nondominated sorting genetic algorithm (NSGA-II), denomi-
nated NSGA-III [11]. Similar to NSGA-II, NSGA-III employs the Pareto non-
dominated sorting to partition the population into a number of fronts. In the last
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front, instead of using the crowding distance to determine the selected solutions
a novel niche-preservation operator is applied. This niche-preservation operator
relies on reference points organized in a hyperplane to promote diversification
of the population. Therefore, solutions associated with less crowded reference
points are more likely to be selected. A sophisticated normalization is incorpo-
rated into NSGA-III to effectively handle objective functions of different scales.

3 The Voronoi Diagram Evolutionary Algorithm

As stated before, anomaly detection can be posed as a particular case of classifi-
cation problems. Here data items must be tagged either as ‘normal’ or ‘anoma-
lous’. That is, relying on a dataset Ψ =

{
x (i), y(i)

}
, where, without loss of gener-

ality, we can state that x ∈ R
n and y(i) ∈ {normal; anomaly} obtain a classifier,

M(x ;φ) → {normal; anomaly}, that correctly detects instances that correspond
to each of the two categories. Because of this fact, the existing metrics devised
to assess the quality of a classification algorithm are also applicable in this con-
text. For this particular problem, the most relevant metrics are accuracy, recall
and specificity, although many more could also be of use. These metrics rely on
the number of true positives, tp, false positives, fp, false negatives, fn, and true
negatives tn produced by a given model M . Accuracy measures the proportion of
true results (both true positives and true negatives) regard to the total number
of elements in the dataset by computing a(M) = (tp+tn)/(tp+fp+fn+tn). On the
other hand, recall gauges the ratio between the true positives and false negatives
as r(M) = tp/(tp+fn).

Finally, specificity quantifies the proportion of negatives that are correctly
identified s(M) = tn/tn+fp.

Voronoi diagrams are geometrical constructs that partition a given space
and can be used for classification. Any set of points, known as Voronoi sites,
in a given n-dimensional Euclidean space E defines a Voronoi diagram, i.e., a
partition of that space into Voronoi cells: the cell corresponding to a given site
S is the set of points whose closest site is S. The boundaries between Voronoi
cells are the medians of the [SiSj ] segments, for neighbor Voronoi sites Si and
Sj . Though originally defined in two or three dimensions, there exist several
algorithmic procedures to efficiently compute Voronoi diagrams in any dimension
(see e.g., [5]).

Voronoi diagrams offer a compact classification representation by attaching to
each Voronoi cell (or, equivalently, to the corresponding Voronoi site), a Boolean
label. The resulting Voronoi diagram is a partition of the space into 2 subsets:
the ‘normal’ cells are the shape/volume, and the ‘anomalous’ cells are the outside
of the shape/volume.

This representation allows Voronoi diagrams to be evolved in order to use
them for anomaly detection. In this case, the genotype is a (variable length)
list of labeled Voronoi sites, and the phenotype is the corresponding partition
in the space into two subsets. More generally, any piece-wise constant function
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on the underlying space can be represented by a similar representation by using
real-valued labels.

Consequently, every individual represents a Voronoi diagram as a set of sites,
I = {S i}, where each site has an associated label, S .� ∈ {normal, anomaly}.
Relying on that, that individual can be used as a classifier as

clfy(I,x ) = S∗.� with S∗ = arg min
Si∈I

‖x − S i‖ . (3)

It is possible to prompt the Voronoi diagrams (individuals) to represent the
known data in a form as compact as possible by expressing that as the relation
between the volumes of the Voronoi cell and the convex hull of the training data
that it contains. Maximizing the empty regions will allow to cover the space as
much as possible with one region, this region will detect possible anomalies in
the future.

Let I = {Si, i = 1 . . . nI} be a Voronoi diagram, and, for each cell Ci,
let vi ∈ R

+ be its volume and Di the set of data points it contains, i.e.,
Di = {x ∈ Ψ ; d(x, Si) ≤ d(x, Sj)∀i 
= j}, d being the n-dimensional Euclidean
distance. We can then define the individual compactness as the sum, for each
cell, of the ratio of the volume of the convex hulls of Di and the volume of the
cell,

c(I) =
{∑

i (|Di| − n) volume(convex hull(Di))
vi

if |Di| > n ,

0 in other case.
(4)

Maximizing compactness will produce cells that contain the data in a form as
tight as possible. However, the compactness objective can be complemented by
one that promotes the existence of empty cells that represent areas of the input
domain that are now present in the training data. Such objective would take care
of sites with small Di’s and promote that they become empty as the evolution
takes place. A form of representing this is by computing the total volume of cells
with an anomaly label of an individual and rate it by the number of elements it
contains,

v(I) =
∑

i,Si.�=anomaly

vi

1 + 2 ln(|Di| + 1)
. (5)

Following the above presentation, the problem of finding Voronoi diagrams
for anomaly detection can be formalized as the many-objective optimization
problem

maxF = 〈a(I), r(I), c(I), v(I)〉 ; I ∈ D, (6)

where D is the set of all possible Voronoi diagrams in the problem domain.
Two variation operators have been put forward to operate on Voronoi dia-

grams. The mutation operator acts on two levels. At an individual level, a new
Voronoi site can be added, at a randomly chosen position, with a random label;
or a randomly chosen Voronoi site can be removed. At a site level, Voronoi sites
can be moved around in the space (the well-known self-adaptive Gaussian muta-
tion has been chosen here, inspired by evolution strategies) or the label of a
Voronoi site can be changed.
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Fig. 1. Volume proxies inner and bordering Voronoi cells.

The crossover operator takes two Voronoi diagrams as argument and respects
the locality of the representation. Voronoi sites that are close to each other should
have more chance to stay together than Voronoi sites that are far apart. This is
achieved by the geometric crossover that operates by creating a random cutting
hyperplane, and exchanging the Voronoi sites from both sides of the hyperplane,
ensuring that the resulting diagrams meet the minimum length bound, nmin.
Both operators are described in detail in [17,18].

4 Adapting VorEAl for High-Dimensional Problems

One evident drawback of the volume-based objective functions has to do with its
computational complexity. The exact computation of the volume of a Voronoi
cell implies (i) calculating the vertices of the cell and, then, (ii) computing the
volume of the convex polytopes they define, as well as computing the volume of
the convex hull of the data points that are classified by the cell.

Regretfully, both steps have a high computational complexity. For that rea-
son, the proxy volume function Ṽ (·) was proposed. Ṽ (·) approximates the volume
of a cell relying on the volume of an n-dimensional ball of radius equal to half of
the mean distance of the corresponding site to its neighbor sites (defined as the
cells that share a common ridge with the one of interest). Inner and bordering
cells should be treated differently. For inner cell it is sufficient to just compute
the mean of the distances, as explained in Fig. 1a. In the case of bordering cells
(see Fig. 1b), the mean distance to the neighboring sites should be contrasted
with how far is the site from the nearest endpoint of D.

These ideas are consolidated in as,

Ṽ (S) =
{

Bn

(
max

(
d̄,min∀i,b(δb

i )
))

if S ∈ B
Bn

(
d̄
)

in other case , (7)
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where Bn(r) calculates the volume of an n-dimensional ball of radius r, δlowi

and δupi are the distances from S to the lower and upper end points of the i-
th dimension of D, B is the set of bordering sites and d̄ represents the mean
distances to the neighbor sites as,

d̄ =

∑
Si∈N(S) d(S, Si)

2 |N(S)| , (8)

where N(·) is a function that, for a given site, returns the set of neighbor sites.
The n-dimensional volume of a Euclidean ball of radius r in an n-dimensional

Euclidean space is defined as

Bn(r) =
π

n
2

Γ
(

n
2 + 1

)rn, (9)

where Γ is Leonhard Euler’s gamma function, that is extension of the factorial
function to noninteger arguments.

Transforming (9) the volume can be expressed as the one-dimension recursion
formula

B2k(r) = rπ
(2k − 1)!!

2kk!
B2k−1(r),

B2k+1(r) = 2r
2kk!

(2k + 1)!!
B2k(r).

(10)

Ṽ (·) can be implemented using a k-d tree [2]. Therefore, the computational
complexity of computing it for a for Voronoi diagram of m cells is, on the average
case, of O(log m) and, in the worst case, O(m).

5 Experiments

In order to validate VorEAl as an intrusion detection method in the context
of an IoT application, it is necessary to resort to an existing data set that can
be used as a valid ground for comparison. The main challenge, in this case, is
derived from the lack of community-accepted IoT intrusion detection data sets.

That is why, for this study, we used the Australian Defence Force Academy
Linux Dataset (ADFA-LD) [10]. This data set captures a context similar to IoT
devices as they mostly rely on Unix-based systems for their operation.

The data set consists of traces Linux of 230 system calls. There are 833 traces
that represent normal system function data meant for training, 773 are validation
normal system data meant for assessing the methods and 60 traces are intrusion
traces that corresponds to different attacks (10 each), in particular, password
brute force (FTP), password brute force (SSH), add new superuser, Java-based
meterpreter, Linux meterpreter payload and C100 Webshell.

In order to capture the semi-supervised nature of the optimization process,
the data set was configured in a way that preserved most of the intrusions for
validation time. In particular, we included 18 randomly chosen attack traces
(three for each attack) in the training set and preserved the rest for validation.
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Fig. 2. Performance of the different algorithms involved in the experiment measured
as accuracy, recall and specificity.

As stated above, the selection of SMS-EMOA and of NSGA-III are applied
and compared as they have been shown to yield substantially better results when
confronted with many-objective optimization problems. The rest of the config-
uration of VorEAl was set as population size of 500, mating probability of 0.3
and the mutation probabilities set to ps = 0.5, pf = 0.2, pt = 0.1, p+ = 0.05 and
p− = 0.05 with learning rate η = 0.5. These values are obtained after perform-
ing a cross-validation-based grid search optimization on the considered training
dataset. The number of Voronoid cells depends on the size of the genotype (vari-
able length).

Other methods were included in the experiments to provide grounds for com-
parison with related bio-inspired approaches as well as ‘classical’ or well-known
ones. In particular, we included the negative selection algorithm (NSA) [15] using
both variable-sized hyper-spheres and hyper-rectangles. For fair comparisons, we
applied the NSA+

spand NSA+
rein which non-self training samples are subsequently

used to enrich the detector library generated by NSA.
Similarly, we have included in the experiments three well-known algo-

rithms previously used for intrusion detection in other contexts: one-class vector
machines (SVMs) [22], hidden Markov models (HMMs) [9] and the naive Bayes
classifier [16]. SVMs and HMMs have are particularly capable of yielding ade-
quate results as reported in some previous works, while the naive Bayes classifier
would serve as a baseline.

As the traces are of variable length they should be pre-processed in order to
be used as inputs of the algorithms. In these experiments, we employed a “bag
of calls” approach where we create a vector of dimension equal to the number
of system calls (230 in our case) where each position in the vector indicates the
appearance of the system call in the trace.

For all cases, 100 experiment runs were performed. The results of VorEAl
with SMS and NSGA-III-based selection and the other methods are reported
as box plots in Fig. 2. Here it can be asserted how the two variants of VorEAl
managed to outperform the other methods.

The stochastic nature of the algorithms being analyzed calls for the use of
an experimental methodology that relies on statistical hypothesis tests. Using
those tests, we are able to determine in a statistically sound way if one algorithm
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instance outperforms another. The topic of assessing stochastic classification
algorithms is studied in depth in [14]. There, it is shown that the Bergmann–
Hommel [3] procedure is the most suitable for our class of problem.

The results of the statistical hypothesis tests are reported in Table 1. Here
it can be clearly asserted the improvement of VorEAl with regard to the other
methods. This can be attributed to the fact that VorEAl exploits all the knowl-
edge available. Similarly, these results are also valuable as they endorse the
volume proxy used as a substitute for the exact one. Thanks to that we are able
to reach higher dimensions at a linear computation cost.

Table 1. Results of the Bergmann–Hommel procedure statistical test. Cases where
the algorithm in the row was significantly better than the column are marked with a
plus (+) sign, if the one on the column was better than the row are marked with a
minus (−) sign. Cases where no significance difference was established are marked with
a similar (∼) sign.
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6 Conclusions

In this paper, we have extended VorEAl, a multi-objective evolutionary algo-
rithm that relies on Voronoi diagrams for classifying anomalies. The extension
was conceived in order to make viable the application of VorEAl in the context
of IoT intrusion detection systems.

This extension consisted of the substitution of the exact volume computa-
tion by a proxy that has linear complexity. The experimental study carried out
shows the viability of the approach and validates the working hypothesis of the
proposal.

In spite of the encouraging results obtained so far, there are many areas
that should be further studied and explored. From an algorithmic point of view,
we should explore other classification objectives (metrics). Perhaps devising new
ones with this particular problem in mind, in such was as to get a better and more
condensed representation of anomalous situations. In the context of anomaly
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detection, another possibility could have been to add some specificity pressure,
similar to the parsimony pressure. On-going work will address this issue, in a
way similar to [24].

Certainly, more experiments, with more data sets are necessary to fully assert
VorEAl performance by confronting it with other problems and algorithms. It is
critical the lack of intrusion detection data sets in the IoT context.

As a future objective, we are setting up a living lab with real-life IoT devices
in order to gather data closer to the original context as well validate the viability
of our for deployment as a part of the network. In this regard, our intention is to
explore the implementation of an autonomous evolving device that could adapt
to the IoT environment where it is embedded. We also envision the use of Field
Programmable Gate Array (FPGAs) [13] for dynamic hardware support.
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Abstract. Fall detection represents an important issue when dealing
with Ambient Assisted Living for the elder. The vast majority of fall
detection approaches have been developed for healthy and relatively
young people. Moreover, plenty of these approaches make use of sensors
placed on the hip. Considering the focused population of elderly people,
there are clear differences and constraints. On the one hand, the pat-
terns and times in the normal activities -and also the falls- are different
from younger people: elders move slowly. On the second hand, solutions
using uncomfortable sensory systems would be rejected by many candi-
dates. In this research, one of the proposed solutions in the literature has
been adapted to use a smartwatch on a wrist, solving some problems and
modifying part of the algorithm. The experimentation includes a pub-
licly available dataset. Results point to several enhancements in order to
be adapted to the focused population.

Keywords: Fall detection · Wearable devices
Ambient Assisted Living

1 Introduction

Fall Detection (FD) is a very active research area, with many applications to
healthcare, work safety, etc. Even though there are plenty of commercial prod-
ucts, the best rated products only reach a 80% of success. There are basically
two types of FD systems: context-aware systems and wearable devices [11]. FD
has been widely studied using context-aware systems, i.e. video systems [25];
nevertheless, the use of wearable devices is crucial because the high percentage
of elderly people and their desire to live autonomously in their own house [14].
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Wearables-based solutions include, mainly, tri-axial accelerometers (3DACC)
either alone or combined with other sensors. Several solutions incorporate more
than one sensory element; for instance, Sorvala et al. [18] proposed two sets of a
3DACC and a gyroscope, one on the wrist and another on the ankle, detecting
the fall events with two defined thresholds. The use of 3DACC and a barometer
in a necklace was also reported in [3]; similar approaches have been developed
in several commercial products.

Several solutions using wearable devices combining 3DACC have been
reported, i.e., identifying the fall events using Support Vector Machines [26].
In [10] several classifiers are compared using the 3DACC and the inertial sen-
sor within a smartphone to sample the data. A similar solution is proposed in
[24], using some different transformations of the 3DACC signal. The main char-
acteristic in all these solutions is that the wearable devices are placed on the
wrist. The reason for this location is that it is much easier to detect a fall using
the sensory system in this placement. Nevertheless, this type of devices lacks in
usability and the people tend to dismiss them in the bedside table. Thus, this
research limits itself to use a single sensor -a marketed smartwatch- placed on
the wrist in order to promote its usability.

Interestingly, the previous studies do not focus on the specific dynamics of
a falling event: although some of the proposals report good performances, they
are just machine learning applied to the focused problem. There are studies
concerned with the dynamics in a fall event [1,6], establishing the taxonomy
and the time periods for each sequence. Additionally, Abbate et al. proposed the
use of these dynamics as the basis of the FD algorithm [1]. A very interesting
point of this approach is that the computational constraints are kept moderate,
although this solution includes a high number of thresholds to tune. Nevertheless,
we consider this solution as valid, representing the starting point of this research.

2 Adapting Fall Detection to a Wrist-Based Solution

Abbate et al. [1] proposed the following scheme to detect a candidate event as a
fall event (refer to Fig. 1). A time t corresponds to a peak time (point 1) if the
magnitude of the acceleration a is higher than th1 = 3 × g, g = 9.8 m/s. After
a peak time there must be a period of 2500 ms with relatively calm (no other a
value higher than th1). The impact end (point 2) denotes the end of the fall
event; it is the last time for which the a value is higher than th2 = 1.5 × g.
Finally, the impact start (point 3) denotes the starting time of the fall event,
computed as the time of the first sequence of an a <= th3 (th3 = 0.8 × g)
followed by a value of a >= th2. The impact start must belong to the interval
[impact end− 1200 ms, peak time]. If no impact end is found, then it is fixed to
peak time plus 1000 ms. If no impact start is found, it is fixed to peak time.

Whenever a peak time is found, the following transformations should be
computed:
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– Average Absolute Acceleration Magnitude Variation, AAMV =
∑ie

t=is
|at+1−at|

N , with is being the impact start, ie the impact end, and N
the number of samples in the interval.

– Impact Duration Index, IDI = impact end− impact start. Alternatively, it
could be computed as the number of samples.

– Maximum Peak Index, MPI = maxt∈[is,ie](at).
– Minimum Valley Index, MV I = mint∈[is−500,ie](at).
– Peak Duration Index, PDI = peak end− peak start, with peak start defined

as the time of the last magnitude sample below thPDI = 1.8 × g occurred
before peak time, and peak end is defined as the time of the first magnitude
sample below thPDI = 1.8 × g occurred after peak time.

– Activity Ratio Index, ARI, measuring the activity level in an interval of 700
ms centered at the middle time between impact start and impact end. The
activity level is calculated as the ratio between the number of samples not in
[thARIlow0.85 × g, thARIIhigh = 1.3 × g] and the total number of samples in
the 700 ms interval.

– Free Fall Index, FFI, computed as follows. Firstly, search for an acceleration
sample below thFFI = 0.8 × g occurring up to 200 ms before peak time;
if found, the sample time represents the end of the interval, otherwise the
end of the interval is set 200 ms before peak time. Secondly, the start of the
interval is simply set to 200 ms before its end. FFI is defined as the average
acceleration magnitude evaluated within the interval.

– Step Count Index, SCI, measured as the number of peaks in the interval
[peak time−2200, peak time]. SCI is the step count evaluated 2200 ms before
peak time. The number of valleys are counted, defining a valley as a region
with acceleration magnitude below thSCIlow = 1 × g for at least 80 ms,
followed by a magnitude higher than thSCIhigh1.6 × g during the next 200
ms. Some ideas on computing the time between peaks [23] were used when
implementing this feature.

Evaluating this approach was proposed as follows. The time series of accel-
eration magnitude values are analyzed searching for peaks that marks where a
fall event candidate appears. When it happens to occur, the impact end and the
impact start are determined, and thus the remaining features. As long as this
fall events are detected when walking or running, for instance, a Neural Network
(NN) model is obtained to classify the set of features extracted.

In order to train the NN, the authors made use of an Activities of Daily
Living (ADL) and FD dataset, where each file contains a Time Series of 3DACC
values corresponding to an activity or to a fall event. Therefore, each dataset
including a fall event or a similar activity -for instance, running can perform
similarly to falling- will generate a set of transformation values. Thus, for a
dataset file we will detect something similar to a falling, producing a row of
the transformations computed for each of the detected events within the file. If
nothing is detected within the file, no row is produced. With this strategy, the
Abbate et al. obtained the training and testing dataset to learn the NN.
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Fig. 1. Evolution of the magnitude of the acceleration -y-axis, extracted from [1].
Analyzing at time stamp t , the three conditions described in the text must be found
in order to detect a fall. Graph elaborated from [1].

2.1 The Modifications on the Algorithm

As stated in [8,21], the solutions to this type of problems must be ergonomic: the
users must feel comfortable using them. We considered that placing a device on
the waist is not comfortable, for instance, it is not valid for women using dresses.
When working with elderly people, this issue is of main relevance. Therefore,
in this study, we placed the wearable device on the wrist. This is not a sim-
ple change: the vast majority of the literature reports solutions for FD using
waist based solutions. Moreover, according to [7,20] the calculations should be
performed on the smartwatches to extend the battery life by reducing the com-
munications. Therefore, these calculations should be kept as simple as possible.

A second modification is focused on the training of the NN. The original
strategy for the generation of the training and testing dataset produced a highly
imbalanced dataset: up to 81% of the obtained samples belong to the class FD,
while the remaining belong to the different ADL similar to a fall event.

To solve this problem a normalization stage is applied to the generated imbal-
anced dataset, followed by a SMOTE balancing stage [5]. This balancing stage
will produce a 60%(FALL)–40%(no FALL) dataset, which would allow avoid-
ing the over-fitting of the NN models. As usual, there is a compromise between
the balancing of the dataset and the synthetic data samples introduced in the
dataset.

3 Experiments and Results

An ADL and FD dataset is needed to evaluate the adaptation, so it contains
time series sample from ADL and for falls. This research made use of the UMA-
FALL dataset [4] among the publicly available datasets. This dataset includes
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data for several participants carrying on with different activities and perform-
ing forward, backward and lateral falls. Actually, these falls are not real falls
-demonstrative videos have been also published-, but they can represent the ini-
tial step for evaluating the adapted solution problem. Interestingly, this dataset
includes multiple sensors; therefore, the researcher can evaluate the approach
using sensors placed on different parts of the body.

The thresholds used in this study are exactly the same as those mentioned
in the original paper. All the code was implemented in R [16] and caret. The
parameters for SMOTE were perc.over set to 300 and perc.under set to 200
-that is, 3 minority class samples are generated per original sample while keep-
ing 2 samples from the majority class-. These parameters produce a balanced
dataset that moves from a distribution of 47 samples from the minority class
and 200 from the majority class to a 188 minority class versus 282 majority
class (40%/60% of balance). To obtain the parameters for the NN a grid search
was performed [15,17,19]; the final values were p size set to 11, p decay set to
10−6 and maximum number of iterations 1000.

Both 5× 2 cross validation (cv) and 10-fold cv were performed to analyze
the robustness of the solution. The latter cv would allow us to compare with
existing solutions, while the former shows the performance of the system with
an increase in the number of unseen samples. The results are shown in Table 1
and 2 for 10-fold cv and 5× 2 cv, respectively. The boxplots for the statistical
measurements Accuracy, Kappa factor, Sensitivity and Specificity are shown in
Fig. 2.

Table 1. 10 fold cv results. From left to right, the columns stand for the fold number,
the classification error, the accuracy, the Kappa factor, the sensitivity, the specificity,
and the True Positive, False Positive, False Negative and True Negative results.

Fold Error % Acc Ka Sens Spec TP FP FN TN

1 0.0426 0.9574 0.9117 0.9474 0.9643 18 1 1 27

2 0.0625 0.9375 0.8681 0.9444 0.9333 17 2 1 28

3 0.0213 0.9787 0.9562 0.9500 1.0000 19 0 1 27

4 0.0417 0.9583 0.9144 0.9048 1.0000 19 0 2 27

5 0.0851 0.9149 0.8203 0.9412 0.9000 16 3 1 27

6 0.0217 0.9783 0.9539 1.0000 0.9655 17 1 0 28

7 0.0638 0.9362 0.8664 0.9444 0.9310 17 2 1 27

8 0.0426 0.9574 0.9131 0.9048 1.0000 19 0 2 26

9 0.0870 0.9130 0.8175 0.8889 0.9286 16 2 2 26

10 0.1489 0.8511 0.6934 0.8000 0.8889 16 3 4 24

Mean 0.0617 0.9383 0.8715 0.9226 0.9512

Median 0.0525 0.9475 0.8899 0.9428 0.9488

Std 0.0382 0.0382 0.0792 0.0532 0.0412
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Table 2. 5× 2 cv results. From left to right, the columns stand for the fold number,
the classification error, the accuracy, the Kappa factor, the sensitivity, the specificity,
and the True Positive, False Positive, False Negative and True Negative results.

Fold Error % Acc Ka Sens Spec TP FP FN TN

1 0.0723 0.9277 0.8511 0.8812 0.9627 89 5 12 129

2 0.0723 0.9277 0.8511 0.8812 0.9627 89 5 12 129

3 0.0766 0.9234 0.8421 0.8800 0.9556 88 6 12 129

4 0.0766 0.9234 0.8421 0.8800 0.9556 88 6 12 129

5 0.0851 0.9149 0.8252 0.8627 0.9549 88 6 14 127

6 0.0426 0.9574 0.9113 0.9468 0.9645 89 5 5 136

7 0.0638 0.9362 0.8673 0.9158 0.9500 87 7 8 133

8 0.0809 0.9191 0.8348 0.8571 0.9692 90 4 15 126

9 0.07234 0.9277 0.8496 0.9053 0.9429 86 8 9 132

10 0.0340 0.9660 0.9288 0.9674 0.9650 89 5 3 138

Mean 0.0677 0.9323 0.8603 0.89778 0.9583

Median 0.0723 0.9277 0.8503 0.8812 0.9591

Std 0.0166 0.0166 0.0336 0.0360 0.0080
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Fig. 2. Boxplot for the different measurements -Accuracy, Kappa, Sensitivity and
Specificity-, both for 10 fold cv (four boxplots to the left) and 5× 2 cv (four boxplots
to the right).
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3.1 Discussion on the Results

As seen from the previous figures, the classification results after performing the
SMOTE are really impressive, with very reduced miss classified samples. As
expected, the 10-fold cv results are a bit better than those depicted for the 5× 2
cv; nevertheless, the robustness of the method seems pretty good.

After these results, can the problem of FD be considered solved after several
minor changes? Answering this question needs discussing some other topics: (i)
the nature of the dataset, (ii) the basis of the method, and (iii) the deployment
issues and the computational requirements.

The UMA-Fall dataset used in this study [4] was generated with young par-
ticipants using a very deterministic protocol of activities. The falls were per-
formed with the participants standing still and letting them fall in the for-
ward/backward/lateral direction. Consequently, there could be severe differences
between the movements and the data gathered from a real unexpected fall. For
instance, after the fall, the participant kept quiet: this is not normal when a
person falls unless he/she faints. There are more publicly available datasets, the
majority of these datasets have been gathered with healthy volunteers [12,13].
However, a real-world fall and activity of daily living dataset is published in [2],
where a comparison of the different methods published so far is also included.
Therefore, the method described in this study needs to be validated with more
datasets, more specifically, with data from real fall events.

Concerning with the basis of the Abbate et al. method, the number of pre-
defined thresholds represents its main drawback. These thresholds have been set
for young participants: they might not be valid for a different population. Even
if the thresholds are valid, perhaps the classification models must be specific for
groups of people according to their movement characteristics [9]. Certainly, there
are clear differences in the walking between a young participant and an elder per-
son, even between two elder persons. For instance, using crutches means totally
different dynamics. All of these issues must be analyzed in order to validate the
approach. Determining the thresholds sets needs further research, trying to find
general thresholds -if any-; alternatively, clustering the population according to
a given criteria and then finding specific thresholds -and classification models-
for each group.

Besides, the eHealth and wearable applications deployment issues have been
study in the literature [20]. According to the published results, there is a trade
off between the mobile computation and the communication acts to extend the
battery charge as long as possible. Consequently, it has been found that moving
all the preprocessing and modelling issues to the mobile part could be advan-
tageous provided the computational complexity of the solution is kept low. The
consequences of these findings shall be reflected in the transformations and in
the models, reducing complex floating point operations as much as possible [22].
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4 Conclusions

In this study a fall detection method using a wearable device placed on the
wrist is described; the classification method was originally proposed to use a
waist located accelerometer. This original approach has been adapted with minor
enhancements in the computation of some features; the idea underneath is to
detect peaks; for each detected peak a set of 8 features are computed, generating
a sample. This sample is labelled according to what has happened -either a fall
or the corresponding activity-. With the available samples, the classifying feed-
forward Neural Network model can be learned. Nevertheless, this solution clearly
generates imbalanced data, which was not considered. In this study, SMOTE was
used to balance the training/testing dataset.

The good performance of the method on the UMA-Fall dataset shows this
method can represent the basis for a good FD method using wrist-based wear-
ables. However, there are still work to be done, basically, coping with datasets
including real falls time series. Also, new solutions need to be proposed to tackle
with the thresholds tuning. Furthermore, different solutions for the classification
models are needed in order to reduce the floating point operations, so the battery
charging cycles could be elongated.
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Juez, F.J.D.C.: Missing data imputation of solar radiation data under different
atmospheric conditions. Sensors 14, 20382–20399 (2014)

20. Vergara, P.M., de la Cal, E., Villar, J.R., González, V.M., Sedano, J.: An IoT
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Abstract. One of the problems we encounter when dealing with the opti-
mization of household energy consumption is how to reduce the consumption of
air conditioning systems without reducing the comfort level of the residents. The
systems that have been proposed so far do not succeed at optimizing the elec-
tricity consumed by heating and air conditioning systems because they do not
monitor all the variables involved in this process, often leaving users’ comfort
aside. It is therefore necessary to develop a solution that monitors the factors
which contribute to greater energy consumption. Such a solution must have a
self-adaptive architecture with the capacity of self-organization which will allow
it to adapt to changes in user temperature preferences. The methodology that is
the most suitable for the development of such solution are virtual agent orga-
nizations, they allow for the management of wireless sensor networks
(WSN) and the use of Case-Based Reasoning (CBR) for predicting the presence
of people at home. This work presents an energy optimization system based on
virtual agent organizations (VO-MAS) that obtains the characteristics of the
environment through sensors and user behavior pattern using a CBR system.
A case study was carried out in order to evaluate the performance of the pro-
posed system, the results show that 22.8% energy savings were achieved.

Keywords: Energy savings � Virtual organization � CBR system
Sensor-based monitoring � Ambient computing

1 Introduction

At present, climate change is one of the most worrying problems facing our planet.
Sadly, not everyone agrees with this scientifically proven fact; there are many skeptics
around the world who deny the very existence of global warming or the idea of humans
being able to positively or negatively influence these changes. However, it has been
proven that this undoubtedly complex problem can be resolved to a large degree if we
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individually take measures in the correct direction. Simple solutions, such as saving
and using our energy in a more efficient way at home will have a positive impact on
reducing the adverse effects of climate change on our planet. Some proposals were
aimed at using energy in buildings more efficiently. This solution makes it possible to
reduce electricity bills, accounting for around 70% of the annual bill payment. On the
basis of these factors temperature can be adjusted to reduce unnecessary energy con-
sumption while maintaining the residents’ comfort.

This article proposes a new approach to the analysis of parameters that influence
energy consumption in heating and air conditioning systems. The system will make
decisions that optimize energy consumption based on user habits and preferences by
coordinating the agents that are part of virtual organizations (VO). The main contri-
butions of this work are the following: the non-intrusive acquisition of resident
information, thanks to the use of sensors; the conjunction of the current indoor and
outdoor temperature with the future temperature in order to prevent the heating, ven-
tilation and air conditioning (HVAC) system from making drastic temperature changes,
since this causes a high increase in the consumption. This system has been developed
using PANGEA [29] for the technical implementation of the architecture.

This article is organized as follows: Sect. 2 describes the state of the art on energy
optimization, Sect. 3 describes the proposal, and Sect. 4 presents the results and
conclusions.

2 Energy Background and Virtual Organizations

This section details the need for comprehensive home temperature control. With the
recent introduction of energy performance certificates for homes our need for such a
system has become even greater [8]. The following subsections review the current state
of the art on this type of systems.

2.1 Factors Involved in Household Energy Consumption

Previous works have failed to make an in-depth study of the behaviour of residents in
homes. These simplistic studies are owing to the higher cost of automating a house in
the past [19, 24]. They looked at lifestyle and comfort preferences of the residents
which would allow to program and accommodate systems according to user needs. The
times and frequency with which users opened and closed the buildings was also
evaluated, simulating occupancy in the building. It is evident that the behaviour of
users has a major impact on the energy balance of a building. Some studies have carried
out simulations of the user’s behaviour in order to optimise the design phase of the
building. In the study by Hoes et al. [20] the parameters that influenced the opening of
windows such as season, outdoor and indoor temperature, time of day, presence was
studied, however, the results cannot be applied to all buildings since the type of
building, location, climate or culture have influence over these variables. For efficient
energy management, Bayesian networks were used to predict user behaviour from a
multimodal sensor [18]. Therefore, an automated system must be developed in order to
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independently obtain the variables that influence energy consumption, taking into
account the presence of people in the building.

2.2 Sensor Data Acquisition

As shown above, the behaviour of users and changes indoor and outdoor temperatures
influence energy consumption [1], we must also take into account the comfort pref-
erences of the house’s residents. It is necessary to deploy a WSN which allows to
obtain parameters such as temperature, presence of people in the home, etc. Since the
number of people in the house is unknown, the proposed system must be able to
negotiate the preferences of each user of the house in order to establish the correct
conditions in a shared space. This will provide the system with the knowledge it needs
to control and manage the temperature of the air conditioning equipment by increasing
or reducing the temperature to optimize the consumption always within the user’s
comfort parameters.

It is convenient to complement the system with new data such as the temperature
forecast for the next few days. Information on the presence or absence of people at
home needs to be included in order to minimize energy consumption when users are
not at home. In this regard, a network of distributed sensors is required since it allows
to obtain and analyse house data. This network must consist of a motion sensor, an
acoustic sensor and presence sensors [12, 13].

2.3 Data Communication Protocol

Existing commercial home automation systems are aimed at achieving savings in the
objectives they propose, however, they do not provide a global vision that would allow
for the addition of new objectives in the system [21]. To be able to connect these
devices and use them for a common purpose: to communicate, send information and
create universal systems, a suitable communication protocol is required. In this regard,
there are three standard open protocols – ModBus, LonWorks and BACnet – which
allow to include new devices. These protocols have a set of characteristics which make
them suitable for different uses and applications [27]. According to a survey conducted
on the Building Operating Management website in 2011 [12, 14] 30% of respondents
in the USA had at least one application using Modbus, 40% for Lon-Works and 62%
for BACNet.

2.4 Virtual Organizations of Agents

In order to be able to manage all the factors involved in energy consumption, data
acquisition through sensors and communication between the sensorisation and the
platform and data analysis, it is necessary to use a methodology that allows for these
activities to be carried out in a simple, transparent and modular way. For this reason,
the use of virtual agent organizations is the option adopted for system design.

The proposed system made it possible to manage energy without relinquishing the
objective of achieving energy efficiency and creating intelligent buildings. Cai et al.
employed an agent system for building management in centralized air-conditioning
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systems [7]. In this work, the optimization problem was reformulated into several
sub-problems, each of which was solved by an individual agent. However, the success
rate of this system would have been higher if virtual agent organizations were used.
This is because agents would have provided a range of solutions for a single problem,
allowing for the choice of the solution that renders the best results. The proposal of
Al-Daraiseh et al., optimized energy by predicting the times at which HVAC systems
switched on/off in educational institutions. In that work, the authors considered the
influence of certain factors, such as external climatic conditions and the presence of
people [2]. However, the proposed system lacked automation and values had to be
entered manually, this limitation made it impossible to achieve large energy savings.

Given the shortcomings of previous works, it is necessary to develop a system
based on VOs which will provide numerous solutions for configuring the temperature
inside a home and will allow to maintain the user’s comfort level. VOs allow all kinds
of multi agent systems (MASs) to be modelled according to the structural model of
human organizations. In this way, it is possible to limit the unpredictability of the
system within a group of agents that is subjected to a series of institutional rules. VOs
are intended to limit the autonomy of the agents themselves. Clausen et al. [9, 10]
wrote an article in which VOs were used to obtain energy savings. The authors made an
agent-based integration of Distributed Energy Resources in Virtual Power Plants. The
approach models Distributed Energy Resources and Virtual Power Plants as agents
with multi-objective, multi-issue reasoning. This allowed for the modeling of the VPPs
constituting complex and heterogeneous Distributed Energy Resources with multiple,
local objectives and decision points. These authors’ approach was similar to ours,
however our aim is to develop a system with the least possible complexity, making it
possible for the user to manage the system efficiently. To this end, in our approach
different agent organizations are created, they will be in charge of obtaining the user’s
preference values, a building’s indoor and outdoor temperature or the presence of
people.

3 EnerVMAS Architecture Overview

This section details the technical of the architecture of Energy Virtual Multi-Agent
Systems (EnerVMAS). It describes aspects related to the collection of data by sensors,
data transmission and communication, the conversion of data into useful information,
as well as the use of this information in decision making for the achievement of
efficient energy use.

3.1 Sensor Deployment and Data Acquisition

The sensors implement by the system allow to detect the presence of people in the
home and collect outdoor and indoor temperature values.

• PIR sensors. A display has been made in the PIR house [23] so that could be
detected the presence of people in each room, and in the house in general. These
sensors are called passive sensors because, instead of emitting radiation, they
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receive it. They capture presence in the home by detecting the difference between
the heat emitted by users and the space they are in. Once deployed, these sensors
need a period of adaptation, during which these processes “get used” to the infrared
radiation of the environment. This simple system consists of the PIR sensor and a
led, it has a 100 X resistance and is powered by a 3.3 V signal. To avoid false
detections by sunlight or other light sources, the sensor incorporates a small plastic
lens that acts as a special light filter to eliminate this possibility. When no presence
is detected, a signal is sent to the PIR sensor in the data acquisition organization, so
that the system knows there are no people at home. Thus, if no presence is detected
in the house, the system changes its behaviour when adjusting the temperature.

• Temperature Sensors. It is also necessary to deploy temperature sensors that allow
us to obtain the indoor and outdoor temperature of each room and provide this
information to the temperature adjustment algorithm. For this purpose, DHT22
sensors [4] were used to obtain temperature and humidity values. This sensor can
measure temperatures between –40 °C and 125 °C with an accuracy of 0.5 °C,
humidity between 0% and 100% with an accuracy of 2–5% and a sampling fre-
quency of 0.5 Hz. In cases where rooms are exposed to the outside, the system also
needs to collect the outside temperature. It is important to obtain external temper-
ature data since this allows us to find out how the heat escapes or how cold air
enters from the outside, in this way the system is able to regulate the temperature
better.

The collection of data on the presence of people in the home, indoor and outdoor
temperature, and weather forecasting, is necessary for the correct adjustment of tem-
perature and for correct decisions to the made by the proposed system. However, prior
knowledge on weather forecasts and presence in the household is equally important.
Knowledge on whether there will be people in the building is key for the system since it
allows it to lower the temperature or turn off radiators and in this way, reduce energy
consumption. However, the system will not switch off all the heating since then more
energy would be required to heat the house before the residents return; this means that
the amount of energy required to establish optimal temperature in the building again
would be greater than the energy saved.

3.2 CBR System for Learning Timetables

This section presents the proposed CBR framework for the prediction of the residents’
work schedules [11, 30]. This CBR is better detail in [31]. CBR allows the system to
automatically learn schedules from the cases collected in the baseline period and thus
predict when users leave the home and when they come back.

The proposed system predicts the schedule of each resident in a two-stage process.
In the first stage, data are obtained from the deployed presence sensors. The second
stage is more sophisticated and it consists in predicting a schedule for each of the
residents, generating an entry and exit pattern. Once several cases have been recorded
for each inhabitant of the house (hours of entry and exit from the house), the database
that stores the CBR cases is ready to be used. A distance-based algorithm was used in
the retrieve stage. This is done through a weighted variant of the k-Nearest Neighbors
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(kNN) algorithm, which grants to solid probabilistically-interpretable out-put. The
system is able to learn from revised cases, using the revision-retaining procedure.
The CBR agent has been developed using the jColibri2 framework [26] in order to
provide it with the ability to predict the daily schedules of the residents.

3.3 Energy Optimization Algorithm

The developed savings algorithm analyses the data collected for the variables that have
an influence over temperature in a home. The algorithm has double functionality: one
for conditioning (adjusting the temperature) and another for making decisions (turning
on/off the air conditioning or individual radiators). Thermostats keep the temperature
steady, they are programmed according to sensor and weather forecast data. They
optimize consumption since they prevent sudden drops or increases in temperature
(consumption increases considerably if temperature varies by a few degrees in a short
time period). The majority of programmable thermostats found in the market provide
four programmable parameters for creating setback periods: comfort temperature,
energy saving temperature, energy saving period, temperature setback. This algorithm
makes use of the knowledge provided by the CBR in order to know when the residents
leave home every day, timeleave, and the time that elapses until they return timeback, also
the time that elapses inside the home timebackPeriod. The temperature parameters are
obtained by the sensors, this temperature variables are indoor temperature tmpindoor,
outdoor temperature tmpoutdoor, desired temperature tmpdesired and forecast temperature
tmpforecast. The system must also consider whether air conditioning units and radiators
are switched on or off, devicestatus. The temperature adjustment period of the HVAC
system will increase or decrease the temperature according to the inhabitants’
preferences.

3.4 VO-MAS Architecture

The VOs of agents use their communication, coordination and cooperation capacities to
obtain data from sensors, other devices even act as “crawlers” to obtain information
from external data sources. These data are sent from agents of some organizations to
others to perform the analysis and decision-making tasks in scenarios as distinct from
energy optimization as Bioinformatics [6] or even drug detection [5]. These charac-
teristics allow to program gradual changes in temperature and to prevent sudden
changes which cause high energy consumption. For this reason, the EnerVMAS aims
to optimally manage the temperature of a home, including the monitoring and control
of radiators and air conditioning in real time. It also establishes temperature patterns
which comply with the energy efficiency frameworks and the comfort of residents.
PANGEA has been chosen for the development of virtual agent organizations [28].
PANGEA incorporates agents that manage security at the system level, unlike other
types of systems in which it is necessary to develop this type of measures so that the
information collected is really the one that is transmitted and analyzed [16]. The system
has four VO, as observed in Fig. 1.
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• Data acquisition VO. The agents in this organization are in charge of communi-
cating and obtaining data from the sensors, these data include indoor temperature,
outdoor temperature and presence. This data collects temperature every 60 s. These
agents connect to the distributed sensors through the middleware. Information on
the presence of users at home is obtained through the PIR sensors.

• Information management VO. This organization is responsible for all the data
analysis processes, decisions are taken by the system on the basis of these pro-
cesses. Specifically, the difference in the interior temperature of rooms that are
exposed to the outside of the building (the walls of these rooms are part of the
building’s façade). The weather forecasting agent requests meteorological infor-
mation from OpenWeatherMap, this information is used to adjust temperature for
the next few days. In this way, the system can gradually increase or decrease the
temperature of a home.

• Decision Making VO. This organization makes decisions on the basis of infor-
mation received from the other organizations that make up the system. There is an
agent for activating/deactivating the air conditioning and another agent for turning
the radiators on and off. There is also an agent whose task is to increase/decrease the
temperature of radiators/air conditioning agent in each of the rooms and in the
common area. These actions can be carried out thanks to communication between
agents and the intelligent thermostat.

• User VO. This organization contains the CBR. The tasks performed by the CBR
consist of four different steps, this workflow allows the CBR to adapt to the con-
ditions of the presented problem. First, the CBR agent system retrieves the relevant

Fig. 1. EnerVMAS architecture based on virtual agent organizations.
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cases to solve the problem using workflow memory. Once a relevant case is
recovered the workflow is adapted to the new problem; to changes in temperature,
presence of the user(s), events in the academic calendar, etc. before reusing it. The
system first simulates the solutions provided by the CBR, so only the most relevant
actions for the reduction of energy consumption are chosen, they allow to obtain the
greatest energy savings. This organization has User Data agent, the user interacts
with it in order to see their consumption data, and the data collected by each sensor
in real time. In this organization, the agents enter into a negotiation process in which
they find out of the temperature preferences of all the residents. In case two or more
inhabitants have the same temperature preferences that temperature is chosen, if not
the average of all temperatures is established. And choose the temperature preferred
by the majority or an average of these temperatures.

4 Case Study

A case study was designed in order to prove the feasibility of EnerVMAS, to this end it
was implemented in a home [17].

4.1 Experimental Set-Up

The case study was divided into two phases, each lasted one month: an energy con-
sumption control phase during which the system only monitored variables but did not
make any decisions. And an evaluation phase during which the proposed system was
implemented in the home and made decisions. The environment in which the case
study was carried out consisted in a 69.98 m2 flat constructed by BHS, (http://www.
barcelonahousingsystems.com/es/) and whose orientation is North. The dependent
variables are the objective variables of the system; the system acts on them to obtain
energy savings. Independent variables are factors that can have an impact on dependent
variables. For the two phases described above, these variables were collected in order
to analyse how the system’s actions influenced over the value of these variables.

The experiment was divided into 2 phases (baseline, evaluation), each phase lasted
one month, allowing us to properly analyse the efficacy of the system (from October
23th to December 23th). The date of the experiment was chosen because in this period
the number of holidays per month is similar and the maximum and minimum tem-
peratures barely vary from week to week. In this way, the conditions of the experiment
were very similar in the two phases. In Fig. 2 we can see how the sensors used for data
collection were distributed in the case study’s home. An outdoor temperature sensor
was placed at each window of the house (The values collected by all sensors are
averaged.), two sensors in each room, except the two bathrooms where only one was
placed, a presence sensor in each room except the living room where two sensors were
placed.
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4.2 Results

The following data were collected by the system every 15 min: indoor (tmpindoor),
outdoor (tmpoutdoor) temperature and presence of people (presence) in the home. This
information is managed by the Data acquisition VO. This information is linked to the
weather forecast or period type (forecast, time period) and the other variables used by
the algorithm, obtained by the Multi-Layer Perceptron (MLP), such as timeback,
timebackPeriod, timeleave, timeleavePeriod. The rest of the information that the algorithm
needs is obtained by the Information Management VO. The variables used by the
optimization algorithm (roomtype, thermostatstatus, thermostattmp, timenow, timeperiodDay,
tmpnow, tmpdesired) are obtained by the Decision-Making VO thanks to the communi-
cation it maintains with User VO agents.

In the baseline period, which lasted one month, the system had only collected
household data without taking any action. In the evaluation period, the system not only
collected the values of all the variables but also made appropriate decisions on the basis
of these values, as can be seen in Table 1.

Fig. 2. An example of how sensors were deployed

Table 1. Data collected by the system in each phase

Case study home

Baseline period Outdoor avg. temp (°C) 10.54
Indoor avg. temp (°C) 23.68
Energy consumption (kWh) 159.64

Evaluation period Outdoor avg. temp (°C) 6.38
Indoor avg. temp (°C) 24.71
Energy consumption (kWh) 192.79
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Table 2 shows electrical consumption for each stage (Baseline and evaluation
period). Table 3 shows the results of the Student’s test t and the Levene test for equality
of variances. The difference between the Baseline period and evaluation period is
significantly lower with a p-value close to 0.000. These results demonstrate that the
algorithm achieves energy savings efficiently.

5 Conclusions

This work presented an innovative approach based on VO of agents for the opti-
mization of energy consumption in homes. To reduce the overall amount of energy
consumed by a home, our proposal focused on making air conditioning systems more
energy efficient. The use of VOs was fundamental in achieving these objectives, since it
provided a simple method for monitoring the home air conditioning system. The
system was fed back with weather forecast and home occupancy data, a few days ahead
in order to optimally configure the temperature of radiators and air-conditioning.

In the conducted case study, it was demonstrated how the EnerVMAS correctly
adjusted the temperature of radiators and the air conditioning system, this was done by
turning them on/off. It prevented any drastic changes in the temperature of the house,
since this would increase electrical consumption significantly. The case study was
carried out over two months and it demonstrated that the proposed solution was capable
of achieving significant energy savings, with the implementation of the system elec-
trical consumption lowered by 22.8%. These savings could be achieved thanks to the
algorithm which had been specifically developed for making temperature optimisation
decisions in the air conditioning system.

Table 2. Total consumption in Wh in the baseline period and in the evaluation period, as well as
the savings achieved between the two periods.

Without EnerVMAS With EnerVMAS

Baseline period consumption (Wh) 15.06 15.04
Evaluation period consumption (Wh) 13.93 11.61
Difference (Wh) 1.13 3.43
Savings (%) 7.5 22.80

Table 3. Result of the Student’s t-test and Levene’s test performed to assess the difference of
means and variances between the baseline data and the evaluation period.

Baseline Evaluation
period

t p-Value (2-Tailed) F p-Value

Mean Std. Mean Std.

6.2192 0.19155 5.9369 0.23755 0.928 0.257 6.056 0.017

396 A. González-Briones et al.



Acknowledgements. This research has been partially supported by the European Regional
Development Fund (FEDER) within the framework of the Interreg program V-A Spain-Portugal
2014-2020 (PocTep) under the IOTEC project grant 0123_IOTEC_3_E and by the Spanish
Ministry of Economy, Industry and Competitiveness and the European Social Fund under the
ECOCASA project grant RTC-2016-5250-6. The research of Alfonso González-Briones has
been co-financed by the European Social Fund (Operational Programme 2014-2020 for Castilla y
León, EDU/310/2015 BOCYL).

References

1. Afram, A., Janabi-Sharifi, F.: Theory and applications of HVAC control systems–a review of
model predictive control (MPC). Build. Environ. 72, 343–355 (2014)

2. Al-Daraiseh, A., El-Qawasmeh, E., Shah, N.: Multi-agent system for energy consumption
optimisation in higher education institutions. J. Comput. Syst. Sci. 81(6), 958–965 (2015)

3. Annunziato, M., Pierucci, P.: The emergence of social learning in artificial societies. Appl.
Evol. Comput. 293–294 (2003)

4. Bogdan, M.: How to use the DHT22 sensor for measuring temperature and humidity with
the arduino board. ACTA Universitatis Cibiniensis 68(1), 22–25 (2016)

5. Briones, A.G., González, J.R., de Paz Santana, J.F.: A drug identification system for
intoxicated drivers based on a systematic review. ADCAIJ Adv. Distrib. Comput. Artif.
Intell. J. 4(4), 83–101 (2015)

6. Briones, A.G., González, J.R., de Paz Santana, J.F., Rodríguez, J.M.C.: Obtaining relevant
genes by analysis of expression arrays with a multi-agent system. ADCAIJ Adv. Distrib.
Comput. Artif. Intell. J. 3(3), 35–42 (2014)

7. Cai, J., Kim, D., Putta, V.K., Braun, J.E., Hu, J.: Multi-agent control for centralized air
conditioning systems serving multi-zone buildings. In: American Control Conference
(ACC), pp. 986–993. IEEE (2015)

8. Casals, X.G.: Analysis of building energy regulation and certification in Europe: their role,
limitations and differences. Energy Build. 38(5), 381–392 (2006)

9. Clausen, A., Demazeau, Y., Jørgensen, B.N.: Load management through agent based
coordination of flexible electricity consumers. In: Demazeau, Y., Decker, K.S., Bajo Pérez,
J., de la Prieta, F. (eds.) PAAMS 2015. LNCS (LNAI), vol. 9086, pp. 27–39. Springer,
Cham (2015). https://doi.org/10.1007/978-3-319-18944-4_3

10. Clausen, A., Umair, A., Demazeau, Y., Jørgensen, B.N.: Agent-based integration of complex
and heterogeneous distributed energy resources in virtual power plants. In: Demazeau, Y.,
Davidsson, P., Bajo, J., Vale, Z. (eds.) PAAMS 2017. LNCS (LNAI), vol. 10349, pp. 43–55.
Springer, Cham (2017). https://doi.org/10.1007/978-3-319-59930-4_4

11. Corchado, J.M., Laza, R.: Constructing deliberative agents with case-based reasoning
technology. Int. J. Intell. Syst. 18(12), 1227–1241 (2003)

12. Dodier, R.H., Henze, G.P., Tiller, D.K., Guo, X.: Building occupancy detection through
sensor belief networks. Energy Build. 38(9), 1033–1043 (2006)

13. Dong, B., Lam, K.P.: Building energy and comfort management through occupant behaviour
pattern detection based on a large-scale environmental sensor network. J. Build. Perform.
Simul. 4(4), 359–369 (2011)

14. FacilitiesNet: Building Owners & Facility Executives - Building Operating Management -
Facilities Management Magazine (2011). http://www.facilitiesnet.com/bom/. Accessed
12 Jan 2018

EnerVMAS: Virtual Agent Organizations to Optimize Energy Consumption 397

http://dx.doi.org/10.1007/978-3-319-18944-4_3
http://dx.doi.org/10.1007/978-3-319-59930-4_4
http://www.facilitiesnet.com/bom/


15. Faia, R., Pinto, T., Abrishambaf, O., Fernandes, F., Vale, Z., Corchado, J.M.: Case based
reasoning with expert system and swarm intelligence to determine energy reduction in
buildings energy management. Energy Build. 155, 269–281 (2017)

16. González Briones, A., Chamoso, P., Barriuso, A.L.: Review of the main security problems
with multi-agent systems used in E-commerce applications (2016)

17. Guerrisi, A., Martino, M., Tartaglia, M.: Energy saving in social housing: an innovative ICT
service to improve the occupant behaviour. In: International Conference on Renewable
Energy Research and Applications (ICRERA), pp. 1–6. IEEE (2012)

18. Harris, C., Cahill, V.: Exploiting user behaviour for context-aware power management. In:
IEEE International Conference on Wireless and Mobile Computing, Networking and
Communications (WiMob 2005), vol. 4, pp. 122–130. IEEE (2005)

19. Herkel, S., Knapp, U., Pfafferott, J.: A preliminary model of user behaviour regarding the
manual control of windows in office buildings. In: Proceedings of the 9th Interna-
tional IBPSA Conference BS 2005, Montréal, pp. 403–410 (2005)

20. Hoes, P., Hensen, J.L.M., Loomans, M.G.L.C., De Vries, B., Bourgeois, D.: User behavior
in whole building simulation. Energy Build. 41(3), 295–302 (2009)

21. Li, Y.C., Hong, S.H.: BACnet–EnOcean smart grid gateway and its application to demand
response in buildings. Energy Build. 78, 183–191 (2014)

22. McArthur, S.D.J., Davidson, E.M., Catterson, V.M., Dimeas, A.L., Hatziargyriou, N.D.,
Ponci, F., Funabashi, T.: Multi-agent systems. IEEE Trans. Power Syst. 22(4), 1753–1759
(2007)

23. Moghavvemi, M., Seng, L.C.: Pyroelectric infrared sensor for intruder detection. In:
TENCON 2004. 2004 IEEE Region 10 Conference, vol. 500, pp. 656–659. IEEE (2004)

24. Mozer, M.C.: The neural network house: an environment hat adapts to its inhabitants.
In: Proceedings of the AAAI Spring Symposium on Intelligent Environments, vol. 58 (1998)

25. Ramos, J., Castellanos-Garzón, J.A., González-Briones, A., de Paz, J.F., Corchado, J.M.: An
agent-based clustering approach for gene selection in gene expression microarray.
Interdiscip. Sci. Comput. Life Sci. 9(1), 1–13 (2017)

26. Recio-García, J.A., González-Calero, P.A., Díaz-Agudo, B.: jcolibri2: a framework for
building case-based reasoning systems. Sci. Comput. Program. 79, 126–145 (2014)

27. Samad, T., Frank, B.: Leveraging the web: a universal framework for building automation.
In: American Control Conference, ACC 2007, pp. 4382–4387. IEEE (2007)

28. Wang, Z., Yang, R., Wang, L.: Multi-agent control system with intelligent optimization for
smart and energy-efficient buildings. In: IECON 2010-36th Annual Conference on IEEE
Industrial Electronics Society, pp. 1144–1149. IEEE (2010)

29. Zato, C., Villarrubia, G., Sánchez, A., Bajo, J., Corchado, J.M.: PANGEA: a new platform
for developing virtual organizations of agents. Int. J. Artif. Intell. 11(A13), 93–102 (2013)

30. González-Briones, A., Prieto, J., De La Prieta, F., Herrera-Viedma, E., Corchado, J.M.:
Energy optimization using a case-based reasoning strategy. Sensors 18(3), 865 (2018)

31. González-Briones, A., Chamoso, P., Yoe, H., Corchado, J.M.: GreenVMAS: virtual
organization based platform for heating greenhouses using waste energy from power plants.
Sensors 18(3), 861 (2018)

398 A. González-Briones et al.



Tool Wear Estimation and Visualization
Using Image Sensors in Micro Milling

Manufacturing

Laura Fernández-Robles(B), Noelia Charro, Lidia Sánchez-González,
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Abstract. This paper presents a reliable machine vision system to auto-
matically estimate and visualize tool wear in micro milling manufactur-
ing. The estimation of tool wear is very important for tool monitoring
systems and image sensors configure a cheap and reliable solution. This
system provides information to decide whether a tool should be replaced
so the quality of the machined piece is ensured and the tool does not col-
lapse. In the method that we propose, we first delimit the area of interest
of the micro milling tool and then we delimit the worn area. The worn
area is visualized and estimated while errors are computed against the
ground truth proposed by experts. The method is mainly based on mor-
phological operations and k-means algorithm. Other approaches based on
pure morphological operations and on Otsu multi threshold algorithms
were also tested. The obtained result (a harmonic mean of precision and
recall 90.24 (±2.78)%) shows that the machine vision system that we
present is effective and suitable for the estimation and visualization of
tool wear in micro milling machines and ready to be installed in an on-
line system.

Keywords: Tool wear · Micro milling · Wear estimation
Wear visualization

1 Introduction

In recent years, manufacturing systems have evolved dramatically from a system
based on the operator to the automation of the entire process. That industry 4.0
with smart factories is the desire of the existing companies in order to succeed in
the market. To deal with that automation, different efforts have been made: new
production procedures, resource optimization, monitoring of the whole process
and use of cyber-physical systems, among others.
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In high precision machining, i.e. micro milling, these cyber-physical systems
need to include smart cutting tools and smart machining to cope with machin-
ing dynamics, process variations and complexity [4]. Tool wear influences signif-
icantly on the cutting forces and on the machining outcomes.

Force, vibration and machine sound sensors [1] as well as acoustic emis-
sion signals [18] are used for tool wear monitoring. Moreover, image sensors to
acquire digital images from the tool to analyze them to predict tool wear are also
employed [13]. Those images need to be processed to analyze them automati-
cally using active contours [16], linear regression learning [11], neural networks
[6], Hough transform to detect edges [7] or COSFIRE filters [8].

In this paper we propose a method to detect wear in micro milling tools
by using digital image processing techniques. This aspect is really important to
optimize resources in manufacturing systems since affects the outcomes and is
related to the cutting forces [4]. Micro milling also requires high precision tech-
niques to satisfy the demand at this micrometer level [3]. To deal with that, there
are authors who estimate the wear area by using a threshold processing based
on Morphological Component Analysis and by computing a rotation invariant
feature of the wear area [19]. Other works [17] are based on the extraction of a
set of wear features such as the width of the crater wear, the depth of the crater
or the distance between the center of the crater and the cutting edge among
others, and using a fuzzy statistical method to analyze the feature vector.

We present a method that evaluates tool wear at the resting position of a
micro milling machine using image sensors and processing techniques. It auto-
matically determines the worn area of the tool and provides an easy visualization
of it. We present three different approaches to solve this issue and evaluate and
compare them. We apply morphological operations, k-means [14] and Otsu multi
level thresholding [15] algorithms, among others. Besides, the system does not
need image references to compare to, so from one single image is able to deter-
mine the worn area of the tool.

The paper is organized as follows. Section 2 describes the method proposed in
this paper. Experimental details are presented in Sect. 3 and discussed in Sect. 4.
Finally, conclusions are gathered in Sect. 5.

2 Method

In this section, we describe the supervised machine vision method for estimat-
ing and visualizing tool wear of a milling tool. The method is two-fold and a
schema is shown in Fig. 1. First the area of interest is isolated. We consider the
area of interest as the detachment surface and, therefore, it can be damaged.
Then, the worn area is delimited. The estimation of the worn area is done using
three different approaches: (i) purely based on morphological operations; (ii)
using k-means and morphological operations; and (iii) using Otsu multi level
thresholding and morphological operations. Even if the steps that comprise the
pipeline are well-known, the pipeline itself is an intelligent-based method that
can learn, by means of a supervised training, specifically for the application at
hand.
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2.1 Delimitation of the Area of Interest

We define the area of interest as shown in Fig. 2. This area is delimited by the
main line, which is the cutting edge of the milling tool, the secondary line, which
is due to the shape of the milling tool, and the contour of the tool. Generally, a
milling tool gets worn in this area earlier than in others and that is why it is so
important to control the wear in such region.

Fig. 1. Illustration of the method.

In order to localize the main line, we basically detect edges in the image and
apply Hough transform [10]. Specifically, we use Sobel filter [5] for edge detection.
Figure 3(a) shows an image sample of a milling tool after manufacturing 4 meters.
Figure 3(b) shows the edges detected using Sobel filter for the same image. We
also use Sobel edge map to define the contour of the milling tool. Then we apply
Hough transform to the binary edge map in order to look for straight lines.
Since the position of the milling tool and acquisition system do not vary, we
can delimit the possible degrees of the line. Experimentally in the training set,
we define the range of possible angles [a1,1, a1,2], considering 0 degrees in the
vertical and measuring in clockwise direction. We take the highest peak of the
Hough transform as the main line, which is defined by the parameters ρ and θ in
the parametric representation of a line, ρ = x cos(θ) + y sin(θ). ρ is the distance
from the origin to the line along a vector perpendicular to the line, and θ is the
angle in degrees between the x-axis and this vector. The automatically detected
main line for the image sample for angles [23, 29] appears overlapped to the edge
map in Fig. 3(c).
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Fig. 2. (a) Area of interest. (b) The main line is marked in orange and the secondary
line in green (color fig online).

The detection of the secondary line is similar to the main line. The gradient
magnitude of the secondary line is lower than the one in the main line. For
this reason, we use Canny method [2] for edge detection with a relatively low
sensitive threshold, t1, that is computed when training the system. We use Hough
transform to look for straight lines in the edge map with a new set of possible
angles [a2,1, a2,2]. The secondary lines always present higher slopes than the main
lines and therefore can be easily distinguished. Figure 3(d) shows the detected
secondary lines for angles [22, 23].

The contour of the tool using Sobel and the two lines are superimposed in the
same binary image, as seen in Fig. 3(e). Then, we fill in the space delimited by
the two lines and the contour, this is the area of interest. To do so, we obtain the
middle point of the main line as reference point to indicate that the area on the
left of such point should be filled in. The red cross in Fig. 3(e) indicates the left
pixel neighbor of the middle point in the main line. Figure 3(f) shows the result
of filling in the area of interest. We utilize an opening morphological operation
to get rid of the pixels outside the area of interest. It consists of the dilation
of the erosion of the image by a disk-shaped structuring element with radius
10. The result of this operation is the extraction of the mask that defines the
area of interest. Figure 3(g) shows such mask for the example considered. The
Hadamard product of the mask by the original image produces the an image in
which the area of interest is visible and the background is black, see Fig. 3(h).

2.2 Delimitation of the Worn Area

The detection of the worn area is proposed and evaluated using three different
approaches. Before, we pre-process the image to suppress horizontal features in
the images. We use an Anisotropic Gaussian filter [9] with higher standard devi-
ation along the x axis. Figure 3(i) shows the result of applying the Anisotropic
Gaussian filter to the image example. Once the image is pre-processed, we define
the three different approaches as follows:
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Fig. 3. (a) Micro milling tool after machining 1 meter. (b) Binary edge map with Sobel
operator. (c) Blue line indicates the main line. (d) Blue line indicates the secondary
line. (e) Main and secondary lines superimposed to the contour of the tool. The red
cross indicates the pixel of reference to fill in the area of interest. (f) Filled in of the
area of interest. (g) Mask of the area of interest. (h) Area of interest. (i) Area of interest
after Anisotropic Gaussian filtering (color fig online).

(i) Morphological Operations. This approach is based on the use of morpho-
logical operations. First, we obtain the binary edge map of the image using Canny
algorithm. Then we fill small gaps in the image using filledgegaps method [12].
We use it in an iterative way, increasing the edge gap size to fill in each iteration
in order to not produce great deformations on the shape of the original edge
map. In these experiments, edge gap sizes of 21, 31 and 41 were selected –only
odd numbers are valid for the method–. Figure 4(a) shows the image sample after
filling gaps. After, we fill in the worn area which is placed at the left of the middle
point of the main line, see Fig. 4(b). Then we extract the largest connected com-
ponent (object) from the binary image with a connectivity of 4 pixels. In order to
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get a uniform mask, we fill holes, considering a hole as a set of background pixels
that cannot be reached by filling in the background from the edge of the image,
and perform an opening morphological operation with a disk-shaped structur-
ing element with radius 3. The resulting mask defines the worn area using the
approach (i). The resulting masks on the considered examples can be seen in
Fig. 4(c).

Fig. 4. Approach (i): (a) Image sample after filling gaps. (b) Filled in worn area.
(c) Mask of the worn area.

(ii) k-means and morphological operations This approach is based on k-
means algorithm and some morphological operations. First, we increase the con-
trast of the images by mapping the intensity values such that 1% of the data
in the original images is saturated at low and high intensities. Then, we apply
k-means with k = 4 clusters. We chose k = 4 at an experimentation stage using
only training samples. In order to reproduce a more stable result, we repeat three
times the clustering using new initial cluster centroid positions and keep the
solution with the minimum within-cluster sums of point-to-centroid distances.
Figure 5(a) shows the k-means labels obtained for the sample images. We select
the pixels of the k-means algorithm map that share the same label as the label of
the left neighbor pixel to the middle pixel in the main line, see Fig. 5(b). Then,
we perform an opening morphological operation with a disk-shaped structuring
element with radius 3. And we extract the largest connected component from
the binary image with a connectivity of 4 pixels. Finally, we fill holes of the
binary image and obtain the resulting mask that defines the worn area using
the approach (ii). The masks of the worn area using approach (ii) are shown in
Fig. 5(c).

(iii) Otsu Multi Level Thresholding and Morphological Operations.
This approach is based on Otsu multi level thresholding algorithm and some
morphological operations. First, we increase the contrast of the images as in
approach (ii). Then, we apply Otsu multi level thresholding algorithm using 3
threshold values, therefore, obtaining 4 discrete levels in the image. Similarly
to k-means, we obtain an image map with pixels being clustered in 4 groups.
Figure 6(a) shows the Otsu multi level labels obtained for the sample images.



Tool Wear Estimation and Visualization Using Image Sensors 405

Fig. 5. Approach (ii): (a) k-means map. (b) Pixels belonging to the same label as the
worn area. (c) Mask of the worn area.

Fig. 6. Approach (iii): (a) Otsu multi level thresholding map. (b) Pixels belonging to
the same label as the worn area. (c) Mask of the worn area.

We select the pixels of the Otsu multi level map that share the same label as the
label of the left neighbor pixel to the middle pixel in the main line, see Fig. 6(b).
The rest of the approach consists of the same steps as in the approach (ii):
opening morphological operation, extraction of the largest connected component
and fill holes. The masks of the worn area using approach (iii) are shown in
Fig. 6(c).

3 Experiments

3.1 Dataset

Images of a micro milling tool are used in this work. The tool is symmetric
and contains two cutting edges. The milling tool was in its vertical position and
images were taken while the tool was in the resting position. The monochrome
camera is placed in the same horizontal plane as the tool, so images similar to
the ones shown in Fig. 7 are acquired. The milling tool is metallic and red LED
lights are used to avoid shines. The images were taken after 1, 2, 3 and 4 meters
of milling with different micro milling tools. The micro milling machine does
not use lubricants, oils or other sources that may cause a filthy tool. Therefore,
marks in the tool are caused by wear and images are clean. Together with the
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Fig. 7. Sample images of a milling tool after milling (a) 1 meter and (b) 2 meters
(c) 3 meters and (d) 4 meters. (e–h) Ground truth masks of the worn areas for the
sample images in (a–d).

dataset, experts manually created ground truth masks of the worn areas. The
ground truth images are only used to check the performance of the proposed
method but not for training the system. Sample images for 1, 2, 3 and 4 meters
and their corresponding ground truth images are shown in Fig. 7.

3.2 Experimental Setup

We perform a hold-out validation in which half of the dataset was used for train-
ing and the rest for testing. In the training phase, the values of the parameters
were set up. The proposed method with the parameters obtained in the training
phase is applied to the test images and results are computed. We computed four
error metrics:

Area error is defined as the rate of difference area between the ground truth
and the automatically defined areas with respect to the ground truth area, as
defined in Eq. 1.

Area error =
actual area − predicted area

actual area
(1)

We refer to worn pixels as pixels that are identified by the method to belong
to the worn area and we consider them as the positive class. Therefore, we define
a true positive (TP) as a pixel that belongs to the worn area and is identified as
worn by the method; a false positive (FP) as a pixel that does not belong to the
worn area and is identified as worn; and a false negative (FN) as a pixel that
belongs to the worn area and it is not identified as worn.
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We define the precision as the sum of pixels in the intersection area between
the ground truth and automatically detected worn areas, and it is defined in Eq. 2.

Precision =
TP

TP + FP
(2)

We define the recall as the sum of pixels in the intersection area between the
inverse ground truth and automatically detected worn areas, and it is defined in
Eq. 3.

Recall =
TP

TP + FN
(3)

We define the F-score as the harmonic mean of the precision and recall, Eq. 4.

F-score(%) =
2 · Precision · Recall
Precision + Recall

(4)

4 Results

We present the results of the three approaches of our method for the training
set in Fig. 8(a) and Table 1 and for the test set in Fig. 8(b) and Table 2. Figure 9
shows the visual results for two sample images.

Fig. 8. Results for the (a) training set and (b) test set.

Table 1. Average results and standard deviations, shown as percentage, for the training
images. Best results are shown in bold.

Approach Area error Recall Precision F-score

(i) 6.29 ± 6.48 92.83 ± 2.95 91.63 ± 11.45 92.07 ± 7.45

(ii) 10.50 ± 9.56 91.85 ± 3.86 83.37 ± 11.84 87.68 ± 8.49

(iii) 10.69 ± 9.60 92.87 ± 3.79 83.20 ± 11.89 87.58 ± 8.53
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Table 2. Average results and standard deviations, shown as percentage, for the test
images. Best results are shown in bold.

Approach Area error Recall Precision F-score

(i) 34.47 ± 41.36 88.73 ± 10.11 61.77 ± 40.60 67.00 ± 39.09

(ii) 6.36 ± 2.47 93.30 ± 1.64 87.40 ± 3.76 90.24 ± 2.78

(iii) 6.89 ± 2.26 93.52 ± 1.57 87.10 ± 3.54 90.18 ± 2.64

Fig. 9. Visual results for two images of the dataset. (a) Original image. In the original
image, areas out of the resulting masks are attenuated for approaches (i) (b), (ii) (c)
and (iii) (d).

Approach (i) obtains very good results for training but poor for testing.
Approaches (ii) and (iii) show highly similar results both in training and testing
sets, which leads to methods that generalize well for a wide range of machining
conditions. We achieved an area error of 6.36 (±2.47)% and a harmonic mean
of precision and recall equals to 90.24 (±2.78)%, with precision (87.40 ± 3.76%)
and recall (93.30 ± 1.64%). This is a very satisfactory result since experts find
very difficult to determine the exact ground truth areas to pixel precision.

Approach (i) is hand crafted and lacks generalization abilities, it is quite
sensitive to machining conditions and it is hard to find parameters that suit for
different kind of micro milling processes. On the contrary, approach (ii) and (iii)
are based on learning which provides better generalization abilities. Approach
(iii) is computationally faster than approach (ii).

5 Conclusions

In this paper we presented a method for the estimation and visualization of tool
wear in micro milling manufacturing. This method relies on machine vision tech-
niques, in particular, we proposed three approaches based on: (i) morphological
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operations; (ii) k-means algorithm and morphological operations; and (iii) Otsu
multi level thresholding algorithm and morphological operations. Approaches
(ii) and (iii) yielded satisfactory results for the estimation and visualization of
tool wear. The presented system can be set up on-line and it can be applied
while the milling head tool is in a resting position. This system helps to model
and visualize tool wear in order to automatically decide the replacement of the
tool, which reduces the risk of tool collapse and assures a good quality of the
machined pieces. In future, we will evaluate other methods, such as DBSCAN
and Gaussian Mixture Expectation-Maximization. Morevoer, more views of the
tool will be analyzed using several vision sensors such as endoscopy systems.
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Abstract. Adaptive optics are techniques used for processing the spatial res-
olution of astronomical images taken from large ground-based telescopes. In this
work are presented computational results from a modified curvature sensor, the
Tomographic Pupil Image Wave-front Sensor (TPI-WFS), which measures the
turbulence of the atmosphere, expressed in terms of an expansion over Zernike
polynomials.
Convolutional Neural Networks (CNN) are presented as an alternative to the

TPI-WFS reconstruction. This technique is a machine learning model of the
family of artificial neural networks, which are widely known for its performance
as modeling and prediction technique in complex systems. Results obtained
from the reconstruction of the networks are compared with the TPI-WFS
reconstruction by estimating errors and optical measurements (root mean square
error, mean structural similarity and Strehl ratio).
Two different scenarios are set, attending to different resolutions for the

reconstruction. The reconstructed wave-fronts from both techniques are com-
pared for wave-fronts of 25 Zernike modes and 153 Zernike modes. In general,
CNN trained as reconstructor showed better performance than the reconstruction
in TPI-WFS for most of the turbulent profiles, but the most significant
improvements were found for higher turbulent profiles that have the lowest r0
values.
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1 Introduction

In the field of grounded astronomical observation, there are two well-known techniques
that lead to diffraction-limited imaging. Lucky Imaging (LI) [1, 2] allows reaching the
limits of spatial resolution in the visible band in small ground telescopes [3]. One of the
essential disadvantages of this method is the resolution limitations, as well as that most
of the images are discarded, and consequently only relatively bright targets can be
observed.

Adaptive Optics (AO) is the other main technique to improve the spatial resolution
of large ground-based telescopes [4]. It has demonstrated excellent results on offering
diffraction limited images in the near infrared, due to the minor effects of turbulence in
this range.

In the optical bands AO systems on duty today are able to achieve high success in
correcting the incoming wave-front errors at high degrees by using Shack-Hartmann
Wave-front Sensor (SH-WFS) sensors, but they require very bright, and hence scarce,
reference stars or a laser non-natural star [5].

As an alternative, a previous work has proposed a modified curvature sensor, the
Tomographic Pupil Image Wave-front Sensor (TPI-WFS), to be used instead of a
classical SH-WFS [6].

Artificial Neural Networks (ANN) are a type of machine learning technique, which
are known for its capacity of modeling complex systems [7, 8]. In the field of AO,
techniques as ANNs have been proven to be very useful with the use of SH-WFS as,
for example, the Complex Atmospheric Reconstructor based on Machine lEarNing
(CARMEN) [9]. This algorithm use information from the SH-WFS to estimate the
atmospheric turbulence [10]. The improvements and characteristics of this artificial
intelligence approach have been widely studied AO reconstruction [11, 12].

Convolutional Neural Networks (CNNs) are a machine learning technique of the
family of ANNs, which are widely used in image recognition, language processing,
etc., achieving great success [13, 14]. One of the best advantages that CNN provides is
that it allows full images as inputs.

This work presents a comparison between a real time TPI-WFS restoration and a
CNN reconstruction. The comparison includes different scenarios, regarding the res-
olution and capability of reconstruction of the deformable mirrors included in the AO
systems.

The paper will enclose the following contents. In Sect. 2, an explanation about the
techniques is presented. These techniques include an explanation about conventional
AO, the TPI-WFS sensor and CNNs. In Sect. 3, the results of the performance of both
methods of reconstruction are presented. These results are later compared in Sect. 4,
along with the discussion and explanation of the behavior of the models. Finally, in
Sect. 5 the conclusions of the work are presented, followed by some insights on the
possible future lines that this work leads to.
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2 Methods

2.1 Adaptive Optics

The technique of AO is essential for astronomical observation performed with
grounded telescopes for visible wavelengths, since all the possible images are distorted
to a certain degree due to the aberrations produced by the atmosphere in the light that
passes through it. The aim of AO is to estimate the turbulences, compute the correc-
tions that are needed in the image and calculate the position that a deformable mirror
has to adopt for compensating the aberrations in the wave-front as fast as possible due
to the extremely changing nature of the atmosphere [15].

The SH is used in astronomy to characterize an incoming wave-front. It consists of
an array of lenses with the same focal length (called lenslets) each focused on a photon
sensor. With this data, the aberration induced in the wave-front by atmospheric tur-
bulence can be approximated in terms of Zernike Polynomials [16]. Reconstructors
based on artificial intelligence techniques for Multi-object adaptive optics (MOAO)
[17] showed promising results in AO field [9], both in simulation [18] and on-sky [11].

2.2 TPI-WFS

In contrast to SH-WFS sensors, the TPI-WFS sensor was developed [6] as an alter-
native to SH-WFS, where the photons from the incoming light are distributed amongst
all the illuminated lenslets. This is a disadvantage since it sets a limitation for the
reference stars magnitude and the correspondent wave-front reconstructions.

The main function of the TPI-WFS optics is to obtain two defocused images near
the pupil plane, which are later acquired by the WFS camera and finally processed by
the Wave-Front Reconstruction (WFR) software [6, 19]. The measurements obtained
by the sensor are two defocused pupil images taken at two different planes, with the
aim of obtaining values for the posterior calculations as the intensity of these images.

Fig. 1. Conceptual diagram of a curvature sensor. Design from [5].
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Up to this day, this method presented reliable results with the implementation of
computer simulations when measuring wave-fronts, obtaining reconstructions with
down to 100 photons falling within each pupil image [19]. The WFR software is
founded on the algorithm proposed by [20]. It is expected to perform a considerable
improvement in the sensitivity when compared to the SH-WFS.

2.3 Convolutional Neural Networks

Artificial Neural Networks are a type of mathematical models that took as inspiration
the biological archetype of neural networks as base. CNN models provide versatility to
the systems of study and better performance in most scenarios such as document
recognition [21], image classification [22] or speech recognition [23].

After the convolution, an activation function is applied, the most usual type is the
Rectified Linear Unit, known as ReLU [24]. Frequently, the outputs of these layers are
post-processed with a pooling layer [14], which reduces the size of the resultant images,
by extracting the maximum or mean value from a certain region of pixels (Fig. 2).

Training process for CNNs involves the adjustment of the weights in the connec-
tions between the neurons of adjacent layers of the Multi-Layer Perceptron, as well as
the weights of the filters from the convolutional layers.

In this work we used 2 networks, depending on the resolution of the case con-
sidered, with 6 convolutional layers for the higher resolution case and a network with 4
convolutional layers for the lower resolution. These networks are explained in detail in
the following section.

2.4 Simulations and Network Training

In this work are presented two different CNN models, and consequently the simulations
for the training are adapted for improving the learning in each case.

Fig. 2. Example of the topology and implementation of a convolutional neural network. After
the sequences of convolution and sub-sampling layers, the output feature maps are connected to a
multi-layer perceptron.
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In the first case, as the original TPI-WFS was designed for an AO system that had
deformable mirrors with resolution to correct up to the first 25 Zernike modes, the
simulations were performed to represent a telescope with a deformable mirror that
could perform the correction of wave-fronts with the first 25 Zernike modes. Then, for
the training of the first network, phases of 25 Zernike modes, with turbulence simu-
lations with r0 ranging from 5 cm to 20 cm, and wavelength of 590 nm.

Also, the original simulated phase, or reference phase, was obtained to perform a
later comparison with the phases obtained by both TPI-WFS and CNN reconstructors.
Due to the resolution of the deformable mirror as limitation, in this case, the com-
parison considers the recovered phases using 25 Zernike modes with both recon-
structions and the reference phase which contains 153 Zernike modes.

Specifically, the chosen network used for training 1500000 images of 56 pixels of
side as inputs. These images had 2 channels, corresponding with the I1 and I2 pre-
sented in Fig. 1. The network had 4 convolutional layers, each of them with four filters
of size 3 � 3, shifting 1 pixel horizontally in each step, and then, 1 vertically. In order
to do this along all the image, 1 zero was padded outside of the edges of each image.
After each convolutional layer, ReLU is applied. Also, after the second convolutional
layer, Max-Pooling, a sample-based discretization process is applied in sections of
4 � 4, and after the fourth in sections of 7 � 7.

The number of images increased in 4 times for each convolutional layer (due to the
4 filters in each layer), leading to 512 images of size 2 � 2 at the end of the convo-
lutions. This represents 2048 values which are the input values of the neurons that
conformed the fully connected layers. Each of these input neurons were paired all the
2048 neurons set to conform the hidden layer. At last, these were connected with the 25
output neurons, which corresponds with the 25 desired estimations of the Zernike
coefficients. Also, another set of 100000 different images was used for testing in the
training process, and 80000 different images as validation set.

The second case, is simulated for a situation where the deformable mirror has
higher resolution and it is able to correct wave-fronts modelled with Zernike repre-
sentation up to 153 coefficients. For the second network, the simulations include values
of r0 ranging from 5 cm to 20 cm for wave-fronts up to 153 Zernike modes. The other
specifications of the simulations are the same as the previous case.

The chosen network for the higher resolution case had 6 convolutional layers with
5 � 5 kernels, followed by the application of ReLU. Max-Pooling of 2 � 2 is com-
puted each 2 convolutional layers, resulting on 128 images of 7 pixels of size. These
are the inputs of the fully connected layers, with 6272 neurons in the input layer, and a
hidden layer of 3136 neurons. The training was performed with sets of the same size as
in the 25 modes case.

3 Results and Discussion

Results obtained from the reconstruction of the CNN can be compared with the
TPI-WFS reconstruction by means of optical measurements, such as Root Mean Square
(RMS) error, Mean Structural Similarity (MSSIM) and Strehl ratio.
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The RMS error measures the differences in the raw values of the pixels in the
image; it is calculated with each of the recovered phases compared with a reference
phase. MSSIM measures the image quality of the reconstructions obtained from both
methods; its values ranging from 0 (totally dissimilar) to 1 (totally similar). Finally, the
Strehl measures the image quality comparing peak intensities of the images, with
values ranging from 0 to 1, with 1 corresponding to an unaberrated image. In the
further subsections, there are disclosed the different cases considered.

3.1 Comparison and Results for the 25 Zernike Modes Case

As it can be seen in Fig. 3, the RMS error decreases in the less turbulent scenarios for
both methods, as the value of r0 increases. In these terms, for the most turbulent
scenarios, the CNN improves significantly the reconstruction.

MSSIM is shown in Fig. 4, being the best results obtained by the CNN with values
from 5 to 12 cm, as from this value, results of both technique are very similar. As
happened with the RMS, the results of the CNN in the most turbulent scenarios
improves the ones of the reconstructor in TPI-WFS. Overall, both methods work well
in terms of image quality.

Results of the Strehl ratio are shown in Fig. 5. Both methods showed improvements
as the value of r0 raises and consequently in less turbulent profiles. The CNN shows
better performance than the TPI-WFS reconstruction in all the cases. Low values of
Strehl are caused by the low number of Zernike modes considered.

Fig. 3. RMS error of the difference between a recovered phase image and the reference one with
the CNN reconstruction and the TPI-WFS reconstruction for 25 Zernike modes.
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3.2 Comparison and Results for the 153 Zernike Modes Case

In this subsection, the mentioned measures are applied for the more complex scenario
of considering 153 Zernike modes. In Fig. 6 is shown the RMS error from both
reconstructors. The CNN reaches lower values of error, especially for the most tur-
bulent scenarios the CNN shows better results for the reconstruction.

Fig. 4. MSSIM between a recovered phase image and the reference one with the CNN
reconstruction and the TPI-WFS reconstruction for 25 Zernike modes.

Fig. 5. Strehl ratio of the difference between a recovered phase image and the reference one,
with the CNN reconstruction and the TPI-WFS reconstruction for 25 Zernike modes.
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Best results with the MSSIM similarity index are obtained by the CNN, as it is
shown in Fig. 7. For the higher values of r0, results of both technique were very
similar. As happened with the 25 Zernike modes case, the results of the CNN in the
most turbulent scenarios improves the ones of the reconstructor in TPI-WFS.

The Strehl ratio is shown in Fig. 8. Both methods showed improvements as the
value of r0 raises and consequently in less turbulent profiles. In this case, the number of
Zernike modes allows both methods to reach better Strehl values, with the CNN
showing better performance than the TPI-WFS reconstruction for all the r0 values.

Fig. 6. RMS error of the difference between a recovered phase image and the reference one with
the CNN reconstruction and the TPI-WFS reconstruction for 153 Zernike modes.

Fig. 7. MSSIM between a recovered phase image and the reference one with the CNN
reconstruction and the TPI-WFS reconstruction for 153 Zernike modes.
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4 Discussion

For both the scenarios considered, the CNN reconstruction performed better than
TPI-WFS reconstruction in general.

In the first case, where 25 Zernike modes were considered for reconstruction, the
CNN showed better performance in RMS error and MSSIM index for r0 up to 12 cm;
above that r0 value, both reconstructors showed satisfactory results, for example,
achieving around 80% of image similarity, for the majority of turbulent profiles.
Regarding Strehl, CNN improves slightly better in comparison.

Regarding the second case, where up to 153 Zernike modes were considered, the
differences of both methods are more noticeable. This is a more complex scenario
where the high number of Zernike modes with a small pupil size supposes an additional
difficulty. For MSSIM index, better results provided by the CNN are clearer for more
turbulent profiles, after that both methods have excellent results, achieving 95% of
similarity; better than the reachable results in the less complex case of 25 Zernike
modes. For RMS error results, the CNN performs clearly better in all the scenarios as
also does for the Strehl ratio that now reaches values up to 0.7, which are much more
apt values than in the case of 25 Zernike modes, due to the higher number of modes
considered.

The main reason for the improvements achieved by the CNN relies in the training
procedure. Since computational simulations were available, we could generate data
with enough variability to cover all the turbulent profiles satisfactorily. In particular, the
most turbulent scenarios, where the r0 reach its lowest values, has the same importance
in the training as the rest of profiles. Consequently, the notable results in these cases are
reasonable, concretely when considering direct measurements of the error, such as in
the RMS case, where the differences are more noticeable.

Fig. 8. Strehl ratio of the difference between a recovered phase image and the reference one,
with the CNN reconstruction and the TPI-WFS reconstruction for 153 Zernike modes.
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5 Conclusions

The artificial network approach to the AO image reconstruction correspondent to
TPI-WFS data was adequate. The usage of CNN as reconstruction technique gave
excellent results thanks to the advantage of allowing the usage of images as inputs and
the capability of extracting its main features.

Performance of both methods for phase reconstruction has been compared in this
study with computational simulations, considering two main scenarios regarding dif-
ferent number of Zernike modes in the wave-fronts. Both methods showed notable
result in most of turbulent profiles, however, the CNN improved the TPI-WFS
reconstruction in general, giving better results for the strongest turbulence cases.

Comparing the cases of 25 modes and 153 modes, both methods reached better
results for the more complex case, as a result of the increment in available information,
especially the CNN, which reached the higher performances.

Usage of other techniques of artificial intelligence suppose the possibility of
increasing the performance of the reconstruction. Methods as recurrent real-time
learning, suggest that more information from the data can be learned in the training
process on a neural network.
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Abstract. Estimation of effort costs is an important task for the management of
software development projects. Researchers have followed two approaches –

namely, statistical/machine-learning and theory-based– which explicitly rely on
mean/median regression lines in order to model the relationship between soft-
ware size and effort. Those approaches share a common drawback deriving from
their inability to properly incorporate risk attitudes in the presence of
heteroskedasticity. We propose a more flexible quantile regression approach that
enables risk aversion to be incorporated in a systematic way, with the higher
order conditional quantiles of the relationship between project size and effort
being used to represent more risk adverse decision makers. A cubic quantile
regression model allows consideration of economies/diseconomies of scale. The
method is illustrated with an empirical application to a database of real projects.
Results suggest that the shapes of higher order regression quantiles may sharply
differ from that of the conditional median, revealing that the naive expedient of
translating or multiplying some average norm (adding a safety margin to median
estimates or including a multiplicative correction factor) is a potentially biased
way to consider risk aversion. The proposed approach enables a more realistic
analysis, adapted to the specificities of software development databases.

Keywords: Software cost estimation � Project size � Effort
Nonlinear quantile regression � Risk aversion

1 Introduction

One of the most important tasks when managing software projects is cost estimation.
However, on many occasions important deviations take place. For example, Hu et al.
[1] point out that 200 to 300 percent cost overrun and 100 percent schedule slippage
would not be unusual in large software system development projects. A poor resource
prediction may cause project failure [2], whereas underestimating software project
effort causes schedule delays and cost overruns that in the end may also result in project
failure. Conversely, overestimating software project effort can also be detrimental in
effectively utilizing software development resources [3].

The main components of software project costs are hardware costs, training, travel,
and effort costs, with the latter being the cost of paying software engineers. Effort costs
are harder to assess in the earlier stages of a project [4]. A number of models have been
proposed to estimate such costs.
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However, these models share a common drawback, namely, that the relationship
between software size and effort is modeled by using classical mean/median regression
lines. Once the project size is estimated, conventional models deliver an estimate for
the expected effort required. Then, that cost estimate is plugged in the procedures for
the pricing of the project. Nevertheless, it is well known that decision makers should
also include risk considerations when estimating project effort, as an error in that
estimation may have important financial implications in the event that the project price
does not cover the actual costs. Consideration of risk is a subjective issue, as different
decision makers have various levels of risk aversion/appetite. Unfortunately, extant
approaches –either theory or heuristic-based– do not allow the inclusion of risk
aversion in the modelling process, so some corrections for risk aversion must be
incorporated after the model has returned an estimate for project effort. This is usually
carried out by adding a quantity or by multiplying the estimated effort by a suitable
correction factor. As to be detailed below, under certain circumstances this kind of
corrections may seriously mislead the evaluation process.

In this paper we propose an alternative way to tackle the above issue. We rely on a
quantile regression approach that allows risk aversion of the decision maker to be
explicitly incorporated into the process of estimating the relationship between software
size and effort. This is readily carried out by fitting a selected battery of upper regression
quantiles with orders exceeding 50%. The more risk adverse the decision maker is, the
higher the quantile in the relationship between size and effort to be estimated. There are
sound reasons for using this approach, as some prior research [5] has detected strong
heteroskedasticity in the size/effort relationship and the use of additive/multiplicative
factors may not be the best option for risk modeling under heteroskedasticity.

We tested the validity of our proposal on the ISBSG (International Software Bench-
marking Standards Group) database, which comprises real projects. More specifically, we
conducted exhaustive heteroskedasticity tests and estimated a selected battery of condi-
tional upper quantiles that allowed us to consider several levels of risk aversion. We rely
for the analysis on a parametric nonlinear structure, namely, a cubic quantile regression
model that allows both scale economies (for smaller projects) and diseconomies (for those
ones above a certain size limit) to be simultaneously taken into account.

The remainder of the paper is organized as follows: Sect. 2 includes a review of the
relevant literature and explains the pertinence of our proposal. The main details on the
database and the methodology for the empirical analysis are outlined in Sect. 3. Sec-
tion 4 reports the main results of the analysis, and Sect. 5 includes a summary of
research conclusions and some proposed research avenues.

2 Literature Review

The research on estimation of software effort costs has a long history. According to
Pendharkar [6] researchers have followed two basic approaches: theory-based tech-
niques and statistical/machine-learning models.

Theory-based methods see software development as an economic production process
where inputs are converted into outputs. Thus, the problem of software cost estimation
reduces to understanding the relationship between input and output variables [7]. If we
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follow that approach two key issues arise: (1) if the relationship among the variables is
additive or multiplicative, and (2) whether economies/diseconomies of scale exist.

The first relevant theoretical model is the constructive cost model (COCOMO),
developed by Boehm [8]. COCOMO estimates effort by using the following expo-
nential specification:

Y ¼ a KLOCð Þq ð1Þ

where Y is the effort (in person-months), KLOC is software size (measured in thousands
of lines of code), and a and q are constants determined by the environment and the
complexity of the application to be developed. COCOMO has three levels (basic,
intermediate and advanced) with increasing refinement in the estimation of a and q. The
exponential approach has later been used in other models such as COCOMO II [9] and
Constructive Systems Engineering Cost Model (COSYSMO) [10], among others.

Parameter q in the above exponential models has particular relevance as it deter-
mines the existence of economies/diseconomies of scale. The models generally assume
q > 1, which means that diseconomies of scale are present no matter the software size
we consider. Two serious drawbacks of COCOMO and related models are the sub-
jectivity of the cost drivers used to determine parameters a and q [11] and the high
correlations among such cost drivers [12].

Other models assume multiplicative relationships among variables. Among them
we can highlight software lifecycle analysis (SLIM) [13] and the SELECT cost esti-
mator [14].

Another theoretical model used for software effort estimation is the Cobb-Douglas
production function, under the following general form:

Output ¼ c0 Input1ð ÞC1 Input2ð ÞC2 ð2Þ

where Input 1 and Input 2 usually denote labor and capital, respectively, and ci, i = 0,
1, 2 are unknown parameters. Note that the values of c1 and c2 determine the existence
of increasing/decreasing/constant returns to scale.

In the specific case of software development, Output is usually considered as an
independent variable rather than the dependent variable of the model, as the size of the
software product to be delivered depends on requirements assessment and client needs.
Then the production function is transformed into the following cost function:

Y ¼ A xð Þb zð Þc ð3Þ

where Y is the software effort, x is the software development capital and z is the output
(namely, a suitable measure of the size of the software product). Parameters b and
c define the shape of the function and the type of returns to scale. If both b and c are
less than one, then software effort function exhibits increasing returns to scale. If b and
c are greater than one then returns to scale are decreasing. This specification has been
estimated by Hu [15], and Pendharkar et al. [7], among others.

We must highlight that the various theory-based models do not agree on the basic
behavior of software effort costs. Some studies detect significant evidence of returns to
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scale [7]. On the contrary, other models (i.e., COCOMO and related) have found
decreasing returns to scale. This inconsistency may be caused by the fact that most
models do not consider the possibility that increasing returns to scale may prevail for
smaller projects, while above a certain size threshold they are overweighed by factors
causing decreasing returns to scale. Therefore, a nonlinear, s-shaped form can be
expected for the relation between software size and effort.

Other researchers have proposed more flexible models, mainly based on
statistical/machine learning methods. Those models involve fewer constraints on the
functional form of the relationship among software size and effort, so more accurate
measurement of the effect of the factors causing increasing/decreasing returns to scale
across the various size levels should be enabled.

However, the above models do not take into consideration a fundamental aspect,
namely, that the various kinds of errors in the estimation process do not have the same
cost. This is because the estimation of software effort is a tool for resource allocation
but also a means to gather information when bidding in competition with other soft-
ware vendors. Thus, when the error conveys an overoptimistic estimation of software
effort, and therefore underestimation of the development costs, this may lead to
aggressive bids and therefore to the so-called winner’s curse, meaning that bidders win
only when they bid overoptimistically [16]. Development of a software project for
which the costs have been underestimated may lead to substantial losses that eventually
compromise the financial stability of the company. On the contrary an error implying
overestimation of costs implies, according to the winner’s curse, losing the bid. In that
event the company still has resources that can be devoted to other projects.

Furthermore, as effort estimation models are part of a system to plan the devel-
opment of software projects, they can be considered as tools for aiding in decision
making when only partial information is available. Most decision makers are risk
averse in that environment. This fact may be taken into account explicitly in order to
help decision making, by the expedient of constructing a suitable model that delivers,
for each size level, not only the most likely amount of effort required but also an
adjusted estimation taking into account the risk appetite of the decision maker.

Mainstream models rely on estimating conditional means/medians by exploiting
data from historical projects. The model fitting algorithms assign the same weight to
both underperforming and overperforming projects. So, those models are unable to deal
with asymmetry of costs and risk considerations. In order to take these considerations
into account, a naïve approach could be to adjust the estimations from
statistical/machine learning model by using an additive or multiplicative factor that
reflects cost asymmetry and/or risk aversion.

The above additive/multiplicative corrections respectively assume that the shape of
the relationship between size and effort is unique (up to translation/dilation) for both
average-performing and underperforming projects. However, prior research [5, 17]
suggests that heteroskedasticity is prevalent in databases containing information from
software projects. Heteroskedasticity implies that dispersion varies with the various
levels of the independent variables in the model (project size in our case). Therefore, the
regression line defining the relationship between size and effort for underperforming
projects may not follow the same pattern as its counterpart for mean/median performance
projects. An illustration of this phenomenon can be seen in Fig. 1 (the meaning of the
units in the X and Y axis will be further explained in Sect. 3.1).
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Size (adjusted function points)

Effort (hours)

Size-effort median relation

Size-effort conditional
75th percentile relation

Size-effort conditional
90th percentile relation

Fig. 1. Heteroskedasticity in the relationship between size and effort (Source: own elaboration)

Therefore, it is reasonable to think that –in the presence of heteroskedasticity– naïve
approaches based on additive/multiplicative corrections on the average performance line
tend to produce incorrect, strongly biased results, so specific estimation of the line passing
through the underperforming projects for each project size is needed. As clear from Fig. 1
above, such line may sharply differ from that obtained by naïve translation/scaling of the
mean/median regression line. Quantile regression (QR; [18]) provides a systematic way to
estimate separate regression lines for the underperforming projects.

As also suggested by Fig. 1 above, the effects of heterokedasticity may be further
complicated by the possibly nonlinear nature of the map of conditional quantiles. In our
case, nonlinearities may have different intensity depending on the specific quantiles we
consider. This would occur because the same factors that render a software project
inefficient may have effects of different magnitude depending on the size of the project.
For instance, if the organization of the project is not adequately arranged but it has
small size, many problems may be bridged through informal communication between
the team members. On the contrary, that solution tends to be less feasible when the
project is bigger, so the impact on effort costs tends to be larger.

3 Data Set and Methodology

3.1 The Data Set

For the empirical analysis we shall use the ISBSG Development & Enhancement
Repository (Release 11). This is a huge database comprising 5,052 software projects
from 24 countries. The ISBSG Repository is a consolidated dataset in the field of
software metrics (further details can be found at http://www.isbsg.org/). It has been
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used in many papers dealing with effort estimation [5, 19]. Even though the use of this
dataset may involve some limitations and risks concerning the process followed and the
quality of the recorded data, it keeps a high potential in advancing software engineering
research, as pointed out by Fernández-Diego and González-Ladrón-de-Guevara [20].

We shall measure the size of software projects in terms of so-called adjusted
function points. A numerical score is assigned to each one of the functions performed
by the software product and the overall scoring is then adjusted by using a value
adjustment factor usually depending on the general system characteristics. In order to
achieve homogeneity in the data we only considered projects measured using the
IFPUG (International Function Point Users Group) counting approach. In order to
ensure data quality we discarded the projects for which the available information is
unreliable. In this regard, it is noticeable that the ISBSG Repository provides infor-
mation about the reliability of the data of each project.

As for project effort, its measurement can be considered a challenging endeavor. The
Project Management Institute [21] defines project effort metric as “the number of labor units
required to complete an activity or other project element. This is usually expressed as staff
hours, staff days, or staff weeks and should not be confused with duration”. Thus, we
measured project effort by using the ‘SummaryWork Effort’ field that appears in the ISBSG
Repository. This variable reports the total effort in hours recorded against the project.
A limitation of that criterion -shared with the majority of prior research efforts- is that our
models donot take into account that the experience of the developers has an effect on the costs
of the project, provided that the wages of more experienced developers are generally higher.

The biggest 1% of projects was eliminated from the original sample, so 2,850 projects
were left for the analysis. This was motivated mainly by the need to eliminate outliers that
may adversely affect the estimates for the most extreme conditional quantiles.

3.2 Methodology

As pointed out in previous sections, our interest specifically concentrates on some
‘one-sided’ characteristics of the relationship between project cost (denoted by Y) and
project effort (X hereafter), namely, the conditional median and the upper conditional
quantiles of Y given X representing increasing levels of risk aversion. As pointed out in
Sect. 2, the relationship between Y and X can be expected to follow an s-shaped curve.
This conveys the fact that increasing returns to scale would be prevalent among smaller
projects, whereas for projects exceeding a certain threshold the scale advantages would
tend to be overrun by factors inducing the emergence of decreasing returns to scale.
This led us to postulate a cubic statistical relationship between software effort/size, so
we rely on the following cubic quantile regression (CQR) specification:

Qq xð Þ ¼ b0;q þ b1;qxþ b2;qx
2 þ b3;qx

3 ð4Þ

whereQq xð Þ denotes the qth order (0 < q < 1) conditional quantile of Y given X and the
various bjq are the parameters to be estimated.We focused on a battery of 9 cases, namely,
q ¼ 0:5 the medianð Þ; 0:55; 0:60; 0:65; 0:7; 0:75; 0:8; 0:85; 0:9. The 50th conditional
percentile of Y given X was used as a benchmark and was compared with conditional
percentiles -ranging from 55% to 90%- that correspond to increasing levels of under-
performance in project development, and therefore to several levels of risk aversion.
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We were interested in testing a number of hypotheses related to heteroskedasticity
of the CQR model. More specifically, we focused primarily on analyzing “upper”
heteroskedasticity, i.e., heteroskedasticity for the upper quantiles in model (4) above.
The classical heteroskedasticity test proposed by Buchinsky [22] may be readily
applied to the selected battery of upper quantiles.

In addition, we were also interested in testing whether, at a certain point x0ð Þ, the
slopes of a given pair of conditional percentiles, namely those of orders q1 and q2,
coincide. We focus on comparisons with median performance, so we kept q1 ¼ 0:5
fixed and set q2 ¼ 0:55; 0:6; . . .; 0:9 sequentially in our analysis. If the slope of the
50% conditional percentile of Y given X significantly differs from that of any of the
upper percentiles then our use of the proposed quantile regression approach as a means
to include risk aversion in the model would be fully backed by empirical evidence.

The above test is readily implemented. Let DQqj x0ð Þ ¼ b1;qj þ 2b2;qjx0 þ 3b3;qjx
2
0 be

the first derivative of the qjth order conditional quantile of Y given X, Qqj xð Þ; j ¼ 1; 2;
evaluated at point x0. We wish to test H0 : d ¼ 0 against H1 : d 6¼ 0, where
d ¼ DQq2 x0ð Þ � DQq1 x0ð Þ. The raw test statistic is the sample analogue of d, namely,
d̂ ¼ DQ̂q2 x0ð Þ � DQ̂q1 x0ð Þ, with DQ̂qj x0ð Þ ¼ b̂1;qj þ 2b̂2;qjx0 þ 3b̂3;qjx

2
0 being the sam-

ple analogue of DQqj x0ð Þ.
Classical results (e.g., Buchinsky [22]) ensure that (under the null) the standardized

test statistic z ¼ ffiffiffiffiffiffiffi

nð Þp

d̂=r̂d -with n being sample size and r̂d being a suitable estimator

for the asymptotic standard error of d̂- has (under the null) a standard normal limiting
distribution and delivers a consistent test.

As for the point x0, in order to detect possible differences originated in project size,
in Sect. 4 below we considered the following two cases:

(a) x0 is set at the first quartile of the sample distribution of X. Thus, we focus on the
bottom 25% of projects in terms of size. In our case this corresponds to projects
having size x0 ¼ 85 adjusted function points.

(b) x0 is set at the third sample quartile of X. Thus, we concentrate on 25% of biggest
projects, with x0 ¼ 421 adjusted function points.

Following Buchinsky’s advice, we use design matrix bootstrap -with B ¼ 500 resam-
ples- to compute heteroskedasticity-robust standard errors for all the CQR estimates and
related statistical tests. All the calculations were implemented in MatlabR2017b.

4 Empirical Analysis

Table 1 below reports the main results of CQR estimation, including significance tests
and 95% confidence limits for the parameters of each conditional quantile model. It is
also included the result of Buchinsky’s heteroskedasticity test, which detects very
strong evidence of heteroskedasticity, this being congruent with the estimates for b1q,
b2q and b3q, clearly differing among quantiles. Therefore, the use of the quantile
regression approach would be justified. The inherently nonlinear, s-shaped nature of the
modeled relationship would also be confirmed by the QR estimates for b2q and b3q,
which are statistically significant in most of the cases considered.
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Table 2 below displays the results of the derivative-based test. In all cases the
z-statistics have very large positive values that indicate statistically significant devia-
tions from the null of equality of the derivatives of the conditional quantile lines. Not
surprisingly, the effect is clearer for the biggest projects. Higher values of the test
statistics are obtained when x0 is set at the third sample quartile of X as compared with
the first quartile. It is also observed in Table 2 that the z-statistics tend to grow
monotonically with q2 until a certain threshold (about the 85th–90th conditional per-
centile) is reached, and thereafter they decrease sharply, although they remain strongly
significant. This might reflect the fact that a limit exists to the level of underperfor-
mance that a project may exhibit: projects with extreme levels of underperformance are
cancelled before completion and therefore they are not considered as suitable for
inclusion in any database.

5 Summary and Future Research

In this paper we have addressed effort estimation in software project development.
Software effort is one of the main components of the cost in software projects and its
accurate estimation previously to the development of the project is a key issue both for
the management of the resources to be devoted to the project and for correct pricing.

Several methods have been proposed to assess effort. Apart from expert judgment
and simpler methods such as analogies and percentages, a line of research has proposed
more sophisticated approaches that rely on exploiting databases of cases comprising
past projects as a means to estimate suitable mathematical model. Some of those
methods impose theoretical assumptions (such as those from economic theory), while
others (including a number of artificial intelligence models) rely on heuristic
procedures.

Although those prior models surely provide mean/median estimates of the amount
of effort needed for the completion of a project given an estimation of its size, we have
seen that this may not be the most sensible procedure since in most cases the decision
makers using those effort prediction models are risk averse. In addition, the costs

Table 2. Results of the derivative tests (base line q1 ¼ 0:5).

x0 ¼ 85
(1st quartile of X)

x0 ¼ 421
(3rd quartile of X)

Cond. Percentile order q2� 100ð Þ Obs. z-stat. p-value Obs. z-stat. p-value

55 3.5109 0.0004 5.0399 0.0000
60 5.1926 0.0000 7.5088 0.0000
65 6.2587 0.0000 8.2321 0.0000
70 8.5680 0.0000 9.2299 0.0000
75 9.6557 0.0000 10.7163 0.0000
80 9.6101 0.0000 12.6523 0.0000
85 9.9832 0.0000 11.4237 0.0000
90 6.3912 0.0000 9.9656 0.0000
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caused by underestimation of the effort needed for a given project size are higher than
those of overestimation, so a differentiated treatment of both kinds of errors –

unavailable in mean/median regressions– is required. A model incorporating risk/cost
asymmetry considerations -instead of merely providing central tendency estimations-
could better satisfy the needs of managers and other users. A way to do this is by
merely shifting the function obtained from traditional procedures, by applying a suit-
able additive/multiplicative correction factor. Nonetheless, we have postulated that this
expedient would be largely inappropriate since prior studies strongly suggest the
presence of heteroskedasticity in the software project data. Instead we have proposed
an approach that relies on estimating a battery of quantile regression functions corre-
sponding to selected conditional quantiles above the conditional median. This can be
regarded as a “multinorm” approach, in the sense that instead of a single
norm/regression line we rely on a multiplicity of them (each corresponding to a dif-
ferent conditional quantile of the relevant distribution), chosen in accordance with such
issues as the level of risk aversion of the decision maker and the magnitude of cost
asymmetry, which may eventually depend on specific features of the organization
developing the software project. We have seen that –given the peculiarities of software
development– economies of scale would be present only until a given project size limit
is reached, whereas diseconomies of scale would be more likely beyond that point. This
led us to postulate an s-shaped relationship, specified through a cubic quantile
regression model.

The proposed methodology was applied to a benchmark data set, obtained from the
ISBSG Repository. Results endorse the validity of the proposed approach, confirming
the strongly heteroskedastic nature of the statistical relationship between project size
and effort in the studied population and the need of relying on more flexible approa-
ches. We have shown that the use of margins or percentages is inappropriate in
presence of heteroskedasticity, with the approach proposed in this paper being able to
incorporate the decision-maker’s risk aversion into the budgeting process in a sys-
tematic, more accurate fashion.
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Abstract. Drones are increasingly being used to provide support to
inspection tasks in many industrial sectors and civil applications. The
procedure is usually completed off-line by the final user, once the flight
mission terminated and the video streaming and conjoint data gath-
ered by the drone were examined. The procedure can be improved with
real-time operation and automated object detection features. With this
purpose, this paper describes a cloud-based architecture which enables
real-time video streaming and bundled object detection in a remote con-
trol center, taking advantage of the availability of high-speed cellular
networks for communications. The architecture, which is ready to han-
dle different types of drones, is instantiated for a specific use case, the
inspection of a telecommunication tower. For this use case, the specific
object detection strategy is detailed. Results show that the approach is
viable and enables to redesign the traditional inspection procedures with
drones, in a step forward between manual operation and full automation.

1 Introduction

The use of Unmanned Aerial Vehicles (UAV, drones) for scenario diagnosis and
aerial imagery retrieval is currently in full swing, due to UAV increasing in-
flight autonomy and sensing capabilities, and the cost reduction that may be
achieved over traditional procedures. Surveillance [10] and reconnaissance [4,
13] are among the most common drone-based operations. In such applications,
object search and detection in images or video streaming, and their posterior
analysis and classification, are key tasks which, in many cases, are still manually
performed. An obvious benefit for the final user can be achieved if automatic
image recognition is integrated in the drone-enabled inspection workflow.

Automatic object detection and recognition may pose specific requirements
over the overall system architecture. In particular, some operational scenarios
ideally require that detection is performed almost real-time. The straightest app-
roach to solve this is to have the drone’s video retrieval module and the object
c© Springer International Publishing AG, part of Springer Nature 2018
F. J. de Cos Juez et al. (Eds.): HAIS 2018, LNAI 10870, pp. 433–445, 2018.
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detection module onboard. The problem is that techniques currently used for
object detection in images usually entail a high computing cost - e.g. some
state-of-the-art procedures rely on heavy convolutional neural networks (CNN).
A way to speed-up the computing tasks goes through the use of dedicated GPUs.
Most onboard computers and microcomputer do not have those components inte-
grated, which make them unsuitable for a reliable object detection. The rising
ubiquity of high-speed mobile networks (4G-5G) allows bypassing the comput-
ing problem by transferring the image processing task from the drone itself to
dedicated calculation centers. By doing this, the drone will only need the capac-
ity to stream video, being unnecessary to carry the weight of a more powerful
computer, thus saving energy (the battery keeps on being a bottleneck element
in the performance of UAV).

In this paper, we propose a distributed cloud-based architecture for object
detection, to be integrated in an unmanned aerial system to enable real-time
search and detection operations. Some works as [11] have previously explored
this possibility; we make a step forward to provide a distributed, hardware-
independent architecture, general enough to serve as common ground for dif-
ferent operation scenarios with different object detection and analysis needs.
The architecture proposal is evaluated on a specific use-case: the inspection and
detection of anomalies in antennas in telecommunication towers.

The rest of this paper is organized as follows. Section 2 gives an overview of
related work, reviewing UAV application scenarios in which object recognition is
needed. In Sect. 3 the proposed architecture is presented, with its different mod-
ules. Section 4 details the particularities of the core Processing Center module,
which contains the Object Detection capability. Algorithm design decisions are
explained, together with the strategy used to expand the model training dataset
through augmentation techniques (i.e. automated variations over the available
training image set to increase its diversity). Section 5 focuses on the description
of the testing scenario - telecommunication tower inspection -, gathers some per-
formance results and analyzes the system limitations. Finally, Sect. 6 summarizes
conclusions and presents how the system is being evolved.

2 Background

Object detection and recognition is key for some drone-enabled applications.
It is the case of people search, infrastructure inspection or traffic monitoring.
For example, drone-enabled people detection can be performed by either using
images from a standard camera or a thermal one. In [4] it is described a system
for automatic UAV pedestrian tracking in which the position of the target is
determined by the combination of a pedestrian detector and a color-based par-
ticle filter. The pedestrian detector is employed to help the particle filter remain
on the target. In [13] it is described a system that detects and tracks pedestri-
ans using thermal infrared images captured by a UAV, since humans leave an
important thermal signature. This type of detection and tracking is complicated:
the images have a low resolution, there is instability in the image due to drone
movement and the objects have a relatively small size.
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With respect to infrastructure inspection to detect deterioration and dam-
age, drones may simplify, accelerate and reduce the cost of traditional manual
inspection procedures. In [2], power lines are detected on UAV imagery by using a
combination of spectral and spatial methods. Instead, [14] describes the dynam-
ics of a UAV for monitoring of structures and maintenance of bridges, presenting
a novel control law based on computer vision for quasi-stationary flights above
a planar target. UAVs also are a viable and less time-consuming alternative for
monitoring traffic in real time [8]. In [9] it is described a classification of road sit-
uations using images obtained after a traffic accident through the set of features,
facts and attributes that can occur in a situation.

Regarding image classification object recognition techniques, nowadays Con-
volutional Neural Networks (CNN) are intensively used [17]. The algorithms
used in these neural networks are divided into two main groups. The first one is
composed of those algorithms that incorporate a region proposal pipeline (e.g.
R-CNN [5], Faster R-CNN [16] and R-FCN [3]). The second one groups those
algorithms that do not incorporate that pipeline (e.g. YOLO [15] and SSD [12]).
In [7], authors explored the trade-off between accuracy and speed comparing
the previously mentioned algorithms. In order to compare the algorithms, they
recreated training pipelines for the SSD, Faster-RCNN and R-FCN approaches.
Results show that SSD and R-FCN models are faster on average, but that Faster
R-CNN provides more accurate models.

Additionally, SSD models using Inception v2 [18] and Mobilenet [6] feature
extractors are the most accurate of the fastest models. In addition, whether post-
processing is ignored, Mobilenet is twice as fast as Inception v2 while, providing
a slightly lower accuracy.

Finally, it is important to underline the computation cost problem that can
arise in drone-based architectures using heavy image recognition techniques. A
viable solution is to transfer the calculations from the drone to a more power-
ful device. A combined processing is proposed in [11], in which computation is
transferred to an off-board cloud while the low-level object detection and navi-
gation is completed onboard. Authors use Faster Regions with CNNs (R-CNNs)
to perform object detection in almost real-time, taking into account the commu-
nication delay, which inserts a high and unpredictable lag.

In the following section, we present our own architecture to deal with remote
object detection and recognition for real-time performance.

3 Architecture

This section details the architecture of the system, which main functional objec-
tive is to perform real-time detection of predefined objects in a video stream
provided by a drone. In practice, the detected object will be bounded in a rect-
angular shape (bounding box or BB) and classified depending on its category.
The proposed architecture enables to transfer the calculations needed to per-
form the object detection from the onboard device to a remote, more powerful
computer. To do so, we propose a distributed cloud-based approach that may be
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Fig. 1. System architecture

applied for a wide range of use cases. This architecture intends to be hardware-
independent, so it may be implemented for different types of drones.

In brief, the requirements to consider for the final system are:

1. Real-time services: The system must provide real time video stream, object
detection and telemetry.

2. Object detection algorithm-agnostic solution: The architecture should be
designed in such way that at any moment it is possible to change the object
detection model. This is a requirement because the operation scenario may
vary, for example, from an urban field (pedestrians, cars and so on) to a rural
one (crops, roads, rivers). In addition, it is required to be able to change the
model’s own parameters, and to be able to detect multiple types of objects
of different types in the same image.

3. Web-based user interface: The architecture will be designed taking into
account the philosophy of the cloud paradigm. Thus, the main access to the
system must be done using web (some particularizations are explained at the
end of this section).

4. UAV-platform independency: The architecture should be generalizable for as
many kinds of drones and payloads as possible.

Taking these requirements in consideration, the architecture has been built
on three main modules. The first module On-board Module represents the drone
and its payload, which serves the video stream. The second module Processing
Center executes the object detection. Finally, the third module is the Client,
which is used by the user to interact with the system. Figure 1 shows the basic
diagram of the designed architecture.
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A. On-board Module: In Fig. 1 the drone payload is composed of two sub-
modules (which may be merged into a single one). The sub-module labelled
as Drone Payload represents an onboard computer. The Video streamer sub-
module is a component that reads a video stream from the Drone Payload,
outputting a single frame. The reason for this separation is that the architec-
ture has been developed taking into account two different types of scenarios.
The first one related to drones with customized payload (Type A) and the
second one related to drones with a standard payload (Type B).
– Type A scenario: The installed custom payload simplifies the video

streaming process. The drone has an onboard computer, so it is possible
to install a simple component that connects to the camera raw stream,
extracts individual frames and send them to the Processing center.

– Type B scenario: In this case the drone builds an ad-hoc Wi-Fi network
for a computer or a mobile phone to connect to. The Video Prosumer com-
ponent on the Client is responsible for opening the video stream from the
drone and extracting individual frames, which are sent to the Processing
Center Module.

B. Processing Center Module: This module is divided into three main sub-
modules as follows:
– The main sub-module is the one labelled as Object Detection. Taking as

input an image (or a video frame), it feeds the object detection algorithm.
Once it gets the results from the object detection algorithm, it facilitates
their retrieval from the HMI (details are explained in Sect. 4.1). For the
implementation of this submodule we used Tensorflow [1].

– The Database of Models represents a collection of trained models for dif-
ferent applications. The Object Detection module can choose one or more
models for the detection process. The models and their weights are saved
as part of the architecture, so the Object Detection sub-module may load
and query them.

– The Data Augmentation sub-module does not participate in the real-
time execution process. The purpose of this module is to take an image
dataset and augment it, in order to help the training process of the object
detection model (details are provided in Sect. 4.2).

c. Client : This module is divided into two sub-modules. The first one is the
HMI (Human Machine Interface) that provides the detection results to the
user. The second one is the sub-module labelled as Video Prosumer, which
produces frames extracted either from a local file or a video stream from
the drone and it consumes the video stream from the drone. From the HMI,
the user is able to view and select the video source and may choose the
classification model to apply. Once the detections are done, the HMI displays
the resulted bounding boxes.

The architecture offers two possibilities when returning the detection results.
The first one is to return a video stream that joins the input video and the
drawn BB. The second possibility is to return only the BB information (position
and size). Using the first alternative, the output video can be embedded in any
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compatible video player, but with a higher consumption of bandwidth. Instead,
by returning only the BB graphic information the required bandwidth is much
lower, but it is necessary to combine the input video and the detections result.

Although the full architecture has been thought to be cloud-based - thus
requiring an continuous high-speed internet connection -, there are specific sce-
narios in which 3G-4G coverage cannot be taken for granted, thus being impos-
sible to send the video stream to the Processing Center Module. Thanks to
the modular architecture, the Object Detection Module and the Client can be
installed in any laptop with enough computing power. This laptop can then
locally connect to the drone Wi-Fi connection and the user can open a local ver-
sion of the web HMI. The Video Consumer module will handle the video stream
from the drone, and query the local Processing Center Module, which will have
previously downloaded the models’ dataset. If there is a mobile connection to
which the drone could connect, and it has the proper hardware the architecture
offers the possibility to directly stream video from the drone to the Processing
Center module, with no need of using the Client module.

4 Processing Center Module

The Processing Center Module is based on an object detection architecture built
using CNN. When using CNNs, the workflow is divided into three main stages:
model design, model training and model querying. In this Section, we provide
details about the first two stages, that are carried out in the Processing Center
Module.

4.1 Object Detection Module

This sub-module receives an image as input, reporting the labelled image as
result. This labelled image is composed of the original image data, plus the
bounding boxes of the detected objects, and their respective labels. The core
of this sub-module is the object detection algorithm. The criteria used for its
selection are below exposed.

Using the API in [7], we trained some models with our own image dataset
(detailed in Sect. 4.2), focusing on the SSD algorithms (said to be faster in [7]);
both Mobilenet and Inception feature extractors were applied. Besides, we eval-
uated a supposedly slower, more accurate algorithm as Faster-RCNN. Execution
times with these different options are shown in Table 1.

As expected, the Faster-RCNN algorithm requires a longer execution time.
It is discarded because the sum of communication and computing delays may be
too high to guarantee real-time. SSD provides the best computing time among
the available options. Regarding the feature extraction strategy, both Mobilenet
and Inception v2 delivers similar execution times. According to [7] and our own
results, Mobilenet is faster than Inception v2 with a slight loss of accuracy, so it
has been our final choice.
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Table 1. Comparison of times

Algorithm Feature extractor Mean (ms) Variance (ms)

SSD Mobilenet 39.85 1.15

SSD Inception v2 39.23 1.43

RFCN Resnet 101 372.63 4.80

Faster-RCNN Resnet 50 604.29 78.15

For testing purposes, images datasets of two different applications have been
used to train two different models. The first model is used to detect antennas
in telecommunication towers and the second one, to detect insulators in high-
voltage towers (the case of the telecommunication antennas has served as case
study and it is detailed in Sect. 5). The trained models are stored in the Pro-
cessing Center Module and they can be queried simultaneously. This gives the
possibility to change the model for comparison at any time, or even to combine
the output from several models, each one of them detecting different types of
objects. An example of this combination could be the use of one model trained
to detect vehicles and another model trained to detect persons.

Following, Sect. 4.2 explains how the training of the model has been per-
formed and details the Data Augmentation submodule.

4.2 Model Training and Data Augmentation

To train the model, it is necessary to have a set of images properly labelled.
The larger and more diverse the image dataset is, the better the model fits. The
goal is to get a good recognition rate even if the drone is not retrieving excellent
video as it happens if the video stream is too bright (e.g. the drone’s camera is
facing the sun). In practice this means that the classification algorithm must be
trained with images with abnormal conditions (a lot of brightness, out of focus,
darkness...) that are frequent during flights. In the case of drone-taken imagery,
these images may be difficult to obtain or may be not diverse enough to show
all the possible situations. In order to make a more robust system against these
usual situations, a possible solution is to manipulate the available images to
extend the dataset. This is known as data augmentation. In practice, nowadays
several libraries offer the possibility of manipulating images. OpenCV has gained
the recognition of being one of the most powerful, and it contains the libraries
that have been used to implement the subsequent transformations.

Depending on the object to detect and locate, the space of features to describe
the object pattern varies, but standard characteristics that allow the detection
and classification are usually pattern’s shape, length, width, color and bright-
ness. Image preprocessing for feature extraction is needed both in the training
and the real-time object recognition. The data augmentation transformations
that have been used in the training phase enable to enhance contrast (through
brightness management) and to increase the blurring of the camera (through
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Fig. 2. Data augmentation pipeline

gaussian blur). Along with these transformations, rotations have included to
further increase the database of images as it can be seen in Fig. 2. Analyzing
the data augmentation architecture, the first transformation is the brightness
variation, which can take the values −30%, −15%, 0%, 15% and 30%, so image
can be modified by increasing or reducing the brightness level or remain the
same. The next possible transformation is the Gaussian Blur, which make that
image remains the same if it takes 0 as value, or image increases its blur if takes
5 or 10 as value. Finally, there are the rotations, which originate a large number
of different images depending on the value of the rotation that can be −25◦,
−10◦, 0◦, 10◦ and 25◦. Thanks to these transformations, situations that occur
in real life outdoors are simulated, so it is possible to use the system outdoors
with different climatic conditions. The structure is easily scalable and it allows
to add other transformations that make changes in the contrast or resolution of
the image, that add noise to the image or that simulate the presence of fog in the
image, between many others. In Fig. 3 the effect of the different transformation
options is shown.

In the case that is going to be explained in Sect. 5, the original database of
images was composed of 115 pictures. After going through the transformation
pipeline and removing the useless images (completely black or white), about
4000 images were obtained. These images were used to train the neural network.

5 Evaluation for the Inspection of Telecommunication
Towers

The following case study is used to analyze the feasibility of our architecture. The
operation to fulfill is an inspection of a telecommunications tower, in which the
key task is to detect antennas and groups of them. This study case is thought
to be used by the responsible of the inspection as a helping tool for routine
maintenance. This responsible is located in a remote location, while the flight
is performed by the pilot. The system provides real time information to the
operator, who can perform RT checking of the received video stream. This allows
the operator to ask the pilot for modifications of the flight plan near real time.

A flight is performed with this purpose, using our system for real-time object
detection.

As the mission is to be completed within an area with low 3G coverage, an
ad-hoc network between the drone and the monitoring computer is built. The
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(a) Original image (b) Augmented brightness
image

(c) Reduced brightness im-
age

(d) Gaussian blur image (e) Rotated image (f) Image with all transfor-
mations

Fig. 3. Example of images after the transformations of the data augmentation

computer is equipped with an NVIDIA Quadro K1000M graphic Card and an
Intel i7 processor. On top of it, the Processing Center Module has been installed,
together with the HMI Module. The ad-hoc network is enabled by Apple AirPort
Extreme (50 m of full performance; beyond this range, the video stream has very
low quality, dropping video frames and causing coding noise). Figure 4 shows the
custom payload built on the octocopter used for the experiment. It integrates a
Sony DSC-WX500 photo camera, a Flir A35 thermal camera and a Brick IMU
2.0 from Thinkerforge. The Sony camera has been selected due to it provides a
30x optical zoom and a 60x digital zoom. All those components were mounted
in a RONIN-MX gimbal from DJI. In addition, an Intel NUC was mounted on
the drone, which provide access to specific sensors.

In order to evaluate the trained model, we fed the algorithm with a set of
1600 images manually labelled. This set is completely independent of the train-
ing set, which consisted of 4000 images. The SSD algorithm is a threshold-based
one. We repeated the test for several thresholds; threshold values represent the
minimum percentage of accuracy that a labelled box must achieve to be consid-
ered as valid. To compare the results of the model and the manual labels, we
used (i) Correct recognition rate: percentage of images labelled with the correct
number of objects and (ii) Average of Intersect Over Union (also known as Jac-
card similarity index) for all the images. The IoU or Jaccard similarity index
compares the similarity and diversity of sample tests by analyzing the percent-
age of intersection surface between ground-truth and automatically identified
bounding boxes, with respect to the union surface of both types of boxes. In
order to calculate it, we associated the manually identified ground-truth boxes
with the predicted ones, and calculated the intersect over union of them. Once
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Fig. 4. Payload installed in the octocopter

this is done, all the indexes were averaged. The obtained results showed a similar
behavior for different thresholds. From a minimum threshold of 70% to 90% the
correct recognition rate was nearly the same. Given that situation, we chosen for
the flight a threshold of 90%, which achieves a correct recognition rate of 93.1%.

Regarding false alarms, we used a set of 2492 images obtained using the same
techniques as before, with no overlap with the training and validation sets. In
these images didn’t appear neither antennas nor groups of the same. Table 2
shows the results obtained. In the case of a minimum threshold of 90%, the
percentage of images with false alarms is 0.69%.

Table 2. False alarms results

Minimum threshold (%) 5 10 30 50 90

Images with false alarms (%) 27.29 14.93 5.70 3.01 0.69

In order to measure the transmission delay, we carried out the following
procedure. First, we focused the drone camera to a display. On that display they
were shown at the same time a chronometer and the real time video stream
from the drone. Making a screenshot we were able to calculate the difference
of times between the one displayed at the chronometer and the one from the
stream. These measurements have been taken in our laboratory in a controlled
environment with a good Wi-Fi and 4G signal. No packet loss was recorded
during the tests. The current implementation of the architecture using Wi-Fi
has an average delay time of 366 ms, with a standard deviation of 65.01 ms,
which is admissible to operate in real time. Regarding the use of 4G technology
the system had an average delay of 434 ms and a standard deviation of 5 ms.
When using 3G the average delay raised to 484.2 ms with a standard deviation
of 76.14 ms. Aside from that delay, the camera is sending frames at 25 FPS.
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(a) Blurred and high brightness (b) Blurred and low brightness

Fig. 5. Detections results (Color figure online)

Fig. 6. HMI screenshot (Color figure online)

Thanks to the data augmentation techniques explained in Sect. 4.2, the
trained model has a high noise tolerance. Figure 5 shows two images obtained
by the UAV, and the detection results. The red boxes wrap individual antennas,
and the green ones cover the group of them. Each one of these images was taken
in a different time of the day. In the first one, the white balance of the camera
was set on manual mode in a more light tolerant way. The second one was taken
during sunset, with white balance in auto mode, so the light is lower. Due to
stability problems, both images appear out of focus. Even with these issues, the
system has been able to properly detect the antennas and the group. The system
gives an estimated probability of 99% of being correctly labelled.

In the Fig. 6 the web HMI is shown. The interface is divided as follows. Tile
A holds the video stream of the drone, obtained in real time. Tile B shows the



444 D. Vaquero-Melchor et al.

results of the object detection; in this example two different kind of object are
being detected: the red box shows that the system has detected an antenna
with an estimated probability of 99%, and the green box is showing a group of
antennas with an estimated probability of 67%. Tile C shows a Google Maps
view, in which the current position of the drone is marked. Finally, tile D shows
the thermal video, obtained in real time from a thermal camera mounted on the
drone.

6 Conclusions and Future Work

In this paper we have introduced a distributed drone-oriented architecture for
in-flight real-time object detection, together with the object detection strategy.
We have also treated some data augmentation techniques, which we used to
increase the capabilities of the object detection model. The architecture has
been deployed and tested in a real flight of inspection, with specific constraints,
demonstrating the feasibility of the approach.

Although the results of the evaluation have been promising, some improve-
ments can be made. One of the main is that the object detection model will
benefit from an increased number of images for training. This could be achieved
by integrating more filters on the data augmentation stage. The more different
and realistic filters, the more capacity to adapt to adverse situations the system
will have. Further, the image encoding and compression issue must be treated
more deeply. If the model was trained using, for example PNG images, we found
that it does not respond well when the input image format was JPG. Although
at first glance they may look the same, the content is not.

The whole architecture is flexible enough to be distributed using for exam-
ple Docker. In this line, progresses are being made. Our intend is to make the
deployment as easy and quickly as possible. With this idea in mind, trained
models can be shared, giving the option to build a more complex shared library.
Future steps to be accomplished are to explore the idea to incorporate a smart-
phone to the drone payload and to adapt this architecture to real time search
and tracking use cases.
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Abstract. Computer aided applications in Dynamic contrast enhanced
magnetic resonance imaging (DCE-MRI) are increasingly gaining atten-
tion as important tools to asses the risk of breast cancer. Chest wall
detection and whole breast segmentation require effective solutions to
increase the potential benefits of computer aided tools for tumor detec-
tion. Here we propose a 3D extension of Gabor filtering for detection of
wall-like regions in medical imaging, and prove its effectiveness in chest-
wall detection.

Keywords: Medical image processing · 3D gabor filter
Breast segmentation · DCE-MRI · Computer aided image processing

1 Introduction

Medical image processing frequently requires the detection and segmentation of
regions, such as liver, abdominal wall or AC-PC line on the brain [5,13,18], sep-
arated by wall-like organic structures. In DCE-MRI for breast cancer diagnosis,
internal organs produce strong noisy signals that may obstruct the detection
of cancer-related signals originated in the breast. Automated segmentation of
the whole-breast from the other parts imaged is a crucial preprocessing step for
computer-aided diagnosis (CAD) applications. To this aim, the most challenging
region to detect is the chest wall line, due to its overlap with other nearby regions
and its mixed tissue composition. Automatic segmentation of whole breast has
important applications, not only limited to CAD systems, but also extended to
breast density estimation [2] or fibroglandular tissue extraction [1]. Recently,
several approaches have been proposed in the literature to adress the problem
of automatic whole-breast segmentation [7,10,17], dominantly by atlas-based
approaches [9,11]. Automatic methods often rely on manually-defined bench-
marks, either through specific anatomical points or through atlas [3]. Manual
interventions are prone to error, and breast morphological variability hinder
c© Springer International Publishing AG, part of Springer Nature 2018
F. J. de Cos Juez et al. (Eds.): HAIS 2018, LNAI 10870, pp. 446–454, 2018.
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benchmark definitions. Here, an automatic algorithm that do not require man-
ually predefined landmarks is presented, based on a chest-wall enhancement
processing by 3D Gabor filters.

Gabor filtering is a prolific texture-analysis technique, first proposed as a
one dimensional tool for signal processing, and soon extended to the two dimen-
sional case and widely extended for image processing. Lately, several successful
attempts have been made to extend Gabor filters to the 3D case, as in the prob-
lem of motion detection [15] or face recognition [16]. In the context of medical
imaging, the concept of 3D Gabor filter bank as a resource for texture analysis
has been also exploited [14,18]. Here, the use of 3D Gabor filters is focused on
wall-like structure enhancement rather than texture analysis, therefore requiring
a different implementation from filter bank processing. Concretely, a 3D Gabor
filter is applied to spatial windows in the image with an orientation previously
obtained from the mentioned image. The main effect is that the information of
surrounding structures is used for continuity in regions of overlapping.

2 Methods

2.1 3D Gabor Filter

Three dimensional complex Gabor functions in space domain are defined by:

h(x) = h(x, y, z) = g(x, y, z) · s(x, y, z) (1)

where s(x, y, z) is a complex sinusoid, known as the carrier and g(x, y, z) is a
Gaussian kernel, known as the envelope. The carrier, in its most general form
can be expressed as:

s(x) = exp j(2πvTx + P ) (2)

where vT = (v0, u0, w0) and P define the spatial frequency vector and the phase
respectively. Without loss of generality, it is always possible to find a new coor-
dinate system x′ in which v′ is aligned with the x′ axes, so that:

s(x′) = exp j(2πfx′ + P ) (3)

where f =
√

v2
0 + u2

0 + w2
0 = ‖v‖. Therefore, the frequency is more precisely

defined by the length of the vector v.
The Gaussian kernel is usually defined as [4,15]:

g(x′, y′, z′) =
1

(2π)2/3σxσyσz
exp [− x′2

2σ2
x

− y′2

2σ2
y

− z′2

2σ2
z

] (4)

with σx, σy and σz being the scale of the Gaussian in each respective direction.
The exponent can be written as − 1

2x
′TD−1x′, with D = diag(σ2

x, σ2
y, σ2

z). How-
ever, in its most general form, the Gaussian kernel does not need to be aligned
with the x, y, and z axes, but in general:

g(x) =
1

(2π)2/3
√

det(K)
exp [−1

2
xTK−1x] (5)
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where K is a symmetric matrix, related to D by the congruency transformation
D = ATKA. Being D positive definite, A is an element of the group SO(3), rep-
resenting a special orthogonal transformation of the coordinate system x = Ax′.
Note that, in general, this is not the coordinate transformation that simplifies
the envelope function in Eq. (3).

The most general 3D Gabor filter, with the center of the Gaussian at the
origin, will be expressed through Eq. (1), by combining the envelope function
defined in Eq. (2) and the Gaussian kernel in Eq. (5).

The main interest of this problem is in spherically symmetric Gaussian ker-
nels (SGK), obtained by assuming that σx = σy = σz = σ. In the SGK case, the
frequency vector v in Eq. (2) breaks the spherical symmetry in an unique direc-
tion of the space, preserving rotational invariance on the orthogonal subspace,
defining an oriented filter. The Fourier transform of the SGK filter is:

ĥ(u) =
∫

IR3
h(x) exp(−2πjuTx)dx (6)

= exp(−σ2

2
(u − v)T (u − v)) exp (jP ) (7)

It is easy to see (by taking the derivative respect u) that the peak response
of the filter occurs when u = v. In other words, the energy or magnitude of
the Fourier transform ‖ĥ(u)‖ attains its maximum in the frequency space for
frequencies of magnitude ‖v‖, and direction given by the vector v. Then, the
maximum half magnitude bandwidth can be obtained from:

exp(−σ2

2
(u − v)T (u − v)) = 0.5 (8)

when v and u are parallel. In that case:

(‖u‖ − f) =
1
σ

√
2 log(2) ≈ 1.17

σ
(9)

The parameter σ scales the bandwidth of the filter, determining the half
bandwidth as 21.17

σ . It is important to recall that if f << 2 1.17
σ the filter behaves

effectively as a 3D Gaussian filter, and the envelope function has no effect.
Summarizing, three parameters are necessary to characterize the SGK 3D

Gabor filter: the scale of the filter σ, the frequency ‖v‖ and the phase P , while
two angles θ and ϕ will be sufficient to determine the spatial orientation of the
frequency vector v. Therefore, the convolution of the filter with a 3D image will
acquire its maximum response when the filter is aligned with the spatial direction
of frequency modulation and the magnitude of the frequency is comparable to
the spatial frequency of the image. If these parameters are estimated from some
properties of the 3D image, then this result can be exploited to enhance 3D
structures within the image. Concretely, σ, ‖v‖ and P , will be estimated globally,
to fit the wall-like properties of the image to enhance. On the other hand, the
orientation of the frequency vector v will be estimated locally, by averaging the
orientation field in the neighborhood of each point.
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2.2 Orientation Field

The aim of using the oriented filter of Eq. (1) is to enhance the wall-like structure
of the chest wall. In contrast with usual applications of 3D Gabor filtering [18],
it is convenient to orient the filter parallel to the wall instead of using a filter
bank. In texture analysis, several methods have been proposed to calculate the
orientation of patterns [8].

We will follow here the method proposed by Hong, Wan and Jain [6] to obtain
the orientation field. The angle in radians for each point (i, j) will be given by:

θ(i, j) =
π

2
+

1
2

tan−1 ∂x(i, j) · ∂y(i, j)
∂x(i, j)2 − ∂y(i, j)2

(10)

where ∂x is the gradient in the direction x, and ∂y is the gradient in the direction
y. The gradients must be smoothed before calculating the orientation map. As
in spherical coordinates, two angles θ and ϕ will be necessary to fix the filter
orientation in space. While θ will provide the orientation in the xy plane, ϕ will
determine the angle with respect to the vertical line as:

ϕ(i, j) =
π

2
+

1
2

tan−1 Hxy(i, j) · ∂z(i, j)
Hxy(i, j)2 − ∂z(i, j)2

(11)

where Hxy(i, j) =
√

∂x(i, j)2 + ∂y(i, j)2. Figure 1 shows an example of orienta-
tion fields obtained from Eqs, (10) and (11) from a DCE-MRI image.

3 Experiments

The Medical Center at the University of Maastricht provided 32 breast DCE-
MRI cases, belonging to different BI-RADS categories of lesions and densi-
ties. The MRI was performed with a 1.5 T system (Magnetom Vision, Siemens,
Erlangen, Germany) equipped with a dedicated surface coil to enable simul-
taneous imaging of both breasts. The patients were placed in a prone posi-
tion and transversal images were acquired with a short TI inversion recovery
(STIR) sequence (TR = 5600 ms, TE = 60 ms, FA = 90◦, IT= 150 ms, matrix
size 228 × 182 pixels, slice thickness 3 mm). Then a dynamic T1-weighted gra-
dient echo sequence (3D fast low angle shot sequence) was performed (TR = 4.9
ms, TE = 1.83 ms, FA= 12◦) in transversal slice orientation with a matrix size of
352×352 pixels and an effective slice thickness of 1 mm. The dynamic study con-
sisted of 5 measurements with an interval of 1.4 min. The first frame was acquired
before injection of paramagnetic CA (gadopentatate dimeglumine, 0.1 mmol/kg
body weight, MagnevistTM, Schering, Berlin, Germany) immediately followed by
the four other measurements. The first frame was used for algorithm evaluation,
preprocessed with a median filter, in order to avoid unnecessary masking from
enhancing tissues.

The validation metric used in this analysis is the dice similarity coefficient
(DSC), commonly used [2,3] to asses the efficiency of segmentation algorithms
(A) versus manually-generated (M) segmentations. It is defined as:
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Fig. 1. Orientation maps in radians displayed in axial slices.

DSC = 2 ∗ A
⋂

M

A
⋃

M
(12)

and measures the amount of overlap between segmentations with respect to the
size of the segmented region.

For the execution of the algorithm, it is necessary to fix three parameters:
the size of the window w, the frequency f and the phase P .

3.1 Results

The adjustable parameters of the filter f and w are problem dependent. Once
they are set for a specific image modality, they don’t need further adjustments.
The frequency f optimal value (f=1.4) is dependent on the thickness of the wall-
like structure to enhance. Frequency values above the optimal value will produce
several hills and valleys for each wall to detect, while suboptimal values will not
produce any enhancement of wall-like structures. The scale of the Gaussian σ
is defined to be dependent on the size of the window, so that 3σ � w, corre-
sponding to full width at half maximum (FWHM). The filter size is adjusted
to the curvature of the wall structure to enhance, being higher values suitable
for coarser structure enhancement, and lower values for fine ones. In this case,
the value is set to fill a volume of approximately 15% of the total volume of the
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Algorithm 1. Segmentation algorithm
1: for each θ ∈ [0, 2π] and ϕ ∈ [0, π] do
2: Create a filter bank h(θ, ϕ)
3: end for
4: for each xi i = 1, .., number of voxels do
5: Calculate the values of θi and ϕi

6: On windows of size w × w × w centered at xi convolve the filter h(θi, ϕi) with
the image.

7: end for
8: Quantize the edge image into 3 different intensity levels (hills, valleys and back-

ground).
9: Binarize the quantized image and remove small objects.

10: Morphological open, fill and close the binary image to get a segmentation mask.
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(f) Morphological operations

Fig. 2. Steps followed in the segmentation process.

image. The phase P is set to 0 in order to have symmetric effects around the
chest-wall and avoid orientation ambiguities at 0 and π radians.

Figures 2 and algorithm 1 summarize the main steps necessary to perform
the SGK segmentation:

The Otsu’ method [12] is used in the quantization step to set 2 global thresh-
olds in the image. This method is simple and fast but might lead to edge dis-
continuities. This could be critical in some extreme cases, such as patients that
underwent surgery.

The total DSC value of the database is 0.91 with a mean value of 0.90 and a
standard deviation of 0.04. Higher DSC values have been reported in the liter-
ature [2,10]. However, the database and manual segmentation differences make
direct comparisons unfeasible. In general, a DSC value over 0.9 is indicative of
a high overlapping between manual and automatic segmentations [3]. Moreover,
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the proposed approach generalizes the 2D segmentation of Milenkovic et. al. [10]
to the 3D case, more suitable for the nature of the problem.

Figures 3 and 4 compare the segmentation results of the proposed SGK
method and the 2D approach of Milenkovic et. al., applied in a challenging case,
with medium fibroglandular density and overlapping of chest wall and internal
organs. The results in the Milenkovic et. al. case shows that the chest wall line
does not follow the segmentation in every slice, but some other internal organs
and bones are included in the segmented region. The inclusion of 3D information
leads to the SGK segmentation of Fig. 4, that follows the chest wall line more
accurately. Moreover, the proposed approach does not exclude the lymph nodes,
that may contain relevant information for diagnosis, since it does not rely on
landmarks for segmentation.
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Fig. 3. Representative axial slices for the Milenkovic et.al. [10] segmentation

50 100 150 200 250 300 350 400 450 500 550

10

20

30

40

50

60

70

80

90

100

110

Fig. 4. Representative axial slices for the proposed SGK segmentation

4 Conclusions and Future Work

This contribution proposes a novel method for detecting challenging wall-like
structures in medical imaging by 3D Gabor filtering, and is successfully applied
to breast segmentation in DCE-MRI, having a potential impact addressing the
risk of the most common cancer in women. The proposed method performs with
DSC of 0.91 in a set of 32 images. Still, a margin of improvement is left in the
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quantization step, where adaptive methods could be employed to avoid disconti-
nuities in challenging cases. The proposed approach overcomes the limitations of
some other automatic methods, as the dependency on manually defined bench-
marks or atlas, with enough versatility to generalize to other databases. It also
improves previously published methods that do not take into account 3D prop-
erties of the DCE-MRI images [10]. Moreover, its versatility also allows it to be
applied to other wall-like detection problems in medical imaging, as the detection
of mid-sagittal plane in the brain.
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Abstract. Thermoregulation refers to the physiological processes that
maintain stable the body temperatures. Infrared thermography is a non-
invasive technique useful for visualizing these temperatures. Previous
works suggest it is important to analyze thermoregulation in peripheral
regions, such as the fingertips, because some disabling pathologies affect
particularly the thermoregulation of these regions. This work proposes an
algorithm for fingertip segmentation in thermal images of the hand. By
using a supervised index, the results are compared against segmentations
provided by humans. The results are outstanding even when the analyzed
images are highly resized.

Keywords: Thermorregulation · Thermal hand images
Fingertip segmentation · NPR measurement

1 Introduction

Thermoregulation refers to the physiological processes that the human body
releases as a response to a thermal stress. An example where thermoregula-
tion intervenes is the body rewarming in response to low temperatures expo-
sure. Any thermal recovery produces temperature patterns that can be visualized
with infrared thermography images. Some pathologies as cold intolerance [1,2],
Raynaud’s Phenomenon (RP) [3,4] and carpal tunnel syndrome [5] produce neu-
rological disorders which affect the thermoregulation of peripheral regions, par-
ticularly at fingertips.
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la mano, en pacientes sanos mediante imágenes de termograf́ıa infrarroja” (Programa
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However in practice, there are few methods dedicated to specifically segment
these regions, much less to validate the effectiveness of such segmentations. In
this work, we present a simple yet effective and precise strategy for fingertip
segmentation from hand infrared thermal images. A performance index is used to
compare the proposed strategy against segmentations made by humans, leading
to excellent results, highlighting the similarities of segmentations achieved.

2 Related Work

A common strategy for visualizing the hand thermoregulation implies a thermal
stimulation, where the hand of a volunteer is undergone to a cold stress (whether
with water or air), which reduces temporarily its temperature values. During the
test (previous rest time, stimulation, and thermal recovery time), thermographic
images of the hand are acquired until this reaches temperature values close to
those values before the stimulation. The most straightforward way to analyze
hand thermoregulation is to perform a manual segmentation of regions of interest
(ROI) into the images and to plot the average temperature values in these ROI
against time [6]. It is expected that significant differences in the temperature
recovery curve, in contrast to that obtained for healthy subjects, serve as an
indicator of the potential presence of a pathological condition.

The evidence suggests that thermoregulation should be analyzed in acral
body regions such as the fingertips [7–9], because of the presence of some struc-
tures that converge in the microvasculature of the digits, such as terminal arteri-
oles, capillary loops, postcapillary venules, and arteriovenous anastomoses. The
latter are directly involved in thermoregulation [10]. There exist published papers
that analyze the hand thermoregulation specifically the fingertips. One of the
first related works is [11] and uses mathematical morphology to segment the
palm and the fingers. Based on this first work, in [12] is proposed a methodology
to automatically segment the fingertips. For this last work, some parameters
involved in the segmentation are assigned arbitrarily. In general, none of these
works include a comparison against a ground truth and in both, authors pro-
vide few information about the tuning and specifications of structuring elements
involved.

In this work, morphological information of the hand is used to modify a
recently proposed algorithm which identifies and labels the five fingers of the
hand, from infrared thermography images of the dorsal region. Presented modi-
fication allows to delimit the area of each finger that encloses its distal phalange,
since it is an acral region and according to the evidence, is an area of great impor-
tance for analyzing the hand thermoregulation.

3 Materials and Methods

The sequences of images used in this work came from the database proposed
and created in [6]. This database consists of sequences of thermal images with
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the hand thermal recovery of 17 healthy subjects. The Table 1 summarizes the
protocol used to acquire the images analyzed in this work.

The apparent reflected temperature was determined according to the method
proposed by the standard ASTM - E1862 [13]. The working distance was set by
considering the field-of-view of the thermal camera used, and the expression
proposed in Ref. [5]. These two parameters and the ambient temperature, were
measured before each acquisition by using a calibrated hygro-thermometer.

Table 1. Acquisition protocol summary. More information is provided in Ref. [6].

Camera details Model FLIR A655sc

Spectral range 7.5–14 µm

Image size 480 × 640 pixels

Acquisition details Ambient temperature [26.8–28 ◦C]

Relative humidity 47.18± 2.16%

Apparent reflected temperature Equal to ambient temperature

Working distance 0.58m

Emissivity 0.97

Sampling frequency 1 fps

Acquisition duration Basal temperature acquisition time 120 s

Cold stimulus 30 s

Recovery acquisition time 600 s

After an acclimatization period of 900 s, approximately 750 frames are
acquired to record: the basal temperature of the volunteer before the cold stim-
ulation, the time period where the hand is stimulated with water at 15 ◦C, and
the thermal recovering of the hand once the cold-stimulation is removed.

3.1 Fingertip Segmentation

Expectation-Maximization algorithm [14] was used to threshold the images used
in this work. The algorithm for segmenting the distal phalanges relies on the
method proposed by Zapata et al. [15]. In such work, the fingertips are localized
in a time-series created with pixels in the hand contour. Then, a distance-based
criterion is used to label the fingertips. The method locates eleven pixels-of-
interest in the hand geometry: a pixel at each fingertip and four pixels at inter-
digital regions of the finger pairs: thumb-index, index-middle, middle-annular,
and annular-little. The algorithm also finds two pixels useful to demarcate the
outer contour of the thumb and little fingers. With these pixels located, the
following process is applied to each finger:

1. Find the midpoint in the line segment delimiting the base of each finger.
2. Draw a new line segment to join the midpoint found in step 1, with their

corresponding fingertip.
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3. On the line segment found in step 2, locate a pixel whose distance to the
fingertip agrees with the percentage proposed in [16] for the length of the
distal phalanx.

4. From the fingertip, the pixels in the hand contour are considered, advancing
towards the inner and outer sides of the finger. For each pixel in both direc-
tions, a straight line is drawn to the pixel found in point 3. In each direction,
the slope of the generated straight line is evaluated and compared to the slope
of the straight line delimiting the base of the finger.

5. When the straight lines are approximately parallel to the line that delimits
the base of the correspondent finger, such pixels are selected.

6. Localization of pixels before and after the analyzed fingertip can lead to find-
ing a single discontinuous line for delimiting the distal phalanx. For this rea-
son, the algorithm concludes after drawing a single straight line that connects
the two pixels found in step 5.

3.2 Normalized Probabilistic Rand Index (NPR)

To assess the effectiveness of the proposed method, three humans were asked to
segment the distal phalanges from the analyzed hand images. Such segmentations
were used as the ground truth.

To compare the algorithm and the humans segmentation, the Normalized
Probabilistic Rand index (NPR) is used [17]. This index gives the proportion
of pairs of pixels correctly classified in the algorithm-based segmented image
and the ground truth, allowing to average multiple ground truth segmentations
(three in our case), thus taking into account the variation of human perception.
Its important to note that the NPR measure allows to compare the performed
segmentation against those made by humans since it is highly correlated with
human-made segmentations [18].

3.3 Experimental Framework

The steps involved at experimental framework are depicted in Fig. 1. For every
image sequence, we compute the image representing the mean of the first five
frames in order to avoid unwanted noise due to subject movement. The proposed
algorithm and three humans segment the fingertips from such mean frame. The
NPR measure is used to compare the segmentations carried out by the proposed
algorithm and humans. Calculation of the NPR measure is computationally
expensive because it estimates the pairs of pixels correctly segmented, there-
fore, it evaluates all possible pairs, images are resized to 15%, 30%, 50% and
70%, leading to images of sizes 72 × 96, 144 × 192, 240 × 320 and 336 × 448,
respectively.

Table 2 shows an example of the resizing operation for one segmentation
mean frame. The pseudo-color image at the top is the mean image computed
with the first five frames in the image sequence. Then, both human and algorithm
fingertip segmentations are depicted for every used resize ratio. Visually, it can
be seen how similar are human and algorithm segmentations. Moreover, is clear
how fingertip segmentation is not compromised when the resizing is performed.
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Fig. 1. Experimental scheme to evaluate the proposed algorithm.

Table 2. Top: Original mean Frame. Bottom: Algorithm and human segmentations
resized.

Image
Size Human 1 Human 2 Human 3 Algorithm

15%

30%

50%

70%
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4 Results and Discussion

4.1 Distal Phalanges Segmentation

Figure 2(a) shows a thermal image, (b) their thresholding using the Expectation-
Maximization algorithm and (c) the segmentation of the distal phalanges
achieved with the method proposed in Sect. 3.1. Figure 2 shows that the algo-
rithm effectively segments the region including the nailfolds and in general, the
distal phalanges.

(a) Thermal example image.

(b) Thresholding of (a). (c) Segmentation of (b).

Fig. 2. In (a) a termographic image (pseudocolor) used in this work, and (b), the result
of segmenting the distal phalanges with the proposed method.

Frequently, the Otsu’s method is used as a strategy of global thresholding
for thermal images. This is a plausible strategy when thermal contrast in the
analyzed thermal images is not a problem. In this work, we found that Otsu’s
method was not a suitable thresholding method. As a possible cause of this
situation, we observed a diminished contrast along the edges between the hands
and the background of the considered images.

The surface where the hands rested during the acquisition was built on
acrylic. We found that such surface stored heat which was visible as false hot-
spots in the thermal images in presence of fingers movement. The expectation-
maximization algorithm showed a better performance than Otsu’s thresholding
method under these conditions.
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The segmentations made by human and the proposed method are similar, as
shown in Table 2. However, the overall quantitative performance of such segmen-
tations was measured with the NPR index. Results are summarized in Fig. 3. The
boxplots show how the image resizing needed to accelerate NPR time evalua-
tion, does not seriously affect the general results. Furthermore, NPR outstanding
results above 0.965 gives evidence of how similar is the segmentation achieved by
means of our proposed algorithm with the three ground truth, i.e. the human-
based segmentations.

Image resize factor
15% 30% 50% 70%
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Fig. 3. NPR values for used resize factors.

It is clear that the proposed segmentation is simple. This work is pertinent
because it presents a tool that could be used in the automatic analysis of the hand
thermoregulation. In addition to a proper setup for acquiring the thermal images,
a dedicated image processing technique is necessary for analyzing the thermal
recovery exactly at the fingertips. This is a transversal issue in applications where
the hand is analyzed, not only in the infrared spectrum [19].

Consider for example the thermal recovering profiles presented in Fig. 4. This
figure shows the mean temperatures calculated on eight image sequences, but in
two different regions-of-interest, the annular finger and its distal phalange.

The part 4(a) shows the mean temperature evolution of the annular fingers.
Part 4(b) shows the mean temperature evolution measured only at fingertips.
The solid lines in the figures show the mean temperature and the gray regions
it standard deviation. An clear result after comparing the recovering profiles is
that complete fingers exhibit higher temperature variations than the fingertips.

Both regions exhibit a similar characteristic curve with a minimum point
when the cold stimulation occurs and a progressive temperature rise starting
when this stimulation finishes. A less evident result is that temperatures at the
fingertips are comparatively higher than temperatures measured in the complete
fingers.

The utility of the differences found is that analysis can be focused on more
compact regions-of-interest which. Future research should analyze the impact of
these subtle temperature variations in characterizing the hand thermoregulation.
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(a) Recovering of the annular fingers.
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(b) Recovering of the distal phalanges.

Fig. 4. Mean thermal recovering profiles calculated in eight image sequences.

5 Conclusions

An algorithm for distal phalanges segmentation from thermographic images of
the hand was presented. Attained segmentation results are compared against
human-based segmentation through the normalized probabilistic rand index,
which uses human segmentations as ground truth and averages comparison
results. Achieved results over 0.965 demonstrate the effectiveness of the pro-
posed algorithm when segmenting fingertips.

As a future work, it will be necessary characterizing the thermal recovery
profiles. Considering the trajectories described by these profiles, the strategies
could be based on curve fitting schemes. Also, it will be necessary to explore
machine learning techniques for analyzing the extracted patterns against those
exhibited by pathological subjects.
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6. Ramı́rez, L., Jiménez, K., Correa, A., Giraldo, J., Fandiño Toro, H.: Protocolo de
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mano. Tecno Lógicas, vol. 27, pp. 119–138 (2011)



Data Mining Applications



Listen to This: Music Recommendation
Based on One-Class Support Vector

Machine
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Abstract. The streaming services are here to stay. In recent years we
have witnessed their consolidation and success, which is manifested in
their exponential growth, while the sale of songs/albums in physical
or digital format has declined. An important part of these services are
recommendation systems, which facilitate the exploration of content to
users. This article proposes a content-based approach, using the One-
Class Support Vector Machine classification algorithm as an anomaly
detector. The aim is to generate a playlist that adapts to the user’s
tastes, incorporating the novelties of new releases. The model is capable
of detecting elements that belong to the profile of the user’s tastes with
great accuracy, facilitating the implementation of an Android mobile
application that scans and detects changes in user preferences. This will
make it possible not only to manage the playlist that has been recom-
mended, but also periodically to incorporate new songs to the profile
from the list of new music.

Keywords: Recommender system · Collaborative filtering
Content-based · Streaming · Spotify · Data mining
One-Class Support Vector Machine

1 Introduction

We find ourselves in the “streaming era”, as it is known, due the consolidation
of this type of content-on-demand services from the year 2015 to the present.
The success of streaming content is undeniable. In 2016, despite the fall in the
sale of CDs and any songs in physical and digital format, the figures generated
by the direct listening of music are impressive.
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It is increasingly common to see people resorting to streaming services, such
as Spotify,1 Tidal2 and PandoraMusic3 for legal use of multimedia, unlike a few
years ago when there was a greater tendency to download illegal content through
torrents or link aggregators. The report written by the New York firm BuzzAngle
[7], reflects the behaviour of the American public in its musical consumption.
The figures indicate that in 2016, sales of albums in any format fell by 15.6%
(11.7% in physical format and 19.4% in digital support) and independent songs
by 24.8%, but consumption of general music grew by 4.9%. Streaming grew
82.6% and reached a record of 250 thousand million reproductions.

To facilitate this type of service, it is very common to use Recommendation
Systems (RS), which generate a profile of the users’ tastes and, based on that,
offer personalized content which may be of interest to each user, making it easier
to scan the content since exploring the entire catalogue in search of something
that we like would be totally unfeasible; such is the case, for example, of Spotify.
The implementation of these systems is crucial in streaming platforms and poses
a challenge when it comes to satisfying users. But the way in which users consume
multimedia content is also of great interest. The year 2016 was the year in which,
for the first time in history, the mobile phone surpassed the computer to access
the internet, and frequently people leave their computer aside, since they have
smartphones that can meet their daily needs on the network. In addition, Spain
is a leader in the consumption of devices such as tablets, eBooks or Smart TVs
in comparison to countries such as the United Kingdom, Germany, Argentina
and Brazil. Seventy-eight point seven percent of the entire population between
16 and 74 years of age connects regularly to the internet, with 67.5% (the highest
growth) doing so to consume movies, videos and music [2].

Taking into account the above, this work aims to create a music RS based on
content, which makes it possible to generate a list of songs that will suit the user’s
taste, employing a One-Class Support Vector Machine. This will facilitate the
implementation of an application for Android mobile devices to track and detect
changes in user preferences and benefit from the RS, making it possible not only
to create, delete, reproduce and export the playlist that has been recommended
to the user, but also to periodically incorporate new songs to the user profile
from the list of new features.

2 Recommender Systems

RSs are a set of powerful tools and techniques for analysing large amounts of
data, especially product and user information, to subsequently provide relevant
suggestions based on data mining approaches [9]. Examples of these systems are

1 spotify.com.
2 tidal.com.
3 play.google.com/store/apps/details?id=com.pandora.android&hl=es&rdid=

com.spandora.android.

http://www.spotify.com
http://www.tidal.com
http://www.play.google.com/store/apps/details?id=com.pandora.android&hl=es&rdid=com.pandora.android
http://www.play.google.com/store/apps/details?id=com.pandora.android&hl=es&rdid=com.pandora.android
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those that provide suggestions for books on Amazon4, movies on Netflix 5 music
on Spotify, and social networks such as Twitter6 in their section “to follow”.

The design of these systems depends on the domain and the characteristics
of the data that can be extracted from the available information. Spotify, for
example, takes into account the sequence of songs that users listen to or like in
their interaction with the system. To make the recommendation of a playlist in
your Spotify’s Discover Weekly, it fixes on a song that the user has heard, or on
others that users have added to a playlist in which the song was included. If they
match the musical vector of the user and if the user has never heard it, a playlist
of music that may be of their liking is generated. This is just one way to do
it, because RSs differ in how they analyse data sources and create relationships
between users and elements that can be used to identify taste patterns.

As indicated in [1], we can find RS with the closest neighbour approach,
among which is collaborative filtering [11] and its two types: user-based and
item-based. The advantage of these systems is that they are easy to implement
and very accurate. However, they have their limitations, such as the cold start
problem [6], which fails to recommend items to new users for which there is no
information available in the system. In addition, there are personalized RSs [8],
such as those based on content [5], context-based ones and, finally, those based on
models such as the Support Vector Machines (SVM), classification techniques,
K-Nearest Neighbours (KNN), factorization of matrices and RS hybrids. The
latter consist of combining several types of RS to build a more robust system.

2.1 Content-Based Filtering

This RS uses knowledge about the elements present in the system to show those
that are similar to those that the user has liked previously. Unlike the collabo-
rative approach, the properties of the items and user prereferences are used here
to generate the recommendation. The recommendation takes into account the
properties of the items and the user profiles. For example, if a user liked the song
Angie - The Rolling Stones, the system will learn their preferences and recom-
mend related songs, such as Paint it Black, which belong to the same group. In
the construction of a content-based RS, three main steps are included [9]:

1. A user profile is generated containing their preferences regarding the proper-
ties of the products.

2. Content information for products is generated.
3. The model to produce recommendations to the active user is generated and

predicts a list of items that the user may like.

These systems improve their behaviour regarding the cold start problem, as
they present the collaborative filtering when new users appear. They are also
often used in hybrid approaches [8] which seek to overcome the disadvantages

4 amazon.com.
5 netflix.com.
6 twitter.com.

http://www.amazon.com
http://www.netflix.com
http://www.twitter.com
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of some types of systems with the advantages of others and make the system
more robust. For example, if we combine an RS of collaborative filtering with
a content-based RS, we can eliminate the cold-start problem that collaborative
filtering systems suffer from and that content-based RSs can solve. The latter
use characteristics of resources to obtain recommendations. Most resources con-
tain in their description high-level information (title, categories, descriptions or
metadata) or low-level features (images, audio, ratings) that help solve the prob-
lem. This is their main advantage in the recommendations compared to the other
approaches, because they are much more difficult to implement.

2.2 Recommendation Systems Based on Models

So far we have talked about approaches that involve similarity calculations
between users or products to determine the affinity of the user with the prod-
uct. These types of approaches have their own limitations. Since in order to
make similarity calculations the information has to be loaded into memory, these
approaches are called memory-based models. They are quite slow in scenarios
that require a response in real time when the amount of data is very large.
Another problem is that when the similarity weights are calculated, they are not
learned automatically, giving rise to the cold start problem already mentioned.

To overcome the above limitations and improve the performance of the RSs,
more advanced techniques have been applied [9], such as probability models,
machine-learning models (supervised and non-supervised learning) and matrix
approaches, like factoring. In this type of system a model based on the learned
weights is generated automatically thanks to the available historical data [9].
The new product predictions will be made using the weights learned and then
the final results will be classified in a specific order before making the recommen-
dations. The simplest methods for classification are those based on the similarity
between resources depending on their characteristics. These approaches recom-
mend resource labels similar to those evaluated by using similarity coefficients,
such as the cosine coefficient, on the feature vectors. Within this classification
are the SVM [4], used in this work as part of the recommendation algorithm.

SVM is a supervised learning algorithm that can be used for both regression
and classification, although it is mainly applied as a classifier [10]. In this algo-
rithm, each data element is represented as a point in an n-dimensional space
(with n equal to the number of properties that the element has), the value of
each characteristic being the value of a particular coordinate. Then, the classifi-
cation is done by finding the best hyperplane that clearly differentiates the two
classes (Fig. 1).

The best hyperplane is the one that maximizes the margin between the two
classes, the one whose distance is greater with each class. The hyperplane is
learned by training the algorithm with information that uses procedures that
maximize that margin. In practice, the real data is chaotic and cannot be sep-
arated perfectly in a hyperplane. The restriction of maximizing the margin of
the line that separates the classes must be relaxed. This is usually called a soft
margin classifier. This change allows some points in the training data to cross the
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Fig. 1. The best hyperplane that clearly differentiates the two classes.

Fig. 2. Intelligent mapping using SVM.

line of separation. To solve it, an adjustment parameter called C is introduced,
which defines the number of violations.

The previous example (Fig. 1) is quite easy since they are clearly linearly
separable data. In practice, this is not always the case. To solve these cases, the
SVMs perform an intelligent mapping (Fig. 2) of the space in a higher dimension,
making classification easier.

In practice, SVMs are implemented using a kernel [3]. The smart mapping
performed by the SVM entails a high computational cost: many new dimensions
appear, which generate a greater calculation. Doing this for each vector in the
set can be quite expensive. To solve it, kernel functions are used that allow
operating in a space of implicit characteristics of high dimensionality without
ever calculating the coordinates of the data in that space, but simply compiling
the internal products among all the pairs of data in the space.

Usually when the problem is linearly separable, a linear kernel is used. For
non-linearly separable problems, the polynomial kernel or Radial Basis Function
(RBF) is used, the latter being the most popular.
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The RBF kernel of two samples x y x′, represented as feature vectors in some
input space, is defined in [3], as shown in Eq. (1):

KRBF = exp[−γ||x − x′||2] (1)

where γ is a parameter that establishes kernel propagation.

2.3 One-Class Support Vector Machines

Traditionally, machine learning classifiers seek to classify the elements into dif-
ferent classes, distinguishing them from each other. SVM, as a supervised learn-
ing method, requires examples of tag-two training as belonging to one of the
two classes. The problem arises in scenarios where a lot of information is avail-
able for one class, but in the other it is scarce or non-existent. In these cases, the
SVM can be used as anomaly or novelty detectors (Fig. 3), using them as classi-
fiers of a class [10]. Then the model is trained with data from a single class that
is what would be considered normal. Inferring the properties of normal cases,
and from these properties, it can be predicted that examples are different.

Fig. 3. One-Class SVM (it has been extracted from scikit-learn.org).

3 Case Study: Validation of the Proposal

In order to implement the RS, it is necessary to have information about songs
that can be used in a content-based RS. Spotify API 7 provides endpoints with
7 developer.spotify.com/web-api/.

http://www.scikit-learn.org
http://www.developer.spotify.com/web-api/
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which you can obtain 9 properties of each song, which are very useful for gener-
ating a user profile.

3.1 Data Set

The data to train the algorithm was obtained from Spotify’s API, which provides
a service of analysis of existing songs in the platform, offering values that are
quite interesting for content-based filtering. As shown in Fig. 4, each of these
properties is a different indicator, for example acousticness is an indicator of

Fig. 4. Track Features obtained from Spotify’s API.
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whether the song is acoustic (0 <= acousticness <= 1); valence, is an indicator
of positivism of the song, like acousticness, (0 <= valence <= 1). Songs with
high valence are more positive (cheerful, euphoric) while songs with low valence
are more negative (sad, depressing, angry). The rest of the properties can be con-
sulted in Spotify’s Web API. These properties are very useful for implementing
machine learning algorithms such as SVM. It is only necessary to label each song
with like or dislike for the training process. Songs that the user likes can be easily
obtained through their interplay with the system, either by using their playback
history or the songs they listen to most each day. The only disadvantage is that
it may find songs that the user does not like, since there is no reference in the
repository that provides this information. To solve this, it was decided to use
SVM as a classifier of only one class, as an anomaly detector.

3.2 Training

To train the algorithm, we take the top 100 of the songs most listened to by
each user on Spotify, since we can assume that these are the songs that he or
she likes the most. Then we created a user profile based on it and extracted the
track id of the songs with the information on their properties and put them in
a training matrix (Table 1). The rows of the matrix correspond to the songs and
the columns to the properties. Each row is labelled with a 1 (like), a column is
added indicating the class to which each song belongs, (class 1), since they are
the songs that we consider will adapt to the profile of the user’s tastes. Note
that we are working with a single-class SVM as an anomaly detector and, by
default, the algorithm takes the training data as belonging to the class that is
considered normal. If we were working with an SVM of binary classification, we
would have to label each row with its corresponding class.

Table 1. Training matrix.

Song Danceability Energy Key Loudness . . . Class

track1 0.735 0.538 5 −11840 . . . 1

track2 0.224 0.435 3 −9586 . . . 1

track3 0.115 0.458 6 635 . . . 1

. . . . . . . . . . . . . . . . . . . . .

As indicated above, the recommendation is carried out through an SVM of a
class as a detector of new features. As can be seen, there are certain properties
of the tracks whose values include ranges greater than those of the rest. To solve
this, the library has a parameter in the training function,normalize, to normal-
ize the values so that they all have the same rank. It also makes it possible to
configure other parameters, such as the number kFold for cross validation, ker-
nelType to choose the type of kernel to be used, gamma to choose one or several
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values required for the kernels (polynomials, sigmoids and RBF).nu, a parame-
ter whose function is similar to parameter C in standard SVMs and reduces to
indicate whether you want to use Principal Component Analysis (PCA) reduc-
tion to reduce the dimensions of the dataset. These parameters are added to the
training function in JSON8. The configuration parameters of the algorithm are
shown below:

{
"svmOptions":{

"svmType": "ONE_CLASS",
"kernelType": "RBF",
"gamma": [0.001,0.01,0.5],
"kFold": 4,
"nu": [0.01,0.125,0.5,1],
"reduce": true,
"normalize": true

}
}

With these datasets, the model is trained to recognize elements that belong to
the class that fits the user’s taste profile and excludes the rest of the songs that
are not to his or her liking. It thus obtains the songs whose properties are very
similar to those of the profile, with which the recommended list for the user is
obtained.

3.3 Classification

Once the training is finished, the model should be able to identify tracks that
do not belong to the normal class (anomaly), as well as obtain new songs to
recommend that are related to the profiles used. For this, we decided to extract
from Spotify the latest albums released and then 3 songs from each of them. As
in training, a list is created with the track id of each song and its characteristics
are obtained. Finally, a matrix similar to the training matrix is created (Table 1)
but without the class column. Each row of the matrix is passed through the
algorithm for its classification. For each of them, a prediction is generated: 1 if
it is the kind of song that the user likes or 0 otherwise.

Finally, the track id of the songs whose properties have been tagged with
a 1 are placed in a playlist and sent to the mobile application in JSON format,
where they will be formatted and adapted so that the user can interact with
them. Then, these new songs are sent to the application so they can be shown
to the user (Fig. 5). Once the user enters their credentials correctly, the main
menu will appear, where they can navigate in three directions:

– Player: Play music with the Spotify SDK.
8 json.org.

http://www.json.org
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– History: Access the most listened to songs.
– Playlists: Find the generated playlists.

With this last option the user can generate new playlists, based on the music
recommended for the user with the RS. In addition, the system will allow you to
consult the songs that comprise it, including extra information, and in general
manage all the playlists.

Fig. 5. Playlists recommended.

3.4 Experimental Results and Evaluation

To evaluate the system, tests were carried out with 11 different users who use
Spotify’s music transmission service with great frequency. Eleven episodes were
created over a period of 4 days, with which between 200 and 400 songs that
were adapted to the taste of each one could be obtained. The results of the
classification after the training with the indicated parameters were quite good.
An accuracy that oscillates between 0.86 and 0.92 was detected, which means
that the model is able to detect elements belonging to the user’s taste profile
with an accuracy of ≈89%

Regarding the feedback from the users, in most cases they really liked the
recommended music and only in a few cases did the recommended songs have
no relation with the songs associated with the profile, showing a quite normal
behaviour of the system.
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The system was implemented using a client-server architecture, the client
being a mobile application for Android devices. On the server is the RS, which
is responsible for executing the recommendation algorithm with the data sent
by the application. The recommendation process is carried out by means of a
request of the application through REpresentational State Transfer (REST)9

services, with which the server itself returns a list of songs that adapts to the
user profile.

The code was implemented in JavaScript language in a Nodejs10 environ-
ment with the help of the Expressjs and Node-svm modules. We also used Scikit-
Learn library11 for application of the machine learning algorithms. This library
makes it possible to use the SVM algorithm and its variants, such as the One-
Class SVM, providing functions to train the algorithm and perform the classifi-
cations once the model is created. The database system used was MongoDB12.

4 Conclusions

The objective of this work was to develop a music RS based on content by
using information easily collectable from music platforms. The results obtained
are satisfactory because the proposal shown makes it possible to generate a list
of songs that adapts to the user’s tastes, incorporating the novelties of new
launches. The system developed fulfils its purpose: with the use of SVM as
novelty detectors it is capable of detecting the songs that belong to a certain
profile with an accuracy of 89%, solving to a large extent the cold start problems.

As future lines of work, we intend to add a dimension of context to the
recommender according to the place of interest or topic, which could lead to
an improvement in the recommendations, since it would make it possible, for
example, to recommend energetic music when the user is doing sports and also
songs that reflect their mood in general. Social labelling that would help discover
music within a network of friends who may have the same taste profiles could
also be added.
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Abstract. This research explores the capacity of Information Fusion to extract
knowledge about associations among agricultural products, which allows pre-
diction for future consumption in local markets in the Andean region of
Ecuador. This commercial activity is performed using Alternative Marketing
Circuits (CIALCO), seeking to establish a direct relationship between producer
and consumer prices, and promote buying and selling among family groups. In
the results we see that, information fusion from heterogenous data sources that
are spatially located allows to establish best association rules among data
sources (several products on several local markets) to infer significant
improvement in time forecasting and spatial prediction accuracy for the future
sales of agricultural products.

Keywords: Data Fusion � Alternative circuits of commercialization
Associations mining � Predictive analysis

1 Introduction

In today’s digital world, information is the key factor to take decisions. Ubiquitous
electronic sources such as sensors and video provide a steady stream of data, while
text-based data from databases, Internet, email, chat and VOIP, and social media is
growing exponentially. The ability to make sense of data by fusing it into new
knowledge would provide clear advantages in making decisions. Therefore,
multi-source Data Fusion (DF) is a very important area of current research (Liggins
et al. 2008)

Fusion systems aim to integrate sensor data and information in databases, knowl-
edge bases, contextual information, user mission, etc. (Llinas et al. 2004), in order to
describe situations. In a sense, the goal of information fusion is to attain a global view
of the scenarios to take the best decision.

The ability to fuse digital data into useful information is hampered by the fact that
the inputs, whether device-derived or text-based, are generated in different formats,
some of them unstructured. Whether the information is unstructured by nature or the
fact that information exchange (metadata) standards are lacking (or not adhered to) all
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of this hinders automatic processing by computers. Furthermore, the data to be fused
may be inaccurate, incomplete, ambiguous, or contradictory; it may be false or cor-
rupted by hostile measures. Moreover, much information may be hard to formalize, i.e.,
imaging information. Consequently, information exchange is often overly complex. In
many instances, there is a lack of communication between the various information
sources, simply because there is no mechanism to support this exchange (Hall et al.
2017).

The key aspect in modern DF applications is the appropriate integration of all types
of information or knowledge: observational data, knowledge models (a priori or
inductively learned), and contextual information. Each of these categories has a dis-
tinctive nature and potential support to the result of the fusion process.

• Observational Data: Observational data are the fundamental data about the dynamic
scenario, as collected from some observational capability (sensors of any type).
These data are about the observable entities in the world that are of interest.

• Contextual Information: Context and the elements of what could be called Con-
textual Information (Snidaro et al. 2014) could be defined as “the set of circum-
stances surrounding a task that are potentially of relevance to its completion.”
Because of its task-relevance; fusion or estimating/inferring task implies the
development of a best-possible estimate taking into account this lateral knowledge
(Gómez-Romero et al. 2015). We can see the context as background, i.e., not the
specific entity, event, or behavior of prime interest but that information which is
influential to the formation of a best estimate of these items.

• Learned Knowledge: In those cases where a priori knowledge for DF process
development cannot be formed, one possibility is to try and excise the knowledge
through online machine learning processes operating on the observational and other
data. These are procedural and algorithmic methods for discovering relationships
among and behaviors of entities of interest (Gómez-Romero et al. 2011). There is a
trade-off involved in trying to develop fully-automated algorithmic DF processes
for complex problems where the insertion of human intelligence at some point in
the process may be a much more judicious choice.

This research is aimed at finding patterns in the behavior of consumption of
agricultural products, using Information Fusion of spatially distributed information of
several products and learned knowledge about relationships among these products to
predict future situations. In this work, we apply Artificial Intelligence techniques over
the market fused data, to extract association rules for improving the prediction on the
behavior of consumption of agricultural products to establish better policies to
potentiate local operations.

The final objective is increasing the incomes of small farmers in the Andean region
of Ecuador, preventing their migration to large population centers. The CIALCO
acronym comes from using the first two letters of the words Alternative Circuit mar-
keting (in Spanish ‘Circuito Alternativo de Comercialización’). There are several types
of circuits, this study is limited to information of groups involved in circuits of fair
type, defined as specific places where agricultural producers meet periodically to
conduct its business (Padilla and García 2016).
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The analysis is based on information from 2014, provided by the General Coor-
dination Network Marketing Ministry of Agriculture, and Livestock of Ecuador. It
contains the weekly performance of sales of agricultural products made by small
farmers located in Ecuador’s central highlands specifically the provinces of Tungu-
rahua and Chimborazo. The country Ecuador is crossed by the Equatorial line, i.e., its
territory is located both north and south from latitude zero. The provinces of Tungu-
rahua and Chimborazo are in the south and central region, and the information has been
collected on the sale of agricultural products in these alternative marketing circuits,
which seek to establish a direct relationship between producers and consumers.

The available data contains information about the number and volume of sales of
products such as vegetables, legumes, meat, dairy, fruits, tubers and processed prod-
ucts, finding an average of 1,200 items per month divided on a weekly basis.

The document is organized as follows, in the second part there is an exhibition of
different works that coincide with the research line proposed here, in the third section
the methodology used is detailed, processes carried out to merge the information and
obtain a group of products using the Apriori algorithm for association rules, in the
fourth part the activities are detailed to find the future estimates for the tomato product
and the prediction of the set of association products, to finalize it presents, as a result,
an improvement significant with the sales estimate using the associated products.

2 Association Rules and Prediction

2.1 Association Rules

An data mining it is very important to look for causal relations between variables to
predict changes in some variables based on knowledge of other ones. An association
rule of the form fAg ) fBg can be interpreted as: “if A appears then B also will
appear”, and aims to identify relationships not explicit between categorical attributes.
Among the existing algorithms for association rule discovery, Apriori algorithm
(Zulfikar et al. 2016) is the most representative technique for this task., it searches for
trends based on the performance parameters mentioned above, based on prior
knowledge or “a priori” frequent sets. It is summarized below:
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There are extensions of Apriori algorithm considering sequences of objects ordered
in time as items, being the searched result the associations in form of sequences of
items. Some cases derived from Apriori are GSP for spatio-time associations (Patil
et al. 2016; Chang et al. 2005) algorithms. As a different alternative, the paradigm of
“temporal” association rules (rules applicable within temporal frames), also based on
Apriori schema, consider temporal support (Schlüter and Conrad 2011), or even
meta-rules describing how relationships vary in time (Spiliopoulou and Roddick 2000).
A series of studies conducted in various fields of science try to use the rules of
association as a criterion to establish future estimates, so we can see some jobs such as
(Asadifar and Kahani 2017) analyse the stock of a supermarket, or in (Mane and
Ghorpade 2016) predict admission decisions by students. Finally, works like (Kumar
et al. 2016) have explored relationships between association rules and a fuzzy
classification.

2.2 Time Series

As complementary to temporal data association, time series analysis builds hypotheses
about cause-effect relationships that can be expressed in terms of forecasting. In simple
statistical methods, the hypothesis that X causes Y implies a correlation between X and
Y, which in turn implies that Y can be predicted from X. More generally, the
hypothesis on the effect of X on Y is tested to see if the scores on Y can be predicted
more accurately from a model that includes X that of a model that excludes X. There is
abundant bibliography in time-series regression, both with classical models and
application of advanced machine learning techniques (neural networks, support vector
regression, etc.) (Theophano Mitsa 2010).

2.3 Spatial Estimation Algorithms

The use of spatial data analysis and regression is very usual with geo-located data in
multiple domains. In (Won and Ray 2004) an explanation of the mathematical
development of kriging and cokriging based on substitution models within the
framework of optimization is made (Chen et al. 2016), they basically propose to
improve the construction of the variogram using information of magnitude and
direction applied to data of the National Network of the Geomagnetic Observatories of
China. As mentioned in (Celemín 2009), “in the geographical space everything is
related to everything, but the closest spaces are more related to each other”.

The theoretical approaches made in these articles in the part of the variogram and
cokriging have been considered for the development of this research

This work uses different geo-located data sources as basis for information fusion
applying the spatial prediction paradigm, but also searches for the group of products
that have the highest ratio of marketing associativity (output of Apriori association
rules), determined the one with the highest consumption, for the improvement in
estimation processes of future commercial behaviour using the association set.

482 W. R. Padilla et al.



3 Information Fusion for Knowledge Extraction

The global market is composed by several local markets geographically dispersed.
Each local market can measure the information of sales for each product in the market.
Then, each market is a knowledge source generating:

1. Information related to local market: position, number of products, number of sellers,
quantity of population that use the local market, etc…

2. For each product, information related with the level of sales for this product.

The system to be developed use the fusion of this information send for each market
to extract high-level knowledge to be applied for prediction of future sales. Figure 1
sketches the global process for improving predictions. First, system integrates the
information from every knowledge source to generate a global information with all
available sources. Using this information, system searches for the best association rules
to be used later to improve predictions of sales (learned model). The result of first task
is the integration of local information to obtain a global view of the sales in the region,
the second task is extract knowledge from this information about relevant relationships
among products, and the third step uses this knowledge to improve the prediction
output. In summary, the global fusion process system needs time, at the beginning, to
gather some representative information to be interpreted by the machine learning
procedure, and then the developed model is applied to generate improved predictions as
result of fusion of all observations and learned knowledge.

The complete process is divided in three main steps:

3.1 Methodology

1. Integration of different sources of local data (Obtain the global information)
1:1 Receive the data from local market

1:1:1 Delete records without information
1:1:2 Standardize value of similar records
1:1:3. Establish units of measurement valid
1:1:4. Generate the set of products for the study

1:2. Generate the final record (database) from local information ready for pattern
search

MULTIPLE DATA 
SOURCES 

Data 
 Integration 

Mine the best 
association rules 

Exploit learned 
rules in 

estimation 
algorithms 

IMPROVED 
PREDICTIONS 

Data Fusion Process

Fig. 1. Global process description
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2. Obtain the best rules of Association
2:1. Discredit the archive of products sold
2:2. Apply Apriori algorithm to obtain the best rules of Association
2:3. Establish the set of associated products

3. Information fusion using prediction for future sales
3:1. Make predictions using temporal series of past sales of one product in one local

market using temporal series forecast
3:2 Make predictions using information of sales of one product in every local

market using spatial estimation
3:3. Compare error metrics of single-product prediction vs. the predictions using

learning knowledge

3.2 Receiving Data from Local Markets

This process begins by validating the data originally provided, deletes non-significant
information, and standardizes product names and units of measure.

The information provided includes data collected weekly in fairs of CIALCO type,
in the provinces of Napo, Chimborazo and Tungurahua belonging to the central area of
the Andes in Ecuador.

The record contains the products that are part of the marketing, the value of sales,
date and fair to which the transaction belongs. The data sheet contains all the recorded
transactions, organized in packages named “canastas” (baskets), each one representing
a sale of certain products, containing the products present in each purchase, and
implicitly also contains the spatial geo-localization of the operation (the location of fair)
and the time stamp (date) of operation.

If an agricultural product is part of the purchase transaction, an ‘s’ is assigned,
otherwise ‘no’ for all months of 2014 as can be seen in Fig. 2.

Fig. 2. Transactions with products contained in each sale (“canasta”)
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The initial information has been subject to a data cleansing process in which
homogenization is done, mainly in the names of products, values for unit sales and
elimination of products that do not have relevant information for this study.

To find association rules information must be quantized, so we can identify whether
an agricultural product is part of the procurement process. To optimize the process of
searching for the best association rules, the ‘no’ symbol has been replaced by ‘?’
symbol in the first place. The reason for this operation was to focus the search only in
“positive” rules, those relating the presence of products and avoid the search of those
rules relating absence of products. The main reason for this decision was that trans-
actions in the dataset select sparse products in the table, so most of values would be
negative.

3.3 Search for Best Association Rules

The data file contained 549 pre-processed transactions containing subsets of the 31
elements acquired. In the search for association rules, the first condition was that the
value of support is higher or equal to 0.4, implying the number of times that appears in
the database must be greater than 220 to ensures this constraint.

Among the elements that make up the subset of data L1 and L2, we obtain the
subset of data that satisfy the minimum confidence value equal to 0.8, as can be verified
in Fig. 3. For example, the white onion appears 338 times in L1, while the intersection
between white onion and kidney tomato appears in L2 293 times, whose confidence for
this example is 293/338 = 0.86. As a result, it is obtained that the kidney tomato is
found in the five resulting association rules on the consequent side.

4 Improving Predictions as Result of Information Fusion

The data used correspond to the commercialization of the input variable (kidney
tomato) in the month of July 2014, corresponding to the fairs located in provinces of
Tungurahua and Chimborazo, as shown in Fig. 4.

Fig. 3. Best association rules
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In the first place, the available data from different located sources (data registered in
fairs) were fused to build the interpolation model. Based on the ordinary kriging
method, considered the best unbiased linear estimator type, the results shown in Fig. 5
can be appreciated. The values found in the interpolation vary especially in two foci on
which the predictions were generated. The values closest to the points of information
are more influenced than those located further.

As a second step, to carry out a prediction with multiple variables, the spatial
prediction model was extended as result of interrelation with the products found from
the association rules.

The associated products with the highest incidence in the process were identified,
the five products resulting from A priori algorithm are {tomato, brocoli, white onion,
tree tomato, carrot}. Then, we proceed to estimate the spatial distribution of this
variable considering the associated products, as shown in Fig. 6.

Fig. 4. Location of Fairs and Prediction Mesh

Fig. 5. Spatial estimation using (single) tomato variable kriging
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To perform the validation of the prediction data, the procedure known as
“leave-one-out” cross-validation (LOOCV) was applied. As can be seen in Fig. 7, the
average of the residuals has a value of 0.7.

Figure 8 shows the result of subtracting the residual values between the prediction
of the tomato variable and the residual values of the multivariate prediction.

The values of the multivariate prediction are lower in eight locations, with positive
values of the differences, and negatives in the remaining six locations.

In summary, the method has two stages. The first one established a consumption
prediction using geostatistical techniques such as the variogram to find a continuous
function to interpolate the estimated values of product sales in points with no available
observations. Based on the functions of kriging, the sales values of products are
established according to their spatial location and the influence of their close neigh-
bours. To finalize this phase, a cross validation is carried out using the Leave-one-out
cross-validation evaluation, which allows verifying the error of estimated future values.

Fig. 6. Multivariable prediction

Fig. 7. Cross validation for tomato sales prediction
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In the second stage, the Apriori algorithm was used to search the products that have the
greatest associativity with the selected variable: tomato, broccoli, tree tomato, white
onion and carrot. Based on this multivariable set, the prediction values are calculated
using the same procedure described in the first stage.

5 Conclusions

This work has proposed a methodology to improve accuracy of predictions in time and
space based on association rules, applied to the domain of agricultural local markets.
The research has been carried out on marketing data of agricultural products in the
central zone of the Ecuadorian Andes. Different data mining techniques have been
applied with the objective of establishing scenarios that facilitate the generation of
policies to improve the income of the farmer families.

Acknowledgements. This work was supported in part by Project MINECO TEC2017-88048-
C2-2-R and by Commercial Coordination Network, Ministry of Agriculture, Livestock, Aqua-
culture and Fisheries Ecuador.
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Abstract. A chord progression is an essential building block in music.
In the field of music theory is usually assumed that these progressions
influence the mood, emotion, genre or other critical aspects of the songs,
and also in the perception that they will cause on the listener. Therefore,
it is natural to think that musical and audio features of a track should be
related to its chord progressions. Choosing carefully these progressions
when it comes the time of creating a new song, is a fundamental aspect
depending on the feelings we want to evoke on the listener. Also, two
songs can be considered alike or classified into the same emotions or
genres if they use the same chord progressions. Many music classification
studies are presented nowadays, but none of them take into account chord
progressions, probably due to the lack of this kind of data. In this paper,
classification algorithms are used to illustrate the influence of the songs’
features when it comes to pick up chord progressions to create a new
song.

Keywords: Music information retrieval · Chord progressions
Data mining · Machine learning · Classification

1 Introduction

It is generally accepted that music makes us feel a wide range of emotions. The
mechanisms through which music evokes feelings and impacts in our brain is a
vast field of research with a lot of unanswered questions.

On many occasions, the songs can be stirring even though they do not have
any lyrics, and this is why music is considered an international language. In these
cases, the songs’ emotions are purely related to their structure [1]. Structural
features of a song include rhythm, musical nuances, melody and the chords over
which these melodies are settled. The same song can convey entirely different
emotions after changing its chord progressions. Thus, listeners’ feelings after
hearing the modified song could be completely opposite. Those changes might
also modify other aspects of the song such as its energy or popularity.

In the field of music regarding chord progressions, previous work has only
focused on the analysis of music scores (most of the time using a MIDI file) in
order to automatize the process of generating new music. Some of the previous
c© Springer International Publishing AG, part of Springer Nature 2018
F. J. de Cos Juez et al. (Eds.): HAIS 2018, LNAI 10870, pp. 490–501, 2018.
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research in this discipline is based on the identification of the chords and the
progressions themselves [2]. Others, center their efforts in using machine learning
techniques to generate music chords progression, based on songs that are used to
build the model and taking into account only their musical score [3–5]. Related
work in this field of study combines musical features with the song lyrics [6]
to classify the songs or use specific musical features to divide the songs into
emotions [7].

However, there has been little discussion on how the audio features and the
impact of the song on the listener are correlated with the chord progressions
found in the song. One question that needs to be asked is how the chosen pro-
gressions for the composition of each song influence some musical aspects not
directly related to the music score, such as the energy that the songs transmit
or their future popularity.

This paper proposes a methodology to find the audio features of a track
affecting their chord progressions. These audio features can be described as the
musical features of the song in addition to some other attributes about its impact
on the listener.

This paper is divided into five sections. Section 2 describes the dataset,
explaining its creation and describing its features in detail. Section 3 gives an
overview of the methods used to build the models. In Sect. 4 the results of the
machine learning process are analyzed. Finally, the last section discusses the
evaluation and possible application of the classification process and future work
is proposed.

2 Datasets Creation

One of the most complex tasks in this work is getting the data set. For this
purpose, data from Hook Theory [8] and Spotify [9] websites are considered. The
information about a song provided by these two different sources is supposed
to be related one to each other. Thus, the two datasets obtained are joined
in order to perform a better prediction. Then, this section first details how to
obtain information from Hook Theory and Spotify websites and how to put them
together.

2.1 Hook Theory

Hook Theory [8] is a popular website in the music field that allows their users
to analyze songs regarding chord progressions and share their analysis. It is
designed to be used by people who are learning how to compose new music,
integrating an interactive interface for people who do not know anything about
music theory. For this purpose, this website includes a section showing the most
popular chord progressions in music of all styles, ages and genres. Those “most
popular progressions” are grouped into categories, to make easier the learning
process for the amateur composers.
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Using the API [10] of the website we have gathered all the songs that contain
a specific song progression. The chord progressions categories that have been
used for this work are shown in Table 1. The second column describes the name
used on the website to identify each progression and the first one indicates the
group where the progression is wrapped, regarding how challenging is to use it
when composing a song. The third column represents the chord progression itself
and the fourth column shows the name that has been given to each progression
in this project, and therefore the one which is used to identify the variable
representing the progression in the final dataset.

The third column represents the chord progression as the succession of musi-
cal chords expressed by Roman numerals, as is common in Classical music the-
ory. Following the standard, the capital letters are used to express whether the
chord is major or minor. The progressions with lower difficulty are built with
chords corresponding to basic degrees in the scale (I, V , iii...). Whilst difficulty
increases, the chords evolve to more complex constructions, and therefore the
appearance of indexes becomes popular to indicate the inversion of the chord.

Table 1. Attributes obtained from the Hook Theory API

Difficulty Name Chord progression Dataset variable

Beginner Most popular progression I − V − vi − IV most.popular

Pachelbel’s progression I − V − vi − iii pachelbel

Effective in all genres vi − V − IV − V effective.all.genres

Those magic changes I − vi − IV − V magic.changes

Gaining popularity I − IV − vi − V gaining.popularity

Timeless I − V − IV − V timeless

Intermediate I The cadential 6
4 I64 − V cadential64

Stepwise bass down I − V 6 − vi stepwise.bass.down

Stepwise bass up I − ii7 − I6 stepwise.bass.up

The newcomer I − iii64 − vi newcomer

I6 as a precadence IV − I6 − V I.as.precadence

Simple yet powerful IV − I6 − ii simple.yet.powerful

Intermediate II Chord pleased the Lord V − V 6/vi − vi chord.pleased.Lord

Expanding with V/vi I − V/vi expanding.V.vi

vi42 as a passing chord vi − vi42 − IV vi42.passing.chord

Secondary dominant V 7/IV − IV secondary.dominant

Applied vii◦ vii◦/vi − vi applied.vii

Advanced Cadencing in style IV − iv − I candencing.in.style

A mixolydian cadence �V II − IV − I mixolydian.cadence

Using � VI to set up a V �V I − V bVI.to.V

Cadencing via � VII �V II − I cadencing.bVII

Once all the songs have been collected, the dataset is build using a row
to represent each song. Songs are identified by two columns, which are title
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and artist, and the dataset contains 21 more columns, each one associated to
a different chord progression. If the song of the row i contains the progression
j, the cellij has the value 1, otherwise its value will be 0. The final dataset
extracted from Hook Theory website [8] contains 1990 songs characterized by 23
attributes.

2.2 Spotify

The Spotify API fetches data [9] of all the available songs in the Spotify music
catalog. To construct the second dataset based on Spotify, the songs contained
in HookTheory dataset are considered. For each song in the hooktheory dataset,
a search with the Spotify API is made using the primary key of the songs (artist
and title). If the track is found, their features are extracted and the song is added
to this new dataset. Among all the data available in the Spotify API, only the
attributes that have been considered useful for this research will be included.
Some of these features are strictly pulled out of the song’s musical attributes
like tempo or key, but others are calculated from its audio features like valence,
or based on their reproductions on Spotify like popularity. These features are
used as predictors of the final dataset. A thorough description of the attributes
can be found in Table 2.

2.3 Features and Class of the Final Dataset

Using the data obtained from both Spotify and Hook Theory websites, different
features characterizing 1990 songs have been collected. Features extracted from
Spotify (see 2) represent the attributes associated with each song, while features
obtained from Hook Theory website represent the class to learn. Thus, Features
extracted from Spotify will be used to predict each chord progression as a binary
problem (whether the song contains a chord progression or not).

Note that 21 different datasets will be created, each one linked with a different
chord prediction Table 1. To sum up, 21 binary classification problems will be
solved, taking into account the Spotify features as predictor variables. All the
problems are independent one to each other, but they have the same structure.
For each problem, a different binary class variable will be considered. The aim
of each problem is to classify the songs into two possible categories, 0 or 1. The
value will be 1 if the song uses the chord considered as the class variable for that
concrete problem and 0 otherwise.

3 Learning Procedure

3.1 Methods

The classification will be made using R, and more precisely the caret [11] pack-
age. Six different algorithms will be used to build the models. This will allow us
to make a comparison about the performance and the final results:
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Table 2. Features fetched from the Spotify API

Feature Type Description

Artist chr Used as id of the song together with title

Title chr Used as id of the song together with artist

Popularity int The value will be between 0 and 100 expressing the popularity
of the track, with 100 being the most popular. Songs that are
being played a lot now will have a higher popularity than songs
that were played a lot in the past

Explicit Factor Two possible levels: TRUE/FALSE. Whether or not the track
has explicit lyrics

Danceability num Value between 0.0 and 1.0 describing how suitable a track is for
dancing based on a combination of musical elements (tempo,
rhythm stability, beat strength, overall regularity). A value of
0.0 is least danceable and 1.0 is most danceable

Energy num Value between 0.0 to 1.0 that represents a perceptual measure of
intensity and activity. Perceptual features contributing to this
attribute include dynamic range, perceived loudness, timbre,
onset rate, and general entropy

Key Factor 12 possible levels. The key track is in. Integers map to pitches
using standard Pitch Class notation

Loudness num The overall loudness of a track in decibels (dB). Loudness values
are averaged across the entire track. Values typical range
between −60 and 0 db

Speechiness num Value between 0.0 to 1.0. Detects the presence of spoken words
in a track. The more exclusively speech-like the recording the
closer to 1.0 the attribute value

Acousticness num A confidence measure from 0.0 to 1.0 of whether the track is
acoustic. 1.0 represents high confidence the track is acoustic

Instrumentalness num Value between 0.0 and 1.0. The closer the instrumental ness
value is to 1.0, the greater likelihood that the track contains no
vocal content. Vocals like “Ooh” and “aah” are treated as
instrumental in this context

Valence num A measure from 0.0 to 1.0 describing the musical positiveness
conveyed by a track. Tracks with high valence sound more
positive while tracks with low valence sound more negative

Tempo num The overall estimated tempo of a track in beats per minute
(BPM). In musical terminology, tempo is the speed or pace of a
given piece and derives directly from the average beat duration

duration ms int The duration of the track in milliseconds

time signature int An estimated overall time signature of a track. The time
signature (meter) is a notational convention to specify how
many beats are in each bar (or measure)

Mode Factor Mode indicate the modality (major or minor) of a track, the
type of scale from which its melodic content is derived. Major is
represented by 1 and minor is 0
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– rpart: PART tree
– glm: Generalized Linear Model
– nb: Naive Bayes
– svmLinear: Support Vector Machines with Linear Kernel
– svmRadial: Support Vector Machines with Radial Basis Function Kernel
– ranger: Random Forest

The performance and utility of the above-detailed Machine Learning methods
in different domains [12–16] allows us to use them for predicting chord progres-
sions. Different methods have been selected to cover different learning paradigms.

Method glm [17] fits generalized linear models, specified by giving a symbolic
description of the linear predictor and a description of the error distribution. It
is suitable for binary classification problems.

Tree modeling is performed through rpart [18] and ranger [19] (upgrade
of the classical randomForest). rpart carries out a CART (Classification and
regression trees) modeling. First of all, it grows the (classification in this case)
tree until one of the possible stop conditions are reached: the number of obser-
vations in a node is under a threshold, the minimum cost complexity factor
cannot be reached when attempting to do a split or the tree has reached the
maximum depth allowed. Once the tree has been grown, the method examines
the results and if over fitting is detected, the tree is pruned to find an optimal
point between over fitting and under fitting. These methods split the data based
on how the creation of sub-nodes increases the homogeneity of those resultant
sub-nodes. Random forests technique is based on trees too but it improves pre-
dictive accuracy by generating not one but a large number of bootstrapped trees
using random samples of variables for each iteration, classifying a case using
each tree in this newest created forest, and deciding the final predicted outcome
by combining the results across all of the trees.

Naive Bayes is based on the Bayes Theorem and although all the predictors
are assumed to be independent within each class label, it gives excellent results
for many real problems. The predictor variables are handled by assuming that
they follow a Gaussian distribution, given the class label. The outcome variable
is predicted using the probabilities of each attribute when nb [20] is applied.
Support Vector Machines [21] performs classification looking for the hyperplane
that maximizes the margin between the classes? closest points. When a linear
separator cannot be found, data points are projected into a higher dimensional
space where the data become linearly separable. This projection is made by
kernel techniques. Two different methods with linear svmLinear and non-linear
svmRadial kernel have been chosen

The above introduced methods have been applied considering the following
settings:

– Method configuration: Default parameter settings provided by caret package
in order to perform a first approach of how the datasets behave with each
algorithm.

– Validation: Stratified split into training (80%) and test (20%). The training
set will be used to build the model and the test set to evaluate it.
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– Training: 10 fold cross validation with 3 repetitions has been used for training
the models. In this 10 fold cross validation, all the samples in the dataset were
grouped in 10 different sets, using one of them for testing while keeping the
remaining for training. This process is repeated three times.

Note that most of the datasets are imbalanced (30%(1)/70%(0)). Thus, differ-
ent sampling strategies are tested and the resulting datasets represent the input
to each one of the learning methods. For each of the six algorithms, four different
models have been built according to a different sampling strategy (over, down,
ROSE and SMOTE [11]). For each algorithm, the model yielding the best results on
the test set will be selected as the best model. The evaluation of this previously
unseen instances of the test set let us compare the real performance of the final
models. Algorithm 1 shows the whole procedure.

algorithms = {glm, rpart, randomForest, nb, svmLinear, svmRadial};
foreach dataset do

foreach alg in algorithms do

; /* train the models */
modOver = train(alg, data = train, sampling = over);
modDown = train(alg, data = train, sampling = down);
modROSE = train(alg, data = train, sampling = ROSE);
modSMOTE = train(alg, data = train, sampling = SMOTE);

; /* predict the class: test set */
predOver = predict(modOver, data = test);
predDown = predict(modDown, data = test);
predROSE = predict(modROSE, data = test);
predSMOTE = predict(modSMOTE, data = test);

; /* evaluate the models */
resOver = logLoss(confMatrix(test$class, predOver));
resDown = logLoss(confMatrix(test$class, predDown));
resROSE = logLoss(confMatrix(test$class, predROSE));
resSMOTE = logLoss(confMatrix(test$class, predSMOTE));

best = maxMicroF1(resOver, resDown, resROSE, resSMOTE);
end

end
Algorithm 1. Build and select the best model for each dataset

3.2 Metrics

As explained before, some of the datasets’ class are imbalanced. In addition to
Accuracy (A), the micro averaged version of the well known metrics Precision
(P), Recall (R) and F1 [11] is selected together with logLoss [22]. Considering
that TP is the number of examples correctly classified as the positive class, TN
is the number of examples correctly classified as the negative class, FP is the
number of examples wrongly classified as the positive class and FN the number
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of examples wrongly classified as the negative class, A, P, R and F1 are defined
as follows.

A =
TP + TN

TP + TN + FP + FN
P =

TP

TP + FP

R =
TP

TP + FN
F1 = 2 × P ×R

P + R

LogLoss quantifies the accuracy of a classifier by penalizing wrong classifica-
tions. Minimizing the Log Loss is equivalent to maximizing the accuracy of the
classifier, but there is a subtle difference. In order to calculate the Log Loss, the
classifier must assign a probability (pi) to each class rather than simply yielding
the most likely class. It is defined below.

LogLoss = − 1
N

N∑

i=1

[yilogpi + (1 − yi)log(1 − pi)]

Table 3. F1 for each model on test set

Progression rpart glm nb svmL svmR rf

effective.all.genres 0.74825 0.69578 0.73521 0.69849 0.74934 0.79193

gaining.popularity 0.84074 0.72467 0.83956 0.75179 0.82217 0.80793

magic.changes 0.86839 0.76379 0.29982 0.72214 0.82843 0.86310

most.popular 0.67680 0.65479 0.65490 0.67097 0.69075 0.68522

pachelbel 0.74137 0.86923 0.83064 0.87494 0.90270 0.75444

timeless 0.73474 0.75117 0.41014 0.68525 0.82318 0.56898

cadential64 0.83682 0.81701 0.62892 0.82006 0.88455 0.89908

I.as.precadence 0.95234 0.79190 0.83517 0.75889 0.81397 0.76771

newcomer 0.77865 0.81385 0.68669 0.82314 0.74944 0.91111

simple.yet.powerful 0.94063 0.76104 0.51293 0.80395 0.91206 0.92766

stepwise.bass.down 0.71599 0.69285 0.76457 0.70821 0.72704 0.78109

stepwise.bass.up 0.48695 0.84957 0.63792 0.89845 0.92008 0.82191

applied.vii 0.82918 0.80775 0.81376 0.83822 0.88389 0.74348

chord.pleased.Lord 0.88399 0.85250 0.41050 0.82230 0.78972 0.63735

expanding.V.vi 0.81187 0.70590 0.84821 0.72716 0.81105 0.80814

secondary.dominant 0.90437 0.88067 0.85573 0.88628 0.94234 0.91330

vi42.passing.chord 0.89668 0.82953 0.86953 0.83557 0.91233 0.82343

bVI.to.V 0.84705 0.85576 0.81376 0.83221 0.90814 0.66306

cadencing.bVII 0.80866 0.73626 0.83309 0.75970 0.82873 0.82798

candencing.in.style 0.84614 0.78441 0.93802 0.82860 0.88073 0.93221

mixolydian.cadence 0.90957 0.79328 0.49135 0.76125 0.84047 0.90957
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4 Results

In this section, the aforementioned experiments are analyzed. Table 3 shows the
F1 obtained for each binary problem and each different machine learning method.
Table 4 contains the LogLoss value for the experiments whose F1 is shown in
Table 3.

Table 4. LogLoss of each model on the test set

Progression rpart glm nb svmL svmR rF

effective.all.genres 2.29080 0.61709 1.06604 0.64638 0.54090 0.50819

gaining.popularity 2.29586 0.59268 0.68104 0.55032 0.56741 0.53052

magic.changes 0.45711 0.88835 5.69869 0.58640 0.45529 0.41536

most.popular 0.63065 0.61723 0.92931 0.61045 0.61680 0.59226

pachelbel 0.73712 0.57187 2.20434 0.49506 0.42239 0.66887

timeless 1.95744 0.85849 4.27938 0.64156 0.45389 0.74188

cadential64 0.55121 0.66113 3.76041 0.51237 0.36370 0.39110

I.as.precadence 0.76120 0.63053 1.47563 0.56608 0.61571 0.62741

newcomer 0.67570 1.00073 2.20718 0.49264 0.80781 0.39696

simple.yet.powerful 1.38791 0.73773 2.11598 0.60028 0.32238 0.39084

stepwise.bass.down 2.03425 0.64715 0.96973 0.64085 0.61982 0.60725

stepwise.bass.up 1.14947 0.50541 1.76185 0.51010 0.34447 0.60753

applied.vii 0.69399 0.61890 1.22321 0.58839 0.40091 0.66001

chord.pleased.Lord 0.39493 2.57653 10.74308 0.46906 0.85578 1.33383

expanding.V.vi 0.55673 0.66775 0.47183 0.65301 0.49104 0.59195

secondary.dominant 0.36368 0.39952 0.77317 0.35223 0.17554 0.26221

vi42.passing.chord 0.66081 0.62432 0.88796 0.50365 0.34007 0.58048

bVI.to.V 1.78251 0.51041 3.98525 0.47484 0.32722 0.72091

cadencing.bVII 0.78476 0.60006 0.72928 0.56762 0.49911 0.45051

candencing.in.style 0.58210 0.61831 0.53075 0.44616 0.38625 0.38411

mixolydian.cadence 1.59762 0.63714 3.21393 0.53388 0.52423 0.40109

Note that F1 is often high. However, the highest F1 is obtained with the com-
bination of SMOTE resampling method and svmRadial. In particular, the results
with highest F1 and lowest logLoss are obtained when model is trained with
svmRadial, being this the best for the 38% of the progressions, followed by the
method ranger, which achieves the best results for the 33% of the progressions.
We recommend the use of svmRadial because it has lower computational cost,
and therefore it is quicker building the model. Table 5 shows the most important
variables used for building the models. It should be noticed how the valence
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Table 5. Most important variables of each model

Progression First Second Third Fourth

effective.all.genres duration ms acousticness energy instrumentalness

gaining.popularity duration ms loudness valence speechiness

magic.changes tempo acousticness danceability valence

most.popular loudness duration ms valence popularity

pachelbel key8 valence mode1 instrumentalness

timeless mode1 valence acousticness key1

cadential64 acousticness speechiness valence duration ms

I.as.precadence valence acousticness danceability duration ms

newcomer acousticness mode1 valence danceability

simple.yet.powerful valence danceability popularity instrumentalness

stepwise.bass.down valence popularity acousticness duration ms

stepwise.bass.up acousticness energy loudness key10

applied.vii acousticness instrumentalness energy valence

chord.pleased.Lord loudness speechiness popularity energy

expanding.V.vi speechiness valence loudness instrumentalness

secondary.dominant energy loudness acousticness valence

vi42.passing.chord key6 acousticness loudness valence

bVI.to.V loudness valence energy danceability

cadencing.bVII popularity loudness instrumentalness acousticness

candencing.in.style acousticness loudness popularity instrumentalness

mixolydian.cadence loudness instrumentalness acousticness valence

appears in the top four important variables for most of the models. Other fea-
tures such as danceability, valence, loudness or popularity together with other
strictly musical related like instrumentalness or key, stand out from the list of
important variables used to build the models.

The evidence from this study points towards the idea that information gath-
ered from Spotify could be useful for helping us decide which chord progressions
should be used when a new song is being created.

5 Conclusions and Future Work

This paper presents a method to improve knowledge about how useful chord
progressions can be in other music classification problems, which aims to classify
songs into emotions or genres.

The method presented in this work has many interesting applications in the
composition of new music. If done manually, the work of analyzing all the chord
progressions in a music score is not an easy task. It requires time and a great
knowledge of music theory. Automating this process is not trivial either, it has
a high computing cost, and the results are not always satisfactory.
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These results represent an excellent initial step toward a new field of appli-
cation. The principal advantages are the creation of new songs based on the
features of similar and already existing songs, without the need to analyze their
structure and taking into account not only their musical features but aspects of
the tracks as their energy or valence.

We are currently working on the multi-label version of this problem, that can
address the issue of creating a new track based on a bunch of songs we want it to
be similar to. Given as input existing songs, the classification model will return
the list of chord progressions that should and should not be used to create the
new composition.

Further work will look into the lyrics of the songs, in order to perform a
sentiment analysis process to explore the correlation between the Spotify musical
features, the chord progressions and the emotions the song intends to cause on
the listener, based on the vocabulary they are using.
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Abstract. Large corpus of scientific research papers have been available
for a long time. However, most of those corpus store only the title and
the abstract of the paper. For some domains this information may not be
enough to achieve high performance in text mining tasks. This problem
has been recently reduced by the growing availability of full text scientific
research papers. A full text version provides more detailed information
but, on the other hand, a large amount of data needs to be processed.
A priori, it is difficult to know if the extra work of the full text analysis
has a significant impact in the performance of text mining tasks, or if
the effect depends on the scientific domain or the specific corpus under
analysis.

The goal of this paper is to show a framework for full text analy-
sis, called LearnSec, which incorporates domain specific knowledge and
information about the content of the document sections to improve the
classification process with propositional and relational learning.

To demonstrate the usefulness of the tool, we process a scientific cor-
pus based on OSHUMED, generating an attribute/value dataset in Weka
format and a First Order Logic dataset in Inductive Logic Programming
(ILP) format. Results show a successful assessment of the framework.

Keywords: Full text analyses · Text preprocessing · Text mining
Use of background knowledge · Inductive Logic Programming

1 Introduction

The amount of biomedical scientific articles stored in public resources continues
to grow. Automatic retrieving and classification of articles has become a very
c© Springer International Publishing AG, part of Springer Nature 2018
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interesting and hot research topic. Thus, in order to manage this volume of
documents, the use of sophisticated computer tools to preprocess the documents
must be considered.

The goal of this paper is to show a framework for full text analysis, called
LearnSec, which incorporates domain specific knowledge and information about
the content of the document sections to improve the classification process with
propositional learning and relational learning.

To demonstrate the usefulness of the tool, we process a scientific corpus based
on OSHUMED [1,2], generating an attribute/value dataset in Weka format for
relational learning, and a First Order Logic dataset in Inductive Logic Program-
ming (ILP) format for propositional learning.

This paper is organized as follows. Section 2 introduces ILP together with
its advantages and drawbacks. Section 3 presents the general architecture of the
framework. Three case studies illustrating the use of the framework are described
in Sect. 4 and the results are shown in Sect. 5. Finally, in Sect. 6 we draw the
conclusions of the work.

2 ILP for Text Mining

Inductive Logic Programming (ILP) is a research area at the intersection of
Machine Learning and Logic Programming [3]. Its objective is to learn logical
programs from examples and knowledge in the domain.

From Logic Programming it inherits the representation scheme for both data
and models -a subset of First Order Logic. It is a supervised machine learning
method. ILP addresses the problem of inducing hypotheses as predicate defini-
tions from examples and background knowledge. According to [3], an ILP learner
requires an initial theory (background knowledge) and evidences (examples), to
induce a hypothesis that, together with the background knowledge, explains
some properties of the evidences. In traditional ILP, the evidences come in two
forms: positive and negative. Positive examples are instances of the concept to
learn, whereas negative examples are not. Negative examples are used to avoid
over-generalization.

Using First Order Logic to encode both data and the background knowledge,
structured data can be easily handled in ILP. The hypothesis is also encoded in
First Order Logic and can therefore represent highly complex models. Traditional
ILP systems transform the induction process into a search over a very large
space (sometimes infinite) which may cause efficiency problems when dealing
with complex problems. To address this problem, the user may constrain the
language of the hypothesis and use a set of parameters for that purpose. ILP
systems like Aleph (used in our framework) have a highly powerful expressive
language to constrain the hypothesis language.

The expressive representational language of First Order Logic gives ILP
advantages over propositional learners like SVM, K-Nearest Neighbors, decision
trees, etc. ILP can easily handle data with structure. Most of ILP constructed
models are comprehensible. It is easy to provide information that the experts find
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relevant for the construction of models. Induced models combine harmoniously
relational information with numerical computations.

Due to the above mentioned features, ILP has relevant applications to prob-
lems in complex domains like the natural language and the molecular computa-
tional biology [3].

In [4] an overview of inducing part-of-speech taggers using Inductive Logic
Programming is presented. It also describes how Progol [5] was applied to the
induction of rules based on constraint grammar for several languages (English,
Hungarian, Slovene, Swedish).

3 Framework Architecture

In this section we provide detailed information about the full text analysis tool
LearnSec. The architecture and its components are presented and described. In
order to facilitate their comprehension and clarity, the component diagram has
been split across three figures (Figs. 1, 2 and 3).

To explain the process of analysis of the full text document corpus, we have
used the OHSUMED corpus. OHSUMED text collection, compiled by William
Hersh [1], is a set of 348, 566 references from Medline, the on-line medical infor-
mation database, consisting of titles and/or abstracts from 270 medical journals
over a five-year period (1987–1991). Each document is tagged with one or more
categories (from 23 disease categories).

As the OSHUMED documents only have title and abstract, we get the full
text papers from the NCBI PubMed Central (PMC). In addition, for the classi-
fication and selection of relevant papers we use the MeSH classes.

Data Acquisition and Storing

From PubMed we get the papers in XML format and store them in a local SQL
database. Papers are then filtered by the MeSH classes and the SQL database
is created (see Fig. 1).

During this first stage of acquiring and storing, a XML parser was applied
to remove unnecessary HTML/XML tags and to identify the document sec-
tions. All documents of the corpus have sections according to the following com-
mon structure: Title, Abstract, Introduction, Methods (Materials and Methods,
Methods, Experimental Procedures), Results (Results, Discussion, Results and
Discussion), and Conclusions.

Text Mining Preprocessing

The preprocessing of documents is divided in four steps: traditional text pre-
processing, context awareness, domain independent feature construction, and
domain dependent feature construction. The main operations of text prepro-
cessing are presented in Fig. 2.
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Fig. 1. LearnSec architecture (Part I). XML documents are converted to plain texts,
broken down into sections and stored in a database. MeSH classes are associated with
each document.

The so called traditional preprocessing performs the following operations in
documents: Named Entity Recognition (NER) identification, stopwords removal,
synonyms replacement, word validation using dictionaries and ontologies, stem-
ming, and filtering out highly frequent words and highly infrequent words. To
associate context to the words we use n-grams (bi-grams and tri-grams).

As first set of features to the machine learning algorithms, documents are
represented as a set of attributes related to the frequency of words in documents,
the well-known bag-of-words representation. The value of an attribute is given
by the standard Term Frequency-Inverse Document Frequency (TF-IDF ) [6]. In
addition, we calculate the term frequency on each section of the document.

This representation is suitable for the use of propositional classifiers in text
classification, since they require an “attribute/value” representation, as men-
tioned in Sect. 2.

Propositional learners, like Support Vector Machines (SVM) or deci-
sion trees, have a very restrictive representation language for the examples
(attribute/value). In contrast with the relational learners, the attribute/value
representation makes it very hard for the user to provide useful back-
ground/domain information. We try to mitigate this situation by encoding in
an attribute/value scheme domain information available in ontologies and tax-
onomies. We take advantage of is a and part of domain relations to create extra
attributes. This process it is called the text enrichment step.

The text enrichment step is different from the method for propositional
datasets. For relational datasets we just encode all the information in the ontol-
ogy or taxonomy in Prolog. A propositional learner like Aleph [7] can upload
and use the whole ontology and taxonomy.

Generating Weka and ILP Datasets

The last phase of the framework is the generation of the datasets (see Fig. 3).
We distinguish the generation of Weka datasets from the Aleph (ILP) datasets.
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Fig. 2. LearnSec architecture (Part II)

Fig. 3. LearnSec architecture (Part III). Generating Weka in ILP datasets.

For Weka datasets the framework just generates Attribute Relation File Format
(ARFF) files with the attributes defined and explained previously.

ILP datasets may use the term frequencies and n-grams plus the available
information concerning ontologies and taxonomies. However, the usual number of
attributes is overwhelming for ILP. We have implemented a filtering procedure
to reduce their number. We compute the document/section term frequencies
separately for positive and negative examples and for each term. Then, again for
each term, we compute the absolute value of the difference between the value
on the positive and on the negative examples. We sort by descendant order and
establish a threshold below which the terms are discarded. With this procedure
we choose the most discriminative terms and reduce substantially the number
of attributes.
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Actually, an ILP system can use any information the expert finds useful for
the induction of the models. As may be seen in Fig. 3, the framework supports a
repository of ontologies and taxonomies that can help in the Weka generalization
process and can be fully used by an ILP systems.

Furthermore, the framework has another repository with predicates specially
encoded for specific domains or datasets. These predicates may identify dis-
tances between word and sentences, do Part-Of-Speech Tagging (POST), be
entire grammars if syntactic information is required, etc.

4 Case Studies

To evaluate the proposed architecture, we build a corpus based on OSHUMED.
The initial document collection includes 50, 216 abstracts from the year 1991.
Table 1 contains information about the datasets.

The corpus was implemented following the Moschitti study [2]. Classes C01
to C26 totalize 18, 907 documents. For testing purposes we have used only the
classes C04, C06, C14, C20, and C23.

Each line of the Table 1 shows the class name, its description, the number
of documents in the class and the percentage and number of documents of the
class that will be used as non-relevant documents when assembling a dataset for
other class as target concept.

The documents used as non-relevant for each class are obtained through
a process that randomly selects documents from the other classes using the
percentage indicated in the Table 1, given by

⌈
nc ∗ 100

n

⌉
(1)

where nc represents the number of documents of the class c, and n denotes the
total number of documents in the corpus.

For example, for the class C04, the number of documents is 5, 598 and the
number of documents that will be used as non-relevant for the other classes is
�(5598/18907) ∗ 100� = 30 documents.

4.1 Full Text Corpus Construction

The first step was to obtain a reliable, balanced and preclassified full text cor-
pus. As OHSUMED only contains title and abstract of the documents, we have
downloaded a full text corpus available at NCBI1 in XML format (459, 009 doc-
uments in total). To obtain the Mesh terms we have downloaded, from NCBI2,
the 2017 MeSH trees.

To associate the available full text documents with the Mesh trees, we used
the methodology indicated in a previous study [8]. The association of MeSH term

1 ftp://ftp.ncbi.nlm.nih.gov/pub/pmc/manuscript/.
2 https://www.nlm.nih.gov/mesh/download mesh.html.

ftp://ftp.ncbi.nlm.nih.gov/pub/pmc/manuscript/
https://www.nlm.nih.gov/mesh/download_mesh.html
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Table 1. Number of relevant documents of the categories of Oshumed, and percentage
and number of documents to be used as non-relevant

Class Description Relevant Used as non-relevant

# % #

C01 Bacterial Infections and Mycoses 862 5% 39

C02 Virus Diseases 1574 8% 131

C03 Parasitic Diseases 198 1% 2

C04 Neoplasms 5598 30% 1657

C05 Musculoskeletal Diseases 614 3% 20

C06 Digestive System Diseases 1693 9% 152

C07 Stomatognathic Diseases 245 1% 3

C08 Respiratory Tract Diseases 1036 5% 57

C09 Otorhinolaryngologic Diseases 244 1% 3

C10 Nervous System Diseases 4272 23% 965

C11 Eye Diseases 747 4% 30

C12 Urologic and Male Genital Diseases 1396 7% 103

C13 Female Genital Diseases, Pregnancy Compli-
cations

1511 8% 121

C14 Cardiovascular Diseases 2614 14% 361

C15 Hemic and Lymphatic Diseases 568 3% 17

C16 Neonatal Diseases and Abnormalities 896 5% 42

C17 Skin and Connective Tissue Diseases 1366 7% 99

C18 Nutritional and Metabolic Diseases 1516 8% 122

C19 Endocrine Diseases 914 5% 44

C20 Immunologic Diseases 1744 9% 161

C21 Disorders of Environmental Origin 1 0% 0

C22 Animal Diseases 175 1% 2

C23 Pathological Conditions, Signs and
Symptoms

7377 39% 2878

C24 Occupational Diseases 29 0% 0

C25 Chemically-Induced Disorders 669 4% 27

C26 Wounds and Injuries 611 3% 18

to documents was done exploring the Medline 2010 database that contains only
the title and abstract of the documents. To transform the texts into datasets, a
series of preprocessing steps were required (see [9] for information detailed).

Processing the XML Files
As described in Sect. 3, we parse the XML and the sections of the documents
and insert the results into a local SQL database.
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Table 2 shows examples of term frequencies on each section for a specific
document (pmid identifier 18459944), available on PubMed Central repository3.

Table 2. Example of term frequencies by section, for some terms of the document
with pmid identificator 18459944. Divisors represent the total number of occurrences
of each term on each section for all documents of the corpus

Term Title Abstract Introduction Methods Results Conclusions

angiotonin 0/39 1/126 0/604 2/287 20/1150 0/143

collagen 0/23 0/435 0/2391 2/2734 0/12180 0/682

diabet 0/311 4/2005 5/7121 0/8009 42/28910 0/2994

fibroid 0/8 0/69 0/266 0/231 6/956 0/144

hypertens 1/158 7/961 6/3674 6/3985 164/15284 0/1258

insulin 0/153 0/1337 0/6247 4/5251 6/23356 0/1271

kidnei 1/120 2/788 4/3375 28/3853 58/14030 0/751

methanol 0/259 0/1689 0/8785 4/4135 0/21290 0/1686

pathogenesi 0/114 0/943 0/3997 0/361 2/6096 0/563

Tokenization, Special Characters Removal and case folding
After removing HTML/XML tags, punctuation, digits and some special charac-
ters such as (“,”,“;”,“.”, “!”, “?”, “′”, “[”, “]”), tokenization is applied. Char-
acters like “+” and “-” are not removed because they might be important in
some biology domains and if they are removed, the term may lose sense (for
example:”blood-lead”). The encoding of characters was also considered, using
the standard text encoding format utf8, to avoid and resolve unicode problems.
In the tokenization process, we also remove punctuations marks and
HTML/XML tags [10]. All terms were converted to the lowercase format (case
folding).

Stopwords Removal
We have used a list of 659 stopwords (words that are meaningless such as arti-
cles, conjunctions and prepositions) to be identified and removed from the arti-
cle. With this step we also reduce significantly the number of attributes of the
dataset.

Synonyms Handling and Dictionary Validation
Handling synonyms allows to significantly reduce again the number of attributes
in the datasets without changing the semantic of words.

We have used WordNet [11]4 and Gene Ontology [12]5 to check technical
terms.
3 https://www.ncbi.nlm.nih.gov/pubmed/18459944.
4 http://wordnet.princeton.edu/.
5 http://www.geneontology.org/.

https://www.ncbi.nlm.nih.gov/pubmed/18459944
http://wordnet.princeton.edu/
http://www.geneontology.org/
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For the purpose of our work, we consider that a term is valid if it appears
in a dictionary. We have gathered several dictionaries for the common English
terms (such as ISPELL6 and the already mentioned WordNet). Since we are
dealing with a biomedical corpus, we also have used the BioLexicon dictionary
[13], the Hosford Medical Terms Dictionary [14] and Gene Ontology, totaling
1186273 terms.

Stemming
Stemming is the process of removing inflectional affixes of words reducing the
words to their root. We have implemented the Porter Stemmer algorithm [15],
and have applied it to all the words of the corpus, normalizing several variants
into the same form.

4.2 Generating WEKA Datasets

To illustrate how the framework can be used to generate and run a Weka [16]
dataset, we have used C04 from Table 2 encoded in ARFF format. We have used
in the experiments the Weka implementation of Support Vector Machine (SVM)
and the Naive Bayes algorithm.

To perform feature selection we have used Information Gain of Weka [17],
called Info Gain Attribute Eval [18]. A cut of threshold of 0.01 was used.

Fig. 4. Percentage of reduction of terms after applying the pre-processing techniques.
sw stands for stopWords removal. syn Synonyms Handling and Word Validation. stem
Stemming. ig stands for Information Gain.

Figure 4 shows the percentage of final terms based on the pre-processing
techniques. In C04 dataset the initial number of terms is 458406, corresponding
to the value 100%. The techniques were applied in a sequence. The application of
stopwords removal produces a reduction of 0, 38%. Synonyms handling and word
validation reduce the number of terms in 94, 23%. The Synonym handling and
word validation has an high impact in reducing the number of terms because a
term is consider if either have a synonym or exist in the several dictionaries used
in this study (regular English and biomedicine domain dictionaries), otherwise
the term is discarded. Stemming reduces the number of terms in 94, 83%. Finally,

6 http://www.lasr.cs.ucla.edu/geoff/ispell.html.

http://www.lasr.cs.ucla.edu/geoff/ispell.html
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Information Gain has an impact of 99, 67% reduction. The cumulative reduction
results in a final number of 1525 terms for the C04 title and abstract dataset.
The results obtained using the SVM and Naive Bayes algorithms are shown in
the Table 3.

4.3 Generating ILP Datasets

We have also tested the framework on the use of ILP with the same C04 dataset
as of Weka. We started by using all the final features given to Weka. As described
in Sect. 3, even using “traditional” feature selection techniques, the number of
attributes is still very large for ILP. We have applied the filtering procedure
described in Sect. 3 using different cut off values. The cut off threshold of 10 terms
produced the best results. As background knowledge to ILP we used the filtered
terms plus ≤ and ≥ relations. Aleph ILP system was used in the experiments. As
shown in Table 3, the results obtained by ILP are very close to those obtained
by Weka, but using a considerably less amount of information. This is a very
promising result for full text analysis.

5 Experimental Results

The experiments were done using a dataset of full text for the class C04-
Neoplasms, and the original dataset (with only title and abstract). The results
obtained are shown in Table 3. The results presented used a cross validation of
10 fold in the propositional learners and 3 fold in the ILP experiments.

Table 3. Results of application of classifiers on the corpus created by LearnSec

SVM Bayes ILP

Full text F-measure 0,946 (0,007) 0,749 (0,011) 0,928 (0,002)

Kappa 0,893 (0,015) 0,523 (0,020) 0,855 (0,004)

Title & Abs F-measure 0,941 (0,007) 0,841 (0,011) – (–)

Kappa 0,882 (0,014) 0,685 (0,021) – (–)

In the classification process of full texts, using the propositional learning, we
achieved a 94, 6% in terms of the F-measure metric, and 89, 3% for the Kappa
value, representing a “very good agreement”, since the values are between 0.8
and 1.00 (according to the interpretation of [19]).

For the relational learner (Aleph) we also obtained very good results. A value
of 92, 8% in terms of the F-measure metric and a Kappa value of 85, 5%. The
kappa value is also very good which proves the good results achieved for both
types of algorithms.

In the classification process of documents with title and abstract only propo-
sitional learning was applied and the results were worse. With this results, we
decided not to make the relational learning process.
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6 Conclusions

In this paper we offer a framework for full text analysis, called LearnSec, which
incorporates domain specific knowledge and information about the content of
the document sections to improve the classification process with propositional
and relational learning.

The framework includes a set of functionalities for the generation of text cor-
pora originally stored in XML format. The framework presents a set of database
operations that improves the efficiency of the process of dataset generation. The
framework includes preprocessing techniques and weighting of terms based on
the document sections.

LearnSec creates both propositional learners attribute/value datasets and the
adequate background knowledge for relational learners such as ILP systems.
Besides the traditional bag-of-words approach to text classification, the developed
framework incorporates domain specific background knowledge which helps in the
classification process tasks for both the propositional and relational learners.

We have shown a successful first assessment of the framework in several case
studies: a full text analysis with two propositional and one relational learner,
using a generated full text corpus, and an analysis with the propositional learning
using a corpus where the documents only have title and abstract.

Note that the experiments made are not an exhaustive comparative study nei-
ther between propositional learners and ILP nor between title and and abstract
and full text documents. We only are demonstrating the utility of LearnSec and
assessing the effectiveness of different preprocessing procedures.
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Abstract. In the same manner that Online Social Networks (OSN)
usage increases, non-legitimate campaigns over these types of web ser-
vices are growing. This is the reason why significant number of users
are affected by social spam every day and therefore, their privacy is
threatened. To deal with this issue in this study we focus on mood anal-
ysis, among all content-based analysis techniques. We demonstrate that
using this technique social spam filtering results are improved. First, the
best spam filtering classifiers are identified using a labeled dataset con-
sisting of Youtube comments, including spam. Then, a new dataset is
created adding the mood feature to each comment, and the best classi-
fiers are applied to it. A comparison between obtained results with and
without mood information shows that this feature can help to improve
social spam filtering results: the best accuracy is improved in two differ-
ent datasets, and the number of false positives is reduced 13.76% and
11.41% on average. Moreover, the results are validated carrying out the
same experiment but using a different dataset.

Keywords: Spam · Social spam · Mood analysis
Online Social Networks · Youtube

1 Introduction

In recent years, Online Social Networks (OSNs) have extensively expanded
around the world. The amount of users per each OSN platform shows the impor-
tance of these communication channels in our society: Facebook reached 1.4 bil-
lion daily active users on average as of December 20171; Youtube has counted
over a billion users in 20172; and Twitter has 330 million monthly active users
as of June 30, 20173.
1 http://newsroom.fb.com/company-info/.
2 https://www.youtube.com/yt/about/press/.
3 https://www.statista.com/statistics/282087/number-of-monthly-active-twitter-

users/.
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The sudden increase in users gives malicious organizations the possibility to
reach a vast amount of people easily. Authors in [11] demonstrate that these
sites are now a major delivery platform targeted for spam. They analyze spam
in several OSNs, and they quantify spam campaigns delivered from accounts in
OSNs.

To deal with this problem, authors in [8] prove that content-based techniques
can help to improve spam filtering results. They perform sentiment analysis on
email messages in order to enrich the original dataset, and they obtain improved
accuracy. Following a similar procedure, in this study we use another content-
based technique, the mood analysis of the messages, to improve social media
spam filtering results.

First, several spam filtering classifiers and different settings are applied to
a Youtube comment dataset in order to identify the best ten filtering methods.
After that, a mood analyzer is applied to each comment with the purpose of
creating a new dataset adding this feature to the original dataset. Once the
enhanced dataset is created, the previously selected ten classifiers are applied to
the dataset with the mood feature. Finally, a comparison and an analysis of the
results is carried out.

The remainder of this paper is organized as follows. Section 2 describes the
previous work conducted in the area of social media spam filtering techniques.
Section 3 describes the process of the aforementioned experiments, regarding
Bayesian spam filtering and spam filtering using the mood of the texts. In Sect. 4,
the obtained results are described, and finally, we summarize our findings and
give conclusions in Sect. 5.

2 Related Work

OSN-related spam is an active research field [2] that has received wide attention
from the scientific community. Stringhini et al. [22] demonstrated that it is pos-
sible to identify spammer accounts in large OSNs in an automatic manner and
later block them, applying their approach in Facebook, Twitter and MySpace.
Moreover, Wang et al. [25] proposed a spam detection system that is able to
analyze OSNs in search of spam. Similarly, Egele et al. [7] presented COMPA,
a tool to detect compromised OSN accounts based on anomalous user behavior.
In a similar note, Gao et al. [10] employed classification and clustering to detect
OSN spam campaigns in Twitter and Facebook. Ezpeleta et al. [9] showed that
personalizing spam messages using publicly available OSN profile information
lead to a significantly higher success rate than conventional, non-personalized
spam.

In the field of OSN spam, the case of Twitter-based spam has been par-
ticularly well studied. Kwak et al. [13] identify this OSN as a useful tool for
information diffusion. Therefore, it can be stated that Twitter is an attractive
platform to perform spam campaigns. Yang et al. [26] described the dynamics
of criminal accounts in Twitter and how they interact between them, and to
other non-criminal accounts. Additionally, Song et al. [21] showed how to detect
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spammers based on the measurement of relation features, such as the distance
and connectivity between receiver and recipient, instead of focusing on Twitter
account features, as these account features are more prone to spammer manip-
ulation.

Even if studied not as much as email, Twitter or Facebook, Youtube spam
has also been an object of study. Chaudhary and Sureka [6] mined video descrip-
tions, along with temporal and popularity based features, to detect spam videos
on Youtube. O’Callaghan et al. [15] use network motif profiling to identify recur-
ring Youtube spam campaigns, by characterizing Youtube users as motifs. By
identifying users with distinctive motifs, they where able to label users in spam-
ming campaigns.

However, even if numerous novel spam detection techniques have been pub-
lished [20,24,27], OSN spam messages remain an open problem yet to be solved
[11].

In this direction, content-based analysis, where text is analyzed to infer its
meaning or purpose using different techniques such as Sentiment Analysis (SA),
stands as a promising procedure for improving spam detection in OSNs [8,19].
The main objective of SA resides in the identification of the positive or negative
nature of a document [17]. In order to reach this objective, it is possible to use
a supervised learning approach, with three previously defined classes (positive,
negative and neutral) [18] or a unsupervised one, where opinion words or phrases
are the dominating indicators for sentiment classification [23].

It has been already demonstrated that SA helps in spam detection in different
cases, such as social spammer detection [12], short informal messages [3], Twitter
spam [19], email spam [8] and fraud detection [14].

As authors presented in [5], sentiment extraction from text can be used to
predict mood, which can be used to prevent or mitigate security threats. Defined
as “a temporary state of mind or feeling”4, mood was used by Bollen et al. [4]
in their analysis of Twitter feeds.

In this paper, we go beyond the State of the Art by using mood analysis
for improved spam filtering, focusing on a popular OSN, the Youtube video
service. To the best of our knowledge, no previous research has focused on using
this approach for improved spam detection, let alone in the case of analyzing
Youtube comments.

3 Design and Implementation

Having an original dataset, the process followed in this study is divided in two
main parts, depicted on Fig. 1.

1. First, several classifiers are applied to a dataset consisting of social media mes-
sages (spam and ham) in order to identify and select the best ten social spam
filtering classifiers. In the same step, the best 10 results are also extracted.

4 https://en.oxforddictionaries.com/definition/mood.

https://en.oxforddictionaries.com/definition/mood
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2. Second, the mood of each message is added to the original dataset to create
a new dataset. During the mood analysis, a descriptive experiment is carried
out. In the next phase, the best ten classifiers selected in the previous step
are applied to the created dataset in order to compare the results.

Fig. 1. Improving social spam detection using the mood of the comments.

To validate the algorithms and the obtained results the 10-fold cross-
validation technique is used, and the results are analyzed in terms of the num-
ber of false positives and the accuracy. Accuracy is the percentage of testing set
examples correctly classified by the classifier. Legitimate messages classified as
spam are considered false positives. In order to validate these results, the same
process is followed using another dataset.

3.1 Datasets

During this work two publicly available datasets are used:

– Youtube Comments Dataset5: Presented in [16]. This dataset contains multi-
lingual 6,431,471 comments from a popular social media website, Youtube6.
Among all the comments, 481,334 are marked as spam.
In order to use similar number of texts messages to the experiments pre-
sented in [8] we created a new subset consisting of 1,000 spam and 3,000
ham, i.e. legitimate, comments. Those texts have been selected randomly and
only taking into account comments written in English.

– YouTube Spam Collection Dataset7: Published by Alberto et al. [1]. Composed
by 1,956 real messages divided in five subsets. The comments were extracted

5 http://mlg.ucd.ie/yt/.
6 www.youtube.com.
7 https://archive.ics.uci.edu/ml/datasets/YouTube+Spam+Collection.

http://mlg.ucd.ie/yt/
www.youtube.com
https://archive.ics.uci.edu/ml/datasets/YouTube+Spam+Collection
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from five out of the ten most popular videos on the collection period. It con-
sists of 1,005 spam and 951 ham texts. During this study, we use this dataset
to validate the results of the previous dataset, repeating the experimental
workflow.

3.2 Identifying the Best Social Spam Classifiers

With the objective of identifying the best spam detectors, several spam classifiers
using different settings are applied to the Youtube Comments dataset.

Following the strategy presented in [8], 7 different classifiers and 56 settings
combinations per each classifier are applied (we apply 392 combinations in total)
The best ten results are presented in Table 1. During this experiment seven
different classifiers have been used: (1) Large-scale Bayesian logistic regression for
text categorization, (2) discriminative parameter learning for Bayesian networks,
(3) Naive Bayes classifier, (4) complement class Naive Bayes classifier, (5) multi-
nominal Naive Bayes classifier, (6) updateable Naive Bayes classifier, and (7)
updateable multi-nominal Naive Bayes classifier.

Table 1. Results of the best ten classifiers

# Spam classifier TP TN FP FN Acc

1 NBM.c.stwv.go.ngtok 389 2911 89 611 82.50

2 NBMU.c.stwv.go.ngtok 389 2911 89 611 82.50

3 NBM.stwv.go.ngtok 370 2929 71 630 82.48

4 NBMU.stwv.go.ngtok 370 2929 71 630 82.48

5 NBM.c.stwv.go.ngtok.stemmer 379 2919 81 621 82.45

6 NBMU.c.stwv.go.ngtok.stemmer 379 2919 81 621 82.45

7 NBM.stwv.go.ngtok.stemmer 358 2936 64 642 82.35

8 NBMU.stwv.go.ngtok.stemmer 358 2936 64 642 82.35

9 CNB.stwv.go.ngtok 417 2875 125 583 82.30

10 CNB.stwv.go.ngtok.stemmer 400 2891 109 600 82.28

Nomenclatures and acronyms used in Table 1 and also throughout the paper
are explained in Table 2.

Once the best classifiers and the best results are identified using the Youtube
Comments dataset, a mood analysis of each message is carried out.

3.3 Mood Analysis

In order to analyze the mood of the youtubers’ comments, each text is analyzed
and a new feature (mood) is added to the original dataset. In this way a new
dataset is created, and the best ten classifiers identified in the first phase are
applied to it. This process is presented in Fig. 2.
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Table 2. Nomenclatures

gninaeMgninaeM
CNB Complement Naive Bayes .stwv String to Word Vector
NBM Naive Bayes Multinomial .go General options

NBMU
Naive Bayes Multinomial
Updatable .wtok Word Tokenizer

.c idft F, tft F, outwc T a .ngtok NGram Tokenizer 1-3

.i.c idft T, tft F, outwc T a .stemmer Stemmer

.i.t.c idft T, tft T, outwc T a .igain
Attribute selection using
InfoGainAttributeEval

a idft means Inverse Document Frequency (IDF) Transformation; tft means Term
Frequency score (TF) Transformation; outwc counts the words occurrences.

Fig. 2. Mood analysis.

To extract the mood of the writer, we use a publicly available machine learn-
ing Software as a Service (SaaS). This tool is hosted in uClassify8, and taking
into account the reached accuracy (96%) among all the possibilities we selected
Mood classifier developed by Mattias Östmar.

As the author explains, this function determines the state of mind of the
writer (upset or happy). On the extreme side there are angry, hateful writers
while on the other extreme there are joyful and loving writers. The accuracy
of the presented analyzer was measured using 10-fold cross validation by the
author, and a 96% was reached.

The web service returns a float within the range [0.0, 1.0] specifying the
happiness of each text. Using this value, it is possible to calculate also the upset
level. Consequently, only one feature (mood) per each comment is added to the
original dataset, and a new dataset is created.

8 https://uclassify.com.

https://uclassify.com
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4 Experimental Results

In order to achieve the objective of this study, several experiments are carried
out using the previously mentioned Youtube comments dataset. The results of
these tests are presented in this section.

4.1 Descriptive Analysis

First, we perform a descriptive experiment of the two publicly available datasets
in terms of the mood of the comments. We start by applying the mood analyzer
to the dataset, then we continue by extracting statistics about the distribution
and finally, we add a new feature, mood, to the original dataset.

As a result of this analysis, we find out that the state of mind of the spam
texts in Youtube differs depending on the data collection strategy. On the one
hand, Youtube Comments Dataset was created by crawling the comments from
6,407 different videos. On the other hand, researchers used only 5 out of the
10 most popular videos on the collection period to create the YouTube Spam
Collection Dataset. The difference between datasets and also between ham and
spam message is shown in the box plot presented in Fig. 3.

Fig. 3. Mood analysis of the dataset. (left-hand side) Youtube Comments Dataset and
(right-hand side) YouTube Spam Collection Dataset.

This means that there is a difference between spam and ham social comments
in terms of mood, so so the discriminative nature of this feature can aid in
improving social spam filtering.
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4.2 Predictive Experiment

To analyze the influence of the mood analysis in social spam filtering a predictive
experiment is carried out.

We apply the best ten classifiers identified in the Youtube Comments Dataset
and we compare the results with and without mood feature. The comparison
between different results is presented in Table 3.

Table 3. Comparison between the best ten classifiers with and without mood. Using
the first dataset.

Normal Mood

ccAPFccAPFemaN
FP reduction

(%)
NBM.c.stwv.go.ngtok 89 82.50 77 82.53 13.48
NBMU.c.stwv.go.ngtok 89 82.50 70 82.58 21.35
NBM.stwv.go.ngtok 71 82.48 63 82.43 11.27
NBMU.stwv.go.ngtok 71 82.48 59 82.43 16.90
NBM.c.stwv.go.ngtok.stemmer 81 82.45 73 82.45 9.88
NBMU.c.stwv.go.ngtok.stemmer 81 82.45 68 82.48 16.05
NBM.stwv.go.ngtok.stemmer 64 82.35 58 82.38 9.38
NBMU.stwv.go.ngtok.stemmer 64 82.35 53 82.35 17.19
CNB.stwv.go.ngtok 125 82.30 110 82.43 12.00
CNB.stwv.go.ngtok.stemmer 109 82.28 98 82.20 10.09

avg: 13.76

As it is possible to see in Table 3, the comparison has been done taking into
account the accuracy and the number of false positives. Results show that in
almost all the top classifiers the accuracy is improved with the added mood
analysis, and the best accuracy is obtained reaching an 82.58%. Moreover, the
number of false positives is reduced in every cases between 9.38% and 21.35%.

In order to validate the results obtained with the Youtube Comments
Dataset, the same experiments are carried out using the YouTube Spam Collec-
tion Dataset. The obtained results are shown in Table 4.

Using the validation dataset results are also improved adding mood feature.
In this case the best accuracy is improved from 93.97% to 94.38%, and the
number of false positives is reduced 11.41% on average.

Furthermore, to compare statistical behavior of the best classifier in both
datasets, the area under the curve is analyzed. To create this ROC curve the
specificity and sensitivity of the classifiers are taken into account. Figure 4 shows
that the ROC area using mood analysis (0.756 and 0.943) is larger than without
using it (0.753 and 0.939) in both datasets.
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Table 4. Comparison between the best ten classifiers with and without mood. Using
the validation dataset.

Normal Mood

ccAPFccAPFemaN
FP reduction

(%)
CNB.stwv.go.ngtok 85 93.97 76 94.38 10.59
CNB.stwv.go.ngtok.stemmer 89 93.87 85 94.02 4.49
NBM.stwv.go.ngtok 113 92.69 80 94.17 29.20
NBMU.stwv.go.ngtok 113 92.69 116 92.54 -2.65
NBM.stwv.go.ngtok.stemmer 119 92.38 86 93.97 27.73
NBMU.stwv.go.ngtok.stemmer 119 92.38 123 92.23 -3.36
NBM.c.stwv.go.ngtok 127 92.13 96 93.66 24.41
NBMU.c.stwv.go.ngtok 127 92.13 127 92.13 0.00
NBM.c.stwv.go.ngtok.stemmer 135 91.72 101 93.35 25.19
NBMU.c.stwv.go.ngtok.stemmer 135 91.72 137 91.62 -1.48

avg: 11.41

Fig. 4. ROC Curve of the best classifier with and without mood. (left-hand side)
Youtube Comments Dataset and (right-hand side) YouTube Spam Collection Dataset.

5 Conclusions

This paper presents a new social spam filtering method. We provide means to
validate our hypothesis that it is possible to improve current social spam filtering
results extracting the mood of the texts.

First, using a social spam dataset, different experiments are carried out
with and without mood feature. Next, we compare the obtained results, and
we demonstrate that mood analysis can help to improve social spam filtering
results.

Results show that the best accuracy obtained with the original dataset is
improved from 82.50% to 82.58% using the Youtube Comments Dataset, and
from 93.97% to 94.38% using the validation dataset. Despite the difference in
the percentage does not seem to be relevant, if we take into account the amount of
Youtube comments and the daily active users in this website, the improvement
in absolute comment number is significant. Additionally, the number of false
positives is reduced, on average 13.76% and 11.47%. This means that mood
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analysis is capable to highlight differences between spam and legitimate social
comments. As descriptive analysis shows, the mood feature adds a distinctive
feature for comments in each type of video (more positive or more upset). This
variation helps classifiers to filter spam comments, and to improve the results.
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Corchado, E. (eds.) HAIS 2016. LNCS (LNAI), vol. 9648, pp. 79–90. Springer,
Cham (2016). https://doi.org/10.1007/978-3-319-32034-2 7

9. Ezpeleta, E., Zurutuza, U., Hidalgo, J.M.G.: A study of the personalization of spam
content using facebook public information. Logic J. IGPL 25(1), 30–41 (2017).
https://doi.org/10.1093/jigpal/jzw040

https://www.uclassify.com
https://doi.org/10.1007/s10207-016-0321-5
https://doi.org/10.1007/s10207-016-0321-5
https://doi.org/10.1007/s00500-017-2729-x
https://doi.org/10.1007/s00500-017-2729-x
http://dblp.uni-trier.de/db/conf/ndss/ndss2013.html#EgeleSKV13
http://dblp.uni-trier.de/db/conf/ndss/ndss2013.html#EgeleSKV13
https://doi.org/10.1007/978-3-319-32034-2_7
https://doi.org/10.1093/jigpal/jzw040


524 E. Ezpeleta et al.

10. Gao, H., Chen, Y., Lee, K., Palsetia, D., Choudhary, A.N.: Towards online spam
filtering in social networks. In: NDSS. The Internet Society (2012). http://dblp.
uni-trier.de/db/conf/ndss/ndss2012.html#GaoCLPC12

11. Gao, H., Hu, J., Wilson, C., Li, Z., Chen, Y., Zhao, B.Y.: Detecting and char-
acterizing social spam campaigns. In: Proceedings of the 17th ACM Conference
on Computer and Communications Security, CCS 2010, pp. 681–683. ACM, New
York (2010). http://doi.acm.org/10.1145/1866307.1866396

12. Hu, X., Tang, J., Gao, H., Liu, H.: Social spammer detection with sentiment infor-
mation. In: Proceedings of the 2014 IEEE International Conference on Data Min-
ing, ICDM 2014, pp. 180–189. IEEE Computer Society, Washington, DC (2014).
http://dx.doi.org/10.1109/ICDM.2014.141

13. Kwak, H., Lee, C., Park, H., Moon, S.: What is Twitter, a social network or a news
media? In: Proceedings of the 19th International Conference on World Wide Web,
pp. 591–600. ACM (2010)

14. Mahajan, S., Rana, V.: Spam detection on social network through sentiment anal-
ysis. Adv. Comput. Sci. Technol. 10(8), 2225–2231 (2017)

15. O’Callaghan, D., Harrigan, M., Carthy, J., Cunningham, P.: Network analysis of
recurring YouTube spam campaigns. arXiv preprint arXiv:1201.3783 (2012)

16. O’Callaghan, D., Harrigan, M., Carthy, J., Cunningham, P.: Network analysis of
recurring YouTube spam campaigns. CoRR abs/1201.3783 (2012). http://arxiv.
org/abs/1201.3783

17. Pang, B., Lee, L.: Opinion mining and sentiment analysis. Found. Trends Inf.
Retrieval 2(1–2), 1–135 (2008)

18. Pang, B., Lee, L., Vaithyanathan, S.: Thumbs up?: sentiment classification using
machine learning techniques. In: Proceedings of the ACL-02 Conference on Empir-
ical Methods in Natural Language Processing, EMNLP 2002, vol. 10, pp. 79–86.
Association for Computational Linguistics, Stroudsburg (2002). http://dx.doi.org/
10.3115/1118693.1118704

19. Perveen, N., Missen, M.M.S., Rasool, Q., Akhtar, N.: Sentiment based Twitter
spam detection. Int. J. Adv. Comput. Sci. Appl. (IJACSA) 7(7), 568–573 (2016)

20. Shehnepoor, S., Salehi, M., Farahbakhsh, R., Crespi, N.: NetSpam: a network-
based spam detection framework for reviews in online social media. IEEE Trans.
Inf. Forensics Secur. 12(7), 1585–1595 (2017)

21. Song, J., Lee, S., Kim, J.: Spam filtering in Twitter using sender-receiver rela-
tionship. In: Sommer, R., Balzarotti, D., Maier, G. (eds.) RAID 2011. LNCS,
vol. 6961, pp. 301–317. Springer, Heidelberg (2011). https://doi.org/10.1007/978-
3-642-23644-0 16

22. Stringhini, G., Kruegel, C., Vigna, G.: Detecting spammers on social networks.
In: Proceedings of the 26th Annual Computer Security Applications Conference,
ACSAC 2010, pp. 1–9. ACM, New York (2010). http://doi.acm.org/10.1145/
1920261.1920263

23. Turney, P.D.: Thumbs up or thumbs down?: semantic orientation applied to unsu-
pervised classification of reviews. In: Proceedings of the 40th Annual Meeting
on Association for Computational Linguistics, ACL 2002, pp. 417–424. Associ-
ation for Computational Linguistics, Stroudsburg (2002). http://dx.doi.org/10.
3115/1073083.1073153

24. Wang, A.H.: Don’t follow me: spam detection in Twitter. In: Proceedings of the
2010 International Conference on Security and Cryptography (SECRYPT), pp.
1–10. IEEE (2010)

http://dblp.uni-trier.de/db/conf/ndss/ndss2012.html#GaoCLPC12
http://dblp.uni-trier.de/db/conf/ndss/ndss2012.html#GaoCLPC12
http://doi.acm.org/10.1145/1866307.1866396
http://dx.doi.org/10.1109/ICDM.2014.141
http://arxiv.org/abs/1201.3783
http://arxiv.org/abs/1201.3783
http://arxiv.org/abs/1201.3783
http://dx.doi.org/10.3115/1118693.1118704
http://dx.doi.org/10.3115/1118693.1118704
https://doi.org/10.1007/978-3-642-23644-0_16
https://doi.org/10.1007/978-3-642-23644-0_16
http://doi.acm.org/10.1145/1920261.1920263
http://doi.acm.org/10.1145/1920261.1920263
http://dx.doi.org/10.3115/1073083.1073153
http://dx.doi.org/10.3115/1073083.1073153


A Mood Analysis on Youtube Comments 525

25. Wang, D., Irani, D., Pu, C.: A social-spam detection framework. In: Proceedings of
the 8th Annual Collaboration, Electronic messaging, Anti-Abuse and Spam Con-
ference, pp. 46–54. ACM (2011)

26. Yang, C., Harkreader, R., Zhang, J., Shin, S., Gu, G.: Analyzing spammers’ social
networks for fun and profit: a case study of cyber criminal ecosystem on Twitter.
In: Proceedings of the 21st International Conference on World Wide Web, pp.
71–80. ACM (2012)

27. Zheng, X., Zeng, Z., Chen, Z., Yu, Y., Rong, C.: Detecting spammers on social
networks. Neurocomputing 159, 27–34 (2015). http://www.sciencedirect.com/
science/article/pii/S0925231215002106

http://www.sciencedirect.com/science/article/pii/S0925231215002106
http://www.sciencedirect.com/science/article/pii/S0925231215002106


An Improved Comfort Biased Smart Home
Load Manager for Grid Connected Homes

Under Direct Load Control

Chukwuka G. Monyei(&) and Serestina Viriri

School of Mathematics, Statistics and Computer Science,
University of KwaZulu-Natal, Westville Campus, Durban, South Africa

chiejinamonyei@gmail.com, viriris@ukzn.ac.za

Abstract. This paper presents an improved comfort biased smart home load
manager (iCBSHLM) for grid connected residential houses. The proposed
algorithm discriminates household loads into class 1 (air-conditioner, heating)
and class 2 loads (dishwasher, cloth washer and cloth dryer) and achieves
electricity consumption reduction and electricity cost reduction of up to 2.9%
and 7.5% respectively using dynamic pricing (Price1) over time of use pricing
(Price0), while ensuring that indoor temperature is kept within the user pre-
scribed range and without any violation. iCBSHLM advances existing home
energy management systems (HEMs) by ensuring that vulnerable household
residents (especially the elderly) can still benefit from smart grid initiatives like
HEMs without any discomfort. Furthermore, this research presents a simplistic
model for heating, ventilation and cooling (HVAC) loads using capacitor
charging/discharging behaviour.
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1 Introduction

The problem of energy (electricity) access is still a major problem for over 800 million
people in sub-Sahara Africa (SSA) and South Asia. In Nigeria for example, over 80
million people are still without access to grid electricity. Beyond energy access is the
problem of energy mobility. Energy mobility which is the ability of households to
transit from one energy level to a higher one is being hampered for most households
especially in SSA. This is due to rising electricity costs which further leads to energy
poverty and consequently economic poverty. According to [1, 2], declining electricity
consumption has been observed for Nigeria and South Africa respectively. The novel
approach adopted in computing electricity consumption, utilizes state/provincial date
on using actual energy consumed and actual/estimated connected houses.

However, the increasing tariffs by the utility companies is necessary to recoup
investments in expanding the supply capacity and transmission network to meet with
growing demands. In [2] for instance, grid capacity expansion within a period is
estimated to be over 500% of the estimated demand increase within that same period.

© Springer International Publishing AG, part of Springer Nature 2018
F. J. de Cos Juez et al. (Eds.): HAIS 2018, LNAI 10870, pp. 526–536, 2018.
https://doi.org/10.1007/978-3-319-92639-1_44

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-92639-1_44&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-92639-1_44&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-92639-1_44&amp;domain=pdf


Considering the limitation of technical solutions and the inadequacy of supply side
measures in mitigating the growing electricity demand/supply imbalance, solutions that
target the behaviour of consumers are being exploited. These solutions seek to ensure
that compromises from every electricity participant (without adversely affecting any
participant or violating grid constraints) guarantee optimality in the electricity grid
operation.

Demand side management (DSM) is becoming a prominent technique currently
receiving acclaimed attention across the world for its ability to both influence consumer
electricity behaviour and ensure demand/supply balance while providing some reprieve
to the electricity utility companies (mostly from expanding electricity supply capacity).
According to [3], the concept of DSM connotes a relationship between the supply and
utilization side for mutual benefit. This definition is further elaborated by [4] to be a set
of flexible and interconnected programs that permit the end users of electricity (con-
sumers) a greater role in altering their consumption pattern/profile by shifting their
electricity usage from peak to off-peak periods. Generally, DSM programs are either
energy efficiency (EE) based or demand response (DR) based [3, 4]. While the EE
based DSM programs aim at curtailing electricity usage through the use of more energy
efficient devices (use of energy saving bulbs instead of incandescent bulbs) and
techniques (double glazed windows, insulation, sealing) or a compromise in comfort
derived from certain electrical appliances (like reduced thermostat settings and reduced
light brightness settings), the DR based programs aim at soliciting from electricity users
a ‘positive’1 response due to increase in electricity rate or some other incentives [3, 4].

The basis for the exploitation of DR-DSM is the home energy management system
(HEMS) which plays a crucial role in advancing the smart grid concept. According to
[5], smart HEMS are an essential component in ensuring that the demand-side man-
agement aspect of the smart grid is successful. Smart HEMS are further defined by [5]
to be optimal systems that provide energy management services for the efficient
monitoring and management of electricity generation, storage and its consumption in
smart houses. This perspective is further reified by [6] who posit that smart HEMS has
formidable applications in the generation, transmission and distribution systems of
electricity networks.

The advent of solar home systems (SHSs) has led to increased discussions and
research on HEMS due to the increasing need to match supply with demand. Fur-
thermore, because of the variable and stochastic nature of weather elements, HEMS are
proving to be a viable platform for ensuring that SHSs are well utilized to guarantee
consumer comfort and satisfaction. For instance, in [7], an energy flow management
algorithm was presented for a grid-connected photovoltaic (PV) system that incorpo-
rated battery storage while in [8], a HEMS that integrated a learning prediction algo-
rithm for forecasting power production of a house’s solar PV plant and its power
consumption across a time span and based on neural-network was designed. The effect
of sending feedback on previous energy consumption to households was also evaluated
by comparing consumption drop/increase across a time frame in [9] where a 3.4% and

1 By positive we imply an inverse relationship in which electricity users reduce their usage of
electricity based on increasing electricity rate.
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5.4% drop in energy (electricity) consumption for average and higher electricity con-
suming households was observed during the winter. Furthermore, in [9], there was a
significant 11.4% drop in the usage of space heating for the higher electricity con-
suming households. Data error impact on HEMs was studied in [10] while [11] pre-
sented a conceptual distributed integrated energy management (diEM) system for
residential buildings. The aim of [11] is to minimize operational energy cost for
households through load shifting to maximize renewable energy power produced.
A life cycle assessment was conducted by [12] where the environmental impact of
HEMs in terms of their potential benefits and detrimental impacts was evaluated.
A negative energy payback time was computed for home automation devices due to the
energy consumption of smart plugs. ForeseeTM was presented by [13] as a user-centred
HEMs for optimizing its operations to achieve efficiency and utility cost savings.
Abushnaf et al. in [14] made extensive arguments on the ability of HEMs to optimize
residential building energy use especially in tackling the problems of green-house gas
emission and energy wastage. Further reading on HEMs can be found in [6, 15].

In most of the literature surveyed, indoor comfort with respect to user specification
has been vaguely researched with most literature overlooking the issue of sensitivity in
temperature variations while trying to schedule the operations of heating, ventilation
and cooling (HVAC) loads. Furthermore, load reduction has been achieved most times
at the expense of some discomfort (though minimal) to the user. For instance, in [16],
the proposed algorithm for the HEMs had variations in temperature as high as 1.5 °C
with load reduction of about 5.7%. Considering the importance of adequate heating
especially for elderly persons and the fact that by 2025 there will be over 1.2 billion
people aged 60 and over worldwide [17], the need arises for smarter home energy
management systems that can achieve significant cost savings while still maintaining
indoor temperature strictly within the permissible range specified by the occupants.
This system must thus advance the existing smart HEMs available and be interoperable
with existing smart grid infrastructure while ensuring that its initial investments payoff
within an appropriate time frame.

We thus present an improved comfort biased smart home load manager
(iCBSHLM) for the optimal scheduling of demand response (DR) loads with a hier-
archical biased nature. The proposed iCBSHLM contributes to the limited literature on
HEMS design with user preference [13]. Two classes of loads are generally handled by
iCBSHLM – class 1 and class 2 loads. The class 1 loads refer to the loads that primarily
affect the ambient temperature or environment of a confined space. Examples of class 1
loads include air-conditioners (ACs) and heaters, refrigerator etc. The class 2 loads
refer to other loads that can be scheduled or have their operation interrupted without
significantly affecting users comfort. Examples of class 2 loads include dishwashers,
cloth washers, cloth dryers etc. In deploying iCBSHLM, class 1 loads are expected to
be fully on direct load control (DLC)2 by the utility with user override provided while
the class two loads can be on full of semi DLC. The full DLC assumes the utility

2 Direct load control (DLC) is defined as a system in which electricity users give the utility control
over the operation of an equipment. The utility can in the case of peak demand or faults trigger such
loads on/off without notifying the user. However, the user maintains an override over such device.
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oversees the start and end time of operation of the participating demand response
(DR) loads while the semi DLC assumes a case where the utility has operational control
over the utilisation of a device within a strict time frame offered by the household. In all
cases, the incentive for participation in DR is reduced electricity cost.

2 Methods

In modelling iCBSHLM, we utilise the concept of the charging and discharging of
capacitors to represent the heating and cooling of a room. We further show by
dimensions that the two cases are dimensionally equivalent thus providing a valid
framework for the application of iCBSHLM. Consider the circuit shown in Fig. 1 [18].
The circuit represents the charging of a capacitor (C) through a resistor (R). We can
thus define the charging rate of the capacitor as shown in Eq. (1).

Vc ¼ Vsð1 � e
t

RCÞ ð1Þ

Where Vc is the voltage across the capacitor, Vs is the voltage from the battery
source, t is the time elapsed since battery source is turned “ON”, R is the resistance ðXÞ
and C is the capacitance (F). The value RC is the time constant and determines the
charging rate of the capacitor. It is generally established that the capacitor charges
fully by 5 � RC. Dimensionally, resistance R ¼ V

A ¼ ML2t�3I�2 while capacitance

C ¼ Q
V ¼ M�1L�2t4I2 which implies that RC = t, where M, L, t and I are the

dimensional symbols for mass, length, time and current.

In creating an analogy for the heating of a confined space, we relate the heat source
of temperature Ts to the Vs, thermal resistance of air Rk to R and thermal capacitance of
air Ck to C. We thus define Rk and Ck (where Ck is the thermal conductivity) as shown
in Eqs. (2)–(3) respectively.

Rk ¼ temperature
J=S

¼ kg�1m�2s3K ð2Þ

Fig. 1. The capacitor charging circuit [18].
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Ck ¼ heat
temperature

¼ kgm2s�2K�1 ð3Þ

The time constant s for this scenario is defined as s ¼ RkCk which is dimensionally
equivalent with RC. We thus define the heating of the confined space as shown in Eq. (4).

Tc ¼ Tsð1 � e�
t

RkCkÞ ð4Þ

Where Tc is the temperature of the confined space and Ts is the temperature of the heat
source. However, if we assume that heat in the confined space depletes with time, we can
also model the depletion/decay of heat in the confined space to the discharging of a
capacitor. Consider Fig. 2 [19], which presents the discharging of a capacitor. If all
values are assumed to have their initial meanings, then the discharging of the capacitor is
shown in Eq. (5) while Eq. (6) presents the depletion/decay of heat in the confined space.

Vc ¼ Vse
� t

RC ð5Þ

Tc ¼ Tse
� t

RkCk ð6Þ

Given a user defined comfort level (in terms of temperature) to be Tuser such that the
user can tolerate variations Tmin � Tuser � Tmax, then we seek to optimize the dura-
tion of operation of the heat source RkCk such that the variation of temperature is
within the limit Tmin � Tuser � Tmax. Figure 3 presents a description of the optimization
objective while Algorithm 1 presents the description of iCBSHLM.

Fig. 2. The capacitor discharging circuit [19].

Fig. 3. Description of optimization objective

530 C. G. Monyei and S. Viriri



An Improved Comfort Biased Smart Home Load Manager 531



3 Results and Discussion

A single room apartment of an elderly person is considered. Winter season is assumed
while 3 different scenarios are run with iCBSHLM. Table 1 presents the associated
statistics for the house including loads considered, time range for optimisation and user
defined temperature settings for all scenarios. Two pricing schemes are considered –

Price0 (time of use pricing) and Price1 (dynamic pricing).

Figure 4 presents the pricing profile for Price0 and Price1 while the profile of
allocation for class 1 and class 2 loads and for the various temperature scenarios
(26 °C, 27 °C and 28 °C) are presented in the Figs. 5, 6 and 7 respectively. The
summary of the results is shown in Table 2. It is observed from Table 2 that iCBSHLM
achieves the strict temperature operating range of the household under consideration
with average temperature for 26 °C, 27 °C and 28 °C exceeding their ideal cases by
0.42%, 0.47% and 0.25% which all fall within the 1.92%, 1.85% and 1.79% specified
by the user for 26 °C, 27 °C and 28 °C respectively. Further observed from Table 2 is
the fact that the application of iCBSHLM and Price1 achieves a reduction in electricity
consumption by 2.9%, 2.8% and 2.9% for 26 °C, 27 °C and 28 °C while reduction in
electricity cost was 7.2%, 7.3% and 7.5% for 26 °C, 27 °C and 28 °C respectively.

Table 1. Associated statistics for house under consideration

Device Rating (W) Operation time Duration

Heater 1440 9AM–8PM (+1 day) 23 h
Dish washer 1200 9AM–5PM 1.75 h
Cloth washer 500 9AM–5PM 1.25 h
Cloth dryer 1000 7PM–11PM 1.75 h
Scenario Tuser defined Allowance Operation range

Scenario 1 26 °C +0.5 °C 26 °C–26.5 °C
Scenario 2 27 °C +0.5 °C 27 °C–27.5 °C
Scenario 3 28 °C +0.5 °C 28 °C–28.5 °C

Fig. 4. Pricing profile for Price0 (TOU) and Price1 (dynamic pricing)
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Fig. 5. Profile for (a) room temperature at 26 °C (b) air-conditioner status (c) cloth washer, cloth
dryer and dishwasher power dispatch and (d) cumulative power demand

Fig. 6. Profile for (a) room temperature at 27 °C (b) air-conditioner status (c) cloth washer, cloth
dryer and dishwasher power dispatch and (d) cumulative power demand
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4 Conclusion

iCBSHLM has been presented for a single scenario considering one HVAC load along
with 1 cloth washer, 1 cloth dryer and 1 dish washer. The savings accrued show the
impact of consumer preferences on potential savings. Considering the fact that

Fig. 7. Profile for (a) room temperature at 28 °C (b) air-conditioner status (c) cloth washer, cloth
dryer and dishwasher power dispatch and (d) cumulative power demand

Table 2. Summary of results

Without iCBSHLM

Temperature (Average) Price0 (ZAR) Energy consumption (kWh)
Class 1 Class 2

26 °C 42.40 5.28 23.18
27 °C 42.40 5.28 23.18
28 °C 42.40 5.28 23.18

With iCBSHLM

Temperature (Average) Price1 (ZAR) Energy consumption (kWh)
Class 1 Class 2

26.11 °C 39.78 4.48 22.52
27.13 °C 39.71 4.49 22.54
28.07 °C 39.64 4.47 22.52
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flexibility in the allocation of loads have been greatly constrained by the consumer
preference, a greater factor capable of influencing savings would be the real time
pricing trigger. However, the authors aver that aggregating more participants or
incorporating more household loads – refrigerator, geysers etc. creates the opportunity
for greater savings. Furthermore, the adopted modelling representation of HVAC loads
using the charging/discharging of capacitors is quite flexible and easily adaptable to
larger spaces once Rk and Ck can be determined.
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Abstract. In the anesthesia field there are some challenges, such as
achieving new methods to control, and, of course, for reducing the pain
suffered for the patients during surgeries. The first steps in this field were
focused on obtaining representative measurements for pain measurement.
Nowadays, one of the most promiser index is the ANI (Antinocicep-
tion Index). This research works deals the model for the remifentanil
dose prediction for patients undergoing general anesthesia. To do that,
a hybrid model based on intelligent techniques is implemented. The
model was trained using Support Vector Regression (SVR) and Artificial
Neural Networks (ANN) algorithms. Results were validated with a real
dataset of patients. It was possible to check the really successful model
performance.

Keywords: EMG · ANI · MLP · SVR

1 Introduction

The application of automatic control techniques to the anesthesia field has out-
performed manual administration of drugs [1]. The anesthetic process involves
the control of three main variables: hypnosis, analgesia and muscular blockade.
Different automatic controllers have been proposed in order to adapt the drug
titration regarding the real needs of patients to control the hypnosis level [2,3].
However, further research is required in order to propose reliable strategies to
deal with the control of analgesia. The main problem relies on the absence of a
feedback variable capable of quantifying the analgesic state of patients during
surgery.
c© Springer International Publishing AG, part of Springer Nature 2018
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Different variables and monitors have been proposed as measures that could
be correlated to the analgesic state of patients [4–6]. Nevertheless, the reliability
of these monitors has not been widely studied. Among the different alterna-
tives, the Analgesia Nociception Index (ANI) developed by Mdoloris Medical
Systems, has shown good results in clinical practice [7,8]. The ANI monitor is a
non-invasive system that computes an index obtained from the Autonomic Ner-
vous System (ANS) through the electrocardiogram (ECG). This index ranges
from 0 to 100 in order to quantify the parasympathetic activity in patients
undergoing surgery. A value between the 50–70 range is supposed to ensure an
adequate analgesia. Values under 50 involves the possibility of future hemody-
namic reactions, while values over 70 indicates the possibility to decrease the
opioids administration without any risk.

The work presented in [9] used intelligent techniques with the aim of predict-
ing the ANI level taking into account the Remifentanil drug rate administered
to the patient, the EMG (ElectroMyoGram) and the previous values of ANI. In
a similar way, other work [10] predicts the EMG and BIS (Bispectral Index).
However, the present work deals the opposite problem and in this case, the
proper Remifentanil infusion rate is predicted for the next five seconds from the
previous values of ANI, EMG and Remifentanil. In a similar way, in [11], fuzzy
algorithms are used in the drug supply decision-making process.

The proposed predictive model can be obtained considering different regres-
sion methods. The most commonly used methods are based on Multiple Regres-
sion Analysis (MRA) techniques. In [12–14], MRA techniques are used to address
problems in applications of different fields. In some cases, the nature of the sys-
tem to model can lead to wrong performance [13,15,16], and for this reason, Soft
Computing techniques are employed [17–21]. Their use improves significantly the
performance of the predictive model [22–27].

This work develops a model to predict the Remifentanil infusion rate using
the ANI and EMG signals. To achieve this objective, Artificial Neural Networks
and Support Vector Regression were employed. Then, the performance of the
model is evaluated using the Mean Squared Error (MSE).

This paper is organized following the next structure. After this section, a
brief case of study is presented. Then, the model approach and the used tech-
niques used to obtain the model are shown. The results section shows the best
configuration achieved by the proposed hybrid model. Finally, the conclusions
and future works are presented.

2 Case of Study

Data to train and test the model were obtained from fifteen patients undergoing
cholecystectomy surgery at the Hospital Universitario de Canarias (HUC). All
patients received an informative document about the study and an informed
consent was signed. A Total IntraVenous Anesthesia (TIVA) was performed.
After the induction phase, propofol (hypnotic drug) and remifentanil (analgesic
drug) were manually delivered according to the anesthesiologist criteria. Two
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Graseby 3500 pumps were used. The Bispectral Index (BIS) monitor was con-
sidered to guide propofol titration, with a target value of 50. Remifentanil dose
was adjusted in steps of 0.05 mg/kg/min regarding autonomic reactions and the
presence of surgical events. During the surgery, the Analgesia Nociception Index
information was registered in parallel to the process so that the physician was
not able to see the information provided. As a result, their decisions were based
only on traditional clinical parameters. Not only ANI, but also EMG signal and
Remifentanil rate were automatically registered with a sample time of 5 s using a
laptop via RS232 interfaces. The studied problem could be represented as shown
in Fig. 1.

Fig. 1. Case of study. Input/Output representation

3 Model Approach

The model approach follows the structure presented on Fig. 2. Three signals are
considered as inputs: Remifentanil, EMG and ANI. With the aim of representing
the dynamics of the system, the five previous measures of each signal are taken
into consideration. Hence, the model has a total amount of fifteen inputs. The
model output is the predicted value of the Remifentanil infusion rate.

The model is implemented through the process described in Fig. 3. The
dataset was divided in two groups, a group used to train the model and a group
used to check its performance. The K-Fold Cross-Validation algorithm shown in
Fig. 4 was employed in order to ensure the best model performance.

3.1 Dataset Obtaining and Description

The dataset used on this research consist on the registered Remifentanil infu-
sion rate, EMG and ANI signals from fifteen different patients undergoing gen-
eral anesthesia. The signal monitoring is performed with a sample time of 5 s.
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Fig. 2. Model approach

Fig. 3. Modeling process

Before applying the intelligent regression techniques to the dataset, an ini-
tial preprocessing of the raw data is conducted on the three monitored sig-
nals. This preprocessing consisted on filtering the data using a low pass fil-
ter in order to avoid the undesired noise. This research focuses only on the
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Fig. 4. K-Fold training process

anesthesia maintenance phase. Hence, induction and recovery phases were not
considered. After the preprocessing, and taking into account only the mainte-
nance phase, the dataset is composed of 17064 samples.

3.2 Used Techniques

With the aim of obtaining the best prediction model, different intelligent tech-
niques were applied and tested in this work. The model performance is assessed
using an MSE criteria with 10 k-Fold Cross Validation. This validation method
leads to a more general measurement than the Hold-Out method. The number of
patients taken into account to achieve the model is thirteen, and its performance
was checked with two more patients.

Artificial Neural Networks (ANN). Multi-layer Perceptron (MLP).
The Multi-Layer Perceptron is the most used feedforward Artificial Neural Net-
work (ANN) [28,29] because of different factors, such as its robustness and simple
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configuration. However, selecting a proper ANN configuration is a very impor-
tant task in order to obtain good results. The MLP architecture is divided in
three parts, one input layer, one output layer and one or more hidden layers.
Each layer’s neuron has an activation function, that can be a step, linear, log-
sigmoid or tan-sigmoid. Although it is not mandatory, commonly, neurons from
the same network have the same activation function.

Support Vector Regression (SVR), Least Square Support Vector
Regression (LS-SVR). The well known Support Vector Regression algorithm
is based on the Support Vector Machines (SVM) algorithm used for classifica-
tion. The main task of SVR is mapping the data into a high-dimensional feature
space F using a nonlinear plotting. Then, linear regression is performed in F
[30].

It is called LS-SVM to the Least Square algorithm of SVM. The estimated
solution is calculated by solving a linear equations system, giving a performance
generalization compared to SVM [21,31,32]. When the LS-SVM algorithm is
applied to regression, it is known as LS-SVR [33,34]. In LS-SVR, a classical
squared loss function replaces a insensitive loss function. This squared loss func-
tion makes the Lagrangian by solving a linear Karush-Kuhn-Tucker (KKT).

4 Results

The model obtained predicts the Remifentanil infusion rate using the last five
previous values of EMG, Remifentanil and ANI. The use of the previous values
incorporates to the model the dynamics of the system. The use of more previous
values was tested, concluding that taking into account more than the last five
values does not improve the model performance. Similarly, reducing the number
of previous values led to worse results.

The artificial neural network algorithm was trained using different configu-
rations: the number of neurons of the unique hidden layer was tested from 1 to
8. The hidden layer neurons have a tan-sigmoid activation function while the
output layer neuron had a linear activation function. The training algorithm
was Levenberg-Marquardt, the learning algorithm was gradient descent and the
mean squared error was set as performance function.

The LS-SVR algorithm was trained with the KULeuven-ESAT-SCD auto-
tuning algorithm implemented with the Matlab toolbox. The regression type
was set to ‘Function Estimation’ and the model kernel was configured as Radial
Basis Function (RBF). The cost criteria is ‘leaveoneoutlssvm’, the performance
function is ‘mse’ and the optimization function is set as ‘simplex’.

The best MSE, NMSE (Normalized Mean Squared Error) and MAE (Mean
Absolute Error) for each regression technique is presented in Table 1. Increasing
the number of neurons in the hidden layer for the ANN technique does not lead
to better results. In this case, the best configuration is obtained with only one
neuron in the hidden layer.
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Table 1. MSE, NMSE and MAE for each regression algorithm

MSE NMSE MAE

ANN-1 8.6708e−5 0.0082 0.0012

ANN-2 8.7155e–5 0.0083 0.0012

ANN-3 9.2794e–5 0.0088 0.0012

ANN-4 8.9512e–5 0.0085 0.0012

ANN-5 1.1584e–4 0.0110 0.0013

ANN-6 6.3378e–4 0.0601 0.0015

ANN-7 0.0135 1.2828 0.0029

ANN-8 0.0015 0.1457 0.0018

LS-SVR 9.0380e–5 0.0086 0.0014

After selecting the best configuration, the final model is trained with whole
amount of data from the thirteen patients (without K-Fold Cross Validation).
This final model is validated using the data from the two patients left. Hence,
two complete surgeries are tested obtaining successfully results. In Fig. 5 and
6 the predictions of the remifentanil (red line) is compared with its real value
(blue dashed) on both testing patients. It can be observed that, in both cases,
the prediction is similar to the real value.

Fig. 5. All the surgery Remifentanil signal for the first testing patient. The real (blue
dashed) and predicted (red line) signals are as close that in the global figure is difficult
to see the two signals. (Color figure online)
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Fig. 6. All the surgery Remifentanil signal for the second testing patient. The real
(blue dashed) and predicted (red line) signals are as close that in the global figure is
difficult to see the two signals. (Color figure online)

5 Conclusions

It is important to emphasize that quite satisfactory results have been obtained
with the approach proposed in this research. The main goal of the work was to
predict the Remifentanil infusion rate, and the results show that the output of
the model fits the real signal with very small error.

This model was obtained from a real dataset using 10 K-Fold Cross Valida-
tion. The approach is based on intelligent techniques, selecting the best algorithm
configuration to train the final model. After some tests, the analysis of the results
shows that the best model regression techniques is the ANN with 1 neurons in
the hidden layer, that achieves less than 0.5% of predicted error.

This technique could be applied to several systems with the aim of predicting
signals or to improve some specifications.
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16. Machón-González, I., López-Garćıa, H., Calvo-Rolle, J.L.: A hybrid batch SOM-
NG algorithm. In: The 2010 International Joint Conference on Neural Networks
(IJCNN), pp. 1–5. IEEE (2010)

17. Alaiz Moretón, H., Calvo Rolle, J., Garćıa, I., Alonso Alvarez, A.: Formalization
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25. Garćıa, R.F., Rolle, J.L.C., Castelo, J.P., Gomez, M.R.: On the monitoring task
of solar thermal fluid transfer systems using NN based models and rule based
techniques. Eng. Appl. Artif. Intell. 27, 129–136 (2014)

26. Quintián, H., Calvo-Rolle, J.L., Corchado, E.: A hybrid regression system based
on local models for solar energy prediction. Informatica 25(2), 265–282 (2014)

27. Quintian Pardo, H., Calvo Rolle, J.L., Fontenla Romero, O.: Application of a low
cost commercial robot in tasks of tracking of objects. DYNA 79(175), 24–33 (2012)

28. Wasserman, P.: Advanced Methods in Neural Computing, 1st edn. Wiley,
New York (1993)

29. Zeng, Z., Wang, J.: Advances in Neural Network Research and Applications, 1st
edn. Springer, Heidelberg (2010). https://doi.org/10.1007/978-3-642-12990-2

30. Vapnik, V.: The Nature of Statistical Learning Theory. Springer, New York (1995).
https://doi.org/10.1007/978-1-4757-3264-1

31. Kaski, S., Sinkkonen, J., Klami, A.: Discriminative clustering. Neurocomputing
69(1–3), 18–41 (2005)

32. Fernández-Serantes, L.A., Estrada Vázquez, R., Casteleiro-Roca, J.L., Calvo-Rolle,
J.L., Corchado, E.: Hybrid intelligent model to predict the SOC of a LFP power
cell type. In: Polycarpou, M., de Carvalho, A.C.P.L.F., Pan, J.-S., Woźniak, M.,
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Abstract. This research presents a new hybrid algorithm able to select a set of
features that makes it possible to classify healthy individuals and those affected
by prostate cancer.
In this research the feature selection is performed with the help of evolu-

tionary algorithms. This kind of algorithms, have proven in previous researches
their ability for obtaining solutions for optimization problems in very different
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fields. In this study, a hybrid algorithm based on evolutionary methods and
support vector machine is developed for the selection of optimal feature subsets
for the classification of data sets. The results of the algorithm using a reduced
data set demonstrates the performance of the method when compared with
non-hybrid methodologies.

Keywords: Support vector machines � Genetic algorithms � Prostate cancer
Single nucleotide polymorphism

1 Introduction

Prostate cancer (PCa) caused 300.000 deaths during 2012, and 1.1 million cases of this
tumuor were diagnosed worldwide. In UE-28, it was the first cancer among men and
the third in mortality, with more than 360,000 cases and 72,000 deaths. In Spain,
30,000 new cases were diagnosed and 5,000 deaths were estimated to have been due to
this tumor [1]. In our country, an increase in incidence has been observed since the
widespread use of prostate-specific antigen (PSA), while the mortality rate has been
falling by 3.6% annually since 1998 [2].

Despite its importance, only three risk factors for PCa are firmly established: age,
race and family history, none of which are modifiable [3]. Regarding modifiable
environment factors, especially in those linked to lifestyle (alcohol and tobacco con-
sumption, diet, and obesity) very heterogeneous results have been observed and their
link with PCa is not well established, so it is also not known if the high adherence
would reduce their incidence [4, 5].

It is also known that there is variability in the prognostic and clinical range of PCa,
ranging from chronic indolent disease to aggressive, systemic and fulminant malig-
nancy, and as a general rule, these lifestyle-related environmental factors behave dif-
ferently depending on the aggressiveness and prognosis of the tumour. They behave as
protective factors or have a neutral or weak effect in less aggressive cases, but are a
relevant risk factor in the most aggressive tumours, in terms of recurrence and mortality
of PCa. In turn, this same prognostic variability within the same disease range (stage
TNM, PSA levels and Gleason or D’Amico score) is very relevant, and may be related
to individual genetic factors and/or their interaction with environmental factors [6].

For this reason, it is necessary to apply novel methodologies that help to compute
the analysis of genetic and environmental interactions, including intelligent information
management systems based on advanced data extraction and automatic learning. These
methodologies are capable of treating a large amount of information in a fast and
effective way, with the objective of getting closer to an increasingly personalized and
precise medicine to better predict the risk of disease [7].

The objective of this work will be the development of a model that allows us to
classify individuals in prostate cases and controls based on the information of the most
relevant environmental variables selected by it.
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2 Methods

2.1 Support Vector Machines

Support Vector Machines (SVM) is a class of statistical models which have their origin
in the research of Vapnik [8]. Although nowadays there are models feasible for
regression, it is a technique that was originally developed for classification [9] and it is
employed for this purpose in the present research.

Let us suppose the problem, in which by means of two variables we want to
separate samples of two classes that are completely separable. If this information is
represented in a two-dimensional space, we would find an infinite number of lines able
to separate the data. In order to assess the performance of the different lines that would
separate the data perfectly, Vapnik [8] defined a metric called marging. In the case of
the problem with two categories, the maximum margin classifier creates a decision
value D xð Þ that classifies samples so that if D xð Þ [ 0, we would predict a sample to
be of, for example, class a, and otherwise that the sample corresponds to class b.

The maximum margin classifier can be written in terms of each data point in the
sample with the help of the following equation [9, 10]:

D uð Þ ¼ b0 þ
XP

j¼1
bjuj ¼ b0 þ

Xn

i¼1
yiaix

0
iu

Where:
u is an unknown sample.
b0 is the independent term of the hyperplane equation.
bj are coefficients of the variables of the hyperplane.
uj are the components of vector u.
yi are the components of vector is the y component of the i-th data point in the

sample.
ai is the set of nonzero values are the points that fell on the boundary of the margin.
x
0
iu is the dot product, where xi is the x component of the i-th data point in the

sample.

The equation presented above is only a function of the training set samples that are
closest to the boundary and that are predicted with the least amount of certainty. As the
prediction equation is supported only by these data points, the maximum margin
classifier is usually called the support vector machine.

For those cases in which classes are not completely separable, Cortes and Vapnik
[8] develop extensions to the early maximum margin classifier in order to accommo-
date this situation. This new formulation penalizes those points that are on the wrong
side of the boundary.

The SVM equation was extended to non-linear models using a linear cross product
[10, 11]:
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D lð Þ ¼ b0 þ
Xn

i¼1
yiaix

1
i l ¼ b0 þ

Xn

i¼1
yiaiK xi; uð Þ

Where K :; :ð Þ is a kernel function of the two vectors. Some of the most common
and well-known kernel functions are polynomial, radial basis function and hyperbolic
tangent.

It must also be remarked that when the samples are not separable, a penalty term
that approximates the total training error is considered. This is performed to avoid the
reduction training error resulting in poor generalization error and overfitting. One of the
most employed regularization terms is LASSO (Least Absolute Shrinkage and Selec-
tion Operator for parameters estimation) [12]. It has been adapted to SVM [13] by
means of the following expression:

Penc ¼ c �
Xn

j¼1
uj
�� ��

Where c represents a tuning parameter.
The use of different kinds of kernels, makes it possible to produce extremely

flexible decision boundaries. In the case of the present research, four well-known
different kernels have been employed: linear, polynomial, radial basis function and
tangent. These kernels have been used by the authors [14–17] in previous research.

2.2 Genetic Algorithms

Genetic Algorithms (GA) are a kind of adaptive methos generally employed for
problems related to the search and optimization of parameters. The methodology of GA
is based on the principles of natural reproduction and survival.

In order to find a solution, the problem starts with an initial set of individuals called
population that, generally speaking, and in the case of the present research also is
generated at random. Those individuals are evaluated using the rules of natural
reproduction in search of a solution.

The origins of evolutive programming can be found in the work of Fogel, Evans
and Walsh, published in 1966 [18]. We should also consider that GA, as they are
known nowadays, were first presented by John Holland in his book called Adaptation
in Natural and Artificial Systems [19]. It must be also remarked that the ability of GA
goes beyond the capability of estimating parameters in a Physical Model.

In a GA, the population initially created is processed with the help of these main
operators, which mimic biological processes [20].

– Selection: this mechanism behaves in the same way as the natural selection in
nature. The best-performing individuals are most likely to transmit their information
(genes) to the next generation.

– Crossover: produces a combination of different individuals of the same generation
in a similar way to how natural reproduction does so.

– The mutation operation is employed to randomly change (flip) the value of single
bits within an individual.
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Although mutation is a very interesting mechanism for improving the variations of
solutions, it must be employed with low probability values [20] in order to avoid the
interruption of convergence process.

After these three mechanisms have been applied to the initial population, a new
population will have been formed and the next generation is ready for iteration. This
selection process continues until a fixed number of generations have elapsed, or until
some form of convergence criterion has been met.

2.3 Study Population

MCC-Spain is a multicase-control study performed between September 2008 and
December of 2013, based on population from Spain. As a part of the study, a database
was created. The aim of this database was to assess of the influence of environmental
exposures and their interaction with genetic factors in the most common tumors in
Spain [21]. Therefore, the database includes cases of different kinds of cancer (col-
orectal, breast, gastric, prostate and chronic lymphocytic leukaemia). The total amount
of individuals in the study was 10,106 subjects.

For the present research, the data subset was generated by taking data from
MCC-Spain relating to the prostate cases and controls, specifically, the database
designed is comprised of 1,112 (42.7%) subjects that have prostate cancer and 1,493
(57.3%) controls. A total of 93 different variables for each individual were employed,
one of which was age, with an average value of 66.33 and a standard deviation of 8.09
years. Also, weight, height and educational level of the patients and if they were
smokers or have smoked in past was recorded. In those that suffered from prostate
cancer, the aggressiveness of the tumor was assessed by means of the Gleason Score.
All the individuals enrolled in the study took a food frequency questionnaire that
allowed us to know their daily intake of white meat, read meat, organ meat, cured meat,
white fish, sugar, coffee, eggs, milk, soy, fruits, vegetables, bread rice etc. also, taking
into account their answers to the questionnaire and the consumption of the different
kinds of food, it was also possible to estimate the daily intake in terms of fiber, proteins,
fats, ethanol, calcium, vitamin D, etc. Please note that although in the MCC-Spain
genetic variables are measured, they are not included in the present study.

2.4 The Proposed Algorithm

The algorithm proposed in this research can be considered as a hybrid algorithm [22]
and combines two well-known methodologies: GA and SVM. The use of GA is
two-fold: on the one hand, they are responsible for the selection of the variables that
take part in the SVM models and on the other hand, the optimization of parameters was
also performed with the help of GA.

The flowchart of the algorithm is presented in Fig. 1. First of all, the data set is
randomly split, using 80% of the information for training and the other 20% for
validation. In the next step, the population of the GA, which is employed in order to
determine which variables will be used in the SVM models is initialized. Each member
of the population or in other words, each one of variables subset is employed for
training a SVM model. Please note that each member of the GA population is formed
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for a string of ‘1s’ and ‘0s’ and there is a univocal relationship of each input variable
with each one of this numbers. It means that when the number is ‘0’ the variable is not
taken into account for the SVM model while if the variable is ‘1’, it is taken into
account for the referred model. In order to form the individuals of the next generation,
the crossover mechanism is applied cutting the bits strings of two members of the
population in one point and combining them. The mutation mechanism is applied,
given a low probability value to all the bits of the string for mutation (changing from
‘0’ to ‘1’ or from ‘1’ to ‘0’).

Fig. 1. Flowchart of the proposed hybrid algorithm.
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Using as input information the selected variables and the training data set, the
kernel and SVM parameters are tuned with the help of a new GA.

The performance of each SVM model is evaluated with the help of the validation
data set. In the case of the present research, the fitness function calculates the area
under the ROC (Receiver Operating Characteristic) curve. The termination condition of
the GA is that no improvement in the area under the ROC is achieved after 100 cycles.
The process of the flowchart of the figure was repeated 1,000 times using different
training and validation data sets.

3 Results and Discussion

The application of the SVM classification model to the validation data sets gave us the
results that are shown in Table 1. Please note that these values correspond to the best
model, which in the case of the present research is considered to be the one with the
highest values of specificity and sensitivity.

Please note that the selection of SVM model parameters and kernel is also per-
formed by a GA. The quality of models built by machine learning algorithms mostly
depends on the right tuning of parameters. In the case of this research, the assessment
of the results with the help of validation data sets help us to avoid the consequences of
overfitting.

In the case of the present research, the best results were employed using radial basis
function as the kernel. In this kernel the G parameter that controls the scale was tuned
together with the cost value. The optimum G value was 0.0057 and the cost value 235.

The developed GA is able to classify healthy individuals and PCa cases using only
16 variables: height, Body Mass Index, age, and the intake of artificial sweeteners,
sodas, bread, sugar, glucoses, ‘junk’ food, dairy desserts, tomatoes, tinned fish, red and
processed meat, proteins, soy milk and vitamin D. Although this is one of the strengths
of the algorithm, in order to give a complete overview of the proposed method, lim-
itations should also be taken into account. In the case of the results obtained, the model
can be tuned if the association among variables is studied. From the existing evidence,
age is the only marker which is a risk factor and is selected by this algorithm.

Table 1. SVM model performance. Point estimates and 95% CI.

Performance indicator Point estimate 95% CI

Apparent prevalence 0.59 (0.54, 0.63)
True prevalence 0.59 (0.54, 0.63)
Sensitivity 0.91 (0.87, 0.94)
Specificity 0.87 (0.81, 0.91)
Positive likelihood ratio 6.80 (4.71, 9.81)
Negative likelihood ratio 0.10 (0.07, 0.15)
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Most variables are correlated with obesity, so with BMI too: intake of sodas, bread,
junk food or dairy products. All of them have a high quantity of glucoses or sugar.
Several studies analysed the hypothesis that the decrease of carbohydrates in the diet
delays PCa growth. However, not every publication has shown a positive statistical
relationship between carbohydrates and PCa, and in some cases they have even been
observed as protective factors.

Until now all the selected variables referred to different components of the diet.
Closely related to this is the BMI variable. The observational studies found a statis-
tically significant relationship between people with high BMI that present a specific
predisposition and an increase in the rate of mortality from different cancer types,
among them PCa [23].

Regarding dairy desserts, a two-fold relation with PCa can be found. On the one
hand, they are sugar-rich, so they are associated to a high BMI. On the other hand, they
also have a high calcium concentration. There are some evidence about diets with high
intake of calcium-rich foods, which have been linked to the increased risk of prostate
cancer, so high calcium concentrations down-regulate the formation of an active form
of vitamin D which could play an important role in the carcinogenesis of PCa by
inhibiting cell proliferation [24].

The intake of sweeteners has aroused great controversy concerning its effect in
relation to cancer. Gallu et al. [25] showed that there does exist a relationship between
sweeteners and some common types of cancer exists, including PCa.

Another product selected by this algorithm is soy milk, which is considered a
protective factor due to a reduction in the inflammation that it produces [26]. In regard
to vegetables, a protective role in the development of PCa has been found in some
epidemiological studies, although not every publication has reached this conclusion
[27]. Tomatoes have a high concentration of lycopene which is considered to be a
protective factor for the development of several cancer types (particularly prostate)
[28]. High intake of tomatoes or high levels of serum lycopene were associated to low
PSA, decreased risk of PCa and reduction of urological symptoms.

Variables related to meat intake and the total proteins have a close relation. In
human diet, proteins come mostly from meats, fish and dairy. Several studies have
shown the potential benefit of chicken and fish intake over red meat, which is asso-
ciated to a greater risk of suffering PCa [28]. Omega-3 (x-3) fatty acids are a group of
long chain polyunsaturated fatty acids, present in large proportion in fish. Giovanucci
and Rimn found an inverse relationship between fish origin x-3 and PCa, although it
was not statistically significant.

Regarding non-modifiable factors, age and height can be mentioned. A rising
incidence of microscopic foci of prostate cancer is found in men with increasing age.
Results of autopsy studies have shown that almost 30% of men over the age of 50 have
histological evidence of prostate cancer [29]. In regard to height, there is evidence of an
effect of genetically-elevated height on prostate cancer risk [30].

Finally, another issue that should be taken into account is that there is not only one
kind PCa among all the individuals considered in the database: some of the PCa are
really aggressive while others are not. In the case of the non-aggressive cancers, high
values of BMI are a protection against risk factors whereas they are a risk factor for the
aggressive kinds of cancers. In other words, obesity does not seem to increase the
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overall risk of prostate cancer [23]. However, some studies [31] have found that obese
men have a lower risk of a low-grade (less dangerous) form of the disease, but an
increased risk of more aggressive prostate cancer [32] The reasons for this are not clear.

4 Conclusions

In the construction of a SVM model, the selection of the right kernel and optimum
parameter value are really important tasks. In this paper, a new algorithm for the
selection of variables was proposed. The experimental results demonstrate that the
algorithm can be used for selecting a model of an SVM for any kernel.

As an overall conclusion of this research, it must be highlighted the need of a
multidisciplinary work is necessary in order to overcome the possible technical limi-
tations so as to in turn avoid including in the model those variables that are highly
correlated in the model and working only with the minimum amount of variable able to
represent all the information contained in the data set.
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Abstract. The cyberbullying is becoming a significant social issue, in pro-
portion to the proliferation of Social Network Service (SNS). The cyberbullying
commentaries can be categorized into syntactic and semantic subsets. In this
paper, we propose an ensemble method of the two deep learning models: One is
character-level CNN which captures low-level syntactic information from the
sequence of characters and is robust to noise using the transfer learning. The
other is word-level LRCN which captures high-level semantic information from
the sequence of words, complementing the CNN model. Empirical results show
that the performance of the ensemble method is significantly enhanced, out-
performing the state-of-the-art methods for detecting cyberbullying comment.
The model is analyzed by t-SNE algorithm to investigate the mutually coop-
erative relations between syntactic and semantic models.

1 Introduction

Though the original purpose of Social Network Service (SNS) was to help people to
communicate, SNS provides a rich medium exposed to verbal violence [1]. The term
“cyberbullying” defined as the repeated injurious use of harassing, insulting or
attacking to someone, is becoming severe social issues [2]. According to statistics,
close to 25% of parents reported whose child had been involved in a cyberbullying
incident [3], and 43% of teenagers in the USA alone were subjected to cyberbullying at
some point [4]. Classifying task whether the SNS comment is cyberbullying can be a
partial solution to prevent such social problems since the cyberbullying on SNS is
mainly in the form of comments.

Detecting cyberbullying using traditional machine learning methods seems insuf-
ficient to identify and handle a cyberbullying, since these conventional methods are
monotonous to model the variation of natural language. Complicated metaphors,
polysemy, sarcasm and neologism is a well-known technical barrier in the field of
Natural Language Processing (NLP).

In this paper, we propose an ensemble model based on deep learning approach to
classify if the comments belong to cyberbullying. One of the components implemented
to model the syntactics of the cyberbullying comments is character-level convolutional
neural network (CNN) with knowledge-transfer. The CNN is the most successful
model among the deep learning architectures and robust to signal-level noise via
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convolution and pooling operations [5]. The other component is implemented to model
the semantics of the cyberbullying comments using word-embedding and long-term
recurrent convolutional networks (LRCN). The spatial and temporal features of
cyberbullying comments are modeled with convolution-pooling operations and LSTM
cells, after the word vectors are extracted. The word-embedding algorithm that captures
the continuous vector representations based on frequency is used to map each word to
semantic space [6]. Our ensemble model achieved the best classification accuracy
compared to other machine learning classifiers including deep learning classifiers.

2 Related Works

Sentimental analysis, one of the primary tasks in NLP, is about classifying the polarity
of document or sentence. The problem of identifying comments whether it is belonged
to cyberbullying is also the subset of sentiment analysis.

For early work in sentiment analysis, Turney et al. applied PMI-IR algorithm to
estimate the semantic orientation of movie review dataset [7]. The algorithm compares
semantic differences between words: it calculates semantic orientation using predefined
good/bad word vocabulary [8]. Though the results showed the PMI-IR algorithm
outperforms human-produced baselines, still there is a limitation that person manually
selects a feature for classification.

From the mid-2000s, term frequency-inverse document frequency (TF-IDF)
solidified as a measurement of a feature extracted from the text. TF-IDF is a statistical
method of measuring how important a word is in the document. Yun-tao et al.
improved TF-IDF approach using confidence, support, and characteristic words to
enhance the performance in sentiment analysis [9]. Forman et al. also developed
TF-IDF method using bi-normal separation (BNS), which shows substantially better
performance in ranking words for feature selection filtering [10]. Though the TF-IDF
measurement is useful to represent documents, it is not enough to implement in
comment classification since TF-IDF approach ignores the order of words, so that
information loss occurs.

To deal with metaphors, polysemy, sarcasm and neologism in the commentary, we
considered ordering of words. LeCun et al. regarded the language as a signal with no
difference from any other kind, and by applying CNN on the sequence of the char-
acters, they achieved state-of-the-art performance in text classification task [5]. Moti-
vated by [5], we enhance the noise robustness by using knowledge-transfer. Table 1
shows the summary of conventional methods.

Table 1. Related works for sentiment analysis and text classification

Author Method Description

Turney [7] PMI-IR Compare the semantic orientation using predefined keywords
Pang [8] NB, SVM Extract features using predefined bag-of-words
Yun [9] TF-IDF Improved TF-IDF approach using characteristic words
Forman [10] TF-IDF Improved TF-IDF approach using BNS
Zhang [5] CNN Treat text as a kind of raw signal at character level
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3 The Proposed System

In this section, we present the hybrid deep learning architecture and the two main
components: Character-level CNN and word-level LRCN. Each of deep neural net-
works models the syntactics and semantics from natural language to classify the
cyberbullying comments and has complementary relation.

3.1 Hybrid Deep Networks

We categorize cyberbullying comments into syntactic and semantic, inspired by the
way of dividing the field of NLP [11]. The syntactic cyberbullying is the kind of
violence based on the particular slang, which is relatively easy to detect using domain
knowledge. The semantic cyberbullying, however, is difficult to find hidden meanings
since it consists of complex metaphors.

The syntactic and semantic information of cyberbullying is inherent in the sequence
of characters or words. On the one hand, the syntactics of cyberbullying consists of
particular slangs and neologism modeled as low-level signals from the character
sequence. The neologism of slangs, for example, using the word ‘fu<k’ instead of
‘fuck’ is the noise of original signal. On the other hand, the semantics of cyberbullying
modeled as high-level signals from the sequence of word vectors. We use
word-embedding algorithm to extract vector representation of each word based on its
frequency, to keep the statistical correlation between words [12].

We use CNN and long short-term memory (LSTM) for learning the features from
the sequence of characters and word vectors, respectively. The two deep learning
models are combined through an ensemble technique, while maintaining comple-
mentary relationships from syntactic and semantic aspects of language. Figure 1 shows
the proposed hybrid architecture of two deep learning classifiers and an ensemble
method.

Each model outputs the continuous value ŷ through sigmoid activation function r
as follows:

ŷl ¼ wl�1
i r pl�1

i

� �þ bi
� � ð1Þ

where l is the depth of the model, wl�1
i is the weight between the i th node from the

l� 1 th layer and output node from last layer, pl�1 is flattened feature vectors from
previous layers and bi is the bias term.

The outputs from the mth model ŷm, which has a value between 0 to 1, is more
likely as cyberbullying if the value is close to 1. We calculate the arithmetic mean of
the outputs from each of M models after converted each of the outputs in the log-scale
score s to emphasize the role of each model:

s ¼ 1
M

X
m

log ŷm þ 1ð Þ ð2Þ
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3.2 Character-Level CNN and Knowledge Transfer

CNN is one of the successful deep learning architectures and achieved the best per-
formance in image and pattern classification tasks. Reducing the spectral variations and
modeling spectral correlations with local connectivity [13], convolution and pooling
operations are known to be robust to noise. Hence, CNN suits for modeling the
neologisms of cyberbullying comments.

We encode each character from comments by replacing each alphabet 1-of-m
predefined integers. 26 alphabets, 10 numbers and 35 other characters including
whitespace character are encoded as shown in Fig. 2. Since the predefined maximum
length of comment is 225, we have cropped out exceeding characters. Any characters
that are not included in predefined 71 characters are replaced with whitespace char-
acter. The dimensionality of input vector for CNN is N; 225; 71ð Þ after the encoding
process.

Fig. 1. Hybrid architecture of deep neural networks which captures character-level and
word-level features from comments
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Given input vector xi, the output clxy from the l th convolutional layer of our CNN

performs the convolution operation with the output of last layer yl�1, using m� m sized
filter w:

clxy ¼
Xm�1

a¼0

Xm�1

b¼0
waby

l�1
xþ að Þ yþ bð Þ ð3Þ

The summary statistics of nearby outputs is derived from cl�1 by max-pooling
operation [14]. The output plxy from the l th pooling layer performs the max-pooling
operations under k � k sized area with pooling stride s:

plxy ¼ max cl�1
xy�s ð4Þ

The character-level CNN is implemented with six couples of convolution-pooling
modules, with 32-32-64-128-256-512 of 2� 2 convolution filter and pooling size, to
verify the modeling performance of various neologisms of natural languages with
practical complexity. The 512-64-1 sized fully-connected layer is stacked over
convolution-pooling modules to classify the cyberbullying.

Since the main purpose of character-level CNN is capturing the syntactic feature of
cyberbullying, it can be expected that classification performance can be enhanced by
pre-training of the domain knowledge such as known slangs. Knowledge-transfer, as
known as transfer-learning, has main advantage in reusing previously learned feature
distribution [15].

The pseudo-badword dataset is generated for constructing a classifier which has a
strong resistance to noise. The 550 instances of Google-bad-words, a list of bad words
banned by Google, were randomly inserted after being mapped random integer
between 0 to 70 instead of each character. The word from Google-bad-words was
chosen to keep the distributed features closed to cyberbullying domain. As a result, 200
thousands of uniformly distributed pseudo-badword dataset is generated. The virtual
data generated to ensure the noise robustness of the CNN is pre-trained before the real
dataset is learned.

3.3 Word-Level LRCN and Word-Embedding

Character-level CNN explained above gets mostly syntactic information rather than
semantic one. To learn semantics, we train the word-level LRCN after embedding the
word as a vector using skip-gram. The spatial and temporal features from the sequence
of word vectors are modeled using convolution-pooling modules and LSTM [16].

In skip-gram approach, the word-embedding algorithm generates several input-
output pairs of words extracted by windows whose size is C. The pairs are consisted of

Fig. 2. 71 characters to be encoded as integer, including 26 alphabets, 10 numbers and 35 other
characters including whitespace character
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one input word w and 2 � C surrounding words as context. The set of context words
given w is C wð Þ and D is the set of all words and parameter hw is defined as (5) and
optimized as (6):

p cjw; hwð Þ ¼ evc�vwP
c02C ev

0
c�vw

ð5Þ

argmaxhw
X
w;cð Þ2D

log pðcjwÞ ¼
X
w;cð Þ2D

log evc�vw � log
X
c0

evc0 �vw
 !

ð6Þ

Skip-gram model updates its hidden matrix with predicting context words given a
target word that is represented as one-hot encoded vector product weight matrix [17].
We apply the LSTM layers to model the temporal features from the sequence of word
vectors [18], after applying the convolution-pooling operations to model the spatial
features. LSTM makes a mapping of temporal relation between an input sequence
x1; . . .; xTð Þ and an output sequence y1; . . .; yTð Þ by calculating iteratively the unit
activations using the following equations from t ¼ 1 to T:

it ¼ r wixxt þwimmt�1 þwicCt�1 þ bið Þ
ft ¼ r wfxxt þwfmmt�1 þwfcCt�1 þ bf

� �
ct ¼ ft � ct�1 þ it � g wcxxt þwcmmt�1 þ bf

� �
ot ¼ r woxxt þwommt�1 þwocCt þ boð Þ
mt ¼ ot � h ctð Þ
yt ¼ p wymmt þ by

� �
ð7Þ

where w denotes weight matrix, b is biased vector, and r is the sigmoid function.
Parameter i is input gate, o is the output gate, and f is the forget gate. C is an activation
vector of a single LSTM cell, � is the element-wise product of the vectors. Parameter g
and h are activation functions of cell input and cell output, respectively, and p is the
overall output activation function.

4 Experiments

In this section, we explain the dataset and detailed implementation of our architecture
and experimental results. We also show how hybrid architecture performs in accor-
dance with different hyper-parameters. For the fairness of evaluation, 10-fold cross
validation was conducted.

4.1 Dataset and Experimental Setup

To verify the classification performance of cyberbullying comments, we used the dataset
released in September 2012 by Kaggle, the popular data science competition portal. The
dataset contains in total 8,815 comments which are binary labeled as 0 (neutral) and
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1 (cyberbullying). Only a total of 2,818 comments are labeled as cyberbullying, which
reveals the class imbalance problem in cyberbullying classification task.

We adjusted the depth of each network experimentally to avoid the over-fitting or
degradation problem using training dataset [19]. At the top of the transfer CNN,
512-128-2 sized fully-connected layer is stacked to classify whether the input vector
contains the encoded slangs. The fully-connected layer is removed before we overwrite
the weights with training dataset using knowledge-transfer methods.

The proposed hybrid architecture of character-level CNN and word-level LRCN is
implemented with Tensorflow that is a very efficient platform for matrix multiplication
using GPU [20]. We used four NVIDIA GTX 1080 servers to facilitate a large number
of CNN and LRCN prototypes.

4.2 Results

To verify and compare the proposed hybrid architecture with V. Sharma et al., which
performed best in the Kaggle cyberbullying classification competition held in 2012, we
calculated the ROC curve and AUC in Fig. 3. Compared to 0.8424, which was the
highest AUC record at competition, the word-level LRCN alone outperforms the
state-of-the-art methods with 0.8639. Moreover, the proposed hybrid classifier recorded
0.8854. Classification accuracy of the proposed hybrid classifier is 87.22% which is the
best accuracy among conventional machine learning methods including deep learning
methods. For the fairness of evaluation, we conducted 10-fold cross validation and
visualized the box-plot in Fig. 4. The single CNN and LRCN achieved 85.41% and
85.73% respectively, which is not a significant improvement compared to random
forest methods. However, the improvement of 2% accuracy shows the complementary
characteristics of character-level CNN and word-level LRCN.

Fig. 3. The comparison of ROC-curve and AUC with the deep learning methods
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For more accurate analysis of the model, confusion matrix was analyzed in Table 2.
The sensitivity and precision of the hybrid model are 0.5932 and 0.7081. The sensi-
tivity, which seems to have declined compared to precision, has been caused by class
imbalance problem.

In Fig. 5, the activation function values before the output layer of the
character-level CNN and word-level LRCN are mapped in 2-dimensional space using
the t-SNE dimension reduction algorithm [21]. Each point refers to one comment. On
the right side of the figure, the comments with slangs and syntactics are clustered by
character-level CNN. The comments with metaphors and semantics are clustered in the
bottom of the figure by word-level LRCN.

Fig. 4. The comparison of 10-CV classification accuracy with conventional machine learning
methods

Table 2. The confusion matrix analysis of hybrid deep networks

Predicted

Actual Cyberbullying Neutral
Cyberbullying 245 168
Neutral 101 897

Fig. 5. Visualization of activation values of CNN and LRCN using t-SNE algorithm
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The case analysis of CNN and LRCN are shown in Table 3. Each model has its
own advantages depending on the implementation method. The character-level CNN,
which captures the low-level syntactics from sequence of characters, showed advan-
tages in classification based on syntactics and disadvantages on semantics. On the
contrary, the word-level LRCN, which captures the high-level semantics from
sequence of words, showed advantages on semantics. The case that is misclassified in
both models is also hard to judge by the human, and can be thought of as the noise of
the dataset.

In order to enhance CNN, we used the knowledge-transfer method. To verify if the
knowledge-transfer method is used properly, we applied the method to the
convolution-pooling modules and compared the performance in Fig. 6. T6 is applied
the knowledge-transfer method to all 6 convolution-pooling modules, T1 is applied to
one module and naïve is not applied. The best performance was achieved when
knowledge-transfer methods were applied to all modules.

Table 3. Case analysis of CNN and LRCN: Advantages and misclassified cases

Class Commentary CNN
score

LRCN
score

CNN
Advantages

1 You are just wonderful and stupid 0.9795 0.2203
0 Would probably be cheaper just to legally

change you name
0.0032 0.6326

LRCN
Advantages

1 Why did your parents wish you were
adopted

0.4415 0.8978

1 If it were your mom sister and wife it would
be only one person

0.1833 0.6870

Misclassified 1 You’re a real bore ya know it 0.1428 0.3398
1 We will bury you in November parasites 0.0092 0.0363

Fig. 6. CNN performance per number of knowledge-transferred modules
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The LRCN model has many hyper-parameters, such as the embedding dimension
and the highest frequency word used for embedding, in a serially connected with
skip-gram model. In order to verify if the LRCN has been properly trained, we con-
ducted grid-manner repetitive experiments in Fig. 7. Experiments were performed on
the training data and achieved the best performance with 400-dimensional 3,500 most
common words.

5 Conclusions

In this paper, we propose a hybrid architecture of character-level CNN and word-level
LRCN, which model syntactics and semantics of cyberbullying comments. Experi-
mental results have shown that the proposed hybrid deep networks outperformed other
machine learning methods including the state-of-the-art methods. The performance of
each deep network is enhanced with knowledge-transfer and word-embedding
methods.

Future work will include a further study of efficient ensemble method, compared to
current method of averaging the outputs in a log-scale. In order to improve the com-
plementary characteristics of each model, it is necessary to develop several models that
are more subdivided than syntactic and semantic categories. The improvement of
preprocessing steps is another issue to explore. We cropped and padded the comments
with variable length to fix the length so that it can be used in deep neural networks. The
performance of the hybrid deep networks can be improved by reducing the information
loss in the preprocessing step.

Acknowledgements. This work was supported by Institute for Information & Communications
Technology Promotion (IITP) grant funded by the Korea government (MSIT) (2016-0-00562,
Emotional Intelligence Technology to Infer Human Emotion and Carry on Dialogue
Accordingly).

Fig. 7. Grid-manner repetitive experiments of LRCN hyper-parameters
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Abstract. Catching the attention of a new acquaintance and empathize
with her can improve the social skills of a robot. For this reason, we illus-
trate here the first step towards a system which can be used by a social
robot in order to “break the ice” between a robot and a new acquain-
tance. After a training phase, the robot acquires a sub-symbolic coding
of the main concepts being expressed in tweets about the IAB Tier-1
categories. Then this knowledge is used to catch the new acquaintance
interests, which let arouse in her a joyful sentiment. The analysis process
is done alongside a general small talk, and once the process is finished,
the robot can propose to talk about something that catches the attention
of the user, hopefully letting arise in him a mix of feelings which involve
surprise and joy, triggering, therefore, an engagement between the user
and the social robot.

1 Introduction

Engagement is one of the most basic and important phases in interactions
between human beings. In the last years there has been a growing interest
about this topic throughout the human-machine-interaction (HMI) and related
fields [6]. Researchers have highlighted that engagement is a very complex phe-
nomenon, including both cognitive and affective components: it should involve
attention and enjoyment [3,11].

We refer to this term as the “starting or intention to start an interaction”. In
particular, we focus our attention on the fact that, in making new acquaintances,
the first impression is very important, and finding as soon as possible common
interests to talk about, allows starting an empathetic interaction between two
persons, with all that this implies.

In order to trigger both attention and enjoyment, given these premises, it
would be useful to design a social robotic system which tries to find the topic of
interest of a new acquaintance while attempting to understand what might raise
a sentiment of joy attempting to catch an empathetic attention of the user.

c© Springer International Publishing AG, part of Springer Nature 2018
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As a matter of fact, the knowledge of the topics of interest and the “joyful”
subjects for the user can lead the first stages of a conversational interaction that
allows the robot to facilitate the engagement of a friendly interaction, instead of
a classical trivial interaction between a robot and an human user.

To reach this goal, the robot can access the social network data of the new
acquaintance trying to coarsely profile her/his interests, catching useful infor-
mation to engage a possibly interesting conversation for the user.

Social networks represent a great place, maybe the best, to gather informa-
tion about people’s opinions, since they are generally used to express personal
thoughts and to discuss with other people about specific subjects [8,26]. These
opinions are really useful to understand and classify the emotion of an event, a
product, a person, etc. and analyze his trend [9,17,18].

In this paper we illustrate the design of a system which can be used by a social
robot in order to “break the ice” between the robot and a new acquaintance.

First of all, the robot acquires a knowledge about the construction of proto-
types describing each entry of the IAB Taxonomy.

The system needs a training phase where fundamental concepts, induced by
a data driven construction of a conceptual space by using the Latent Semantic
Analysis (LSA) procedure and a set of topics derived by the Latent Dirichlet
Allocation (LDA) methodology, representing the Tier1 categories of the IAB
v2.0 taxonomy are mapped in a semantic space.

A set of tweets is therefore retrieved for each word describing each entry
of the IAB Taxonomy. A set of words describing the conceptual axes of two
“conceptual spaces” induced from each set of tweets associated to a single IAB
entry is built. Each conceptual axis is therefore described by a specific “bag of
words” which constitute the axis description. Each axis is therefore coded as a
vector in a semantic space built through LSA, and it is associated to the specific
IAB entry. At the end of the procedure, each entry of the IAB taxonomy is
associated to set of vectors, associated to the labels of each fundamental axis of
the category, in the built semantic space.

On the other hand, a system which is able to detect a pattern of basic Eckman
emotions [20], given a text, is trained too.

Once the system is trained, during a general conversation with a new acquain-
tance, the robot asks for the user Twitter ID, and while the conversation con-
tinues, it retrieves the most recent tweets of the user.

Each tweet is then encoded as a vector in a semantic space. The semantic
similarity between each tweet and each vector representing each entry of the IAB
taxonomy is computed, and the highest value of similarity is retained.

The above procedure allows to associate a tweet of the user to a pattern of
IAB categories; furthermore, for each tweet a vector of Eckman fundamental
emotions is computed. This leads to a selection of the Tier1 categories of the
IAB taxonomy which are of interest of the user and that let arise in the user a
specific emotion. In our case we have chosen to select the “joy” emotion, which is
the most desirable when a person meets for the first time another human being.
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Fig. 1. Training process

Fig. 2. Joyful-topic-detection process

The goal is to engage a conversation somehow polarizing it on topics that
catch the attention of the user, trying to establish an empathetic relationship.
Under some extensions, this approach has relationships with adaptive metaphors,
like those developed in other scientific contexts (e.g., [5]).

The remaining of the paper is organized as follows: the next section illustrates
the different modules of the system; Sect. 3 describes the experimental setup, and
in Sect. 4 conclusions are given.

2 The System

The proposed system is composed of a set of modules interacting in order to
catch the attention of the user. The modularity of the proposed architecture
makes it suitable to be implemented on top of Cloud infrastructure (e.g., [7]).
The system has a training phase, shown in Fig. 1, where a semantic space S
is induced from Twitter data and a joyful-topic-detection process, illustrated in
Fig. 2, which exploits the Twitter ID of the user in order to retrieve her posts and
trying to catch the interests of the user that somehow let arise a “joy” emotion.
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2.1 The IAB Taxonomy

The IAB (Interactive Advertising Bureau) Tech Lab Content Taxonomy is a
concise taxonomy which is also an international standard to map contextual
business categories [13,14]. The latest release of the taxonomy, namely version
2.0, has been released on November 2017 and it accounts 698 entries distributed
over 29 Tier-1 classes.

This taxonomy is particularly suited for being used by companies in the
market, it is standardized and industry-neutral. These characteristics can be
effectively exploited for profiling an user interests.

2.2 Tweets Retrieval Module

The dataset object of analysis is retrieved by using the Twitter APIs with the
default access level. The default access level gives a random sample of the stream-
ing of publicly available tweets. For our approach, we use only the tweet text
content, which is preprocessed before being exploited to build a data-driven
conceptual space. Stop-words are filtered out, and links are removed before pro-
cessing the text since they often hide off-topic posts or even spam. Abnormal
sequences of characters were discarded. The retrieval module can be used either
for retrieving tweets satisfying a query composed of keywords or to download
the last tweets of a given twitter user ID.

2.3 LSA-based Descriptors

The Latent Semantic Analysis (LSA) technique is a well-known methodology
that is capable of giving a coarse sub-symbolic encoding of word semantics [16]
and of simulating several human cognitive phenomena [15]. The LSA procedure
is based on a term-document occurrence matrix A, whose generic element rep-
resents the number of times a term is present in a document. Let K be the rank
of A. The factorization named Singular Value Decomposition (SVD) holds for
the matrix A:

A = UΣVT (1)

Let R be an integer > 0 with R < N , and let UR be the M ×R matrix obtained
from U by suppressing the last N − R columns, let ΣR be the matrix obtained
from Σ by suppressing the last N −R rows and the last N −R columns; let VR

be the N × R matrix obtained from V by suppressing the last N − R columns.
Then:

AR = URΣRVT
R (2)

AR is a M × N matrix of rank R, and it is the best rank R approximation
of A (among the M × N matrices) with respect to the Frobenius metric. The
i-th row of the matrix UR may be considered as representative of the i-th word.
The columns of the UR matrix represent the R independent dimensions of the
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�� space S. Each j-th dimension is weighted by the corresponding value σj of
ΣR. Furthermore, each j-th dimension can be tagged by considering the words
having the highest module values of uij . This makes it possible to interpret the
space S as a “conceptual” space, according to the procedure illustrated in [1,21].

2.4 LDA-Based Descriptors

In the last years a Bayesian probabilistic model of text corpora, namely the
Latent Dirichlet Allocation (LDA), has been proposed with the aim of finding
topics in documents [2] by associating a set of words to each topic, obtaining a
rough representation of a textual corpus.

One on the main advantages of LDA, like LSA, is the fact that the approach
is completely unsupervised The only thing required by LDA to setup a priori
is the number N of topics to extract. Latent topics are discovered through the
identification of sets of words in the corpus that often occur together within
documents. LDA is based on a generative process according to these two steps:

– For each topic n = 1, 2, · · · , N , φ(n) ∼ Dirichlet(β) is a discrete probability
distribution over a fixed Vocabulary constituting the n−th topic distribution,
and β is a hyperparameter for the symmetric Dirichlet distribution.

– For each document dk of the document corpus, θdk
∼ Dirichlet(α), which

is a symmetric Dirichlet distribution for the specific document dk over the
available topics is computed. θdk

is a low dimensional coding of dk in the topic
space. For each word wi belonging to the dk document, zi ∼ Discrete(θdj

)
and wi ∼ Discrete(φ(zi)) are being computed, where zi is the topic index
for wi

The above process leads to the following distribution

p(w, z, θ, φ|α, β) = p(φ|β)p(θ|α)p(z|θ)p(w|φz) (3)

where z, θ, φ are the latent variables of interest. In LDA the posterior inference
is given by:

p(θ, φ, z|w, α, β) =
p(θ, φ, z|w, α, β)

p(w|α, β)
(4)

which represents the learning of the latent variables given the observed data.
The above formula is usually computed through variational inference and Gibbs
sampling, as reported in literature [2,10,25].

2.5 Emotion Detection Module

This module deals with the detection of emotions in tweets. For the emotional
labeling of tweets, we have considered the six Ekman basic emotions: anger, dis-
gust, fear, joy, sadness and surprise [12], exploiting an emotions lexicon obtained
from the Word-Net Affect Lexicon, as described in [22,23] and adopting a pro-
cedure that has been illustrated in [20], which we briefly recap below.
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The methodology is based on LSA and starts from the fact that any text d
can be mapped into a Data Driven “conceptual” space in the sense illustrated
above, by computing a vector d whose i-th component is the number of times
the i-th word of the vocabulary, corresponding to the i-th row of UR, appears
in d. This leads to the mapping of the text as:

dR = dT URΣ−1
R (5)

The emotional lexicon has been split into six lists, each one associated to
one of the basic Ekman emotions {anger, disgust, fear, joy, sadness, surprise}.
Fixed an emotion e, a set of 300 artificial sentences has been built by using
five randomly selected words belonging to the list related to e. This proce-
dure has been done for each list associated with a fundamental Ekman emo-
tion, leading to a set of 1800 artificial sentences. Furthermore, all the 1542
words of the lexicon have been considered. Each one of the 3342 (i.e. 1542 +
1800) b texts associated with an emotion e has been mapped into the data
driven “conceptual space” induced by TSVD according to the transformation
in Eq. (2). The above procedure leads to a cloud of 3342 (i.e. 1542 + 1800)
vectors that have been used to map a tweet from the conceptual space to the
emotional space. In particular, we have six sets Eanger, Edisgust, · · · , Esurprise of
vectors constituting the sub-symbolic coding of the words belonging to the lex-
icon for a particular emotion together with their artifact sentences. The generic
vector belonging to one of the sets will be denoted in the following as b(e)

i

where e ∈ {“anger”, “disgust”, “fear”, “joy”, “sadness”, “surprise”} and i is
the index that identifies the i-th b(e)

i in the e set. Specifically, b(e)
i is computed

as:
b(e)

i = bT URΣ−1
R (6)

where b is, time by time, the vector computed starting from one of the 3342
textual artifacts b according to the procedure illustrated at the beginning of this
section.

Analogously, any textual content t of a tweet can be mapped into the Data
Driven “conceptual” space by computing a vector t whose i-th component in
the number of times the i-th word of the vocabulary, corresponding to the i-th
row of UR, appears in t. This leads to the mapping of the tweet as:

tR = tT URΣ−1
R (7)

Once the tweet t is mapped into the “conceptual” space as a vector tR, it
is possible to compute its emotional fingerprint by exploiting the vectors b(e)

i ,
which act as “beacons” for the vector tR, helping in finding its position inside
the conceptual space.

In particular, fixed tR, for each set Ee it is computed the weight:

we = max cos(tR,b(e)
i ) (8)
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once all the six we weights are computed, the vector ft, associated to the vector
tR, and by consequence to the tweet t, is calculated as:

ft =

[
w(anger)√∑

e w2
e

,
w(fear)√∑

e w2
e

, · · · ,
w(surprise)√∑

e w2
e

]
(9)

The vector ft finally constitutes the emotional fingerprint of the tweet t in the
emotional space. The emotional space is therefore a six-dimensional hypersphere
where all tweets can be mapped and grouped. We call the fingerprint ft “emoxel”,
analogously as the knoxel in the conceptual space paradigm [4].

2.6 Conversational Engine

The conversational engine exploits a speech-recognition module which makes
use of the Google speech recognition APIs; after that the speech-to-text task is
performed, the recognized string is sent to a dialogue manager. A set of question-
answer rules are set-up into the conversation engine in order to start a conver-
sation that leads to the detection of the user interests by transparently invoking
the most adequate procedures which analyze the social network posts of the new
acquaintance.

The conversational agent engine allows for a natural human-robot interac-
tion. The conversational module is based on a Rivescript engine, which is a simple
scripting language for realizing chatbots and other conversational entities.

We have chosen this kind of engine because of the following interesting fea-
tures: it is plain text, line-based scripting language, simple to learn, quick to
type, and easy to read and maintain [19]. The syntax required to build a Rive-
script “knowledge base” is very simple: Question-Answers pairs are encoded in
plain text; it is easy to write a set of rules that can be combined to build effective
conversational agents; its core library is focused on rendering responses, and it
is straightforward to make custom modules and scripts; last but not least is an
Open Source tool released under the MIT license [24].

The choice of such an engine allows us to easily connect it to other kind of
robots or other kind of services. As a matter of fact, the conversational engine
is invoked through a REST service and the answer is delivered to the user after
its processing.

A Rivescript knowledge base is made up of Triggers/Replies pairs. Triggers
are identified by a “+” sign, while Replies are denoted by a “−” sign.

For example:

+ hi
- Hello there, my name is SocialRobot,

please could you tell me your twitter ID?

the above pair makes it possible that whenever the user says “Hi”, the conver-
sational engine replies with “Hello there, my name is SocialRobot, please could
you tell me your twitter ID?”.
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At the beginning of the conversation, a specific Rivescript Topic is activated.
Topics are logical groupings of triggers. When the conversation is bound in a
topic, what the user says can only match triggers that belong to the activated
topic [19].

The topic is aimed at entertain a general conversation while the robot peeks
the tweets of the user trying to roughly identify the subjects that interest the
user and those that specifically trigger joyful emotions. Once the predominant
subject has been identified, the robot activates another Rivescript Topic which is
of particular interest for the user, trying to establish an empathetic engagement
with the new acquaintance.

As an example, let us say that the system finds that, among the different
higher level categories of the IAB taxonomy, the user is particularly interested
in the “Automobiles” topic and that some of his tweets show the “joy” emotion
for that topic, the conversation will be switched to the “Automobile” Topic and
specific sentences will be said by the robot in order to catch the user attention and
empathy, like “Great! with my superpowers I can see that you like automobiles.
I like the brand automobiles! Which one do you prefer?”

3 Experimental Setup

For training the system, a set of tweets has been retrieved in order to build
a semantic space S where to map tweets. In particular, we have retrieved and
downloaded 254235 unique tweets by using as keywords the name of the 704
items of the IAB taxonomy, grouped for the 30 Tier 1 categories Ci (Automo-
tive, Books and Literature, Business and Finance, Careers, Education, Events
and Attractions, Family and Relationships, Fine Art, Food and Drink, Healthy
Living, Hobbies and Interests, Home and Garden, Medical Health, Movies, Music
and Audio, News and Politics, Personal Finance, Pets, Pop Culture, Real Estate,
Religion and Spirituality, Science, Shopping, Sports, Style and Fashion, Tech-
nology and Computing, Television, Television, Travel, Video Gaming), with an
average of 8474 tweets for category.

We have added to the previous dataset of tweets a dataset of 75078 other
tweets that has been used in [20] for computing the emotional fingerprints of
Twitter posts. This led to a dataset of 329313 tweets used to build a semantic
space, based on LSA, of 300 dimensions, where both user tweets and conceptual
labels can be mapped in order to catch an idea of the user interest which make
her somehow joyful.

The tweets of each Tier 1 category have been “synthesized” through both
LSA and LDA procedures in order to obtain a set of conceptual descriptors of
each category. At present, we have chosen to have only a coarse description of
each category Ci. In particular, for each category we have used the tweets which
have been retrieved by using the name of the items belonging to each specific
category through the Twitter APIs. Subsequently, we have induced both an LSA
micro space of 20 dimensions and a set of 20 LDA based topic descriptors. The
axes of the LSA i-th microspace have been labeled with a set of 10 words, and the
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same number of words have been used for the LDA topic. This allows to code
each Tier1 category with a set of 40 “artificial sentences” constituted by the
descriptors of the LSA based conceptual axes of the microspace and 20 random
topics induced by the LDA procedure.

These 40 artificial sentences have been mapped in the semantic space S, all
together representing the main conceptual descriptors of the Ci Tier1 Category
taken into account. The emotional fingerprints of the user tweets have been
obtained through the procedure described in [20].

Once the sub-symbolic conceptual representations of the categories for all the
30 Tier1 categories has been created, the system is ready to catch some relevant
information about the interests of the new acquaintance.

The system asks the user for her twitter ID and retrieves a sample of her
tweets that are available for that account, according to the Twitter API policy
and limitations.

Once the tweets have been retrieved, another LSA microspace and another
set of LDA topics is computed by using only the tweets of the user. This allows
to obtain the main conceptual descriptors of the user tweets. The procedure is
analogous to that one used for computing the conceptual descriptors of the i-th
Tier 1 category, leading to a set of 40 “artificial sentences” describing the main
conceptual topics of the user, which are also mapped into the S semantic space.

At the same time, all the tweets of the user are labeled with the emotional
fingerprint procedure in order to extract those that express a “joy” emotion, i.e.
whose joy component of the emoxel is above a given threshold θjoy experimen-
tally determined. Those tweets are saved in a set J .

Fixed a Tier 1 category Ci, for every one of the 40 Ci descriptors and the
40 user tweets descriptors, their similarity value is computed and the maximum
value obtained is retained. The average value αi of the 40 obtained maximum
values is then computed.

The procedure is repeated for all the conceptual representations Ci of the
30 Tier-1 categories. Once this operation is completed for all the categories, we
retain the five topics that are the best candidates as being joyful for the user,
i.e. the five categories whose conceptual sub-symbolic description is closer to the
user tweets conceptual sub-symbolic description.

After that the five candidate topics have been identified, all the tweets of
the user belonging to J are mapped in the S space and compared with the
conceptual descriptors of the five Tier1 candidate categories.

For every one of the five selected Ci categories we then calculate the coeffi-
cient βi, which represents the number of conceptual axes of the i-th IAB Tier1
category which are closer than a given threshold θβ to a tweet belonging to the
set J .

Furthermore, we compute also the coefficient γi as the average value of the
cosine between all the joyful tweets that are closer to each conceptual axis of the
i-th IAB Tier1 category according to an experimental threshold θγ .

Each IAB Tier1 category is then ranked according to this formula:

si = αi · βi · γi (10)
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The i-th category with the highest si value triggers the topic to be acti-
vated in the conversational engine in order to catch the user attention, trying to
establish an empathetic relationship.

As a case of study, we report here two examples: one regarding Donald Trump
and the other one regarding Barack Obama. The results are illustrated in the
following subsections:

3.1 Barack Obama Profile

We have retrieved a sample of 3241 tweets from 12 Aug 2014 to 15 Jan 2018
from the BarackObama tweet account. The methodology identified 134 tweets
strongly characterizing an emotion (i.e. tweets with an emotional component
larger than the value 0.8): in particular the system detected 11 tweets with an
“anger” emotional content, 107 for joy and 34 for sadness.

In Table 1 we have reported the top IAB Tier 1 categories regarding Obama
according to the formula 10. The main category on which the robot will trig-
ger the attention will be that one related to the “Medical Health” IAB Tier1
Category; therefore the robot will say:

Hi Obama, I see that you are particularly interested into to the
Medical Health topic. I am concerned to this topic too.
Would you talk about it?

Table 1. Barack Obama top IAB Tier 1 detected categories

Class α β γ Score s

Medical Health 0.409 28 0.585 6.698

Family and Relationship 0.386 20 0.500 3.856

Business and Finance 0.412 18 0.437 3.239

Careers 0.388 13 0.359 1.810

Real Estate 0.377 10 0.322 1.215

3.2 Donald Trump Profile

We have retrieved a sample of 3234 tweets from 15 Sept 2016 to 14 Nov 2017
from the realDonaldTrump tweet account. The methodology identified 148 tweets
strongly characterizing an emotion (i.e. tweets with an emotional component
larger than the value 0.8): in particular the system detected 10 tweets with an
“anger” emotional content, 5 for the “fear” emotion, 141 for joy and 66 for
sadness.

In Table 2 we have reported the top IAB Tier 1 categories regarding Donald
Trump according to the formula 10. The main category on which the robot will
trigger the attention will be that related to the “News and Politics” IAB Tier1
Category Table 1; therefore the robot will say:
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Hi Donald, I see that you are particularly interested to
the News and Politics topic. This topic interests me very much.
Is there something in particular that concerns you?

Table 2. Donald Trump top IAB Tier 1 detected categories

Class α β γ Score s

News and Politics 0.437 30 0.533 6.986

Business and Finance 0.444 27 0.480 5.754

Pop Culture 0.363 26 0.518 4.889

Family and Relationships 0.361 24 0.491 4.251

Real Estate 0.404 12 0.362 1.753

4 Conclusions and Future Works

We have presented a preliminary work on a system that tries to catch the atten-
tion of a new acquaintance with the aim of establishing a first engagement with
the user.

The system uses both LSA and LDA descriptors, as well as an emotion
detection module to reach this goal. A conversational engine guides the initial
process and continues witht the conversation.

Many issues have to be enhanced, starting from a more fine grained classi-
fication which should be also fast and reliable, the selection of specific entities
that can catch in a more effective manner the attention of the user, as well as the
automatic generation of conversational statements starting from the user tweets.
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Abstract. The growth of the hotel industry in the world, is a reality
that increasingly needs a greater use of energy resources, and their opti-
mal management. Of all the available energy resources, renewable ener-
gies can give greater economic efficiency and lower environmental impact.
To manage these resources it is important the availability of energy pre-
diction models. This allows managing the demand for power and the
available energy resources, to obtain maximum efficiency and stability,
with the consequent economic savings. This paper focuses in the use of
Artificial Intelligence methods for energy prediction in luxury hotels. As
a case of study, the energy performance data used were taken from the
hotel complex The Ritz-Carlton, Abama, located in the South of the
island of Tenerife, in the Canary Islands, Spain. This is a high complex-
ity infrastructure with many services that require a lot of energy, such
as restaurants, kitchens, swimming pools, vehicle fleet, etc., which make
the hotel a good study model for other resorts. The model developed for
the artificial intelligence system is based on a hybrid topology with arti-
ficial neural networks. In this paper, the daily power demand prediction
using information of last 24 h is presented. This prediction allows the
development of appropriate actions to optimize energy management.
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1 Introduction

The tourism sector as an industrial activity is considered of great importance
from several points of view: economic, energetic, ecological, cultural, socio-
political, etc. The hotel sector plays a capital role in the tourism development
and energy demand profile, affecting the entire region where it is located. All
this leads us to the fact that any scenario we can pose for the study of energy
consumption and the incorporation of renewable energies in the tourism sector
should be mainly focused on the study of the hotel sector.

So far, some tools have been defined for energy forecasting and management
with the purpose of reducing the energy consumption but with disparate results.
It has been seen that indicators of the intensity of energy use, such as the energy
consumed per useful area during a given time, are not good indicators for the
management of energy in hotels [1]. Others have tried to correlate the consump-
tion of electricity with several factors, such as the number of rooms, number of
workers, guests, etc., but they have not found indexes that serve all hotels [2–4].

In last years, artificial intelligence (AI) based on predictive models have been
applied to forecast the energy demand and generation [5–9]. The AI predictive
models embedded in smart meters analyze and suggest actions in seconds, shift-
ing the energy demand, reducing cost and improving the grid efficiency, without
changing consumer requirements.

In the forecasting energy consumption field to contribute to design demand-
side management strategies. In [10] a model based on an Artificial Neural Net-
work (ANN) to forecast building energy consumption is proposed. Recently,
Muralitharan et al. [11] compared different Neural Network for the energy
demand prediction in smart grid. In the same sense, other authors [12,13], used
fuzzy logic to calculate the load curve of a residential consumer. All this shows
the great interest that awakened by having an adequate model of load demand
prediction, nowadays. This would allow a better demand management, costs
reduction, improvement of the grid efficiency and increasing the penetration of
renewable energy sources.

This paper aims at developing a machine learning methodology to predict
the short-term electricity demand of a hotel, at least, 12 h in advance, based
on an ANN, which will be trained with previous consumption information. The
proposed hybrid model is able to predict energy consumption and would be
helpful for decision making for an optima energy management. To develop this
work, data of a luxury 5 star hotel and resorts from Tenerife, Canary Islands,
Spain, is used.

This paper is organized as follows: in Section ‘Case of study’ the location of
the hotel and its energy demand profile is described; in Section ‘Model approach’
the predictive model is defined; and finally in sections ‘Results’ and ‘Conclusions
and future works’, the comparison between the real energy demand and the
predicted demand is compared and analyzed.
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2 Case of Study

This case of study is based on a luxury 5 start hotel called The Ritz-Carlton
Abama, in the south of Tenerife, Canary Islands (Spain) located on the Atlantic
Ocean (28.100◦N 15.400◦W).

In Canary Islands, the tourism sector represented 34.3% of gross domestic
product (GDP) in 2016 and generates 39.7% of employment [14]. In the island
of Tenerife, foreign tourists staying on the island recorded an increase of +11%
in 2016 and the average duration of the stays of the tourism hosted was 7.54
days. Until July 2016, 68% of the lodged did so in hotels, compared to 32% that
were extra-hoteliers. Therefore, one can intuit the key importance that the hotel
sector plays in tourism development. According to the number of hotel places in
Tenerife, the 74% of places have 4 or more stars (data obtained from information
from the Canary Islands Statistics Institute).

The daily power demand of hospitality sector and a single hotel (our case of
study) is shown in Fig. 1. From the figure, it could be notice that the demand
profile of the hotel, our case of study, is very similar to the hospitality sector.
The data corresponding to the hotel under study, have been provided by those
responsible for the hotel.

Fig. 1. Power demand profile in hospitality sector. Elaborated with information pro-
vided by ENDESA and The Ritz-Carlton Abama hotel.
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2.1 Description of the Hotel

The hotel has 461 rooms, on the one hand, distributed in a main building or
citadel (313 rooms), and on the other, in four residential streets or villas (148
rooms). It also has 10 restaurants and a 1,500 m2 meeting room. The common
and exterior areas of the complex consist of 8 pools with a total water volume of
almost 3,300 m3. In addition, the entire hotel zone is distributed in almost 95,000
m2, so there is a fleet of electric vehicles of 116 units, for the movement of guests
and for the provision of services. In addition to the horizontal displacement, the
hotel has 10 floors, so it has 36 elevators both for the movement of guests, as for
cleaning services, room service and maintenance. The need for air-conditioning
in common areas and rooms extends almost all year round. On the other hand,
the guests are guaranteed an average temperature of 26 ◦C in all the pools, so
that the energy demand increases in those months in which the temperature of
the environment is lower than 26 ◦C.

Fig. 2. Energy consumed and occupancy in 2017 in the hotel under study. (A) total
energy consumed with different energy sources. (B) Electrical energy consumed and
occupancy in 2017 in the hotel under study. (C) The average exterior temperatures
(maximum, average and minimum) throughout the year 2017 are taken from the near-
est meteorological station, that is, at the Tenerife South Airport (GCTS) (Source
www.wunderground.com).

The types of sources of energy used in the hotel are: electricity from the power
grid, gas-oil, and thermal solar. The energy from the power grid is used for: air
conditioning and ventilation, kitchens and restaurants, pumps, elevators, lighting
and electric vehicles. The gas-oil is used for: hot water, heating indoor SPA pool,
and vehicles. Finally, the thermal solar energy is used for the hot sanitary water
(HSW). The Fig. 2A shows the average energy consumed in the hotel during
2017 for the different sources. We can notice that the main consumed energy
comes from the electrical energy from the power grid.

Regarding the consumption of electrical energy, Fig. 2B shows the occu-
pancy percent of the hotel and the same time, the consumed electrical energy
during 2017. As expected, the highest the demand, the highest the electric

http://www.wunderground.com
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power demand. In addition, we are able to notice also that although the occu-
pancy percent is very similar around the month of March and October, the
consumed electrical energy is higher in this second, likely, due to the higher
temperature in that period (Fig. 2C). From these data, we can estimate that on
average a room night spends 118 KWh of electrical energy (or 144 KWh in total
taking account the rest of energy sources).

An adequate energy management in a hotel implies the characterization of
the state of energy efficiency and environmental impact of the hotel. The global
potential for decreasing consumption, energy costs and environmental impacts
of the hotel must be determined [15,16]. With this aim, different basic actions
can be taken into consideration, such as automated lighting or engine shutdown
policies. Due to the complexity involved in the energy management of a hotel, it
is very important to have a centralized computing center with an energy Build-
ing Management System (BMS) or Building Management and Control Systems
(BMCS) [17–20].

In order to plan the energy management actions that will be carried out
in the hotel in an automated way according to the expected energy demand,
it will be necessary to have an intelligent system with a predictive model that
indicates with sufficient anticipation the behavior of the power demand. In this
sense, models developed with artificial intelligence can provide the information
about the future energy profile based on the available information and historical
data to the BMS system.

3 Hybrid Model Approach

The aim of this research is to predict the power consumption of the hotel under
study to optimize its energy operation. The hybrid model approach proposed to
achieve this goal is presented in the Fig. 3. In this scheme there are 96 models to
predict the consumption registered during a day. The input for all the models,
are the power consumption the day before the predicted one.

As the data acquisition system used in the hotel records the power with a
sample rate of 15 min, there are 96 measures that represents the consumption
over a day. Each model uses the previous 96 measures to predict the power con-
sumption the next day; then, with the 96 models, it is possible to predict the
power consumption for all the next day (each model predict the power consump-
tion at an specific instant). As the personal for the hotel needs time to analyze
the predicted future consumption, the models are trained with data from 20:00
to 19:45, to predict 24 h of power consumption starting next day at 08:00 (Fig. 4).

The used dataset represents data from 376 days, and it is based on the
mentioned power measure recording system.

A Multi-Layer Perceptron (MLP) is the most known feedforward Artificial
Neural Network due to its simple configuration and its robustness [21]. Despite
of that fact, the MLP architecture must be carefully chosen in order to achieve
satisfactory results. MLP is made of one input layer, one or more hidden lay-
ers and one output layer. The layers have neurons with an activation function.
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Fig. 3. Hybrid model approach.

Fig. 4. Time distribution of the used variables.

In a typical configuration, all neurons in a layer have the same activation func-
tion, but this is not a restriction. This function could be step, linear, log-sigmoid
or tan-sigmoid. Its successful performance has been proven in many different
applications [22–31].

4 Results

The model was obtained using the previous power consumption as inputs, and
several future power consumption are predicted. To validate the model, data of
eight days were separate from the initial dataset; the rest of data (368 days) is
used to train the models.

The configuration for all the 96 internal models are the same; they are MLP
with one hidden layer with a fix number of neurons and tan-sigmoid as the
activation function. In the output layer, as the MLP is used for regression, it
is selected the linear activation function. The optimization algorithm used was
Levenberg-Marquardt; gradient descent was used to finish the training phase,
and the performance function was set to mean squared error.
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The results of the validation process are shown in Table 1 where the Mean
Absolute Error (MAE), the Mean Square Error (MSE), and the Maximum Error
(Max.), for each of the validation days are shown. From where, the average of
MAE of the eight-day data set, is around 26× 10−3 MW, therefore, if the con-
tracted power of the hotel (1.84 MW) is used as power base, the normalized
averaged MAE is 0.0141 (1.41%). In other words, the model is capable of pre-
dicting the power demanded in advance of 24 h with an accuracy of around 98%.

Table 1. Errors achieve by the model.

MAE (10−3 MW) MSE (10−3 MW2) Max.(10−3 MW)

Day 1 57.391 14.214 597.34

Day 2 23.342 2.7553 215.12

Day 3 23.618 2.9911 224.68

Day 4 19.649 2.0681 203.61

Day 5 10.874 7.9320 164.66

Day 6 18.274 1.5006 174.38

Day 7 39.412 5.6905 221.09

Day 8 17.507 1.4570 152.10

Mean 26.258 3.9337 244.12

Normalized mean 1.43% 0.12% 13.24%

Fig. 5. Predicted power demand by the model. The best (A) and the worst (B) vali-
dation days - Real consumption in black continuous line, and predicted consumption
in gray dashed line.
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Two examples of the expected demand profile are shown in the Fig. 5. In this
case, the best (Fig. 5A) and worst (Fig. 5B) case of the power demand prediction
of the eight-day set used to test the model is presented. If we compare the two
real demand profiles, it can be seen that there is a different behavior in both.
Presumably, the profile of Fig. 5A is more common inside the daily profile set of
the year selected to the training, so the model could better adjust this profile.
The profile shown in Fig. 5B is a day with a very high demand early in the
morning, that is unusual in the regular hotel demand profile. The model accuracy
in this case is not as good as in Fig. 5A, however the prediction is able to include
the main trend for the next 24 h. This suggests the need to incorporate extra
information about the hotel’s activity and weather data, in order to be able to
pick up in the model those causes that could generate a different demand profile
at a certain moment.

5 Conclusions and Future Works

An energy demand model was proposed for a touristic resort using artificial
intelligence techniques. Its structure is composed of 96 sub-models based on
Artificial Neural Network in charge of the prediction of energy demand in the
resort. The final aim of the research is to create a complete hybrid model with an
optimize one for each predicted power. In this paper, to achieve our first result
in this field, all the used models have the same number of neurons in the hidden
layer of each ANN model. To select the neuron’s number, some tests had been
made for different points, the conclusion was to use 5 neurons for this initial
work with the aim of improving the global model in a future. As each model
predicts only the power consumption in a specific instant, the 96 models used
internally are different between each others.

The model trained with real data was able to predict the energy demand
for the next 24 h. Results obtained were satisfactory when compared to the real
demand. The Mean Absolute Error achieved was 0.0263 MW, but this value must
be considered according to the installation high power demand. The value of the
Mean Absolute Percentage Error is 1.43% with an averaged maximum error of
13.24% attest the accuracy of the proposed model.

This new model, based on Artificial Neural Network, could be a good solu-
tion for the prediction of residential complex power demand. In particular, it
is a valuable tool to improve the energy management in a hotel, reduce energy
consumption and strengthen environmental sustainability.

Concerning the prediction methods, different alternatives can be found in
the literature such as autoregressive integrated moving average model, artificial
neural-network model, multiple linear regression, etc. In the present work, we
have chosen a Multi-Layer Perceptron (MLP) based model which have given
similar results than Support Vector Machine in others works. In particular, the
control of electrical energy in the hotel under study is currently based on a pre-
diction model based in a linear correlation by least squares, where consumption
(Energy daily prediction EDP) is directly proportional to the Cooling Degree
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Days (CDD), calculated by BizEE Software Limited and occupation. The new
proposal presented here offers a great potential to improve the accuracy of the
existing prediction method in the hotel.

In future works, new improvements in the model with the inclusion of addi-
tional input variables that collects the state of the hotel (e.g. occupancy),
weather conditions and planned hotel activity will be studied. It would be inter-
esting to design a method to choose the best time window for the model input
to improve its performance. Also, alternative model proposals for each output
can be evaluated to improve the global accuracy obtained.
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31. Machón González, I.J., López Garćıa, H., Calvo Rolle, J.L.: Neuro-robust controller
for non-linear systems (controlador neurorobusto para sistemas no lineales). Dyna
(2011)



A Hybrid Algorithm for the Prediction
of Computer Vision Syndrome

in Health Personnel Based on Trees
and Evolutionary Algorithms

Eva María Artime Ríos1, Fernando Sánchez Lasheras2,
Ana Suárez Sánchez3(&), Francisco J. Iglesias-Rodríguez3,

and María del Mar Seguí Crespo4

1 Hospital Universitario Central de Asturias, Oviedo, Spain
2 Department of Mathematics, University of Oviedo, Oviedo, Spain

3 Department of Business Administration, University of Oviedo, Oviedo, Spain
suarezana@uniovi.es

4 Department of Optics, Pharmacology and Anatomy, University of Alicante,
Alicante, Spain

Abstract. In the last decades, the use of video display terminals in workplaces
has become more and more common. Despite their remarkable advantages, they
imply a series of risks for the health of the workers, as they can be responsible
for ocular and visual disorders.
In this research, certain problems associated to prolonged computer use

classified under the name of Computer Vision Syndrome are studied with the
help of a hybrid algorithm based on regression trees and genetic algorithms. The
importance of the different symptoms on the Computer Vision Syndrome is
evaluated.
Also, the proposed algorithm is tested in order to know its performance as a

prediction model that can determine how prone an individual is to suffering from
Computer Vision Syndrome.

Keywords: Hybrid algorithms � Genetic algorithms � Regression tree
Computer vision syndrome

1 Introduction

The introduction of visual display terminals (VDTs) brought new forms of work,
management and organization into the world of work, implicating transformations and
changes inside the enterprise organization as well as several risks for the health of
workers as they can be responsible of ocular and visual disorders. The term “computer
vision syndrome (CVS)” is defined as a group of eye and vision-related problems that
result from prolonged use of VDTs in the workplace. The most common symptoms
associated with CVS are eyestrain, blurred vision, dry eyes and headaches, among
others [1]. VDT’s use during long periods of time relates to visual intense efforts [2, 3]
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as well as to changes in the ocular surface and in the condition of the tear film [4, 5]. In
addition, during computer work the frequency of blinking decreased, with a consequent
increase in the evaporation of the tear film that compromises the good condition of the
ocular surface. In Spain, there are two instruments that have recently been developed
and validated to measure this syndrome [6, 7].

CVS has been widely studied in the last decade, sometimes under a different name,
as asthenopia, visual fatigue, eyestrain, visual strain or ocular symptoms. Different
studies have reported diverse prevalence rates of CVS ranging from less than 20% to
more than 80% [8–12]. Limitations in comparisons of studies in different populations
include differences in the characteristics of the sample, the methodology and the
instruments used for data collection. The probability of developing CVS is related to
individual and work-related factors, increasing with the daily duration of VDT use
(especially when it is longer than 4 h), a reduced number of breaks during the work
shift and with work-related prolonged years of use. It can affect any race and is more
frequent in women. Several environmental factors were pointed as possible causes of
eye symptoms, including indoor air quality, high room temperature, low relative room
humidity, lighting conditions, glare or reflections, screen quality or design or the work
station [13, 14]. The most common occupations of the studied samples in the revised
bibliography include office workers, bank employees, high-tech workers, graphical
editors and call centers’ operators.

Especially since the introduction of the Electronic Health Records (EHR) in the
National Health System, healthcare workers have become users of video display ter-
minals (VDT). However, according to the bibliographical review, until now, no studies
have been identified that evaluate the effects on the visual health caused by the
exposure to VDT in health personnel. Only two studies carried out in Turkey included
a sample of workers from two hospitals who used computers. The first one [15]
included secretaries, computer operators and hospital data management system users.
The second one [5] did not specify whether they were health personnel or not.

Decision trees learning is one of the simplest, yet most popular methods for
inductive inference and optimization. It is able to obtain the best possible values of
decision variables based on the selected objective function. In recent times, evolu-
tionary algorithms have been extensively used in various fields for finding near-optimal
solutions.

The aim of the present work was to develop a hybrid algorithm based on regression
trees and genetic algorithms, and then, to test this model in a sample of health workers
in order to know its performance as a model to predict the score achieved by an
individual in the Computer Vision Syndrome Questionnaire.

2 Methods

2.1 Genetic Algorithms

Genetic algorithms (GA) are a kind of heuristic search that can be applied to a vast
number of optimization problems. The foundations of these algorithms are the evo-
lution of a set of individuals that constitute a set of candidate solutions to an
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optimization problem [16]. The origin of this technique is the works of Holland in the
decade of 1970 [17]. A family of operators called genetic operators produce new
solutions in the chosen representation and allow the walk in the solution space.

The mechanic of a GA starts with the creation of an initial population. The most
common approach and the one used in the present research is creating a random initial
population in order to cover all the solution space [18]. Only in those cases in which it
is possible to take advantage of expert knowledge, this is the preferred solution. Please
also note that as in our case the GA applied to a variable selection problem, each
member of the population is a bit string where 1 means that the variable is going to take
part in the model, and 0 that not. This approach has already been used in previous
researches [19] for very different kinds of problems.

After setting the initial population, the main generational loop of the GA generates
new offsprings candidate solutions by means of crossover and mutation operators until
the population is complete.

The crossover operator combines the [20] genetic material of two or more solu-
tions. In the case of the present research, only two different solutions are combined in
order to create a new offspring. The mutation operator changes an individual by making
random changes in it using all the possible values that are present in the solution space.
The use of the mutation operator makes possible the creation of individuals that has a
part of information that is completely different from the one of the individuals of the
previous generation. In some cases, it allows us to reach an optimum solution faster. In
spite of these and in order to guarantee the convergence of the method, it is recom-
mendable to maintain the mutation probability in a relatively low value.

When a new population is created with the help of the mutation and crossover
operators, it must be evaluated with the help of the objective function. The objective
function measures the quality of the solution the GA has generated. In order to allow
the convergence of the algorithm, the best offspring solutions are selected and they
become the parents of the next generation of solutions with the help of the crossover
and mutation algorithms.

This is another operator that can be used in a GA and that is also employed in the
present research. It is called elitism. By means of this operator, some of the best
solutions are transferred with no changes from one generation to the next.

Finally, it must be taken into account that the performance of a GA is related to the
selection of its parameters and that this selection is linked to the nature of the problem
under study. For the present research, and taking into account not only the literature but
also our previous experiences, the probability values applied for crossover were those
from 0.5 to 1 in steps of 0.1, while the mutation probability employed values of 0.1, 0.2
and 0.3. Finally, and as it was already stated before, relatively smell values of elitism
were employed: 0.01, 0.05 and 0.1 as in many other applications in the literature [21].

2.2 Regression Trees

In machine learning, regression analysis seeks to estimate the relationships between an
output variable and a set of independent input variables. In those cases, in which
researchers are interested in knowing about the variables relationship a methodology
such as the regression trees would be considered of great interest [22].
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The regression trees use a tree-like structure built by means of an iterative process.
In a regression tree the internal nodes are labelled with a set of mutually exclusive
conditions on the input variables (x1, x2,…, xn).

For each condition there is an associated edge that leads to a unique child node. All
terminal nodes are linked to an estimation of the output variable (y). For each indi-
vidual, a prediction is performed using the regression tree and assigning it to any of the
leaf nodes. In this work, the standard binary regression tree is considered.

2.3 The Algorithm

In the present research, the proposed algorithm combines the capabilities of genetic
algorithm and regression trees in order to determinate the importance of those variables
that would have influence on the Computer Vision Syndrome.

As the database employed in this study has a large amount of variables, the use of
GA is really useful in order to reduce the number of variables required to a minimum
number. As shown in Fig. 1, the algorithm starts with the random selection of the
information corresponding to the 80% of the individuals that answered the survey.
They will be used as training data set, while the other 20% will be employed as
validation set.

The next step consists on the creation of an initial population of individuals formed
by 0 and 1, in which 0 represents those variables that are not going to be included in the
model and 1 those that yes. Afterwards, regression trees are created and their perfor-
mance evaluated by means of the root-mean-square error (RMSE). Until the termi-
nation condition is reached (RMSE not improved in more than 0.01% in the last 100
generations), many generations are created in the research of the optimum variables
subset.

One of the main drawbacks of the convergence of this method is that the fitness
function is not valuated on those individuals that are part of the training data set, if not
in those that form the validation data set. Although this makes the convergence lower,
it issues the generalizability of the result obtained.

Create
training
data set
80%

Create
valida on
data set
20%

Ini alize
variables
popula on

Create
regression

tree

Fitness
computa on

Select
parental

popula on

Crossover

Muta on

Termina on
condi on? Stop

Yes

No

Fig. 1. Algorithm diagram.
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Please note that in this work, and due to the total amount of individuals available
instead of a k-fold cross-validation method, we have preferred to employ 80% of
individuals for training and 20% for validation, but the algorithm was repeated 1,000
times. In other word, it was tested using 1,000 different subsets for training and
validation.

3 Results

3.1 Case of Study

We perform an observational cross-sectional epidemiological study, based on the
completion of two self-administered questionnaires, on health personnel of the Monte
Naranco Hospital of Oviedo (HMN) and the Central University Hospital of Asturias
(HUCA), Spain. The first hospital is specialized in geriatrics and palliative care and it
started using the EHR in 2007, and the second one is the referral hospital for the Health
Service of the Principality of Asturias and it started using the EHR in 2014.

The study included health personnel that were using VDT at work of the following
occupational categories: physicians and surgeons, residents, nurses, advanced practice
nurses (APNs) in training and auxiliary nurses.

Of a total of 668 potentially eligible workers, 539 questionnaires were finally
obtained (the response rate was 80.69%). Among those, 196 workers were excluded,
and the final sample that took part in the study was 343 workers (202 HUCA and 141
HMN) from 47 different services or hospitalization units. The reasons of exclusion in
66 workers was their suffering: dry eye (35), amblyopia (6), squint (1), conjunctivitis
(22), corneal ulcers (5), non-surgically controlled cataracts (5), glaucoma (1), ble-
pharitis (2), keratitis (1), uveitis (1), vitreous disorders (8) and retinal disease (4). Also
116 were excluded because they did not use a computer for their job, 13 were excluded
because they had occupational categories out of the sampling criteria, and one was
excluded because of the lack of information on their seniority.

All the participants signed an informed consent form, in which data confidentiality
was guaranteed during the entire process. The study was authorized by the Health
Authority and approved both by the Research Ethics Committee of the Principality of
Asturias and by the Ethics Committee of the University of Alicante, Spain (coordinator
of the study), in accordance with the tenets of the Declaration of Helsinki.

3.2 Data Collection

The survey was carried out from January to October 2017 using self-administered
questionnaires. The “Anamnesis and History of Exposure Questionnaire” was specif-
ically developed for this study, to gather information about gender, age, ophthalmic
or/and contact lenses use, history of eye diseases and treatment, previous eye surgeries,
occupational categories (physicians and surgeons included residents, nurses included
advanced practice nurses (APNs) in training and auxiliary nurses), work schedule
(included morning shifts, evening shifts, rotating shifts without nights, rotating shifts
including nights and mornings with on call shifts), services or hospitalization units of
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work, seniority, information about the ease of use of the software application and daily
VDT usage at and outside work.

The “Computer Vision Syndrome Questionnaire (CVS-Q)”, designed and validated
by Seguí et al. in 2015 [6], was used to measure perceived ocular and visual symptoms
during or immediately following computer work. This questionnaire evaluates the
frequency (never, occasionally or often/always) and the intensity (moderate or intense)
of 16 ocular and visual symptoms: burning, itching, feeling of foreign body, tearing,
excessive blinking, eye redness, eye pain, heavy eyelids, dryness, blurred vision,
double vision, difficulty focusing for near vision, increased sensitivity to light, colored
halos around objects, feeling that sight is worsening, and headache. Individuals with a
score of 6 or more on the questionnaire are classified as symptomatic (suffering CVS).

3.3 Implementation of the Algorithm

After refining the database obtained, a total of 255 initial variables were used to
implement the algorithm. Figure 2 shows the evolution of the RMSE value by the
number of iterations in one of the 1,000 repetitions of the algorithm. The average best
RMSE value obtained in the referred repetitions was of 3.779221. From a total of 255
input variables included in the database, 8 variables took part is more than the 75% of
the models and only 30 in more than the 34%. Table 1 shows the variables that take
part in most of the regression trees obtained.
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Fig. 2. Evolution of the RMSE value by the iterations number.

602 E. M. Artime Ríos et al.



Figure 3 shows one of the regression trees obtained, where some of the most
frequent variables are included. If this regression tree is employed to calculate the
CVS score, the RMSE obtained is 3.740692. The performance of the model is
evaluated in Fig. 4 by means of the cumulative distribution function of the difference
in CVS score of real values and predictions. Please note how in 50% of the indi-
viduals the difference in absolute value of their real CVS score and the forecast is
below 3 points.

Table 1. Percentage of regression trees in which each variable is included.

Variables Percentage of models

occupational_seniority 97.20%
h_day_VDT_workplace 96.90%
service_seniority 96.30%
past_conjunctivitis 88.50%
current_eye_treatment 79.80%
shifts_incl_nights 74.60%
refractive_surgery 74.20%
VDT_duration_ >2 years 74.10%
eye_surgery 69.40%
opthalmic_wearers 64.10%
Acute_palliative_geriatrics 60.70%
h_day_VDT_outside_work 60.60%
h_day_VDT_workplace&outside_work 60.10%
mornings with on call shifts 57.20%
sterilization_service 53.40%
contact_lenses_wearers 50.30%
surgery_service 48.60%
past_ocular_herpes 46.10%
Age 42.40%
blood_bank_servive 41.10%
pathological_anatomy_service 40.90%
endocrine_service 40.70%
morning shifts 40.50%
gender 40.20%
traumatology_service 39.90%
nephrology_service 39.70%
easy_software_application 39.60%
past_keratitis 39.30%
anesthesia_service 34.60%
evening shifts 34.20%
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In order to know how large is the difference of the real CVS values when compared
whit their forecasts, Table 2 shows the average differences in absolute value of the real
CVS scores and the forecasts. As it can be observed in this table, the minimum
differences correspond to the CVS scores of 5, 6 and 7.

Fig. 3. Example of regression tree obtained with the proposed algorithm.

Fig. 4. Cumulative distribution function of the difference in CVS score.
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4 Discussion and Conclusions

There are many methods that can be chosen to analyze regression problems. Tree
classification techniques, are well-known for producing accurate predictions based on a
relative low amount of if-then conditions, that is the reason why they have been chosen
for the present research. Also, it must be considered that the interpretation of results
summarized in a tree is very simple. Tree methods are nonparametric and nonlinear.
Therefore, there is no implicit assumption that the underlying relationships between the
predictor variables and the dependent variable are linear, follow some specific
non-linear link function or that they are even monotonic in nature.

The algorithm proposed in the present research, hybridizes regression trees and GA
with the aim of finding better results than the regression tree. The GA are employed to
select those variables that would take part in the regression trees models. As it is
well-known, regression trees also select features by construction. So, before the
implementation of the present algorithm, regression trees were employed, and their
performance assessed in this case, the best RMSE value achieved was 4.804772 what is
a value a 27% larger that the one obtained with the proposed hybrid algorithm. In other
words, the proposed algorithm, although has a larger computational cost, allow us to
achieve a better result.

Table 2. Average differences in absolute value of the real CVS value and the forecast.

CVS value Avg. difference N

0 5.224 19
1 4.356 24
2 3.855 16
3 3.558 17
4 2.351 38
5 1.587 34
6 1.21 27
7 0.991 27
8 1.671 31
9 2.313 20
10 2.499 24
11 3.27 21
12 3.899 14
13 5.647 8
14 5.204 8
15 6.127 3
16 9.386 7
17 8.816 2
19 9.667 1
20 9.75 1
All 2.976 343
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The number of hours spent at work with a computer and the seniority in the service
predicted the risk of CVS. The amount of hours working daily on a computer (both at
and outside the workplace) was found to be related to visual discomfort [23, 24]. Also
prolonged VDT use at work was connected with an increased risk of CVS [9, 10] and
dry eye disease in workers using a VDT longer than 8 h per day (OR = 1.94; 95% CI,
1.22 − 3.09) [25]. The longer the seniority on the service, the higher the prevalence of
CVS. Ranasinghe et al. [9] also observed that the prevalence of CVS significantly
increased (p < 0.01) with the number of years working in a job using a computer.

We also observe that CVS is higher in workers who have had conjunctivitis in the
past, are using eye drops for dryness or another eye treatment. An extrinsic cause of
evaporative dry eye could be some diseases as allergic conjunctivitis, so in that
workers, the presence of dryness could be higher. The presence of dryness or dry eye
may play a significant role in the etiology of CVS. However, the benefit of dry eye
therapies, which have been proposed to minimize symptoms of CVS, is unproven [13].

Regarding work schedule, working with shifts including nights and working
mornings with on call shifts was associated with the prevalence of CVS. Previous
studies [26–28] suggest an association between rotating night shift work and several
diseases, including cardiovascular disease, cancer, diabetes, hypertension, chronic
fatigue, overweight and obesity, sleeping problems and early spontaneous pregnancy
loss.

Scores of CVS are higher in workers with a history of eye surgery, especially
refractive eye surgery. Laser surgery may change the shape of the cornea and interfere
with the relationship between the eyelids and ocular surface that disturbs normal
blinking patterns [29].

The model predicts higher scores of CVS in ophthalmic and contact lenses wearers.
Many studies have concluded that the prevalence of ocular and visual symptoms
increases in daily computer users with a regular use of contact lenses [10, 13, 14], but
none have obtained a relationship between CVS and being an ophthalmic wearer.

Health workers that work in a geriatric service tend to achieve higher CVS scores.
This can be explained because, in our study, all the workers in that service belonged to
the Monte Naranco Hospital. The EHR was introduced earlier in this hospital, so its
workers have been exposed to VDT much longer.

Nevertheless, these results should be interpreted with caution given the limitations
of our study. First, it was a cross-sectional design, and we cannot be sure that the cause
(use of PVD) precedes the effect (CVS). Second, we did not include ophthalmic
examinations that inform us of the workers’ refractive state. Not including neck and
shoulder pain as a symptom of CVS was also a limitation, as it has been considered an
extra-ocular symptom of CVS [13, 14]. Finally, we did not take into consideration the
use of mobile devices at and outside work, which could be a confounding factor.

Despite these limitations, the use of a validated questionnaire to measure CVS is a
particular strength in this work, and this is the first study that develops a prediction
model of the score achieved by an individual in the CVS-Q. Finally, we would like to
remark that the main contribution of the present research is a novel hybrid methodology
able to determine the most important variables in a prediction problem.
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Abstract. We present a hybrid quality control (QC) for identifying
defects in ground sensors of solar radiation. The method combines a
window function that flags potential defects in radiation time series with
a visual decision support system that eases the detection of false alarms
and the identification of the causes of the defects. The core of the algo-
rithm is the window function that filters out groups of daily records where
the errors of several radiation products, mainly satellite-based models,
are greater than the typical values for that product, region and time of
the year.

The QC method was tested in 748 Spanish ground stations finding
different operational errors such as shading or soiling, and some equip-
ment errors related to the deficiencies of silicon-based photodiode pyra-
nometers. The majority of these errors cannot be detected by traditional
QC methods based on physical or statistical limits, and hence produce
problems in most of the applications that require solar radiation data.
Besides, these results manifest the low-quality of Spanish networks such
as SIAR, Meteocat, Euskalmet and SOS Rioja, which show defects in
more than a 50% of the stations and should be consequently avoided.

Keywords: Solar radiation · Pyranometer · Satellite-based model
Quality control

1 Introduction

Solar radiation data is essential in many disciplines such as environmental sci-
ences, energy production [2] and climate analysis [11]. The variable most widely
used is global horizontal irradiance (G), which is the total amount of downwelling
shortwave irradiance reaching the Earth’s surface over a horizontal plane. Ther-
mopile pyranometers and silicon-based photodiodes are the two types of out-
door sensors for measuring G. Thermopiles typically achieve the highest quality

c© Springer International Publishing AG, part of Springer Nature 2018
F. J. de Cos Juez et al. (Eds.): HAIS 2018, LNAI 10870, pp. 609–621, 2018.
https://doi.org/10.1007/978-3-319-92639-1_51

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-92639-1_51&domain=pdf


610 R. Urraca et al.

and they are based on the thermoelectric effect: a blackened surface absorbs the
incoming radiation creating a thermal gradient that is measured with a thermo-
couple. Photodiodes are made by small silicon cells and are thus based on the
photovoltaic effect. They are a low-cost option requiring fewer maintenance and
having faster response times, but they have higher uncertainty than thermopiles
because their responsivity is limited by the spectral response of silicon.

Ground measurements obtained with pyranometers are the most accurate
source of G data [12], but they still contain different types of errors that can
be broadly divided into operational and equipment errors [5,15]. Operational
errors are related to the particular operation conditions in the station, such as the
station location and maintenance procedures. Some examples include shading by
nearby objects, the accumulation of dust over the senor or electrical shutdowns.
On the contrary, equipment errors are related to the intrinsic limitations of the
instruments and inadequate calibration procedures, being typically more severe
in photodiodes than in thermopile pyranometers.

Several quality control (QC) methods have been developed to detect errors
in ground records. The majority of QC methods are simple range tests that
establish the most probable physical or statistical limits for G values to discard
samples out of these ranges [15]. Here, the most widely used method is the BSRN
QC [7]. Alternative methods include interpolation between nearby stations [5],
graphical analysis [8], analysis of the symmetry of irradiance profiles [3] and
coherence tests of the different irradiance components [7]. All these methods are
only able to detect large errors whereas most common defects, such as shading
and soiling, introduce small deviations in G. The detection of these small but
long-lasting errors is not straightforward because filters cannot be too restrictive
due to the wide range of physically possible irradiance values.

We recently presented a new QC algorithm specially tailored for detecting
small errors in ground records [13]. The method flags those samples in which
the deviations between several radiation estimations and the ground records are
out of the typical range for that region and time of the year. We assume that
if the deviations of several independent radiation models are out of the typical
ranges, the most likely cause is an error on the ground record. Even though the
quality of estimations is not as high as that of ground records, the algorithm
exploits the advances on the stability of solar radiation modeling techniques such
as satellite-based products [12] and reanalysis. Besides, filtering out samples in
terms of deviations instead of in terms of G produces a more restrictive filter,
enabling the detection of low-magnitude defects.

The first goal of this study is to validate the QC algorithm with a hetero-
geneous dataset comprised by all Spanish monitoring stations that measure G
(748 stations), including several regional networks where the probability of find-
ing errors is higher. The second objective is to guide potential users by deriving
some statistics about the quality of the monitoring networks available in Spain.
In addition, we include an enhanced visual decision support tool for the analysis
of flagged samples.
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2 Methods

2.1 Radiation Data

Ground records were retrieved from all Spanish stations that measure G from
2005 to 2013 at the highest temporal resolution available at no cost. This results
in a dataset comprised by 748 stations and 9 networks (Fig. 1): six dedicated
meteorological networks (BSRN, AEMET, Meteo Navarra, Meteocat, Euskal-
met, MeteoGalica), two networks for agricultural purposes (SIAR and SIAR
Rioja) and one network for emergency situations (SOS Rioja). The networks
can be also categorized based on their spatial coverage in worldwide networks
(BSRN), national networks (AEMET and SIAR), while the remaining ones are
regional networks. Most meteorological networks included thermopile pyranome-
ters (285 stations) whereas photodiodes are the common sensor of agricultural
networks (386 sensors). Thermopile pyranometers were classified from highest
to lowest quality according to ISO 9060:1990 [4] in (i) Secondary Standard, (ii)
First Class and (iii) Second Class. The description of the sensor was not provided
in 77 stations.

Fig. 1. Location and type of pyranometer installed in the stations used in this study.

The QC algorithm uses daily values of global horizontal irradiance (Gd). All
night values (sun elevation <0◦) were initially set to 0. In stations with 1-min res-
olution, 15-min means were calculated (5 valid values required) and subsequently
averaged to obtain the hourly means (all four 15-min values required). In sta-
tions with time resolutions from 5-min to 30-min, hourly means were directly
obtained by averaging the original data (all original values required). Daily val-
ues were finally obtained by averaging hourly values if at least 20 h values were
available.
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2.2 Description of the Quality Control (QC) Algorithm

Step 1: Calculation of the Confidence Intervals (CIs). The first step of
the QC algorithm is to find the characteristic values for the daily deviations
(δd) between each radiation product p and the ground records. This is done by
calculating the confidence intervals (CIs) for the monthly bias of each product
(temporal averaging) over an spatial region g with uniform irradiance conditions
(spatial averaging). These CIs are defined as the median absolute deviation of
this bias (MADp

m′,g) around the median (̂Bias). They include a tuning param-
eter (n) to adjust the restriction level of the QC procedure (1).

CIp
m′,g = ̂Bias

p

m′,g ± n × MADp
m′,g m′ ∈ (Jan, ..., Dec), g ∈ (g1, ..., gn), p ∈ (p1, ..., pn)

(1)
where m′ are the different months of the year, p the radiation products used and
g the spatial regions defined. The use of median and MAD statistics along with
the spatio-temporal averaging of the bias increase the robustness of the CIs. The
CIs were calculated only with high-quality ground records in order to reduce the
probability of including operational and equipment errors in the CIs. Thus, in
the present study only records from AEMET secondary standard pyranometers
were used because these are the highest quality radiometers and the maintenance
procedures of AEMET are the strictest among all Spanish networks. Besides, we
did not define any sub-regions within Spain and hence the same CIs were used
to filter out all Spanish stations.

Step 2: Flagging Using a Window Function. Once the CIs are calculated,
a window function goes through the time series of each individual stations ana-
lyzing groups of consecutive days at a time and flagging potentially erroneous
samples. The number of consecutive days analyzed by the window function is
defined by the window width (w). The distance between two consecutive win-
dows is controlled by the parameter step, which was set to 5 days along the
experiments. Each analysis of the window function (Fig. 2) starts with the cal-
culation of the number of available samples per product (d valid). Products with
less than 20% samples available within the window are discarded. The percent-
age of samples above the upper limit (d over) or below the lower limit of the
CIs (d under) are subsequently calculated. If at least one of the products covers
the 80% of the window days, the average of d over and d under are computed.
These thresholds were set experimentally to ensure that all products used have
sufficient amount of samples, and that at least one of these products covers most
of the window width. Finally, daily records within the window are flagged if more
than 80% of the samples are either over or under the CIs. If estimations from
all the products present the same type of unusual deviation (above or below the
CIs), we assume that the most likely cause will be a defect in the ground records.

Three independent radiation products were used in this study: two satellite-
based models, SARAH-1 [9] and CLARA-A1 [6], and one reanalysis, ERA-
Interim [1]. The two most important tuning parameters of the QC algorithm
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Fig. 2. Flowchart for one run of the window function.

are w and n. The best configuration was found by varying w within (5, 10, 15,
20, 30, 40, 60, 90, 120) and n from 0.2 to 3.5 in intervals of 0.1. Results were
analyzed in terms of the Precision-Recall curve, which plots the precision (2)
against the recall (3).

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

where TP stands for true positives, FP false positives and FN false negatives.
The analysis of the PR curves was performed with the dataset of European
stations described in [13] and it revealed that the best configuration consisted
on running the window function two times. One run was to look for short-lived
defects (n = 2.4, w = 20 days), and the second was to look for permanent low-
magnitude deviations (n = 0.4, w = 90 days).
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Step 3: Visual Decision Support System. Two graphs are generated to
facilitate the analysis of flagged samples. This contrasts with the majority of
available QC methods for solar radiation, which generally just produce numerical
flags and leave to the user the interpretation of those flags. The first plot is the
daily deviation plot (Fig. 3A), which depicts the deviations between estimations
and ground records. The plot includes a visual flag for each run of the QC
algorithm (yellow and orange), shading the periods of daily records flagged. It
includes two additional flags for periods with missing data (grey) and for samples
that do not pass the BSRN QC (red). The use of the BRSN range tests enables
the detection of errors that are masked after aggregating to the daily values, e.g.
time lags. However, these tests can only be used if sub-daily data are available.

Fig. 3. Example of the two images generated for the graphical analysis of the quality
flags. (A) Daily deviation between estimations from radiation products and ground
records. (B) Hourly irradiance values of SARAH-1 and the ground sensor. The images
correspond to the data recorded during 2007 by the Euskalmet station C064 (Zarautz,
Camping). (Color figure online)

The second plot is the hourly irradiance profiles of measured and estimated
data overlapped (Fig. 3B). It is only generated for stations with sub-daily time
resolution data and it requires at least one product with hourly time resolu-
tion, e.g. SARAH-1. Whereas the first plot could be sufficient for detecting false
alarms, the second plot provides valuable information for identifying the causes
of the defects.

Software. The QC algorithm was implemented in R programming language
using the tidyverse [14] collection of packages: dplyr and tidyr for data manip-
ulation, lubridate to work with time series and ggplot2 to create the plots of
the visual decision support system.
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3 Results and Discussion

3.1 Setting up the QC Algorithm

Results obtained with each combination of w and n represent one point in the PR
space (Fig. 4). Two types of PR curves were calculated. The first one (Fig. 4A)
considers that each sample of the PR curve is one daily record of a specific
station. Even though this is the straightforward analysis of the output of the
QC method, it is not the most practical approach. The algorithm rarely finds
the exact number of days with defects because it flags all the daily records within
a window. This is especially evident at the edges of periods with errors and with
low radiation values (winter months or high latitude locations). Moreover, most
of these misadjustments are corrected by visual inspecting the flagged samples,
so this first set of PR curves do not show the real performance of the QC method.
As a consequence, the second set of PR curves was generated considering that
each sample corresponds to one ground station (Fig. 4B). These curves illustrate
whether the QC method is able to detect the presence of a defect in a ground
station, regardless it finds the exact daily records where the error occurs.
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Fig. 4. Precision-Recall (PR) curves obtained for the different combinations of n (tun-
ing parameter of the CIs) and w (window width). (A) One sample corresponds to one
daily record of the station. (B) One sample corresponds to one station. The variable
n goes from 0.2 (up-pointing triangle) to 3.5 (down-pointing triangle) in 0.1 intervals.
The red dot represents the results obtained with the chosen configuration based on two
runs of the window function. (Color figure online)

The PR curves show that using wider CIs by increasing n leads to a greater
recall (more defects detected) but to a smaller precision (more false alarms).
The same pattern is observed for decreasing values of w, reducing the number of
days analyzed by the window function. With both parameters, more restrictive
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conditions (small n, small w) lead to larger number of defects identified at the
expense of a larger amount of false alarms. In principle, the best configuration
should be an intermediate solution that balances the number of true positives
and false alarms, somewhat around w = 30 and n = 1.5. Nonetheless, the
selection of the best configuration is also affected by the different characteristics
of the defects present in ground sensors. Short-lived defects, such as electronic
shutdowns or equipment failures, typically last from few hours to few days but
the magnitude of the deviations created is usually large. On the contrary, long-
lived defects introduce small deviations that can even become permanent, such
is the case of shading by surrounding objects. Hence, the type of defects detected
with narrow windows (w < 20 days) are not the same as those found with wide
ones (w > 30 days), so the use of an intermediate solution is not sufficient to
detect all types of defects present in ground sensors.

We found that the best configuration of the QC algorithm was obtained with
two runs of the window function. One run looking for short-lived defects (w =
20 days, n = 2.4), using a wide CIs (high n) in order to reduce the number of false
alarms. And another run looking for almost permanent defects (w = 90 days,
n = 0.4), using a more restrictive CIs (small n) in order to detect low-magnitude
semi-permanent defects. The use of a window function along with the trade off
between w and n enables the detection of defects not found by traditional QC
algorithms. The combination of these two runs leads to a precision and recall of
0.66 and 0.92, respectively, which improves the configurations based on a single
run of the window function (see red dot in Fig. 4B). The parameters for this two-
run configuration were tuned prioritizing the attainment of a high recall. From
the users perspective, it is more useful to find all existing defects rather than
having a low number of false alarms. This is even more clear here because the QC
method incorporates a visual inspection tool that speeds up the identification of
false alarms.

3.2 Quality Analysis of Spanish Monitoring Stations

Samples flagged were visually inspected using the two plots generated by the QC
method (Fig. 3) to detect false alarms and identify the most likely cause of the
deviation observed. Errors were classified into the following categories: shading
by nearby objects (shading), accumulation or dust over the sensor (soiling),
time lags, diurnal periods with irradiance equal to 0 (diurnal G = 0), incorrect
leveling of the sensor (leveling), large errors due to major equipment failures
(large errors) and errors of unknown cause (unknown cause).

The QC algorithm detected errors in 310 out of 748 stations (Fig. 5), whereas
the BSRN QC, which is the most common QC procedure for solar data [10], only
found time lags (49 stations) and some isolated cases of leveling issues and large
errors. The majority of the defects were found in SIAR, which is also the largest
network, with 225 defects (47% of SIAR stations). SIAR is an agricultural net-
work created by the Spanish Ministry for irrigation planning. Most SIAR stations
were installed in agricultural areas such as Ebro and Guadalquivir Valleys or the
Mediterranean Coast. In some cases the exact placement of the sensor was even
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Fig. 5. Number of stations with errors and types of defect detected by the QC method
in the different networks. The numeric values represent the percentage of stations
with defects in each network. No errors were found in BSRN and Meteo Navarra. The
“multiple errors” category represents the stations with more than one type of defect.

influenced by the proximity of other government facilities in order to facilitate
the maintenance of the sensors. By contrast, pyranometers must be installed in
locations with an obstacle-free horizon and far from potential sources of contam-
ination such as industrial areas, airports or busy roads. This inadequate location
selection explains the high amount of shading defects found (36 stations). More-
over, other variables such as temperature and precipitation are more frequently
used for agricultural purposes than incoming solar radiation. This little use of
G data, along with the poor maintenance of the stations, may also explain the
presence of defects such as large errors, time lags or diurnal G = 0 in SIAR.

MeteoGalicia and Euskalmet are similar networks with a substantial amount
of defects as well. They are the regional meteorological agencies of Galicia and
Euskadi, respectively, providing G data with a high time resolution (10 min).
Euskalmet records are obtained with high-quality secondary standard pyranome-
ters, whereas MeteoGalicia uses different types of sensors including a large num-
ber of first class pyranometers (Fig. 1). However, the number of defects found in
both cases is too high for a meteorological network with high quality equipment
(54% for Euskalmet and 47% for MeteoGalicia). The most common defect is
large errors, which could be partly explained by the high time resolution pro-
vided by both networks. Large errors are usually short-lived defects that get
masked when aggregating the data to hourly or daily values. Nonetheless, some
of the defects identified, such as long nocturnal periods with physically impossi-
ble values (Euskalmet), evidence the lack of quality checks in both meteorological
agencies. Shading and soiling are other common defects in both networks that
questions the maintenance routines of these networks as well. As a consequence,
despite the fact that high quality is a priori expected from meteorological agen-
cies, G records from these two networks should generally be avoided.

Ground records from SOS Rioja present the worst quality overall, with the
presence of defects in 79% of the stations (15 out of 19). The most common
defect is diurnal periods with G equal 0, which is some cases extend the whole
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year indicating a null maintenance in either the network or the acquisition sys-
tem. Shading is another frequent defect in SOS Rioja (4 stations), but compared
to other networks the shades are visible around solar noon. This excludes the
possibility of shades being caused by obstacles in the horizon, such as moun-
tains, trees or buildings. SOS Rioja sensors are installed in lattice towers, so
the most likely scenario is that the shades are being caused the own structure.
This evidences an inadequate planning during the installation of the equipment.
In addition, the lack of maintenance and quality checks ruins the quality of the
sensors (first class thermopile pyranometers), proving that the acquisition of
high-quality equipment does not guarantee collecting high-quality records.

The networks with the highest quality are AEMET, SIAR Rioja, Meteo
Navarra, Meteocat and BSRN, with only 4 defects among all these networks.
The good quality of BSRN and AEMET was expected. BSRN is considered
the highest quality radiation network worldwide. It has even one dedicated
researcher at each station revising the sensors and checking the consistency of the
data. AEMET is the Spanish national meteorology agency and it also includes
high quality sensors with elaborated maintenance procedures. Besides, in both
networks the pyranometers are always ventilated reducing the accumulation or
snow, dust and humidity over the dome of the sensors. The use of BSRN and
AEMET data should be therefore preferred in applications that require a small
uncertainty of solar radiation data. We conclude that data from Meteocat, Meteo
Navarra and SIAR Rioja have enough quality for being used for regional studies
in Cataluña, Navarra and La Rioja, respectively.

Fig. 6. Total number of stations in which defects were found but the cause of the error
could not be identified categorized by the type of sensor used.

All errors identified were operational errors related to maintenance routines,
the location of the sensor and QC of the data. However, there are 78 stations in
which the presence of an error was evident but it was not possible to identify the
exact cause of the defect. The classification of these errors by the type of pyra-
nometer of the station (Fig. 6) reveals that the majority of these defects appear
in low-quality sensors: photodiodes (62 sensors) and second class thermopiles
(6 sensors). Besides, the 8 stations without information about the pyranometer
belong to SIAR, where the majority of the sensors are photodiodes as well. The
cause of the error was unknown only for two high quality sensors, one AEMET
secondary standard and one Meteocat first class pyranometers. Both networks
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only provide daily data without cost, which prevents creating the hourly irra-
diance plot (plot B) for the visual analysis of flagged samples. Hence, the most
likely cause here is the existence of an unidentified low-magnitude operational
error. In the case of second class sensors, and specially in photodiodes, the most
likely cause of these deviations is the presence of equipment errors.

Compared to thermopiles, photodiodes are more affected by cosine and tem-
perature errors, an besides, they have a limited spectral response because they
are made by silicon detectors. Silicon has a spectral response within 350–1100
nm that includes only about the 70–75% of total shortwave incoming radia-
tion. Hence, the calibration constant does not account for non-linear variations
of the solar spectrum out of the bandwidths covered by silicon. This occurs
with changes in aerosol or water vapor concentrations and with variations of
sun elevation that modify the main atmospheric scattering process. As a conse-
quence, photodiodes need to be carefully calibrated against thermopile instru-
ments. Independent correction factors for cosine errors, temperature dependence
and spectral response are required to obtain field accuracies within the ranges
specified by the manufacturer. These corrections should be applied individually
for each location taking into consideration the particular conditions of each place
and sensor. Therefore, the use of the same correction factors for all SIAR photo-
diodes, or even the lack of correction factors, may be the cause of the deviations
observed. The maintenance procedures of SIAR network are also questioned after
finding a large number of operational errors in SIAR stations. Therefore, these
small deviations may be also caused by undetected operational errors. It is not
easy to identify which cause leads to the deviations observed in each photodi-
ode. Further work is required to gain a better understanding of the limitations
of photodiodes, analyzing the half-hourly measurements provided by SIAR sta-
tions. Nonetheless, it is clear there are significant differences in terms of quality
between SIAR photodiodes and thermopile sensors. Overall, our QC method was
not only able to detect operational errors but also some equipment errors, which
are the most difficult to detect due to the low-magnitude deviations introduced.

4 Conclusions

A hybrid QC algorithm for solar radiation data, which is based on the anal-
ysis of the deviations between satellite-based models and ground records, was
validated using 748 Spanish ground monitoring stations that measure global
horizontal irradiance. The results reveal that the QC algorithm can detect oper-
ational and equipment errors that are rarely found by conventional QC methods,
such as the BSRN tests. Besides, this study manifests the low-quality of some
of Spanish networks such as SIAR, MeteoGalicia, Euskalmet and SOS Rioja.
These networks present defects in 50% or more of the stations. Most of these
defects are operational errors related to an inadequate placement of the sen-
sor, a lack of maintenance and a lack of quality control of the data, but the
method was also able to identify potential equipment errors in silicon-based
photodiode pyranometers. We conclude that data from these networks should
be generally avoided in applications requiring solar radiation data.
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9. Müller, R., Pfeifroth, U., Träger-Chatterjee, C., Cremer, R., Trentmann, J.,
Hollmann, R.: Surface Solar Radiation Data Set - Heliosat (SARAH) - Edition
1. Satellite Application Facility on Climate Monitoring (CM SAF) (2015). http://
dx.doi.org/10.5676/EUM SAF CM/SARAH/V001

10. Roesch, A., Wild, M., Ohmura, A., Dutton, E.G., Long, C.N., Zhang, T.: Assess-
ment of BSRN radiation records for the computation of monthly means. Atmos.
Meas. Tech. 4, 339–354 (2011). http://dx.doi.org/10.5194/amt-4-339-2011

http://dx.doi.org/10.1002/qj.828
http://dx.doi.org/10.1016/j.solener.2016.03.071
http://dx.doi.org/10.1016/j.solener.2016.03.071
http://archive-ouverte.unige.ch/unige:29599
http://archive-ouverte.unige.ch/unige:29599
http://dx.doi.org/10.1016/j.solener.2010.10.021
http://dx.doi.org/10.1016/j.solener.2010.10.021
http://dx.doi.org/10.5676/EUM_SAF_CM/CLARA_AVHRR/V001
http://dx.doi.org/10.5676/EUM_SAF_CM/CLARA_AVHRR/V001
http://ezksun3.ethz.ch/bsrn/admin/dokus/qualitycheck.pdf
http://ezksun3.ethz.ch/bsrn/admin/dokus/qualitycheck.pdf
https://doi.org/10.1016/j.renene.2015.01.031
https://doi.org/10.1016/j.renene.2015.01.031
http://dx.doi.org/10.5676/EUM_SAF_CM/SARAH/V001
http://dx.doi.org/10.5676/EUM_SAF_CM/SARAH/V001
http://dx.doi.org/10.5194/amt-4-339-2011


An Algorithm Based on Satellite Observations to QC Ground Solar Sensors 621

11. Sanchez-Lorenzo, A., Enriquez-Alonso, A., Wild, M., Trentmann, J., Vicente-
Serrano, S., Sanchez-Romero, A., Posselt, R., Hakuba, M.: Trends in downward
surface solar radiation from satellite and ground observations over Europe 1983–
2010. Remote Sens. Environ. 189, 108–117 (2017). https://doi.org/10.1016/j.rse.
2016.11.018

12. Sengupta, M., Habte, A., Gueymard, C., Wilbert, S., Renné, D.: Best practices
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Abstract. Predicting solar irradiance is an active research problem,
with many physical models having being designed to accurately predict
Global Horizontal Irradiance. However, some of the models are better at
short time horizons, while others are more accurate for medium and long
horizons. The aim of this research is to automatically combine the predic-
tions of four different models (Smart Persistence, Satellite, Cloud Index
Advection and Diffusion, and Solar Weather Research and Forecasting)
by means of a state-of-the-art machine learning method (Extreme Gra-
dient Boosting). With this purpose, the four models are used as inputs
to the machine learning model, so that the output is an improved Global
Irradiance forecast. A 2-year dataset of predictions and measures at one
radiometric station in Seville has been gathered to validate the method
proposed. Three approaches are studied: a general model, a model for
each horizon, and models for groups of horizons. Experimental results
show that the machine learning combination of predictors is, on average,
more accurate than the predictors themselves.

Keywords: Global irradiance forecasting · Machine learning
Combining forecasting models

1 Introduction

A key issue to increase the competitiveness of the solar energy and to increase
their share in the electric systems is the improvement of the reliability of the
solar energy forecasts. In the last years, a wide range of forecasting methodologies
has been developed, with very different characteristics, such as the spatial and
temporal resolution or their forecasting horizon [1].

Machine Learning [2] has played an important role on improving solar energy
forecasting [3,4]. Nevertheless, there is still room for improvement. In this regard,
there have been some efforts to combine different sources of information (obser-
vations, camera, satellite, ...) and take advantage of the possible synergies.

c© Springer International Publishing AG, part of Springer Nature 2018
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For example, real measures and camera have been combined using an arti-
ficial neural network optimized through a genetic algorithm [5]. [6] proposes a
combination of NAM (North American Mesoscale Model) with cloudiness infor-
mation obtained from satellite images. This model improves spatial resolution of
the NAM, while improving intra-day and 1-day predictions. A system based in
extreme learning machines optimized through evolutionary computation (coral
reef algorithm) combines direct measures, radiosondes and NWP to obtain the
daily prediction of solar irradiance [7]. In [8], a combined prediction of cloud
cover derived from a sky-camera and satellite offers a forecast of up to three
hours. In a similar way, a combination of cloudiness estimation from satellite
and the NWP from European Center for Medium range Weather Forecasting
(ECMWF) is proposed [9]. Further results [10] show that the combination of
statistical models and NWP is able to reduce the forecasting error at one hour
horizons. In [11] a machine learning blending of irradiance forecasts using a Ran-
dom Forest is used. This approach combines three models: the NAM model, the
SREF (Short Range Ensemble Forecast) model and the GFS model. A recent
work combines satellite-derived, ground data, solar radiation, and total cloud
cover to improve solar radiation forecasting for horizons between 1 h and 6 h
[12].

Similar combination approaches have also been applied for wind energy. [13]
combines different predictions at several horizons using an adaptive weighting,
dependent on the error yielded by the past sources.

The novelty of this research is to use machine learning to combine Global
Horizontal Irradiance (GHI) forecasts obtained from four sources, in order to out-
put an improved GHI forecast. The sources are: Smart Persistence [14], Satellite
[15], Cloud Index Advection and Diffusion (CIADCast) [16], and Solar Weather
Research and Forecasting (WRF-Solar) [17]. These perform differently under
different situations and forecasting horizons. The aim of our approach is to use
machine learning to combine them automatically, so as to take advantage of their
synergies and to improve the performance of sources used separately.

In this work, several prediction horizons have been tested from 15 to 360 min,
in steps of 15 min. Three different approaches are proposed for integrating the
four sources: general, horizon-individual and horizon-group. The approaches are
different ways to treat the horizon information either by using a single gen-
eral model valid for all horizons, by making specialized models for each horizon
(horizon-individual), or a compromise between both (horizon-group).

The machine learning method chosen for combining them is extreme gradient
boosting [18]. Gradient boosting has been used before in solar forecasting. For
instance, [19,20] use meteorological variables to predict GHI. However, the aim
of our work is different, because our inputs are not meteorological variables but
GHI forecasts themselves.

The structure of the paper is the following: first, the predictors used as inputs
of machine learning method are presented in Sect. 2. In Sect. 3, the dataset used
to the evaluation is described. Section 4 explains the different machine learning
approaches to be studied in this work. In Sect. 5, the experimental methodology
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is explained and the experimental results are presented. The final conclusions of
this research and future lines of work are presented in Sect. 6.

2 Description of the Predictors

This section describes the four forecasting models (or predictors) that will be
combined by a machine learning model.

2.1 Smart Persistence

This model is computed with the actual measured irradiance I0 and corrected
with the variation of the clear-sky (cs) irradiances Ics from the initial time to
a future time t. The relation between actual irradiance and cs irradiance at a
certain time 0 is kept constant and multiplied by the clear-sky irradiances in
future t. The European Solar Radiation Atlas [14] cs model is used (Eq. 1).

I(t) =
I0

Ics(0)
∗ Ics(t) (1)

2.2 Satellite-Based Model

In this method, satellite images are first processed to derive the so-called cloud
index images, an intermediate step to retrieve the clear-sky index images and
then the solar radiation maps [21]. Secondly, a statistical comparison of various
consecutive cloud index images allows deriving the cloud motion vector field.
In this case OpenPIV is used (http://www.openpiv.net/openpiv-python/). The
discrete cloud motion vector field is transformed into a continuous flow com-
puting the streamlines, i.e., a family of curves tangent to this wind field [15].
The streamline passing through the station location is used to obtain the future
cloud index values, then the clear-sky index values and, finally, the GHI forecast

2.3 CIADCast

The CIADCast model [16] for short-term solar radiation forecasting is based on
the advection and diffusion of cloud index estimates derived from satellite using
the Weather Research and Forecasting [22] NWP models. Cloud index values are
inserted in the WRF cell which corresponds to the cloud top height provided by
the EUMETSAT product. Then, WRF is used to advect and diffuse the cloud
index values as dynamical tracers both horizontally and vertically.

After the model run, the sum of each column of cloud index values is com-
puted to obtain again a two-dimensional cloud index map. The cloud index values
at the station location are used finally to derive the GHI forecast, similarly to
the satellite-based model. CIADCast was run with the standard WRF model
version 3.7.1, configured with 37 vertical levels and three nested domains of 27,
9 and 3 km spatial resolution. The cloud index maps were ingested in the inner
domain, which has similar resolution to the satellite images. 18-h simulations
were run discarding the first 6 simulated hours as spin-up.

http://www.openpiv.net/openpiv-python/
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2.4 WRF-Solar

NWP uses mathematical models based on physical principles of the atmo-
sphere and oceans to predict the weather based on current weather conditions.
WRF-Solar [17] is a particular physical configuration of the WRF numerical
weather prediction model version 3.6 devised for solar energy applications. It has
improved parameterizations for the interactions of solar radiation with clouds
and aerosols. The model configuration used here consisted of two nested domains
with 9 and 3 km spatial resolution and 37 vertical levels. As with CIADCast,
simulations with 18 h of forecasting horizon and 6 h of spin-up were run.

3 Data

The evaluation is conducted at one radiometric station in Seville (southern
Spain) where GHI (the total amount of shortwave radiation received from above
by a surface horizontal to the ground) has been measured. GHI has been acquired
with a Kipp & Zonen CMP6 pyranometer with a 1 min sample rate. The main-
tenance of radiometric stations follows World Meteorological Organization rec-
ommendations and the quality control of the data is applied following Long and
Dutton [23]. The observations cover from March 2015 to March 2017.

To ensure the quality of the data, a preprocessing of the dataset has been
made. Only predictions taken when the zenith is less than 75◦ are included in
the dataset, because the hours selected by this filter are the most relevant to
global irradiance in the day. Forecasts of GHI up to 6 h ahead, with a time step of
15 min, are obtained based on four different models: Smart Persistence, Satellite-
based, CIADCast, and WRF-Solar. An example of the structure of the dataset
is shown in Table 1. There are four different numerical inputs (four predictors),
a target (measure column). On average, each horizon contains 2400 instances,

Table 1. Dataset example

Date Hour Horizon SmartPers Satellite CIADCast WRF-Solar Measure

2015-03-03 10:15 15 299.72 620.9 230.3 226.29 283.1

2015-03-03 10:15 30 427.23 649.3 240.42 283.04 254.55

2015-03-03 10:15 45 627.45 674.16 249.23 326.29 303.18

. . . . . . . . . . . . . . . . . . . . . . . .

2015-03-03 10:15 360 71.80 312.25 119.01 31.23 280.22

2015-03-03 10:30 15 417.26 649.01 295.54 296.93 254.55

2015-03-03 10:30 30 666.79 673.98 306.37 401.20 303.18

2015-03-03 10:30 45 636.63 619.67 445.28 599.42 347.69

. . . . . . . . . . . . . . . . . . . . . . . .

2015-03-03 10:30 360 471.29 556.22 298.87 411.25 546.71

. . . . . . . . . . . . . . . . . . . . . . . .
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although the distribution of the number of instances per horizon is not uniform
(short horizons have more instances than long horizons).

4 Methods

The approach to predict GHI is to combine a set of n predictors by means of
machine learning models, which the aim to improve the final prediction for every
forecast horizon. Therefore, the GHI can be described by Eq. 2, where machine
learning model f is used to combine several predictors Pi.:

ghi = f(P1, P2, ..., Pn) (2)

In this work there are four predictors available which are used as inputs for
the machine learning algorithm. The predictors combined in this work have
been described in detail in Sect. 2. The machine learning method for finding f
is the extreme gradient boosting tree ensemble (xgbtree) [18]. This decision has
been taken after comparing preliminary results with random forests and support
vector machines. Xgbtree displayed a good performance, while at the same time
it is a very fast and efficient implementation. In any case, other methods could
have been used within the schema proposed in this article.

Given that each predictor performance depends on the horizon, three differ-
ent approaches for dealing with horizons have been studied: general, horizon-
individual, and horizon-group. They are described in the following subsections.

4.1 General Model

The first approach constructs a model that minimizes error for all horizons con-
sidered together. This is achieved by combining data from the different horizons
(i.e. excluding the horizon column in Table 1), and training a single model f from
the joint dataset. Equation 3 shows how model f can be used for forecasting GHI
at time t for horizon h. It can be seen that f is common for all horizons.

ghi(t + h) = f(P1(t, h), P2(t, h), ..., Pn(t, h)) (3)

4.2 Horizon-Individual Model

The second approach builds a different machine learning model fh for each hori-
zon h. Each fh is trained using data from each horizon h only. The end result
will be a set of 25 machine learning models specialized in predicting GHI for
every single horizon. There is a model for horizon 15, able to predict GHI at
15 min forward in time, another model for horizon 30, able to predict GHI at
30 min forward in time, and so on. Equation 4 shows how to use models fh for
making GHI forecasts at time t for each horizon h.

ghi(t + h) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

f15(P1(t, 15), ..Pn(t, 15)), h ≡ 15
f30(P1(t, 30), ..Pn(t, 30)), h ≡ 30
...

f360(P1(t, 360), ..Pn(t, 360)), h ≡ 360

(4)
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4.3 Horizon-Group Model

This last approach builds a set of models, this time by using groups of horizons
instead of individual horizons (as in the previous approach). Given that some
predictors work better for close horizons (Smart Persistence and Satellite) and
others for medium or long horizons (WRF-Solar), the aim is to identify groups
of horizons for which some predictors are better than others. The advantage
over the horizon-individual approach is that now each group of horizons have
more data for training. The end result will be g machine learning models, each
one specialized in predicting GHI for a horizon group, where g is the number
of groups. Each group model is trained using data from horizons belonging to
that group only. This model is represented by Eq. 5, where the pi’s represent the
partition points in the horizon range and the 15 ≤ h ≤ p1, p1 ≤ h ≤ p2, . . . ,
pg−1 ≤ h ≤ 360 are the g horizon groups.

ghi(t + h) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

f1(P1(t, h), ..Pn(t, h)), 15 ≤ h ≤ p1

f2(P1(t, h), ..Pn(t, h)), p1 ≤ h ≤ p2

...

fg(P1(t, h), ..Pn(t, h)), pg−1 ≤ h ≤ 360

(5)

After visual analysis and taking into account the performance of the fore-
casting models for the different horizons, three groups (g = 3) have been used,
although larger values could be considered at the expense of computational cost
and diminishing the number of data for each group.

In order to decide the actual location of p1 and p2, a greedy search has been
implemented. Starting from some initial values for p1 and p2, all combinations
of neighboring points are explored. The set of neighbors of (p1, p2) is considered
to be (p1 ± 0, 15, 30, p2 ± 0, 15, 30). Table 2 shows those neighboring points. For
each partition explored, three different models are obtained (one per group),
each one trained with data from each horizon group and evaluated on validation
sets. Out of all the neighbors, the four combinations with lowest errors are kept.

The reason for keeping more than one (p1, p2) combination is to avoid falling
into local minima. The combination with lowest error, and still unvisited by the
algorithm, is the next explored combination of points. p1 and p2 are then updated
to those locations that minimize the average validation error. This process is
repeated until there is an empty list of combinations or the 4 best possible
combinations have already been explored. At the end of the search, the algorithm
chooses the partition (i.e. combination of p1 and p2) with the best error found
throughout all the search.

The method is detailed in Algorithm 1. Line 1 creates a table (VisitedTable)
that stores information about all combinations (p1, p2) explored by the algo-
rithm. That is, Accuracy is the average validation error for each particular com-
bination; visited informs whether this combination has already been explored;
and lastVisit marks one of the pairs as the one that should be selected for
expanding the neighbors.
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Table 2. Neighbors for any p1 and p2

p1 p2 p1 p2

p1 − 30 p2 − 30 p1 − 15 p2 − 15

p1 − 30 p2 − 15 . . . . . .

p1 − 30 p2 p1 p2 − 15

p1 − 30 p2 + 15 p1 p2 + 15

p1 − 30 p2 + 30 . . . . . .

p1 + 15 p2 − 30 p1 + 30 p2 + 30

Loop in lines 2–17 runs while it is possible to find combinations that improve
the error. In line 3 the last state is retrieved from VisitedTable (i.e. lastVisit
== TRUE). After being retrieved, lastVisit will be set to FALSE. In line 4,
the (p1, p2) combination is retrieved from LastState and all possible neighbors
are calculated in line 5 (AllNeighbours(p1, p2)). The loop in lines 6–12 checks
every pair of points from the list of neighbors (see Table 2) previously expanded
(NewPointList). If the pair has already been visited, it can be extracted out
of the VisitedTable. Otherwise, its performance is computed (Accuracy(p1, p2))
in line 10. At the end of the loop, PairErrors contains the performance of all
neighbors. Line 13 selects the best four combinations (BestErrors), out of which
the best unvisited pair is finally selected (line 14). This best pair is marked with
lastVisit = TRUE, so that it will be selected in the next iteration for computing
neighbors. All information regarding new explored pairs and their respective
errors is included into VisitedTable (line 15). Exploration will continue, as far
as at least one of the four best pairs was unvisited (BestError not empty, line
18). Once the termination condition is satisfied, the best pair (p1, p2) from
VisitedTable is returned.

Algorithm 1. Horizon-group greedy search process
1: V isitedTable ← Table(p1, p2,Accuracy(p1, p2), visited, lastV isit)
2: while continue do
3: LastState ← lastV isit in V isitedTable is TRUE
4: p1, p2 ← p1 and p2 in LastState
5: NewPointList ← AllNeighbours(p1, p2)
6: for each PointPair in NewPointList do
7: if p1, p2 exists in V isitedTable then
8: PairError ← error in V isitedTable
9: else
10: PairError ← Accuracy(p1, p2)
11: end if
12: end for
13: BestErrors ← select 4 lowest from PairErrors
14: BestError ← select lowest and !visited from BestErrors. Mark this pair with lastV isit ←

TRUE
15: update V isitedTable with NewPointList and PairErrors
16: continue ← !(BestError is empty)
17: end while
18: BestSeparation ← min error from V isitedTable
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5 Experimentation

The aim of the experimentation is to compare the skill of each method pre-
sented here to predict GHI at each horizon from h = 15 to h = 360. There are
seven different methods to compare, four of them are the predictors (WRF-Solar,
CIADCast, Smart Persistence and Satellite) and the other three are the different
machine learning approaches proposed in this work (General, Horizon-individual
and Horizon-group).

5.1 Methodology

The dataset is divided into two subsets: training and test. The former is made
up of the 21 first days of each month (3 weeks of data), the latter is for the test
set, that will be used to evaluate the trained model. The training set itself is
divided into a model-training set and a validation set. The first one contains the
14 first days of the month and it is used for training the models. The validation
set is used for hyper-parameter tuning and to guide the search process for the
horizon-group approach and to select the best horizon groups (see Sect. 4.3). The
metric used for comparison purposes is the normalized root mean square error,
which is calculated in Eq. 6.

nRMSE =

√∑
(xi − oi)2/N

∑
(oi)/N

(6)

where xi is a prediction, oi is an observation and N is the number of samples.
nRMSE is calculated for each horizon. The global nRMSE is the mean of all
horizon nRMSE values.

5.2 Results

In Table 3 the global test nRMSE for each model is shown. The first four rows
refer to the predictors. The fifth row displays the error that would be obtained
if for each horizon, the best predictor would be selected (called optimal selection
in Table 3). Given that this selection is done using the test set, it could not be
applied in practice. It is provided only for comparison purposes with the machine
learning approaches. It can be seen that all machine learning approaches have
better global error than any of the predictors or even their optimal selection.
On average, WRF-Solar is the most reliable predictor (0.2603 global nRMSE),
with Smart Persistence being the second best (0.2837 nRMSE). Observing the
machine learning blending approaches, the most accurate prediction method
is the horizon-group approach with a global nRMSE of 0.227. After applying
Algorithm 1, horizon groups are 15–60, 75–270 and 285–360.

Table 4 shows the nRMSE broken down by horizon (from h = 15 to h = 360)
for each of the different predictors and approaches. This information is also
displayed in Figs. 1 and 2. Figure 1 compares the predictors. Under an hour,
CIADCast is the best predictor available, then Smart Persistence is best until
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Table 3. Global nRMSE

Method nRMSE Method nRMSE

Smart persistence 0.2837 General 0.2291

Satellite 0.3117 Horizon-individual 0.2312

CIADCast 0.3039 Horizon-group 0.227

WRF-Solar 0.2603

Optimal selection 0.2543

90 min, when WRF-Solar starts being the best model from that point onwards.
There are a couple of times where WRF-Solar is worse, at 105 and 150 min.
Interestingly, for WRF-Solar, the nRMSE decreases as h increases, although
after 285 min the error starts increasing again.

Table 4. nRMSE by horizon

h= 15 30 45 60 75 90 105 120 135 150 165 180

General 0.197 0.205 0.211 0.217 0.226 0.229 0.22 0.217 0.219 0.215 0.216 0.225

h-individual 0.208 0.21 0.213 0.221 0.234 0.229 0.22 0.217 0.225 0.223 0.22 0.227

h-group 0.203 0.208 0.209 0.212 0.228 0.23 0.222 0.218 0.218 0.217 0.216 0.226

CIADCast 0.229 0.244 0.252 0.263 0.283 0.287 0.281 0.29 0.297 0.282 0.273 0.270

Satellite 0.229 0.248 0.255 0.26 0.288 0.298 0.291 0.28 0.268 0.267 0.275 0.289

SmartPer 0.245 0.252 0.255 0.259 0.274 0.28 0.265 0.271 0.281 0.281 0.276 0.293

WRFSolar 0.284 0.272 0.279 0.277 0.284 0.274 0.269 0.264 0.262 0.268 0.266 0.265

h= 195 210 225 240 255 270 285 300 315 33 345 360

General 0.22 0.221 0.22 0.233 0.236 0.234 0.232 0.246 0.261 0.275 0.264 0.260

h-individual 0.226 0.227 0.223 0.226 0.241 0.234 0.225 0.241 0.264 0.271 0.256 0.269

h-group 0.22 0.224 0.217 0.231 0.234 0.23 0.227 0.244 0.256 0.257 0.255 0.248

CIADCast 0.264 0.291 0.301 0.312 0.356 0.348 0.337 0.353 0.358 0.372 0.37 0.381

Satellite 0.298 0.306 0.311 0.346 0.332 0.345 0.348 0.353 0.382 0.391 0.422 0.4

SmartPer 0.288 0.279 0.275 0.294 0.296 0.288 0.275 0.304 0.318 0.333 0.314 0.313

WRFSolar 0.263 0.253 0.251 0.237 0.229 0.242 0.231 0.237 0.254 0.26 0.264 0.263

In Fig. 2 the machine learning approaches (General, Horizon-individual and
Horizon-group) are compared to the optimal selection of predictors mentioned
above. All machine learning combination of predictors are better than the origi-
nal predictors up to 255 min. At that point, it is difficult to observe a difference
respect to the predictors (WRF-Solar being the most accurate one at those
horizons, as shown in Fig. 1). The machine learning approaches show minor dif-
ferences. First, the horizon-individual model is consistently worse during the
early horizons, while both the general and horizon-group models are similar in
their performance. However when the 255 min horizon is reached, they become
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Fig. 1. Predictor performance at different horizons.

Fig. 2. Performance of the three machine learning approaches at different horizons.

harder to differentiate and behave similarly. At long horizons, starting at the
330 horizon, the horizon-group approach outperforms the other approaches and
predictors. All machine learning models consistently increase in nRMSE as the
horizon increases.

6 Conclusions

In this paper machine learning methods have been tested in order to combine
GHI forecasting models (Smart Persistence, Satellite, CIADCast and WRF-
Solar) as inputs to Xgboost, with the aim of improving predictions in horizons
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from 15 to 360 min. Three approaches have been studied: a general approach
that disregards horizon information, a horizon-individual approach that builds
a Xgboost model for each horizon, and a horizon-group approach that separates
horizons in three groups and builds a Xgboost model for each group. Experi-
mental results show a great accuracy improvement over the predictors on short
time horizons, and equivalent performance to the best predictor on further hori-
zons. The general, horizon-individual and horizon-group models display similar
performance, although for far horizons, the latter displays a better performance.

Overall, the final results are satisfactory, showing that there is a lot of margin
for improvement in the field of solar forecasting using machine learning. In the
future, we would like to improve results further by including additional features,
such as other predictors or historical solar radiation data. It can be also interest-
ing training different models for different seasons or different weather regimes.
Another interesting research work would be automatically selecting subsets of
predictors for each horizons or groups of horizons.
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Abstract. A hybrid model based on genetic algorithms, classification trees and
multivariate adaptive regression splines is applied to identify the risk factors that
have the strongest influence on the development of an upper limb muscu-
loskeletal disorder using the data of the Spanish Seventh National Survey on
Working Conditions. The study is performed among a sample of workers from
the extractive and manufacturing industry sector, where upper limb have been
the most frequently reported disorders during 2016.
The considered variables are connected to employment conditions, physical

conditions at workplace, safety conditions, workstation design and ergonomics,
psychosocial and organizational factors, Health and Safety management and
health damages. These variables are either continuous, Liker scale or binary.
The chosen output variable is built taking into consideration the presence or
absence of three conditions: the existence of upper limb pain, the perception of a
work-related nature and the requirement of medical care in relation with it. The
results show that WMSD have a multifactorial origin and the categories that
include the most relevant variables are: ergonomics and psychosocial factors,
workplace conditions and workers’ individual characteristics.

Keywords: Hybrid algorithms � Genetic algorithms � Classification tree
Multivariate adaptive regression splines (MARS)
Spanish Seventh National Survey on Working Conditions
Work-related musculoskeletal disorders (WMSD) � Upper limb pain

1 Introduction

Musculoskeletal disorders are injuries and illnesses that affect muscles, nerves, tendons,
ligaments, joints or spinal discs that could be caused or aggravated by various hazards
or risk factors in the workplace [1].
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During last years, several studies [2, 3] have focused on the prevalence of mus-
culoskeletal disorders on working population. Companies and public organizations are
concerned about this increasing problem that has a serious impact on sick leaves,
working productivity, employee’s health care costs and other factors that affect the
cost-benefit balance. Therefore, throughout the world, many attempts have been carried
out to calculate the economic impact of musculoskeletal disorders for enterprises and
society [4].

Analyzing latest years, several intervention programs with different results can be
found in this area. Some of them were centered in ergonomic assessment and workers
training [5]. Other works focused in psychosocial factors [6], or in lifestyle and
environmental changes, considering risk factors such as dietary intake and physical
activity [7]. Anyway, the key to success for this kind of programs is a correct diagnosis
of the risk factors and the causes behind the Work-related Musculoskeletal Disorders
(WMSD) to be able to prioritize the most damaging circumstances with regard to
intervention. General epidemiological prediction can be a clear option for those who
want to define policies and global acting strategies, as is the case of public organiza-
tions. On the other hand, enterprises might prefer to know the most frequent causes
related with a specific kind of disorder with a high incidence rate in their sector or
among a working population typology, and so be able to prevent it.

In this direction, there are some studies [8–10] that focus on ergonomics to explain
the reasons that cause some specific WMSD, such as the relation between postures and
epicondylitis, or wrist tendinosis, and loads lifting and low-back pain. Other works
study psychosocial causes as work stressors, stress and work organization factors
among manufacturing workers or burnout syndrome in relation to musculoskeletal
complaints among hospital nurses. Also there are studies that look for the causes in the
working conditions, such as the impact of vibrations exposure and musculoskeletal
disorders in the furniture industry, or physical risk factors among manufacturing
workers, or among office workers. Finally, there are authors that consider the workers’
personal characteristics as the key factor. Such individual characteristics include factors
such as gender, age, demography and lifestyle and origins.

The objective of the present research is to identify the factors with the strongest
influence on the appearance of upper-limb musculoskeletal disorders among workers
from the manufacturing and extractive industry sector in Spain.

This paper is divided into four parts. This first section is an introduction that
synthetizes the state of the art. Section 2 describes the methods, including the case of
study and data collection and the development of the algorithms. Finally, Sect. 3
discusses the main results and Sect. 4 summarizes the conclusions of the work.

2 Methods

2.1 Case of Study

The study employs data from the Seventh National Survey on Working Conditions (VII
Encuesta Nacional de Condiciones de Trabajo) [11]. This survey was developed by the
Spanish National Institute for Safety and Hygiene at Work (INSHT) and it was published
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in 2007. The results of the survey are presented in the following groups: employment
conditions and kind of work, working physical environment, environmental conditions,
safety conditions, physical workload, workstation design, psychosocial risk factors,
working time, safety-specialized union representatives, preventive activities and health
damages.

The chosen output variable was included in the survey’s item number 54, which
records the worker’s perceived health status. Specifically, upper limb pain was selected
due to the significant reporting ratio of this kind of injuries by extractive and manu-
facturing industry employers during 2016 [12]. The chosen disorders include pain in
the shoulder, arm, elbow and forearm (excluding wrist, hand and finger pain).

The survey item was recorded including three different levels of importance: having
pain, perceiving this pain as work-related and requiring medical care in relation to this
disorder. To exploit all the information available, a variable combining the three levels
(UppLimb) was constructed and used as the model output. Thus, the relation between
each item and the existence and seriousness of an upper-limb musculoskeletal disorder
could be studied.

2.2 Data Collection

The population consisted in 18,518,444 workers employed by Spanish enterprises
belonging to the whole range of economic activities. The methodology included per-
sonal interviews to respond to a questionnaire consisting of 78 items conducted in the
homes of 11,054 workers. Data collection was carried out between December 2006 and
April 2007. The sampling procedure was multistage, stratified cluster sampling, with a
random selection of primary and secondary sampling units, and workers were selected
by random routes. For a confidence level of 95.5% and P = Q the error for the overall
sample was ±0.95% [13]. Although the survey’s initial sample included the whole
range of economic activities, this research focuses on extractive and manufacturing
industry workers, so the final sample consisted of 1.269 workers from these sectors.

2.3 Genetic Algorithms

A genetic algorithm (GA) is a metaheuristic algorithm inspired by the process of
natural selection that belongs to the larger class of evolutionary algorithms (EA). In a
genetic algorithm, a population of candidate solutions (called individuals, creatures, or
phenotypes) to an optimization problem is evolved toward better solutions. Each
candidate solution has a set of properties (its chromosomes or genotype) which can be
mutated and altered. Traditionally, solutions are represented in binary as strings of 0s
and 1s, but other encodings are also possible [14, 15].

The evolution usually starts from a population of randomly generated individuals,
and is an iterative process, with the population in each iteration called a generation. In
each generation, the fitness of every individual in the population is evaluated. The
fitness is usually the value of the objective function in the optimization problem being
solved. The more fit individuals are stochastically selected from the current population,
and each individual’s genome is modified (recombined and possibly randomly muta-
ted) to form a new generation. The new generation of candidate solutions is then used
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in the next iteration of the algorithm. Commonly, the algorithm terminates when either
a maximum number of generations has been produced, or a satisfactory fitness level has
been reached for the population.

A typical genetic algorithm requires:

1. a genetic representation of the solution domain;
2. a fitness function to evaluate the solution domain.

A standard representation of each candidate solution is as an array of bits [16].
Once the genetic representation and the fitness function are defined, a GA proceeds to
initialize a population of solutions and then to improve it through repetitive application
of the mutation, crossover, inversion and selection operators.

• Initialization

The population size depends on the nature of the problem, but typically contains
several hundreds or thousands of possible solutions. Often, the initial population is
generated randomly, allowing the entire range of possible solutions (the search space).

• Selection

During each successive generation, a portion of the existing population is selected
to breed a new generation. Individual solutions are selected through a fitness-based
process, where fitter solutions (as measured by a fitness function) are typically more
likely to be selected. The next step is to generate a second generation population of
solutions from those selected through a combination of genetic operators: crossover
(also called recombination), and mutation.

For each new solution to be produced, a pair of parent solutions is selected for
breeding from the pool selected previously. By producing a child solution using the
above methods of crossover and mutation, a new solution is created which typically
shares many of the characteristics of its parents. New parents are selected for each new
child, and the process continues until a new population of solutions of appropriate size
is generated. Although reproduction methods that are based on the use of two parents
are more biology inspired, some research [17] suggests that more than two parents
generate higher quality chromosomes. These processes ultimately result in the next
generation population of chromosomes that differs from the initial generation.

Figure 1 shows the flowchart of a GA algorithm. Although crossover and mutation
are known as the main genetic operators, it is possible to use other operators such as
regrouping, colonization-extinction, or migration in genetic algorithms [18]. It is worth
tuning parameters such as the mutation probability, crossover probability and popu-
lation size to find reasonable settings for the problem class being worked on. A very
small mutation rate may lead to genetic drift (which is non-ergodic in nature). A re-
combination rate that is too high may lead to premature convergence of the genetic
algorithm. A mutation rate that is too high may lead to loss of good solutions, unless
elitist selection is employed. This generational process is repeated until a termination
condition has been reached. In this research, the termination criterion employed for the
GA is when the result does not improve after 100 generations.
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2.4 Classification and Regression Trees (CARTs)

In the present research, those variables selected by the GA are employed as input data
for CART. The tree is built by the following process: first the single variable is found
which best splits the data into two groups (‘best’ will be defined later). The data is
separated, and then this process is applied separately to each sub-group, and so on
recursively until the subgroups either reach a minimum size or until no improvement
can be made [19]. The resultant model is, with a certainty, too complex, and the
question arises as it does with all stepwise procedures of when to stop. The second
stage of the procedure consists of using cross-validation to trim back the full tree.
Normally, the full tree has a specific number of terminal regions. A cross validated
estimate of risk was computed for a nested set of sub trees. The final model was that
sub tree with the lowest estimate of risk. In the case of this work, tree construction ends
using a predefined stopping criterion, considering a minimum number (0.5%) of
training instances assigned to each leaf node of the tree.

2.5 Multivariate Adaptive Regression Splines (MARS)

Multivariate adaptive regression splines (MARS) is a multivariate nonparametric
classification/regression procedure [20]. Its main objective is the prediction of the
values of a continuous dependent variable, y(n � 1), from a set of independent input
variables, X(n � p). The MARS model can be written as:

Fig. 1. Algorithm diagram.
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y ¼ f Xð Þþ e ð6Þ

so that f is a weighted sum of basis functions that rely on X and e is the error vector
whose dimension is (n � 1). MARS model does not demand any a priori hypotheses
about the underlying functional relationship among dependent and independent
variables. Otherwise, this relation is established from an ensemble of coefficients and
piecewise polynomials of degree q (basis functions), completely driven from the
regression data (X, y). The MARS regression model is built by fitting basis functions
to different intervals of the independent variables. Indeed, MARS uses two-sided
truncated power functions as spline basis functions, given by the equations [15]:

� x� tð Þ½ �qþ¼
t � xð Þq if x\t
0 otherwise

�
ð7Þ

þ x� tð Þ½ �qþ¼
t � xð Þq if x� t
0 otherwise

�
ð8Þ

so that q � 0ð Þ is the power to which the splines are lifted and which defines the degree
of evenness of the resulting function estimate. Note that when q = 1, only simple linear
splines are evaluated.

The MARS model of a dependent variable y with M basis functions (terms) can be
expressed as:

ŷ ¼ f̂M xð Þ ¼ c0 þ
XM
m¼1

cmBm xð Þ ð9Þ

being ŷ the dependent variable prognosticated by the MARS model, c0 a constant,
Bm(x) the m-th basis function and cm the coefficient of the m-th basis functions.
Specifically, both variables introduced into the model and the knot positions for each
individual variable must be optimized. Furthermore, MARS uses the generalized
cross-validation (GCV) [20] to define the basis functions included in the model.

2.6 The Algorithm

The algorithm developed for the assessment of the influence of the risk factors in the
development of upper limb musculoskeletal disorders, combines GA, classification
trees and MARS following the flowchart presented in Fig. 1.

First, training and validation data sets are created using the k-fold cross-validation
methodology for k ¼ 5. Also, an initial population of variables is created. This pop-
ulation is formed for a total of 50 individual. Each of them is a string of 209 bits, one
for each variable. When the bit has value 1 it means that the variable it represents is
introduced in the model, while a value of 0 means that the variable is not considered for
the model. Figure 2(a) represents two members of a population with 209 bits. The
recombination mechanism of the individuals in to create an offspring can be seen in
Fig. 2(b). Finally, in that new individual the mutation operator is applied as it can be
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observed in Fig. 2(c). Using all those active variables, a classification tree is created. In
the classification tree not all the variables are employed. Afterwards, and using as input
variables those not employed by the classification tree, a MARS model is trained to
improve the classification of each one of the terminal nodes of the tree.

The reason why these three algorithms are combined is as follows: first of all, the
use of GA allows us to employ a different number of variables in order to introduce in
the models those variables that are better in order to predict the development of upper
limb musculoskeletal disorders. Afterwards, a classification tree is performed, and it
allows to classify individuals taking into account as input variables their answers to
questionnaire and assigning them to the available leafs. Finally, different MARS
models are developed for each one of the leafs of the regression tree. As a model is
performed for each leaf, it is able to perform a most accurate prediction, taking into
account those workers classified in each subset.

3 Results and Discussion

3.1 Results

The classification tree obtained is shown in Fig. 3. It employs variables P51, P28_7,
P28_1, P26_6_Glp, P26_9_Pr and P55_17. The tree has seven final nodes each one
with a number of cases that goes from 7 to 410. Table 1 shows the overall classification
ability of the algorithm that makes use of a regression tree for the prediction of the
UppLimb values of the individuals in each group. Forecasted values have been rounded
to the nearest integer. Columns represents real classification values, while rows are
forecasted values. As it can be observed, a total of 758 individuals with a real value of 0
are classified by the model in the same category, while another 148 with a real value of
0 are considered to be 1 and the other 8 with a real value of 0 are considered like 2 by
the model. In this case, 75.14% of the individual are assigned to the right UppLimb
value; this value can be compared with a benchmark technique MARS, that is only able
to classify in the right UppLimb value 61.78% of individuals.

a) b) c)

Fig. 2. (a) Example of two members of the population, (b) Recombination of two individuals in
an offspring, (c) Mutation mechanism.
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Figure 4 shows the boxplots of the values obtained by the regression model when
compared with the real UppLimb values of the two leafs with a largest number of
individuals, G1 with 410 and G4 with 244. As it can be observed there is a clear
relationship of real UppLimb values when compared with the forecasts obtained. Please
note that forecasts are continuous values.

Fig. 3. Classification tree obtained.

Table 1. Overall classification matrix.

Real values
0 1 2 3

Forecasts 0 758 17 8 5
1 148 23 27 24
2 8 2 46 60
3 0 0 4 89

a) b)

Fig. 4. Forecasted UppLim values versus real values in (a) Group G1 and (b) Group G3.
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Table 2 shows those variables that take part in any of the MARS models and the
number of models in which they take part. As it can be observed the variable that takes
part in most models is P14_antig_puesto with five, followed by P26_16_Carg, P28_2,
P30_4, P30_7, P55_1. Variables importance for each of the MARS models was also
calculated using the nsubset, RSS and GCV criteria. Finally, Table 3 shows the results
of variable importance for group 1 and group 3.

Table 2. Variables that appear in any MARS model-number of models where they appear.

Variable # of leafs Variable # of leafs Variable # of leafs

P14_antig_puesto 5 P58_SEXO 3 P55_18 2
P26_16_Carg 4 P17_Mano,Brazo 2 P55_5 2
P28_2 4 P27_16_PF 2 P55_8 2
P30_4 4 P29_1_Nuca 2 P56 2
P30_7 4 P30_2 2 P26_2_PMN 1
P55_1 4 P31_1 2 P27_8_Minad 1
P27_1_Aguj 3 P31_4 2 P30_5 1
P30_3 3 P35_todoh 2 P30_6 1
P31_3 3 P38_1 2 P36_5_EqMT 1
P31_6 3 P43_1_Ruid 2 P47_3_Casc 1
P32_1 3 P50_5 2 P52 1
P38_2 3 P53_15_Noaten 2 P55_6 1
P43_2_AmbT 3 P55_12 2 P55_7 1

Table 3. Variables importance in the MARS model for (a) Group G1 and (b) Group G3.

Variable nsubsets GCV RSS
P28_1 6 100 100
P55_1 5 83.8 75.6
P28_2 4 50.1 40.5
P30_7 3 45.2 32

P26_16_Carg 2 34.5 21.1
P43_1_Ruid 1 18.6 9.8

a)

Variable nsubsets GCV RSS
P32_1 19 100 100

P14_antig_puesto 18 90.3 93.9
P30_3 16 85.1 87.5
P31_6 16 85.1 87.5

P26_16_Carg 16 85.1 87.5
P55_5 15 87.8 86.3
P30_4 12 73.2 74.4

P43_2_AmbT 12 73.2 74.4
P31_4 11 79.4 73.7
P55_18 11 79.4 73.7
P31_3 6 44.8 48.2
P28_2 5 43.7 44.6

P27_16_PF 3 52.4 48.4
P55_8 1 13.6 18

b)
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3.2 Discussion

According to the model, there is a relation between suffering upper-limb pain and four
different types of factors, as summarized in Table 4.

The worker’s perceived general health status, their worry about suffering a disease
and their job seniority can be considered as individual factors. The presence of the first
two suggests that the worker’s lifestyle has an impact on the probability of suffering a
musculoskeletal disorder. Indeed, that is one of the main beliefs behind the so-called
“workers’ behavior modifying programs” that some enterprises carry out to reduce
absenteeism, making an effort to control health indicators such as body-mass index,
physical activity, sleeping quality, tobacco, alcohol and other drugs consumption, etc.
In the case job seniority, it could be an evidence for the negative impact of an aging
workforce. That endorses one of the reasons that inspire the EU Occupational Safety
and Health (OSH) Strategic Framework 2014–2020 [21] that includes among its
objectives addressing the aging of the European workforce.

Secondly, there are some variables related with poor ergonomics, such as the
exposure to hand and arm repetitive movements, painful and tiring postures, manual
handling and prolonged standing. That is the most predictable result considering that a

Table 4. Factors affecting the development of upper-limb pain.

Factors Classification tree variables MARS variables (most frequent)

Individual P51 Worker’s perceived general
health status in the last
twelve months

P14_antig_puesto Job seniority

P55_17 Worker’s worry about the
risk of suffering a
work-related disease

Ergonomics P28_7 Exposure to hand and arm
repetitive movements

P26_16_Carg Overexertion due
to manual
handling tasks

P28_1 Exposure to painful and
tiring postures

P28_2 Exposure to
prolonged
standing

Workplace
conditions

P26_6_Glp Struck-by hazard
P26_9_Pr Flying objects hazard

Psychosocial P30_4 Multitasking
demands at work

P30_7 Carrying out
monotonous
tasks

P55_1 Worker’s worry
about their job
autonomy
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reasonable consequence of all kind of upper-limb musculoskeletal overload at work is
the appearance of some kind of disorder or injury. Anyway, these results confirm the
generally accepted principle that avoiding all kind of physical efforts at work helps in
controlling absenteeism due to WMSD.

Regarding workplace conditions, the presence of struck-by and flying objects
hazards is consistent with the frequent coincidence in industrial environments of
hazardous jobs and poor ergonomics. In this sense, the coexistence of mechanical
hazards and WMSD could be perceived as a symptom or consequence rather than a
cause.

Finally, the inclusion of multitasking, monotonous tasks and worker’s worry about
job autonomy in the MARS models implies that psychosocial factors play an important
role in the development of WMSD. This is consistent with several works suggesting
that WMSD could be interpreted as workers’ psychosomatic response in relation with
psychological demands of the work.

Despite the fact that all the obtained relevant variables are somehow interrelated, the
results show how ergonomics play the most important role in the studied disorder.
Attending to the factors that can be controlled by the employer (ergonomics, workplace
conditions and psychosocial factors), a clear conclusion is that dealing with the WMSD
cannot be done partially, but through a comprehensive intervention program to act on the
three identified groups. In other words, there is no other option than applying an inte-
grated view of the Health and Safety management where every discipline is included. In
this sense, it is important to emphasize the real meaning of the multidisciplinary nature of
Health and Safety management, where the involvement of sanitary, engineering and
executive professionals is necessary.

On the other hand, it is also important to note the significant absence of some
variables among the selected twelve, such as all items related with specific risk
assessment activities. That seems to have two possible explanations:

– Specific assessment activities, as those included in ergonomics and industrial
hygiene programs, are not effectively carried out in Spanish enterprises, so there are
not improvement plans that prevent WMSD.

– Either the specific assessment activities carried out by the Spanish enterprises are
not well designed or the subsequent intervention programs are wrongly imple-
mented and do not reach their objectives.

4 Conclusions

WMSD have a multifactorial origin that includes causes related with ergonomics,
psychosocial factors, workplace conditions and workers´ individual characteristics.
Poor ergonomics seems to be the factor with the strongest influence on the develop-
ment of WMSD. Psychosocial factors can provoke psychosomatic effects among
workers generating or aggravating musculoskeletal injuries.

Even though individual characteristics have effects on WMSD, most of their causes
lay within the employers’ management scope of application. That means the employers
hold the key to avoiding WMSD and improving the health status of their workforce.
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Every intervention program aimed at reducing WMSD should start from an integrating
perspective that includes activities from each health and safety management discipline:
technical, sanitary and organizational.
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Abstract. This study examines the psychological research that focuses on road
safety in Smart Cities as proposed by the Vulnerable Road Users (VRUs) sphere.
It takes into account qualities such as VRUs’ personal information, their habits,
environmental measurements and things data. With the goal of seeing VRUs as
active and proactive actors with differentiated feelings and behaviours, we are
committed to integrating the social factors that characterize each VRU into our
social machinery. As a result, we will focus on the development of a VRU Social
Machine to assess VRUs’ behaviour in order to improve road safety. The formal
background will be to use Logic Programming to define its architecture based on
a Deep Learning approach to Knowledge Representation and Reasoning,
complemented with an Evolutionary approach to Computing.

Keywords: Artificial Intelligence � Smart Cities � Vulnerable Road Users
Internet of People � Knowledge Representation and Reasoning
Evolutionary Computation

1 Introduction

The VRU Social Machine (VRUSM) may be defined as logical based computer system
with a focus on Artificial Intelligence (AI) based methodologies for problem solving.
The computing architecture is conceived in terms of a Logical Programming approach
to model building and is grounded on a Genetic Programming attitude to computing
(Fig. 1). The Integrated Development Environment (IDE), the algorithms and the data
structures were taken from [1]. Further details are presented in Sect. 4.

When the output layer has more than one neuron, it means that there are different
theories that model the universe of discourse (Fig. 2), which are ranked according to a
Quality-of-Information’s metric, as it is presented in Sect. 2.
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Once a symbolic neuron implements a theorem proving process, it enables
VRUSMs to benefit from shared information from distinct systems related to safety
content and VRUs activities, thereby reducing the complexity of system development
and maintenance while enhancing personalization, contextualization and interaction.
By 2050, some 70% of the world’s population will be living in cities [2]. How will we
handle this? Indeed, road safety has become a major issue for both car manufacturers
and governments, with a focus on reducing traffic accidents and improving the flow of
vehicles on the road [3]. However, some issues do yet have to be deciphered, namely
those with a strong impact on people outside the vehicle. Hence, one major issue
consists on how to enhance the safety of those more vulnerable on the road, known as
Vulnerable Road Users (VRUs). These users have been defined as non-motorized
players, i.e., pedestrians, cyclists whose vulnerability stems from multiple directions,
such as lack of external protection, physical, motor or visual impairment, or age [4–6].
Focusing on the VRU problem, people are seen as the key player who, along with
things like vehicles or road infrastructures, spawns the Internet of People (IoP), an

Fig. 1. A schematic representation of an intellect.

Fig. 2. A generic result or solution.
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ecosystem in which things and people communicate, sense and understand each other
and the world, and act on such data and knowledge with the aim to improve their
quality of life. With people as an active, reactive and proactive player, social factors
that characterize each VRU should also be taken into account [7, 8]. It is now possible
to feature what we call a VRUSM whose architecture is envisaged as an intellect [9].
Consequently, the next section will describe one’s route from Deep Learning (DL) to
Knowledge Representation and Reasoning (KRR), followed by a case study focused on
the VRU problem and based on a previously conceived IoP architecture [9]. After-
wards, the evolving system is depicted and explained. Ultimately, conclusions are
gathered and directions for future work are outlined.

2 A Deep Learning Route to Knowledge Representation
and Reasoning

Knowledge Representation and Reasoning (KRR) aims at the understanding of the
information’s complexity and the associated inference mechanisms [10]. Indeed,
automated reasoning capabilities enables a system to fill in the blanks when one is
dealing with incomplete information, where data gaps are common, i.e., although KRR
has been grounded on a symbolic logic in vector spaces, as it will be shown below, the
fundamentals and the attributes of the logical functions go from discrete to continuous,
allowing for the representation or handling of unknown, vague, or even self-
contradictory information/knowledge. Such fact stands for the key distinction of one’s
approach with relation to de facto actual vision, otherwise it would be only symbolic
logic in vector spaces, where the data items would remain essentially discrete, and
therefore no added value would be attained. In this study, a data item is to be under-
stood as find something smaller inside when taking anything apart, i.e., it is mostly
formed from different elements, namely the Interval Ends where their values may be
situated, the Quality-of-Information (QoI) they carry, and the Degree-of-Confidence
(DoC) put on the fact that their values are inside the intervals just referred to above
[11]. These are just three of over an endless element’s number. Undeniably, one can
make virtually anything one may think of by joining different elements together or, in
other words, viz.

• What happens when one splits a data item? The broken pieces become data item for
another element, a process that may be endless; and

• Can a data item be broken down? Basically, it is the smallest possible part of an
element that still remains the element.

This makes one’s route from Deep Learning (DL) to KRR. Therefore, the proposed
approach to this issue, put in terms of the logical programs that elicit the universe of
discourse, will be set as productions of the type, viz.

predicate1� i� n �
\

1� j�m
clausej Ax1 ;Bx1½ � QoIx1 ;DoCx1ð Þð Þ;ð

� � � ; Axm ;Bxm½ � QoIxm ;DoCxmð Þð ÞÞ ::QoIj ::DoCj

ð1Þ
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that engender one’s view to DL. n, \ , m and Axm , Bxm stand for the cardinality of the
predicates’ set, conjunction, predicate’s extension, and the interval ends where the
predicates attributes values may be situated, respectively. The metrics ½Axm ;Bxm �, QoI
and DoC show the way to data item dissection [11, 12], i.e., a data item is to be
understood as the data’s atomic structure. It consists of identifying not only all the sub
items that are thought to make up an data item, but also to investigate the rules that
oversee them, i.e., how Axm ;Bxm½ �, QoIxm , and DoCxm are kept together and how much
added value is created.

3 Case Study

A Smart City is a framework that consists predominantly of Information and Com-
munication Technologies (ICTs) to develop, deploy and promote sustainable extension
of practices to meet the growing challenges of urbanization [13]. A Smart City should
promote its ability to reason upon the knowledge acquired through data gathered by
sensorization, with focus on improving the quality of life at urban centers, considering
sustainability and safety principles. Here, sustainability it is to be understood in terms
of social, economic and environmental matters [5]. To achieve the Smart City’s goal,
one must add the human being to the Internet of Things, empowering the IoP, a
dynamic global network, an ecosystem, where things and people communicate and
understand each other; where everyone and everything can sense the other and the
world, and act on such knowledge and information. Indeed, in [9] we had the
opportunity to postulate a set of properties we envisage as essential for a successful
implementation of the IoP. Among those properties, it is the novelty of including the
Citizen Sensor as an active, reactive and proactive element that enables the IoP. Under
this setting, wearable devices, which empower citizens with sensing capabilities, will
allow people to join the IoP in a passive, non-intrusive, manner.

3.1 Data Collection

On the one hand, one’s approach to the problem referred to above focuses on a
thorough sensing of the environment, things and VRUs, with insights from the Ambient
Intelligence (AmI) field being of the utmost importance, i.e., one is working with
environments that are sensitive and responsive to the presence of human beings. On the
other hand, special attention should be given to sensing not only the physical properties
of the VRU, but also their feelings and emotions or even their own soul. Things such as
vehicles, bikes or roadside infrastructures are required to sense the environment and to
sense the thing itself, providing relevant data such as current position, velocity or
direction. It is also imperative to focus on the social perspective of the problem, an
environment comprising both humans and technology, interacting and producing
actions and information that would not be possible to extract without having both
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parties present [8]. Therefore, regarding the factors that influence injury risk, the focus
will be on the policies, viz.

• Economic strategies;
• The lifestyle of the individual and the conditions under which an individual lives

and works; and
• The social and communal networks between individuals, such as the stability of

social connections and their social participation.

3.2 Feature Extraction

The data used in this study will be given in terms of the extensions of the
relations/tables depicted in Fig. 3, viz.

Fig. 3. A fragment of the IoP that supports the VRUSocialMachine.
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• Environmental Measurements with attributes Temperature, Humidity, Precipitation
and Illumination;

• VRUs Information with attributes as Gender, Age, Weight, Disability Rating,
Obesity Rating and Blood Pressure;

• VRU Habit’s with attributes Smoking, Alcohol Consumption, Physical Exercise and
Emotional State; and

• Things Information’s with attributes Velocity, VRUs in Proximity, and Critical
Road.

Data on VRU movements such as Position, Direction, Speed are not considered.
Last but not least, the qualitative attribute’s values presented in the relations or tables
depicted in Fig. 3 are set according to the scale very low, low, average, high and very
high. For the sake of presentation all the functions’ attributes have the same weight.

4 Evolving Systems

The VRUSM architecture is structured in terms of an ensemble of entities designated as
symbolic neurons. To each neuron is associated a logic program or theory, given by the
extensions of the predicates that make their corpus. The genome is given in terms of an
ensemble of neurons, being each one coded with two types of genes, viz.

• Processing genes that specify how each neuron will assess its output; and
• A set of connection ones which specify the potential connections to other neurons,

built in terms of the extensions of the predicates that model their inner universe of
discourse.

According to the KRR formalism presented above, the processing genes are
structured by the label gpnn(t) from the ordered theory OT ¼ ðT;\; ðS;�ÞÞ, where T,
<, S and � correspond, respectively, to the knowledge base of the gene in a clausal
form, a non-circular order relation over the clauses, a set of priority rules and one
non-circular relation order over those rules. The non-circular order is necessary by two
reasons, i.e., by the relative importance of the rules and by the operational usability in
which a logic program written (e.g., PROLOG) needs to set some concrete order over
the set of rules. In this sense a processing gene can be described as follows, viz.

gpn tð Þ ¼ \T;M;Q;C; Intervals Ends;QoI; DoC[

where T corresponds to the logic theory that make up the inner neuron’s universe of
discourse, M the inference mechanism, Q the question (or sub-problem) to solve, and
C the scenarios under which Q is to be addressed. QoI and DoC stand for themselves. It
is now possible to give a schematic view of how to model the universe of discourse in a
dynamic or evolutionary environment, where the extensions of two or more predicates
are projected into a fusion space that inherits a partial structure from their inputs and
emerge with a structure of its own, the VRUSM genome (Figs. 4 and 5).
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The input of each neuron is given as a list of sub-problems to be solved according to
the diverse scenarios referred to above (Fig. 1). Indeed, the evolutionary process to set
the VRUSocialMachine (VRUSM) starts with an estimate representation of the universe
of discourse in terms of its predicates’ extensions and proceeds in order to optimize their
attributes’ metrics, i.e., the interval ends ½Axj ;Bxj �, QoIj, and DoCj, once a problem to be
solved is set as a theorem to be proved, i.e., the intellect`s building is based on a
continuous theorem proving process, which is depicted in Figs. 6, 7 and 8, viz.

A set with 270 records [8] was used to the VRUSM’s analysis. Table 1 presents the
VRUSM’s confusion matrix [14], being the displayed values the average of 25
(twenty-five) runs. A perusal to Table 1 shows that the model accuracy was 92.6% (i.e.,
250 instances correctly classified in 270). Based on confusion matrix it is possible to
compute the VRUSM’s Sensitivity, Specificity, Positive Predictive Value (PPV) and
Negative Predictive Value (NPV) [15, 16]. Sensitivity measures the proportion of True
Positives (TP) that are correctly identified as such, while Specificity measures the
proportion of True Negatives (TN) that are correctly identified. PPV stands for the
proportion of cases with positive values that were correctly diagnosed, while NPV
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Fig. 5. The genome’s scheme and its inner inference mechanisms.
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Input - ?(vruInformation(ID,A,B,C,D,E,F),thingsInformation(ID,G,H,I),
vruHabits(ID,J,K,L,M)) + Initial Universe of Discourse

Fig. 6. Intellect at t = 0.

Input - ?(thingsInformation(ID,A,B,C),vruHabits(ID,D,E,F,G),
environment Measurements(ID,H,I,J,K)) + Initial Universe of Discourse

Fig. 7. Intellect at t = 1.
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denotes the proportion of cases with negative values that were successfully labeled [15,
16]. The Sensitivity is 94.6% while the Specificity is 90.2%. PPV, in turns, is 92.1%
whereas NPV is 93.3%. All the performance metrics mentioned above are higher than
90% and seem to suggest that the VRUSM performs well in advising the VRUs in their
daily deals.

Input - ? (vruInformation (ID,A,B,C,D,E,F), thingsInformation(ID,G,H,I), 
vruHabits(ID,J,K,L,M), environment_Measurements(ID,N,O,P,Q)) + Universe of 

Discourse

Fig. 8. A view of the intellect’s making and firming at present time.

Table 1. The VRUSM’s confusion matrix.

Output Model output
True (1) False (0)

True (1) TP = 139 FN = 8
False (0) FP = 12 TN = 111
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5 Conclusions

This work sets one route to apply Machine Learning and Evolutionary Computation
tools to define suitable ways to develop symbolic machines and understand its appli-
cation in the framework of Smart Cities. Indeed, in this work a methodology for
problem solving grounded on symbolic and evolutionary approaches to computing was
presented, where the VRUSM architecture is structured in terms of an ensemble of
entities designated as symbolic neurons. Once a symbolic neuron implements a theo-
rem proving process, it enables VRUSMs to benefit from shared information from
distinct systems related to safety content and VRUs activities, thereby reducing the
complexity of system development and maintenance while enhancing personalization,
contextualization and interaction. In addition, the fundamentals and the attributes of
logical functions go from discrete to continuous, allowing for the representation of
unknown, vague or even self-contradictory information/knowledge, which stands for a
key distinction of one’s approach. The results so far attained show how promising a
VRUSM is, strengthening one`s confidence on the problem-solving methodology just
referred to above. The underlying architecture turns the VRUSM into a versatile, cre-
ative and powerful computational tool to engender a practically infinite variety of data
processing and analysis capabilities, adaptable to any conceivable situation. Future
work encompasses the development of Conscious Machines, under a symbolic and
mathematical approach to computing, presenting also a good opportunity to study the
real nature of the Artificial or Synthetic Intelligence.
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Abstract. This paper proposes a new memetic approach to address the
problem of obtaining the optimal set of individual Self-Similar Contrac-
tive Functions (SSCF) for the reconstruction of self-similar binary IFS
fractal images, the so-called SSCF problem. This memetic approach is
based on the hybridization of the modified cuckoo search method for
global optimization with a new strategy for the Lévy flight step size
(MMCS) and the adaptive step size random search (ASSRS) heuristics
for local search. This new method is applied to some illustrative examples
of self-similar fractal images with satisfactory graphical and numerical
results. Our approach represents a substantial improvement with respect
to a previous method based on the original cuckoo search algorithm for
all contractive functions of the examples in this paper.

Keywords: Image reconstruction · Swarm intelligence
Cuckoo search algorithm · Fractal images · Iterated function systems
Contractive functions

1 Introduction

Fractals are one of the most interesting mathematical objects ever defined. They
are also very popular in science due to their ability to describe many growing
patterns and natural structures (branches of trees, river networks, coastlines,
mountain ranges, and so on). Furthermore, fractals have also found remark-
able applications in computer graphics, scientific visualization, image processing,
dynamical systems, medicine, biology, arts, and other fields [1,2,8–10].
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One of the most popular methods to obtain fractals images is the Iter-
ated Function Systems (IFS), conceived by Hutchinson [11] and popularized by
Barnsley in [1]. Roughly, an IFS consists of a finite system of contractive maps
on a complete metric space. Any IFS has a unique non-empty compact fixed set
A called the attractor of the IFS. The graphical representation of this attractor
is (at least approximately) a self-similar fractal image. Conversely, each self-
similar fractal image can be represented by an IFS. Obtaining the parameters
of such IFS is called the IFS inverse problem. Basically, it consists of solving an
image reconstruction problem: given a self-similar fractal image, determine the
IFS whose attractor approximates such input image accurately. This IFS inverse
problem is so difficult that only partial solutions have been reached so far. A
very promising strategy is to split up the problem into two steps: firstly, obtain
a suitable collection of individual self-similar contractive functions for the IFS,
the so-called SSCF problem. The output of this step is then applied to compute
the optimal solution for the general IFS inverse problem.

A previous paper addressed this first step by using the cuckoo search (CS)
algorithm [13]. Although the method provided nice visual results, its accuracy
was far from optimal, and can still be improved. Recently, the original CS has
been improved and modified for better performance. In this sense, the present
paper proposes a new hybrid scheme based on the CS and called Memetic Mod-
ified Cuckoo Search (MMCS). Our approach combines two techniques: firstly,
we consider a variant proposed in [17] of the original cuckoo search algorithm
for global optimization and called Modified Cuckoo Search (MCS). This variant
is based on two important modifications: (1) the value of the Lévy flight step
size is changed dynamically with the iterations; (2) the addition of information
exchange between the eggs to speed up convergence to the optimum. In our
approach, the Lévy flight step size is changed according to a new strategy pro-
posed in this paper. This technique is hybridized with the Adaptive Step Size
Random Search (ASSRS), a local search heuristics based on changing adaptively
the radius of the hypersphere around the most promising solutions for higher
accuracy and to escape from local optima.

The structure of this paper is as follows: Sect. 2 introduces the mathematical
background about the iterated function systems and the SSCF problem. Then,
Sect. 3 describes the original and the modified cuckoo search algorithms. Our
proposed MMCS method is described in detail in Sect. 4, while the experimental
results are briefly discussed in Sect. 5. The paper closes with the main conclusions
and some ideas about future work in the field.

2 Mathematical Background

2.1 Iterated Function Systems

An Iterated Function System (IFS) is a finite set {φi}i=1,...,η of contractive maps
φi : Ω −→ Ω defined on a complete metric space M = (Ω,Ψ), where Ω ⊂ R

n

and Ψ is a distance on Ω. We refer to the IFS as W = {Ω;φ1, . . . , φη}. For
visualization purposes, in this paper we consider that the metric space (Ω,Ψ) is
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R
2 along with the Euclidean distance d2, which is a complete metric space. In

this case, the affine transformations φκ are of the form:
[

ξ∗
1

ξ∗
2

]
= φκ

[
ξ1
ξ2

]
=

[
θκ
11 θκ

12

θκ
21 θκ

22

]
.

[
ξ1
ξ2

]
+

[
σκ
1

σκ
2

]
(1)

or equivalently: Φκ(Ξ) = Θκ.Ξ + Σκ where Σκ is a translation vector and Θκ

is a 2 × 2 matrix with eigenvalues λκ
1 , λκ

2 such that |λκ
j | < 1. In fact, μκ =

|det(Θκ)| < 1 meaning that φκ shrinks distances between points. Let us now
define a transformation, Υ , in the set of compact subsets of Ω, H(Ω), by

Υ (S) =
η⋃

κ=1

φκ(S). (2)

If all the φκ are contractions, Υ is also a contraction in H(Ω) with the induced
Hausdorff metric [1,11]. Then, according to the fixed point theorem, Υ has a
unique fixed point, Υ (A) = A, called the attractor of the IFS.

Let us now consider a set of probabilities P = {ω1, . . . , ωη}, with∑η
κ=1 ωκ = 1. There exists an efficient method, known as probabilistic algorithm,

for the generation of the attractor of an IFS. Picking an initial point ξ0, one of
the mappings in the set {φ1, . . . , φη} is chosen at random using the weights
{ω1, . . . , ωη} and then applied to generate a new point; the same process is
repeated again with the new point and so on. As a result, we obtain a sequence
of points that converges to the fractal as the number of points increases. This
set of points represents graphically the attractor of the IFS.

2.2 The Self-Similar Contractive Functions (SSCF) Problem

Suppose that we are given an initial self-similar fractal image I�. The Collage
Theorem says that it is possible to obtain an IFS W whose attractor has a
graphical representation I� that approximates I� accurately according to a
error function E between I� and I�. Note that I� = Υ (O�) for any image O�.
Mathematically, this means that we have to solve the optimization problem:

minimize
{Θκ,Σκ,ωκ}κ=1,...,η

E (I�, Υ (O�)
)

(3)

which is a continuous constrained optimization problem, since all free variables
in {Θκ,Σκ, ωκ}κ are real-valued and must satisfy the condition that all φκ have
to be contractive. It is also a multimodal problem, since there can be several
global or local minima of the error function. So far only partial solutions have
been reported, but the general problem remains unsolved.

A promising strategy to tackle this issue is to solve firstly the sub-problem of
computing a suitable collection of self-similar contractive functions for the IFS
(this is called the SSCF problem). However, even this SSCF problem is challeng-
ing because we do not have any information about the number of contractive
functions and their parametric values. To overcome this limitation, a previous
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paper applied a given number of contractive maps φκ onto the original fractal
image I� and compare the resulting images according to the error function E in
order to obtain suitable values for the SSCF parameters [13]. With this strategy,
the original problem (3) was transformed into the optimization problem:

minimize
{Θκ,Σκ,ωκ}κ=1,...,η

E (I�, φκ(I�)
)

(κ = 1, . . . , η) (4)

The cuckoo search algorithm was applied to solve this optimization problem
[13]. Unfortunately, although the reconstructed figures looked nice visually, the
accuracy was far from optimal in terms of the numerical similarity error rates.
In this paper, we modify that CS-based method to improve those results.

3 The Cuckoo Search Algorithms

3.1 Original Cuckoo Search (CS)

The cuckoo search (CS) is a powerful metaheuristic algorithm originally proposed
by Yang and Deb in 2009 [19]. Since then, it has been successfully applied to
difficult optimization problems [4,12,18,20]. The algorithm is inspired by the
obligate interspecific brood-parasitism of some cuckoo species that lay their eggs
in the nests of host birds of other species to escape from the parental investment
in raising their offspring and minimize the risk of egg loss to other species.

This interesting breeding behavioral pattern is the metaphor of the cuckoo
search metaheuristic approach for solving optimization problems. In this algo-
rithm, the eggs in the nest are interpreted as a pool of candidate solutions
while the cuckoo egg represents a new coming solution. The ultimate goal of the
method is to use these new (and potentially better) solutions associated with the
parasitic cuckoo eggs to replace the current solution associated with the eggs in
the nest. This replacement, carried out iteratively, will eventually lead to a very
good solution of the problem. In addition to this representation scheme, the CS
algorithm is also based on three idealized rules [19,20]:

1. Each cuckoo lays one egg at a time, and dumps it in a randomly chosen nest;
2. The best nests with high quality of eggs (solutions) will be carried over to

the next generations;
3. The number of available host nests is fixed, and a host can discover an alien

egg with a probability pa ∈ [0, 1]. For simplicity, this assumption can be
approximated by a fraction pa of the n nests being replaced by new nests
(with new random solutions at new locations).

The basic steps of the CS algorithm are summarized in Table 1. It starts with
an initial population of n host nests and it is performed iteratively. The initial
values of the jth component of the ith nest are determined by the expression
xj

i (0) = rand.(upj
i − lowj

i ) + lowj
i , where upj

i and lowj
i represent the upper

and lower bounds of that jth component, respectively, and rand represents a
standard uniform random number on the interval (0, 1). With this choice, the
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Table 1. Cuckoo search algorithm via Lévy flights as originally proposed in [19,20].

initial values are within the search space domain. These boundary conditions
are also controlled in each iteration step. For each iteration t, a cuckoo egg i
is selected randomly and new solutions xt+1

i are generated by using the Lévy
flight. The general equation for the Lévy flight is given by:

xt+1
i = xt

i + α ⊕ levy(λ) (5)

where α > 0 indicates the step size (usually related to the scale of the problem)
and ⊕ indicates the entry-wise multiplication. The second term of Eq. (5) is a
transition probability modulated by the Lévy distribution as:

levy(λ) ∼ t−λ, (1 < λ ≤ 3) (6)

which has an infinite variance with an infinite mean. The authors in [20] sug-
gested to use the Mantegna’s algorithm, which computes the factor:

φ̂ =

⎛
⎝ Γ (1 + β̂).sin

(
π.β̂
2

)

Γ
((

1+β̂
2

)
.β̂.2

β̂−1
2

)
⎞
⎠

1
β̂

(7)

where Γ denotes the Gamma function and β̂ = 3/2 in [20]. This factor is used
in Mantegna’s algorithm to compute the step length as: ς = u/|v| 1

β̂ , where u
and v follow the normal distribution of zero mean and deviation σ2

u and σ2
v ,
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respectively, where σu obeys the Lévy distribution given by Eq. (7) and σv = 1.
Then, the stepsize ζ is computed as ζ = 0.01 ς (x − xbest). Finally, x is modified
as: x ← x+ζ.Δ where Δ is a random vector that follows the normal distribution
N(0, 1). The CS evaluates the fitness of the new solution and compares it with
the current one. In case that the new solution brings better fitness, it replaces the
current one. On the other hand, a fraction of the worse nests are abandoned and
replaced by new solutions to increase the exploration of the search space looking
for more promising solutions. The rate of replacement is given by the probability
pa, a parameter of the model that has to be tuned for better performance.
Moreover, for each iteration step, all current solutions are ranked according to
their fitness and the best solution reached so far is stored as the vector xbest.

3.2 Modified Cuckoo Search (MCS)

The modified cuckoo search (MCS) method [17] aims at improving the perfor-
mance of the original CS described above through two important modifications:

1. the value of the Lévy flight step size, α, assumed constant in the CS, is
decreased with the number of iterations. The reason is to promote local search
as the individuals get closer to the solution, in a rather similar way to the
inertia weight in PSO. In [17] an initial value of the Lévy step size α0 = 1 is
chosen. At each generation t, the new step size is computed adaptively as:

αt =
α0

√
t

(8)

This modification is only applied on the set of nests to be abandoned.
2. the addition of information exchange between the eggs to speed up conver-

gence to the optimum. In the original CS, the search relies on random walks
so fast convergence is not guaranteed. In the MCS, some eggs with the best
fitness are selected for a set of top eggs. For each of the top eggs, a second
egg is chosen randomly and then a third egg is generated on the path from
the top egg to the second one, at a distance given by the inverse of the golden
ratio ϕ = (1 +

√
5)/2, so that it gets closer to the top egg.

With these modifications, the MCS performs better than the CS for several
examples, showing a higher convergence rate to the actual global minimum [17].

4 Proposed Approach

4.1 Memetic Modified Cuckoo Search (MSA-MCS)

To address the SSCF problem, a new hybrid CS scheme called Memetic Mod-
ified Cuckoo Search is proposed. Now, the exploration-exploitation trade-off is
achieved through the combination of two techniques:
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1. We adopt the MCS method for global optimization. However, instead of the
adaptive method in Eq. (8), we consider a new strategy to modify α dynam-
ically, given by:

αt+1 = αt Exp

[
−2π

(
t − 1

Λ

)]
(9)

where Λ denotes the maximum number of iterations. The main difference
between both strategies is that the values for α at early iterations are larger
for Eq. (9), and the opposite for last iterations (i.e., Eq. (9) boosts a larger
exploration at early stages and a larger exploitation at late stages).

2. This global-search technique is then hybridized with a local-search heuristics:
the Adaptive Step Size Random Search technique [16]. It is based on the idea of
changing adaptively the radius of the hypersphere around the most promising
solutions for higher accuracy and to escape from local optima. Roughly, the
method starts by sampling two points from a hypersphere surrounding the
most promising solutions (using Marsaglia’s technique [14]). These two points
are sampled at different radius, the current one and a larger step in each
iteration; the larger is accepted whenever it leads to an improved result. If
neither of the two step values lead to improvement for several iterations in a
row, smaller step sizes are taken, and the algorithm continues.

Of course, these new features introduce new control parameters in our method,
that have also to be properly tuned. This issue will be discussed in Sect. 4.3.

4.2 Application to the SSCF Problem

Given a 2D self-similar binary fractal image I�, we apply the MSA-MCS method
to solve the SSCF problem. We consider an initial population of χ individuals
{Ci}i=1,...,χ, where each individual Ci = {Cκ

i }κ is a collection of η real-valued
vectors Ci

κ of the free variables of Eq. (1), as:

Ci
κ = (θκ,i

1,1, θ
κ,i
1,2, θ

κ,i
2,1, θ

κ,i
2,2|σκ,i

1 , σκ,i
2 |ωi

κ) (10)

These individuals are initialized with uniform random values in [−1, 1] for the
variables in Θκ and Σκ, and in [0, 1] for the ωi

κ, such that
∑η

κ=1 ωi
κ = 1. After

this initialization step, we compute the contractive factors μκ and reinitialize all
functions φκ with μκ ≥ 1 to ensure that only contractive functions are included
in the initial population. Before applying our method, we also need to define a
suitable fitness function. Different metrics can be used for our problem. The most
natural choice is the Hausdorff distance, but it is computationally expensive and
inefficient for this problem. In this paper the Hamming distance is used instead:
we consider the fractal images as binary bitmap images on a grid of pixels for
a given resolution defined by a mesh size parameter, ms. This yields matrices
with 0 s and 1s, where 1 means that the pixel is activated and 0 otherwise. Then,
we count the number of mismatches between the original and the reconstructed
matrices to determine the similarity error rate between both images. Dividing
this value by the total number of active pixels in the image yields the normalized
similarity error rate (NSER). This is the fitness function used in this paper.
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Fig. 1. Graphical results for the Sierpinsky gasket fractal: (left) original images of the
three contractive functions; (right) reconstructed images with the MSA-MCS method.
(Color figure online)

4.3 Parameter Tuning

The parameter tuning of metaheuristics is slow, difficult, and problem-dependent.
Fortunately, the cuckoo search is specially advantageous in this regard, as it
only depends on two parameters: the population size, χ, and the probability
pa. We carried out some numerical trials for different values of these parame-
ters and found that χ = 40 and pa = 0.25 are very adequate for our problem.
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Fig. 2. Graphical results for the Christmas tree fractal: (left) original images of the
three contractive functions; (right) reconstructed images with the MSA-MCS method.
(Color figure online)

However, the MCS also requires three additional parameters: the initial step
size for the Lévy flights, α0, the number of nests to be abandoned, ρ, and the
fraction of nests to make up the top nests, τ . Following some previous works,
they have been set to α0 = 1, ρ = 0.75 and τ = 0.25, respectively. Moreover, the
method is executed for Λ iterations. In our simulations, we found that Λ = 2500
is enough to reach convergence in all cases. In addition to the control parameters
for our method, we also need two more parameters related to the problem: the
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Fig. 3. Convergence diagram of the normalized similarity error rate for the three con-
tractive functions (left to right) of the Sierpinsky gasket (top) and the Christmas tree
(bottom) with the original CS algorithm (red dashed line) and our MSA-MCS method
(blue solid line). (Color figure online)

number of contractive functions η and the mesh size, ν. In this work, they are
set to η = 3 and ν = 40, respectively. Unfortunately, we cannot analyze here
how all our parameters affect the method performance because of limitations of
space.

Table 2. Numerical results of the normalized similarity error rate for the three con-
tractive functions of the examples in Figs. 1 and 2 with the original CS algorithm and
our MSA-MCS method (see also Fig. 3 for their graphical representation).

Sierpinsky gasket Christmas tree

NSER(φ1) NSER(φ2) NSER(φ3) NSER(φ1) NSER(φ2) NSER(φ3)

Best (CS): 0.4798 0.4178 0.4296 0.2445 0.2382 0.2547

Mean (CS): 0.4992 0.4333 0.4501 0.2603 0.2511 0.2769

Best (MSA-MCS): 0.4124 0.3805 0.3849 0.2014 0.2008 0.2113

Mean (MSA-MCS): 0.4403 0.4157 0.4195 0.2206 0.2257 0.2331

5 Experimental Results

All computations in this paper have been performed on a 2.6 GHz. Intel Core i7
processor with 16 GB. of RAM. The source code has been implemented by the
authors in the native programming language of the popular scientific program
Matlab version 2015a and using the numerical libraries for fractals in [3,5–7]. Our
method has been applied to several examples of fractals with η = 3. Only two
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(already analyzed in [13]) are included here because of limitations of space: the
Sierpinsky gasket and the Christmas tree, depicted in Figs. 1 and 2, respectively.
The figures show the fractal images of the original (in red) and the reconstructed
(in blue) contractive functions on the left and the right columns, respectively.
The images correspond to the best value of the NSER fitness function selected
from a set of 50 independent executions. As shown in the images, our MSA-MCS
approach captures the structure and general shape of the contractive functions
with high visual quality. This is a remarkable result because our initial population
is totally random, meaning that their corresponding images are all very far from
the given fractal image. Figure 3 shows the convergence diagram for the three
contractive functions (from left to right) of the Sierpinsky gasket (top row) and
the Christmas tree (bottom row) using the original CS method (as reported in
[13]) and the new MSA-MCS method, displayed as red dashed lines and blue solid
lines respectively. This figure shows that the new method MSA-MCS outperforms
the previous CS method for all contractive functions of both examples.

The good visual appearance of the method in Figs. 1 and 2 and its graphical
comparison with the CS method in Fig. 3 are all confirmed by our numerical
results reported in Table 2. The table shows the best and the mean values of
the normalized similarity error rate, NSER(φκ), for 50 independent runs. These
results indicate that the new MSA-MCS method performs quite well. It also
improves the previous results in [13] based on the original CS algorithm by a
significant margin in all cases. For instance, we can see that the even the mean
value of NSER for MSA-MCS is better that the best value of NSER with the
original CS method. In other words, it is not a case of just an incremental
improvement, but a significant one statistically.

6 Conclusions and Future Work

In this paper we address the problem to compute the optimal set of individual
contractive functions for the reconstruction of self-similar binary fractal images.
To this aim, we propose a memetic approach comprised of the modified CS
method for global optimization with a new strategy for the Lévy flight step size
(MMCS) and the ASSRS heuristics for local search. This approach is applied to
some illustrative examples of fractal images with satisfactory results. This new
method shows a significant improvement with respect to a previous approach
based on the original CS for all functions in our benchmark.

In spite of these good results, there is still room for further improvement in
the SSCF problem. We also wish to address the second step of the general IFS
inverse problem for self-similar fractal images and its extension to the case of
non self-similar fractals. We also plan to apply a very promising recent hybrid
self-adaptive cuckoo search [15] to our problem as part of our future work.
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Abstract. Motivation is a fundamental topic when implementing cognitive
architectures aimed at lifelong open-ended learning in autonomous robots. In
particular, it is of paramount importance for these types of architectures to be
able to establish goals that provide purpose to the robot’s interaction with the
world as well as to progressively learn value functions within its state space that
allow reaching those goals whatever the starting point. This paper aims at
exploring a developmental approach to the generation of high level neural
network based value functions in complex continuous state spaces through a
re-description process. This process starts by obtaining relatively simple
Separable Utility Regions (SURs) which allow the system to consistently
achieve goals, although not necessarily in the most efficient manner. The traces
obtained by these SURs are then used to provide training data for a neural
network based value function. Through a simple experiment with the Robobo
robot, we show that this procedure can be more generalizable than attempting to
directly obtain the value function through more traditional means.

Keywords: Cognitive Developmental Robotics � Motivation � Value function

1 Introduction

Natural cognitive architectures are the result of very long evolutionary processes of the
species undergoing interactions of different lines of evolutionarily changing “hard-
ware” (bodies, organs, sensors, etc.) with different sets of environments [1, 2]. As a
consequence of these processes different mixtures of knowledge and structures present
at birth (phylogenetically coded knowledge), together with capabilities for their
modification in order to adapt to particular environments and situations (ontogeneti-
cally acquired knowledge) have been produced.

This paper is concerned with Cognitive Developmental Robotics (CDR) [3] in
lifelong open ended learning. In general, CDR seeks to design robotic systems through
the application of insights gained from the ontogenetic development of the cognitive
capabilities of living organisms. In particular, from the progressive manner in which
lower level competences are acquired and used as a scaffolding in order to support
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higher level cognitive abilities. These can later be combined and reused to generate
even higher level cognitive capacities through a process of representational
re-description, as described from a psychological point of view by [4, 5]. These
re-descriptions should permit going from low level continuous sensory-motor state
spaces to higher level more symbolic and discrete state spaces that facilitate planning
and other higher level functions.

1.1 Motivation in CDR

Motivation is a very important concept that is often sidelined when implementing
intelligent robots, but it is key aspect in CDR, and it is the main topic of this work.
Motivation is the driver that makes an organism perform some action [6, 7]. It can be
related to simple individual needs such as maintaining the body in operational con-
ditions (e.g. providing enough water or food for the body to function), to much more
complex socially related cues (e.g. looking good in order to attract a partner). Moti-
vation is a mechanism used by cognitive systems in order to choose actions (decide on
resource assignment) based on the evaluation of states.

A lot has been written from a bio/psychological point of view on the different types
of motivations and how they relate to each other. Already in 1943, Hull [8] talked about
animal behavior being motivated by drives, conceived as temporal physiological def-
icits that the organism is led to reduce in order to achieve homeostatic equilibrium
(hunger, thirst …). Reducing these deficits was assimilated to obtaining utility (or
reward, which is a term that has become central to Reinforcement Learning [9, 10]).
From this point of view, all motivations are either physiological primary drives or
secondary drives derived from primary ones through learning. Later, other authors
reported on animal/human behaviors that did not seem to be reward driven. One of the
first examples that were published, presented by Harlow and co-workers [11], is that of
rhesus monkeys spending long periods of time trying to solve mechanical puzzles,
which apparently did not cover any homeostatic need and, consequently, had no
associated homeostatic drive.

In the following decades, many authors indirectly established that these activities
did cover cognitive needs in terms of allowing the animals to receive an optimal level
of stimulation (or of novelty of stimuli) [12], to reduce discrepancy (incongruity or
dissonance) between their knowledge and their current perception [13, 14], to augment
effectance, that is, the capacity to have effective interactions with their environments
[15] and others. These needs are often really heterostatic, that is they may never be
absolutely fulfilled, but they can be expressed in terms of drives.

Summarizing, any motivational structure for a cognitive system is based on
establishing a set of basic innate drives. In the case of natural systems these innate
drives (e.g. seek novelty, avoid pain, satisfy hunger….) have evolved over phyloge-
netic time following the path of greatest species survivability and provide the mech-
anisms to learn in ontogenetic time sets of derived or instrumental drives (get
money…) so as to be able to operate more efficiently in the particular environments and
circumstances the system faces. The main function of this set of drives is to allow the
cognitive system to evaluate states, whether its current state or prospective states, so
that decisions can be made on the actions to take and the resources to commit.
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However, drives are application and environment independent and they only determine
what is required. They do not provide any information on how to go about achieving it.

1.2 Goals and Expected Utility Models

As an organism acts in a given world, it may find regularities about many aspects
within it. This knowledge, if appropriately managed, may help it be more efficient in its
future interactions. Among these regularities, a very informative set is that of what
perceptual space (state space) points led to the partial or total fulfilment of what drives.
That is, what points provided utility. The main idea underlying this notion of utility is
to be able to increase the likelihood of a given response to an external phenomenon that
increases the satisfaction of drives provided that there exists a prior experience related
to a similar phenomenon [16]. In other words, to establish some type of experience
based mapping that allows the robot to decide on the actions that satisfy its needs.

This information is obviously vital for the system to be able to decide on actions
that lead to the fulfilment of drives in an efficient manner (i.e. without having to
randomly explore its state space). Here is where the concept of goal arises. A goal is
just a state space point that provides utility (i.e. fulfils drives) and, consequently, a
desired end-state [17]. Thus, the operation of any cognitive system can be stated in
terms of establishing what goals should be active each moment of time, and being able
to determine what actions lead to the active goals being fulfilled. In other words, a goal
structure, and the capability of acquiring and autonomously extending it by learning
new goals, establishing complex goal hierarchies, and relating them to different con-
texts they experience during their lifetimes, is a fundamental part of any cognitive
architecture [18].

Reaching goals consistently involves not only knowing where they are in state
space, but also finding efficient paths towards them whatever state the system starts
from. Consequently, any cognitive architecture, in addition to goal search and goal
representation, must provide for modeling the distribution of utility in its state space.
These models can then be used in order to determine what paths to follow to reach the
goals it has found from any starting perceptual point.

Directly modeling utility is often not the best solution as utility may be a very
sparse function, leading to models where most areas of state space would present a
utility value of zero, providing no information to the system about how to move.
A more interesting approach is to model an expected utility, whether absolute, as in the
case of Value Functions (VF) [14, 19–22], or relative, as in the case of Separable
Utility Regions (SUR) [22]. In both cases, what is modeled for each point in state space
is a measure of the expectation of reaching the goal when at that point. Modeling the
expected utility is one of the most important aspects of motivational systems in CDR,
and it is the specific topic of this paper.

The approach presented here addresses a staged production of expected utility
models. On the one hand, VFs are often very hard to obtain directly in complex state
spaces which are usually continuous, often very high dimensional (most relevant
systems have a large number of sensors and effectors) and, in many cases, not too well
behaved. Consequently, constructing appropriate VFs over the whole state space is in
general no easy task, and often intractable. On the other hand, as indicated in [22], it is
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much easier to obtain local utility models based on sensorimotor contingencies that are
structured into correlation chains where the correlation of sensor values to the direction
of motion to reach a goal is established. These models are called SURs. Unfortunately,
even though SURs are easier to produce, they are also much less precise and imply
paths through state space that are Manhattan-like in terms of the sensors, that is, all
motions in state space they induce are parallel to one of the axes.

Here, we explore the combination of both types of expected utility functions
through a re-description process whereby the motivational system initially models
expected utility using SURs, and when these become consistent, uses the traces
obtained from reaching the goals using SURs in order to obtain a much more general
representation in the form of artificial neural network based VFs. In other words, the
approach allows cognitive systems to go from continuous and generally high dimen-
sional perceptual spaces, to progressively higher level representations that allow for
simpler and more generalized or abstract planning and decision processes.

2 Motivational Engine

The expected utility modelling we are describing has been implemented in the MotivEn
motivational architecture [23, 24] developed within the EU DREAM research project
[25]. In this context, we will use a simplified version of this motivational architecture,
where we consider that the cognitive robot has only two types of drives. On the one
hand, it will have one operational drive associated to the fulfilment of the task that will
be controlled by the human user, that is, the utility will be provided as human feedback
in an explicit way. On the other hand, a heterostatic exploratory cognitive drive will be
provided that will focus on exploring the perceptual space in order to discover goals
and to improve the expected utility model. Thus, this test version of MotivEn operates
using these 2 simple rules:

1. The exploratory drive will be used to evaluate candidate perceptual states in those
cases when the state cannot be predicted by the expected utility model. This can
happen because there is no utility model, the goal has not been reached yet, or
because the candidate state is out of the utility model domain.

2. The human-feedback drive will be used to evaluate candidate perceptual states if the
state falls into the utility model domain.

2.1 Separable Utility Regions

Separable Utility Regions (SURs) [22] are a very coarse representation of variations of
expected utility in state-space. They seek to correlate the appropriate direction of the
motion of the system in state-space with the variation of the values of environmental
sensors that point in that direction so that they can be used as guidance. Thus, the key
idea behind the SUR approach is to determine the sensor tendencies each moment in
time, choosing the strongest one and correlating it to the desired motion in state space.
Moreover, the domain region where the correlation is applicable must be defined so
that it can be assumed that within that region utility increases in the direction of the
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correlation with a particular sensor. This domain region is called the certainty area, and
it is a key concept in our system.

A certainty function is a function that associates a certainty value with respect to a
given utility function to points in state space. This function operates mainly as a density
map based on the visited past states that are stored as traces in a trace buffer (TB). The
certainty of a point is calculated based on its distance from points that have actually
been explored and which are obtained from the TB. To create the certainty maps, the
system must handle three types of traces:

– Successful Traces (s-traces): created when a goal is reached while the robot is
acting in an existing certainty area under the influence of its human-feedback drive.

– Failed Traces (f-traces): created when a robot fails to reach a goal under the
influence of the human-feedback drive in its associated certainty area.

– Weak Traces (w-traces): created when a goal is reached executing actions guided
by the exploratory drive.

A certainty map can be seen as a set of time changing regions under the influence of
each type of trace (s, f or w-traces). The addition of s-traces expands the area of high
certainty values (certainty area), while the addition of f-traces reduces it. The certainty
area starts as a large area, covering most of the state space, and it gradually converges
towards a range that is correlated with the variance of the available trace points. All the
traces stored in memory are used to produce a sampling density model based on the
distances between the samples in these traces and the points of the state space.

During the learning process, the certainty areas corresponding to different sensor
tendencies are tuned using the traces that are being generated so that, after some trials,
only the correct sensor will display positive certainty in the area corresponding to its
correlation, while the others are going to return a value of zero due to the presence of
failed traces. This way, the system will converge to the activation of the appropriate
SURs on those regions where they are useful.

Under this approach, the robot can be in three situations according to its action
selection criterion at that moment:

1. If the robot has previously selected a sensor tendency (a sensor tendency is active),
the state evaluation uses this sensor tendency; else

2. If the robot has not selected a sensor tendency before (there is no active sensor
tendency), but there is some state that for a sensor tendency presents a certainty
value that is larger than zero, the robot selects that sensor tendency as active and
evaluates all the states according to it; else

3. If the robot has not selected a sensor tendency before (there is no active sensor
tendency) and there is no state for any sensor tendency with a certainty value larger
than zero, the states are evaluated using the exploratory drive.

A tendency trace will be an ordered list of perceptual states P(t) in a given instant of
time for which a specific sensor value is increased/decreased with respect to the sen-
sorial state of the previous instant P(t + 1). Thus, after a goal achievement, a robot with
n sensors, will create m tendency traces being m � n. As these tendency traces are
created depending on the increase or decrease of a sensor value, both situations cannot
be possible for the same sensor. In addition, some sensors could present a constant
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value, so no tendency trace would be created for them. These tendency traces would
have different lengths depending on when the tendency is broken. Every time a new
trace is obtained using the exploratory drive, the algorithm considers it may have an
increasing or decreasing tendency and it goes through all the episodes of the trace
checking whether this is so.

2.2 Sub-goal Identification

Certainty areas are limited to a state subspace that is close to the goal. This way, a large
part of state space would be outside the certainty area assigned to the first expected
utility model. To complete the human-feedback drive component of the motivational
system, it is necessary to combine different certainty areas with their own evaluation
structures in order to create a path from any point in state space to the goal. As a
consequence, the concept of sub-goal arises formally in this new representation.

To see this in a clearer way, Fig. 1 contains a schematic representation of the
sub-goal identification process in terms of the perceptual state space. It is also intended
to demonstrate how this method will allow chaining simple structures to carry out more
complex tasks. It corresponds to a situation where the main goal depends on sensors 1
and 2. As it can be observed, the first SUR certainty area (SUR 1) leads directly to the
main goal and goes in the 2+ direction, that is, in its activation zone the expected utility
is directly correlated with sensor 2. Therefore, increasing the value of sensor 2 will lead
directly to the goal. In turn, arriving at this SUR certainty area is a sub-goal, and it can
be seen how another SUR leads to it: SUR Region 2, which goes in direction 1+, that
is, in its activation zone the expected utility is directly correlated to sensor 1 (increasing
the value of sensor 1 will lead directly to the first sub-goal that leads to the main goal).
Hence, the region of certainty of this last SUR will be also a sub-goal for new possible
SURs.

Therefore, in view of the representation of Fig. 1, it is possible to visualize how
through the identification of sub-goals it is possible to link SURs, and how this can
provide different ways to reach a goal as a function of the area of state space in which
the robot is initially located.

Fig. 1. Sub-goal identification and chaining process (Color figure online)
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2.3 Re-description Process

Once the SUR creation and concatenation towards the goal has been presented in the
previous two sections, we can now introduce the re-description process that can be
carried out using them. The idea behind this process is that, once MotivEn creates, at
least, two SURs, which through their concatenation lead to the goal, the VF learning
process can start, trying to generalize the response of these SURs. To this end, the
following procedure, inspired on the one used in the MDB cognitive architecture [23],
has been designed and tested:

• The VF is represented through a simple Feed Forward Artificial Neural Network,
which has as many inputs as the selected SURs to be generalized (remember that
SURs are one-dimensional), and one output, the expected utility.

• The VF parameters are adjusted using a Back-Propagation Algorithm, where the
training set is made up of the trace buffers of the SURS to be generalized, which are
combined into a single buffer. The traces are assigned a decreasing expected utility,
which was not necessary for the SURs, following the classical scheme of eligibility
traces used in Reinforcement Learning. Consequently, we have a set of perceptual
states that are correlated in different sensors towards the goal state, and that the
ANN must generalize.

• The Back-Propagation algorithm is executed for a predefined number of learning
steps and, as a result, a VF is obtained.

• From this instant onwards, the VF is used in MotivEn to guide to robot towards the
goal instead of using the SURs, and a certainty area associated to the VF arises.

• Each time the robot reaches the goal using the VF, a new trace is obtained, which is
stored in the VF trace buffer implying the elimination of the oldest one. At this
moment, a new training process is carried out, and the certainty area of the VF is
updated (specifically, the re-training process is not carried out continuously, but
every N traces, where N is a configurable parameter).

As we can see, VF learning is a dynamic process that is performed continuously as
new traces are obtained. The relevant point here is that the VF learning starts from the
traces obtained with the SUR methodology, that is, all the perceptual points follow a
correlation towards the goal (utility), which simplifies the search space of the VF. Once
learned, the VF is a re-description of the one-dimensional expected utility models
created with the SURs, which generalizes their response. Figure 1 contains a simplified
representation of this process, where we can see two SUR regions 1 and 2, that lead to
the goal following one-dimensional paths in the state space. With the VF generaliza-
tion, its certainty region is wider and it generalizes the other two, obtaining direct paths
to the goal in more than one dimension (represented using green lines) in Fig. 1. In the
following section, we will clarify this method with a robotic task.
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3 Re-description Example with a Real Robot

The example is based on a collect-a-ball experiment. The final objective is to place an
object in a predefined position without any prior knowledge. The experiment was
carried out using a Robobo robot [26], which is based on a mobile base that carries a
smartphone and provides all the high-level functionalities to the robot. Robobo is
controlled by a simplified cognitive architecture where MotivEn is executed. Apart
from the robot, the scenario consists on a table with a target area, marked in violet, a
movable item, a red cylinder, and two beacons, one blue and the other green, as shown
in Fig. 5. To simplify the setup, the target area is situated between both beacons and the
Robobo always starts carrying the cylinder, so it does not have to find it previously.
Also, when the robot reaches the target area carrying the cylinder, it is dropped there
and the robot receives utility. This event triggers a reset of the scenario and the robot
will be placed in a random place on the table again.

This setup works over a state space generated by two sensors: one provides the
distance from the green beacon to the Robobo actuator (db1), and the other one the
distance from the blue beacon to the Robobo actuator (db2). Thus, at each iteration, the
system will perceive a sensorial state: S(t) = (db1, db2). As for the actions (A(t)),
Robobo moves freely on the table at a constant speed, so the action will change its
orientation by an angle between –90° and 90°.

Initially, the robot has no idea where the goal is or how to reach it. Consequently, it
will have to discover and associate it to a point in its perceptual space, and then learn to
reach it from any part of the environment. In other words, it has to learn the expected
utility model. As commented in the previous section, in this case MotivEn will first
model the expected utility using SURs and, once learned, it will use the traces obtained
by these SURs to create a more general representation in form of a neural
network-based VF. Figure 2 shows the results obtained in this experiment using the
re-description approach in a typical run. The first 10.000 iterations correspond to the
learning process where the motivational system models the expected utility using
SURs. The dashed pink vertical line marks the instant when the re-description process
takes place and the motivational system starts using the ANN-based VF.

The figure displays how long it takes MotivEN to find the goal. In this case, each
blue dot represents the iteration when the main target was reached by the robot
(cylinder in the target area). The left Y axis represents how many iterations where
necessary for the system to find the target in each episode, whereas the X axis rep-
resents the number of goal achievements at each point. The blue vertical lines indicate
the creation of the different SURs. The green line indicates the iteration (time step
counter) associated to each goal achieved, so the number of iterations is represented on
the right Y axis. In this figure, it is possible to see how the time to reach the goal
decreases gradually and that the creation and consolidation of SURs is associated with
that reduction. This decrease is also reflected in the reduction of the slope of the green
line. Thus, shortly after the creation of the fourth SUR, the system converges towards a
stable performance in the pursuit of the goal. Moreover, after the change of the
expected utility model used (re-description process), the efficiency of the system
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increases slightly, more utility is achieved in fewer iterations, which is reflected in a
reduction of the green line slope.

To better understand how MotivEn generates and re-describes knowledge, that is,
how it goes from the initial SURs to the final neural VF, Figs. 3 and 4 show the
evolution of the expected utility models and the traces resulting from their use. The left
part (top) of Fig. 3 shows some straight lines in real space and how they are reflected in
state space (bottom) in order to give an idea of what the right part of the figure means.
In this graph the two beacons are shown in state space. The right four graphs of Fig. 3
display a state space representation of the traces generated from the use of the different
expected utility models. The initial point of each trace in state space is marked in green,
whereas the final point, the point where the utility was obtained, is represented in red.
Moreover, the grey zone represents a state space area that is unreachable for the robot
due to its sensing: considering that both beacons are separated a distance ‘d’, the point
of the state space in which the robot is located must fulfill that: db1þ db2� d.
Attending to the different figures of Fig. 3, it can be seen how the traces generated by
the robot are evolving towards greater efficiency when it comes to reaching the goal. In
the first steps, the traces obtained using SURs, Fig. 3(a) show how the system tended to
move in straight lines reducing the distance to one of its sensors (as shown in the
example in the left of Fig. 3, the sensors do not really conform a mathematical base and
thus movement towards one sensor may induce a reduction in distance to the other,
producing curves in the state space trajectories). The point is that it not able to reach the
goal in a direct way, as it follows SURs. On the other hand, the following two graphs
show the transition until obtaining fully efficient traces derived from the process of
generalization of the expected utility through the re-description process. Thus, the
traces shown in Fig. 3(b) already begin to separate from the main directions marked by
the sensors, while Fig. 3(c) shows that the expected utility model is practically gen-
eralized, since most of the traces obtained go directly to the goal and are able to
maintain the desired direction, although in certain initial positions the robot is not able

Fig. 2. Results obtained in a typical run of the robot experiment using the re-description
approach. (Color figure online)
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to go in a totally direct way to the goal. Finally, Fig. 3(d) shows the resulting traces
once the model has been correctly learned. It is possible to see how they take the robot
directly to the goal whatever its initial position on the stage, or in this case, in the space
of states is.

To understand the reason of this variation in the efficiency of the traces generated, it
is necessary to pay attention to how the utility model has varied throughout the process
of re-description. For that purpose, Fig. 4 shows a 3D representation of the VFs that
were generated by the different traces over time. The X and Y axis of the different
surfaces represent the normalized sensor values (distance) as inputs of the neural
network, and the Z axis represents the value (arbitrary units), that is, the output of the
VF. In this way, Fig. 4(a) corresponds to the VF generated from the traces obtained
once the robot was able to reach goals consistently when using SURs (traces shown in
Fig. 3(a)), which makes the new traces look like the ones shown in Fig. 3(b). In turn,
Fig. 4(b) shows the result of training the neural network again with the traces obtained
with the previous VF. In this case the traces generated using this VF as utility model are
shown in Fig. 3(c). Finally, the surface shown in Fig. 4(c) shows the result of training
the neural network with the previous traces. It can be seen that it is an almost concave
surface which reaches its maximum value at the point of the state space corresponding
to the goal. In turn, its geometry makes the new traces of the robot go directly to the
goal and in a much more efficient way, as shown in Fig. 3(d).

Figure 5 shows the evolution of the trajectory followed by the real robot to reach
the goal through the use of SURs and the use of the final neural network based VF,
where the improvement in system efficiency when solving the task, derived from the
re-description process, is clearly seen.

(a) (b)

(c) (d)

Fig. 3. Evolution of the traces (state space) generated from employing the different utility
models. (Color figure online)
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4 Conclusions

This paper has addressed the production of value functions within a robot motivational
system through a two-step re-description process. This process involves first generating
a SUR based representation of the utility model that is quite simple to obtain and only
requires determining the correlations between the appropriate directions in state space
and the values of the sensors. These correlations allow the robot to consistently reach
the goal, albeit not in the most efficient or direct way. As a second step, the information
derived from the traces obtained through the SUR model are used in order to efficiently
train a neural network that progressively provides a much more efficient utility function
representation.

The approach has been shown to be quite effective and we are now working on
extending it to motivational problems involving very high dimensional state spaces.

Acknowledgements. This work was partially funded by the EU’s H2020 research and inno-
vation programme under grant agreement No. 640891 (DREAM project) and by the Xunta de
Galicia and European Regional Development Funds under grant RedTEIC (ED341D R2016/012)
and grant ED431C 2017/12.

Fig. 4. 3D representation of the neural network based VFs generated.

(a) Representative trace using SURs (b) Representative trace using VF

Fig. 5. Comparison between real robot traces before and after the re-description process. (Color
figure online)
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Abstract. In the current paper we take a different approach to a partic-
ular capacitated two-stage fixed-charge transportation problem propos-
ing an efficient hybrid Iterated Local Search (HILS) procedure as a means
of solving the above-mentioned problem. Our approach is a heuristic one;
it constructs an initial solution while using a local search procedure whose
aim is to increase the exploration, namely a perturbation mechanism. For
the purpose of diversifying the search, a neighborhood structure is used
to hybridize it. The preliminary computational results that we achieved
stand as proof to the fact that the solution we propose yields high-quality
solutions within reasonable running-times.

1 Introduction

The current study approaches a certain transportation problem, i.e. the capac-
itated fixed-cost transportation problem (FCTP) which occurs in a two-stage
supply chain network. When approaching this transportation problem, we aim
to identify and select the distribution centers, link them to the manufacturer and
meet the requirements of the customers at minimal costs. The principal attribute
of the fixed-charge transportation problem refers to the fact that a fixed charge
corresponds to each route connecting distribution centers to customers that may
be opened. This charge is payable in addition to the variable transportation cost
which is proportionally calculated in relation to the amount of goods shipped.

It was Geoffrion and Graves [1] who first introduced the two-stage trans-
portation problem. Researchers have since then studied several variants of the
problem and, using exact and heuristic algorithms, they have come up with
several methods for solving these variants.

In our paper we consider the problem as it was defined by Molla et al. [2].
In their variant only one manufacturer is considered. Their approach was to
describe an integer programming mathematical formulation of the problem in
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question, to propose a spanning tree-based genetic algorithm with a Prüfer num-
ber representation, as well as an artificial immune algorithm meant for solving
the problem. El-Sherbiny [9] approached this problem and came up with some
comments regarding the mathematical formulation. Subsequently, Pintea et al.
[3,5] proposed some classical approaches and came up with an improved hybrid
algorithm in which they combined the Nearest Neighbor search heuristic with
a local search procedure and thus solved the two-stage transportation problem
with fixed costs. A new and improved hybrid heuristic approach was described by
Pop et al. [7]; this was obtained through the combination of a genetic algorithm
based on a hash table coding of the individuals with a powerful local search
procedure.

There exists yet another version of this problem, and it takes into account
the environmental impact by reducing the greenhouse gas emissions. This ver-
sion was introduced by Santibanez-Gonzalez et al. [8] in order to deal with a
practical application occurring in the public sector. Considering this variant of
the problem, Pintea et al. [4] came up with a set of classical hybrid heuristic
approaches and Pop et al. [6] suggested an efficient reverse distribution system
for solving the problem.

As regards the structure of our paper, this is as follows: in Sect. 2, the consid-
ered particular two-stage fixed-cost transportation problem is defined; in Sect. 3,
the developed hybrid Iterated Local Search algorithm is described, while in
Sect. 4 we present the computational experiments and the achieved results. The
paper ends with the summary of the obtained results and the presentation of
the future research directions presented in the last section.

2 Definition of the Problem

In order to define the considered particular two-stage fixed-cost transportation
problem we start by introducing the notations and symbols:

m the number of distribution centers

n the number of customers

i distribution center identifier, i ∈ {1, ...,m}
j customer identifier, j ∈ {1, ..., n}
D[j] the demand of customer j

SC[i] stocking capacity of DC i

F1[i] the opening cost of the DC i

F2[i, j] the fixed transportation charges for the link from DC i to customer j

C1[i] unit cost of transportation from manufacturer to DC i

C2[i, j] unit cost of transportation from DC i to customer j

X1[i] the number of units transported from the manufacturer to DC i

X2[i, j] the number of units transported from DC i to customer j

Zopt the optimal total cost of the distribution

Z the total cost of the distribution

Zloc the local optimal solution

Imax the total number of iterations

In[j] the number of units supplied to customer j at a given moment.
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Given a manufacturer, a set of m potential distribution centers (DC’s) and
a set of n customers satisfying the following properties:

– the manufacturer may ship to any distribution center at a transportation cost
C1[i], i ∈ {1, ...,m},

– each DC may ship to any customer at a transportation cost C2[i, j] from DC
i ∈ {1, ...,m} to customer j ∈ {1, ..., n}, plus a fixed-cost F2[i, j] for operating
the route,

– the opening costs for a potential DC i are denoted by F1[i], i ∈ {1, ...,m},
– each DCi, i ∈ {1, ...,m} has SC[i] units of stocking capacity and each cus-

tomer j, j ∈ {1, ..., n} has a demand D[j],

the aim of the considered two-stage capacitated fixed-cost transportation prob-
lem is to determine the routes to be opened and corresponding shipment quan-
tities on these routes, such that the customer demands are fulfilled, all shipment
constraints are satisfied, and the total distribution costs are minimized.

An illustration of the particular investigated two-stage fixed-charge trans-
portation problem is presented in the next figure.

Fig. 1. Illustration of the particular two-stage fixed-charge transportation problem

3 Description of the Hybrid Iterated Local Search
Heuristic

Our developed heuristic approach is a Hybrid Iterated Local Search (HILS) algo-
rithm. We constructed initial solutions using a minimum cost procedure applied
for each customer, combined with a neighborhood operator and hybridized with
a powerful local search. When a solution is trapped in a local optimum, then we
applied a perturbation mechanism that builds a new solution from scratch.

Algorithm 1 presents the pseudo-code of our HILS. The algorithm executes a
fixed number Imax of iterations, established based on the number of customers.
At each iteration, the customers are placed in a random order that has not been
used in previous iterations (lines 6–8), using the Fischer-Yates shuffle algorithm.
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Algorithm 1. HILS()
1: procedure HILS()
2: choose Imax

3: Zopt ← ∞
4: iNo ← 0
5: while iNo<Imax do
6: repeat
7: shuffle customers
8: until order not used before
9: initialSolution()

10: repeat
11: Zloc ← Z

12: Z ← localSearch()
13: if Z <Zopt then
14: Zopt← Z

15: save solution
16: end if
17: until Z ≥ Zloc

18: iNo ← iNo + 1
19: end while
20: end procedure

The initialSolution procedure (line 9) constructs an initial solution, processing
the customers in the order previously set. The initial solution is enhanced by a
powerful local search procedure (line 12).

The initialSolution procedure constructs a solution in several steps. Every
step is looking for a better supplying strategy for the customer j in the conditions
created by the decisions made in the previous steps when distribution centers
were opened and part of their storage capacity was consumed. As a consequence,
the order in which the customers are processed is decisive for the final result. At
the beginning of this procedure a reset of the distribution system is performed.
All decisions made on the construction of the previous solution (lines 2 to 4)
are invalidated and then it follows a loop where each client’s request is satisfied
(line 6). After ensuring the needs for each of the customers, a fast local search
attempts to improve the partial solution generated so far (line 7).

The procedure resolveCustomerDemand seeks for supplying amt units to
the customer j in one or more steps. For the selection of the distribution routes,
the findRoute procedure (line 3) is called at each step, which determines the
most advantageous supply route at the time of the call. The result is returned as
a data structure Route{i, j, a}. This is a supply route for the customer j, from
the distribution center i, with a units. The selected path is added to the solution
by calling the resolveCustomerDemand procedure (line 6). Each route added
to the distribution strategy in the resolveCustomerDemand procedure is also
added to the external addedRoutes list so that it can be easily canceled later.
This operation is used in the efficientSearch and localSearch procedures.
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Algorithm 2. initialSolution
1: procedure initialSolution
2: Out[i] ← X1[i] ← 0; i = 1,m
3: In[j] ← 0; j = 1, n
4: X2[i, j] ← 0; i = 1,m, j = 1, n
5: for j ← 1 to n do
6: resolveCustomerDemand(j,D[j])
7: efficientSearch()
8: end for
9: end procedure

Algorithm 3. resolveCustomerDemand
1: procedure resolveCustomerDemand(j:int, amt:int)
2: while amt > 0 do
3: rt ← findRoute (j, amt)
4: addToRoute(rt, rt.a)
5: add rt to addedRoutes list
6: amt ← amt − rt.a
7: end while
8: end procedure

The findRoute procedure looks for supplying routes and returns a best
possible supply route with amt units to the client j. The returned route may
support a number of units less than or equal to the one requested. The loop on
lines 3–13 checks all the distribution centers. The distribution center i is taken
into consideration only if its stocking capacity has not been fully utilized (lines
4–5). The quality of each possible route is estimated by calculating a unit cost
that also takes into account any fixed costs incurred when opening new distri-
bution routes. It is returned the route for which the unit cost calculated on line
7 is minimal. In the findRoute procedure cost1(i, c) represents the transporta-
tion cost of c units from manufacturer to DCi and cost2(i, j, c) represents the
transportation cost of c units from DCi to customer j. The opening cost F1[i]
and the fixed-transportation charges F2[i, j] are only included in the calculation
of the two costs if the routes have not been previously opened.

The addToRoute procedure adds to the distribution strategy the amount
amt on the route specified by the parameter r. In order to cancel a route, a
negative amount is transmitted to the procedure via amt parameter.

The efficientSearch procedure tries to modify all routes that were originally
booked. For each customer who has In[j] > 0, links to all distribution centers
are checked. Each path linking the distribution center i and the customer j is
evaluated as follows: if X2[i, j] > 0 then this quantity is taken out from the
route: manufacturer - distribution center DCi - customer j. We look then for
a better supply route with c units to the client j by calling the resolveCus-
tomerDemand procedure (line 12). Since there is a relatively small number of
routes for which X2[i, j] > 0, this procedure is fast because it performs a small
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Algorithm 4. findRoute
1: procedure findRoute(j:int, amt:int): Route
2: best ← ∞
3: for i ← 1 to m do
4: a ← SC [i] − Out [i]
5: if a > 0 then
6: c ← min (a, amt)

7: d ← cost1(i,c)+cost2(i,j,c)
c

8: if d < best then
9: best ← d

10: result ← newRoute (i, j, c)
11: end if
12: end if
13: end for
14: end procedure

Algorithm 5. addToRoute
1: procedure addToRoute(r:Route, amt:int)
2: Out [r.i] ← Out [r.i] + amt

3: In [r.j] ← In [r.j] + amt

4: X1 [r.i] ← X1 [r.i] + amt

5: X2 [r.i, r.j] ← X2 [r.i, r.j] + amt

6: end procedure

number of operations and can be called at each iteration of the loop on lines 5–8
of the initialSolution procedure. If the adjustment operations do not improve
the solution, then they are abandoned, thus returning to the initial solution (line
16). This can be done efficiently with the addedRoutes list.

The localSearch procedure is called on line 9 of the HILS procedure in
order to enhance the initial solution. In consequence, a number of routes from
the distribution strategy will be canceled, after which we will replace them with
better ones. Each try will work with a set of two routes. At the initialization of
the procedure a list DList is created in which are added all the links between
the distribution centers and the customers for which X2[i, j] > 0, as Link{i, j}
structures.

This procedure cancels the two complete routes l1 and l2 from manufacturer
through the distribution centers to the customers and then a more preferred
supply option is sought, under the new conditions.

4 Computational Results

In order to test the performance of our proposed hybrid Iterated Local Search
algorithm, we conducted our computational experiments on two sets of instances
containing in total 24 instances. The first set of instances contains 15 instances
used in the computational experiments of Pintea and Pop [5] and Pop et al. [7].
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Algorithm 6. efficientSearch
1: procedure efficientSearch()
2: for j ← 1 to n do
3: if In [j] > 0 then
4: clear addedRoutes list
5: before ← Z
6: for i ← 1 to m do
7: if X2 [i, j] > 0 then
8: c ← X2 [i, j]
9: rt ← newRoute (i, j, c)

10: add rt to addedRoutes list
11: addToRoute (rt,−c)
12: resolveCustomerDemand (j, c)
13: end if
14: end for
15: if Z > before then
16: restore initial solution
17: end if
18: end if
19: end for
20: end procedure

The second set of instances contains 9 new randomly instances of larger sizes gen-
erated according to Molla et al. strategy [2]. All the instances used in our com-
putational experiments are available at the address: https://sites.google.com/
view/tstp-instances/.

Our algorithm was coded in Java 8 and we performed 10 independent runs
for each instance on a Procesor Intel Core i5-4590 3.3GHz, 4GB RAM, Windows
10 Education 64 bit.

Table 1 presents the obtained computational results by our proposed heuris-
tic hybrid ILS algorithm in comparison with the hybrid heuristic algorithm
described by Pintea et al. [3], denoted by HA, the genetic algorithm and hybrid
based genetic algorithm introduced by Pop et al. [7], denoted by GA and HGA.

Algorithm 7. localSearch()
1: procedure localSearch(): int
2: build DList

3: tc ← Z
4: for itNo← 1 to totalIt do
5: randomly pick l1, l2 from DList

6: tc ← changeDistribution (l1, l2, tc)
7: tc ← changeDistribution (l2, l1, tc)
8: end for
9: return tc

10: end procedure

https://sites.google.com/view/tstp-instances/
https://sites.google.com/view/tstp-instances/
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The first column of Table 1 gives the type of the instances followed by two
columns that contain the number of distribution centers (m) and the number
of customers (n). The next columns provide the best solution achieved by the
hybrid heuristic algorithm described by Pintea et al. [3], the best and average
solutions obtained by the genetic algorithm and hybrid based genetic algorithm
introduced by Pop et al. [7] and the achieved results by our hybrid ILS heuristic
algorithm: the best and average solutions and the average execution times in
seconds necessary to obtain the provided solutions. The results written in bold
represent cases for which the obtained solution is the best existing from the
literature.

Table 1. Computational results achived by our proposed ILS compared to existing
approaches

Type m n HA [3] GA [7] HGA [7] Our ILS algorithm

Best sol Avg. sol Best sol Avg. sol Best sol Avg. sol Exec. time

1 10 10 21980 20450 21430 20400 21320 20395 20395 0

2 10 10 12160 11240 11850 11220 11740 11214 11214 0

3 10 10 14000 14100 14620 14040 14520 13999 13999 0

1 10 20 36000 35400 36200 35380 35860 35371 35371 0.03

2 10 20 39660 37840 38470 37800 38250 37800 37800 0.97

3 10 20 36060 36000 36110 36000 36000 35988 35988 0.19

1 10 30 55660 52700 54880 52650 53700 52643 52643 0.06

2 10 30 55380 54650 55640 54540 54880 54539 54539 0.01

3 10 30 49860 48580 49470 48540 49240 48535 48535 5.87

1 15 15 26680 25420 27640 25420 26710 25417 25417 0

2 15 15 29100 28600 29230 28600 28940 28598 28598 0.03

3 15 15 29200 28840 29470 28750 29120 28411 28411 1.46

1 50 50 92400 91550 92410 91500 92104 91455 91455 71.85

2 50 50 116500 114660 117440 114150 115420 114111 114114.2 315.90

3 50 50 105000 105000 107400 105000 106480 104904 104920.8 571.61

Analyzing the computational results reported in Table 1, we can observe that
our hybrid ILS approach has a better computational performance compared to
the hybrid heuristic algorithm described by Pintea et al. [3], the genetic algo-
rithm and hybrid based genetic algorithm introduced by Pop et al. [7]. In all the
instances we were able to improve the existing best solution from the literature
with one exception the instance containing 10 distribution centers and 20 cus-
tomers where the solution delivered by our approach is the same with the one
provided by the hybrid based genetic algorithm considered by Pop et al. [7].

In Table 2, we present the computational results achieved by our proposed
hybrid heuristic ILS algorithm in the case of the 9 new randomly generated
instances of larger sizes. The first column of Table 2 gives the type of the instances
followed by two columns that contain the number of distribution centers (m)
and the number of customers (n) and the next six columns contain the follow-
ing results achieved by our hybrid ILS heuristic algorithm: the best solution,
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the average solution, the corresponding standard deviation and the best and
average computational times necessary to obtain the provided solutions and the
corresponding standard deviation. The execution times are reported in minutes
(min).

Table 2. Computational results achieved by our proposed hybrid ILS in the case of
large size instances

Type m n Total cost Execution time [min]

Best Average Std. deviation Best Average Std. deviation

A 50 50 361171 361187.6 10.05 33.14 133.55 68.14

B 50 50 366870 366904.6 13.26 4.48 133.55 64.47

C 50 50 374285 374285 0 1.14 48.84 37.05

A 30 100 242099 242099 0 50.91 276.08 142.52

B 30 100 233279 233379.5 62.02 47.39 329.92 225.68

C 30 100 277087 277327.7 132.50 75.70 440.55 170.29

A 50 100 236916 237187.0 155.62 199.42 326.84 114.76

B 50 100 245628 245809.3 156.58 11.02 99.88 54.38

C 50 100 288768 289229.5 270.81 14.10 93.84 57.09

Analyzing our achieved results, we can conclude that our hybrid Iterated
Local Search approach yields high-quality solutions within short running-times
for the benchmark instances existing in the literature and within reasonable
running-times in the case of the proposed new randomly generated instances of
larger sizes.

5 Conclusions

This paper deals with a particular two-stage fixed-charge transportation prob-
lem, which models an important transportation application in a supply chain,
from a given manufacturer to a number of customers through distribution cen-
ters.

For solving this optimization problem we developed a hybrid Iterated Local
Search (HILS) heuristic algorithm. Our heuristic approach constructs an initial
solution, uses a local search procedure to increase the exploration, a pertur-
bation mechanism and it is hybridized with a neighborhood structure in order
to diversify the search. The preliminary computational results show that our
hybrid Iterated Local Search is robust and yields high-quality solutions within
reasonable running-times.

In future, we plan to evaluate the generality and scalability of the proposed
solution approach by testing it on larger instances.
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Abstract. The paper presents a method for change detection in multidimen-
sional streams of data based on a tensor model constructed from the
Higher-Order Singular Value Decomposition of raw data tensors. The method
was applied to the problem of video shot detection showing good accuracy and
high speed of execution compared with other more time demanding tensor
models. In this paper we show two efficient algorithms for tensor model con-
struction and tensor model update from the stream of data.

Keywords: Tensor change detection � Video shot detection
Orthogonal tensor space � Higher-Order Singular Value Decomposition

1 Introduction

Signal change detection finds many applications. However, existing methods are highly
specialized. That is, for different signals there are methods that operate only with
specific features, such as color, texture, spare, etc. However, the problem gets even
more difficult with growing number of types of signals, their dimensionality as well as
amount and speed of incoming data. Thus, in the era of information coming in streams
of multidimensional data there is a need for more general methods that can be applied
to any type of signal. One of the approaches rely on tensor methods. Nevertheless, the
price to pay is computational burden involved with this class of algorithms.

Specifically, signal change detection in video, called shot detection, is an active
research topic [1–3, 7, 9–12, 20–22, 23, 24]. Recently, for this problem we proposed a
solution based on a tensor method that relies on the best rank-R tensor decomposition
[4]. However, although good results were obtained, the maximal speed of executions
did not exceed 3–4 frames per second. In this paper we propose an improvement to this
method in a form of a new tensor model based on the Higher-Order Singular Value
Decomposition (HOSVD). Although HOSVD is usually treated as a simpler tensor
approximation compared with the best rank-R, it fits well to the change detection
problem, as will be shown. Also, in this paper we propose an efficient algorithms of the
HOSVD model construction and an algorithm for the model update from the stream of
incoming data. These are the main theoretical contributions of this paper, whereas
experimental results show comparable accuracy and much faster execution than the
previous tensor model.

© Springer International Publishing AG, part of Springer Nature 2018
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2 Tensor Framework for Multidimensional Data Stream
Analysis

Figure 1 depicts architecture of the multi-dimensional data stream analysis by tensor
models. The input stream consists of potentially infinite series of D-dimensional ten-
sors. From these a window of a fixed size W is selected from which a model tensor is
computed, as will be discussed. Then, each incoming data tensor is checked to fit to the
model. If it does, then the model is updated with that data. Otherwise the model is
rebuilt starting at current data position, as will be discussed.

In our previous publication we proposed a similar scheme, which was based on the
model construction from the best rank-R tensor decomposition [4]. However, com-
putation of this model is computationally demanding since the algorithm is iterative
and also it requires P times eigenvalue decompositions. Thus, although our previous
method produces good results, its operation time is long, reaching up to three color
frames per second. In this paper we propose other, simpler tensor model, which is
based on the HOSVD decomposition of the input tensors. Contrary to the best rank-R
algorithm, HOSVD requires only one solution to the eigenvalue problem and, thanks to
our representation, it is computed from a symmetric matrix of small size W � W, as
will be discussed. Thus, the HOSVD tensor model applied to multi-dimensional data
stream analysis allows similar accuracy, offering a much faster performance, as will be
discussed. We also show how the model can be built and efficiently updated with each
incoming frame. These are the main contributions of this paper.

Fig. 1. Architecture of the multi-dimensional data stream analysis by tensor models. A window
of size W is selected to build the tensor model. Further data are checked to fit to that model. If
data fits the model, then the model is updated, otherwise the model is rebuilt starting at current
data position.
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3 Construction of the Orthogonal Tensor Subspace Based
Model

In processing multi-dimensional data, such as video or reflection seismic data, tensors
offer many advantages compared to the classical vector based methods. In a tensor
domain, each degree of freedom is represented by a separate index of a tensor. Another
advantage is that tensor methods can work with any type of signal since no specific
signal features are assumed. Here we introduce details to understand our tensor model.
Further information on tensor processing can be found in literature, e.g. in [6, 17, 18].

3.1 Short Introduction to Tensor Analysis and the Tensor Higher-Order
Singular Value Decomposition for Data Stream Analysis

Since the experimental results presented in this paper are related to the color video
processing, i.e. each data in the stream can be represented as a 3D tensor, then the
model is represented as a 4D tensor. Therefore, further analysis in this section is
constrained to the 4D tensors, although it can be easily extended to higher dimensions.
The key concepts of tensor analysis are presented related to tensor model construction
for analysis of data streams. These are the HOSVD tensor decomposition and a way of
constructing orthogonal tensor subspaces based on the this decomposition.

Although the tensor analysis deals with mathematical objects which fulfill precise
transformation rules on a change of coordinate system, for our discussion a 4D tensor
can be represented as a four-dimensional cube of real values, i.e.

T 2 <N1�N2�N3�N4 ; ð1Þ

where Nj stands for a j-th dimension, for 1 � j � 4. With no loss of information each
tensor can be unanimously represented in a matrix representation. Such representation
is known as a tensor flattening, which for a j-th dimension is defined as follows

T jð Þ 2 <Nj� ...Nj�1Njþ 1...ð Þ: ð2Þ

It is obtained from a tensor T by selecting its j-th dimension for a row dimension of
T(j), whereas a product of all other indices constitutes a column dimension of T(j).

In further derivations we also use the concept of a k-th modal product of a tensor
T 2 <N1�...�N4 and a matrix M 2 <Q�Nk . The result of this product is a tensor S 2
<N1�...Nk�1�Q�Nkþ 1�...N4 with elements defined as follows

Sn1...nk�1qnkþ 1...n4 ¼ T �k Mð Þn1...nk�1qnkþ 1...n4¼
XNk

nk¼1

tn1...nk�1nknkþ 1...n4mqnk : ð3Þ

Equipped with the three tensor concepts (1)–(3), we can define the HOSVD
decomposition of a tensor T 2 <N1�N2�N3�N4 , as follows [18, 19]
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T ¼ Z �1 S1 �2 S2 �3 S3 �4 S4; ð4Þ

whereSk stands for a unitarymodematrix of dimensionsNk � Nk, andZ 2 <N1�N2�N3�N4

is a core tensor of the same dimensions as T . Further, it can be shown that Z satisfies
the following conditions:

1. Two sub-tensors Znk¼a and Znk¼b, obtained by fixing the nk index to a, or b, are
orthogonal, that is, the following holds

Znk¼a � Znk¼b ¼ 0; ð5Þ

for all possible values of k for which a 6¼b.
2. All sub-tensors can be ordered according to their Frobenius norms

Znk¼1k k� Znk¼2k k� . . .� Znk¼NPk k� 0: ð6Þ

In the proposed stream processing framework the input tensor T is composed of a
series of 3D frame-tensors Fw, for 1 � w � W, i.e. color images, although in general
case the tensor data can be of any dimension. That is, the input tensor is formed as
follows

T ¼ F 1 F 2 . . .j FWjj½ �: ð7Þ

Construction of the tensor T is depicted in Fig. 2. T can be now decomposed as
stated in (4). However, it can be easily noticed that (4) after simple re-arrangement can
be written as follows

Fig. 2. The input stream consists of potentially infinite series of D-dimensional tensors. From
these a window of a fixed size W is selected from which a model tensor of dimension D + 1 is
constructed. For construction of the HOSVD model a tensor flattening alongside its last
dimension is used. It is easy to observe that each data from the series constitutes one row in this
flattening. The order of flattening is irrelevant if kept consistent among all tensors.
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T ¼ Z �1 S1 �2 S2 �3 S3ð Þ
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Bw

�4S4: ð8Þ

where, it can be shown that Bw, for 1 � w � W, are orthogonal tensors thanks to the
condition (5), i.e. their product gives 0. Equation (8) can be further written as follows

T ¼
XW

w¼1

Bw �4 sw4
� �

: ð9Þ

where sw4 denote columns of the unitary matrix S4. Because each tensor Bw is three-
dimensional, then �4 denotes the outer product of each 3D tensor and a vector sw4 .

This way, out of the tensor T the orthogonal tensor subspace (OTS) is constructed,
as visualized in Fig. 3. In other words, this OTS constitutes a model. The reason of
constructing such an OTS is its ability to represent the series of W frames, as well as to
introduce a distance of a data tensor F to that space. This property will be used in
checking a fitness degree of each frame to the model, as will be discussed.

For a given 3D tensor F (frame), its distance to the model represented by a series of
base tensors Bwf g is computed as a sum of squared inner products, as follows [6]

R ¼
XW

w¼1

B̂w; F̂
D E2

; ð10Þ

where “hat” denotes tensor normalization. The above formula will be used to assess
model consistency, by computing R for all frames belonging to the model, as well as to
assess if a new frame is consistent or not with the model, as will be discussed.

Fig. 3. Visualization of the OTS of a 4D model tensor spanned by a series of orthogonal 3D
base tensors. The OTS represents a model of a window of W input data tensors. A distance of a
tensor F to the model is computed as a projection of F onto the OTS.
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3.2 Model Construction - Efficient Computation of the Orthogonal
Tensor Subspaces

Since efficient computation of the base tensors Bw from the input stream is essential for
operation of the method, in this section we propose an efficient algorithm. Practically,
Bw can be simply computed after rearrangement of Eq. (8), as follows

T �4 ST4 ¼ Z �1 S1 �2 S2 �3 S3 ¼ Bw: ð11Þ

Thus, to compute Bw it is sufficient to compute only the mode matrix S4. It can be
computed from the SVD decomposition of the flattened matrix T(4) of T , that is

T 4ð Þ ¼ S4V4DT
4 : ð12Þ

However, T(4) is of large dimension, having a number of rows equal to W and the
number of columns equal to the product of dimensions 1–3. That is, for color video
processing, it is a total number of pixels in the input frames times three color channels.
To overcome this problem, both sides of (12) can be multiplied by TT

4ð Þ, as follows

T 4ð ÞT
T
4ð Þ ¼ S4V2

4S
T
4 : ð13Þ

The above product T 4ð ÞTT
4ð Þ has dimensions of only W � W and moreover it is a

symmetrical matrix for which an efficient fixed-point eigenvalue decomposition algo-
rithm is used. This is the same algorithm which was used for computation of the best
rank-R decomposition, described in our previous publication [5]. However, in the
proposed model with HOSVD, eigen-decomposition it is computed only once and from
smaller matrix. Thanks to this, computation of the base tensors can be much faster.
Summarizing, the model build algorithm looks as follows.

Model build algorithm:

1. Fill the buffer with W input data and construct the tensor T as in (7);
2. Construct the flattened matrix T(4) of a tensor T ;
3. Compute the product T 4ð ÞTT

4ð Þ;

4. Compute the S4 as eigenvectors of the symmetric matrix T 4ð ÞTT
4ð Þ in (13);

5. Compute the bases Bw from (11);

3.3 Model Fitness Measure

As alluded to previously, the measure R in (10) can be used to tell a distance of a tensor
F to the model represented by the basis Bwf g. Values of R for the model frames, as
well as for all other frames from the stream can be used for the statistical analysis of
shot boundaries in the stream. However, instead of the absolute values of R, better
results are obtained when the differences of DR are used for computations. That is, the
following error function is used
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DRi � Ri � Ri�1: ð14Þ

For proper detection of the shots with slowly changing content, the following drift
measure is proposed [4]

DRF � �RDk k\a rD þ b: ð15Þ

where a is a multiplicative factor (3.0–4.0) and b is an additive component (0.2–2.5),
�RD and rD are the mean and standard deviation computed from the differences of fit
values in (14) for the model frames from (7), as follows

�RD ¼ 1
W

XW

w¼1

RDw; and r2 ¼
1

W � 1

XW

w¼1

RDw � �RDð Þ2: ð16Þ

3.4 Efficient Model Update Scheme

Each new tensor F is checked to fit to the model in accordance with (16). If it does not
fit, the model has to be built from a new set of frames, starting at position of F .

Fig. 4. Update scheme for the flattened version T(4) of the model tensor. If a new frame fits to
the model, the model is updated. This is done by simple insertion of the new row and obliteration
of the oldest one in the T(4). In the product matrix T 4ð ÞTT

4ð Þ all values, except for one row and one

column, can be reused as shown in Fig. 5.
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On the other hand, if F fits to the model, the model needs only to be updated.
Figure 4 depicts the process of updating of the flattened version T(4) of the model
tensor. This is done by simple insertion of the new row and obliteration of the oldest
one in the T(4) tensor. In the product matrix T 4ð ÞTT

4ð Þ all values except one row and one
column can be reused. The following steps describe the model update algorithm (see
also Fig. 1).

Model update algorithm:

1. Shift data in T(4) by one row up (Fig. 4); Fill the last row with F ;
2. Shift all data in the old T 4ð ÞTT

4ð Þ matrix by one row up and to the left (Fig. 5);

3. Fill up the last row and right column in T 4ð ÞTT
4ð Þ with a product F and all remaining

(old) frames from T(4);
4. Perform steps 4 and 5 of the model build algorithm;

In the above model update algorithm the most time consuming is the step 3 which
involves W-1 products of the tensor frames. The last step 4 is relatively fast and
consumes the same amount of time as in the full model build step, since it requires
solution of the eigenvalue problem of a matrix of size W � W.

4 Experimental Results

The method was implemented and checked in the similar environment as in the pre-
vious publication [4]. That is, the method was entirely implemented in C++ in the
Microsoft Visual 2017 IDE and with help of the DeRecLib library [8]. The experiments
were run on a computer with the Intel® Xeon® E-1545 processor, operating at
2.9 GHz, with 64 GB RAM, and 64-bit version of Windows 10.

As already mentioned, the proposed method can work with any type of signal of
any finite dimensions since no specific features are computed and signal is taken with
no pre-processing. However, it is not easy to find suitable test streams with ground
truth annotation. Therefore, and to compare the results with our previous work, for
evaluation the VSUMM database with 50 color videos from the Open Video Project,

Fig. 5. Update scheme of the product matrix T 4ð ÞTT
4ð Þ.
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endowed with the human annotated video shots summarizations, was used [2, 15]. This
database contains color video sequences of resolution 352 � 240 pixels, 30 fps, with
duration in the range of 1 to 4 min, encoded in the MPEG-1 [14].

For the qualitative evaluation, the parameters proposed by de Avila et al. [2, 15],
called Comparison of User Summaries were used. These are CUSA = nAU/nU and
CUSE = *nAU/nU, where nA denotes a number of matching keyframes from the
automatic summary (AS) and the user annotated summary, * nAU is the complement
of this set (i.e. the frames that were not matched), whereas nU is a total number of
keyframes from the user summary only (US). However, in other works the precision P
and recall R, parameters are preferred, since they convey also information on the
keyframes present in AS and not present in US or vice versa, as discussed by Mahmoud
et al. [16, 21]. As a tradeoff of the two, in many works the F measure is also used
[13, 21]. The latter are also used in our experiments. These are defined as follows

P ¼ nAU
nA

;R ¼ nAU
nU

; andF ¼ 2
PR

PþR
; ð17Þ

where nAU is a number of keyframes from the AS that match the ones from the US, nA is
a number of total keyframes from the AS only, while nU from the US, respectively.

Figure 6a shows exemplary user selected keyframes from one test sequence “A
New Horizon” from the Open Video Database [14]. These are compared with the
keyframes computed by our algorithm shown in Fig. 6b. Based on such comparisons
the average value of the accuracy parameter F was computed, as shown in Table 1.

(a)

(b)

Fig. 6. User selected keyframes from the “A New Horizon” sequence (a). These are compared
with the keyframes computed by our algorithm (b).

702 B. Cyganek



Figure 7 show plots of the detected keyframes from the test sequences no 64 to 67,
respectively. Large green bars show detected shots of a window W.

In Table 1 it is visible that the proposed method performs comparatively or better
than other methods published in literature and attains the same results as the tensor
method based on the best rank-R tensor decomposition.

On the other hand, Table 2 shows execution times of the two methods – the one
presented in our previous paper [4] and the one proposed in this paper. The average
execution time for the same accuracy are 5 times faster for the latter method. The
important aspect of the proposed method is that, although it was tested on the color

Table 1. Comparison of accuracy for different methods.

Method OV
[23]

DT
[24]

STIMO
[11]

VSUMM
[2]

VSCAN
[21]

Best
rank-R [4]

HOSVD
(this
paper)

F 0.67 0.61 0.65 0.72 0.77 0.73 0.73

Fig. 7. Plots of the detected scene shots computed by our method in the video sequence no 64 to
67 from the Open Video Database [14], respectively.

Table 2. Average execution time of the tensor based methods for 352 � 240 color video.

Video type Best rank-R [4] HOSVD (this paper)

Processing time [frames/s] 3.2 15.3
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videos, it does not put any specific assumptions about the signal type. In other words,
no specific statistical properties, nor specific features, are required. Thus, the method
has a potential of working with any dimensional and any type of signals which we plan
to test in a future.

5 Conclusions

In this paper an improved version of our previous work on shot detection in color video
signals is presented. The proposed method assumes different type of a tensor model for
the data coming in the multidimensional stream. Instead of the best rank-R model,
proposed in our previous work, in this one we examined the one based on the
orthogonal tensor subspace construction. These are computed based on the HOSVD
decomposition of the tensors formed from a short window extracted of the input data
stream. This is the main contribution of this paper. The next contributions are the two
efficient algorithms of tensor model construction and update, respectively. Moreover,
the proposed algorithms are general in the sense that they do not put any assumptions
on dimensionality or type of the input data. Thus, neither specific statistical properties,
nor features need to be computed. Therefore, the proposed framework can be applied to
any type of multidimensional streams of data. Also, the proposed construction of the
orthogonal tensor subspaces can be used in many other classification and clusterization
frameworks suitable for processing of the multidimensional data.

In this paper properties of this method were experimentally verified in the problem
of shot detection in streams of color video, due to availability of human annotated data,
as well as to compare with our previous method. In this framework, the proposed
HOSVD model allowed for the same accuracy as the previously proposed best rank-
R method, achieving 5 times faster execution. This is due to much simpler computa-
tions of the former one thanks to the proposed fast algorithms of the model construction
and update.

In the future we plan to test further properties of the proposed method, and espe-
cially with other multidimensional streams of data.
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Abstract. Dialogue systems are becoming central tools in human com-
puter interface systems. New interaction systems, e.g. Siri, Echo and
others, are proposed by the day, and new features are added to these
systems at breathtaking pace. The conventional approaches based on
traditional artificial intelligence techniques, such as ontologies and tree
based search, have been superseded by machine learning approaches and,
more recently, deep learning. In this paper we give a view of the cur-
rent state of dialogue systems, describing the areas of application, as
well as the current technical approaches and challenges. We propose two
emerging domains of application of dialogue systems that may be highly
influential in the near future: storytelling and therapeutic systems.

1 Introduction

The development of dialogue systems it’s been a topic of remarkable interest
since the very beginning of the Artificial Intelligence [18]. dialogue systems can
be divided into goal-driven systems, such as technical support services, and
goal-free systems, such as language learning tools or computer game charac-
ters [15]. There has been a long journey since the first conversational system,
ELIZA, considered one of the most important chatbot dialogue systems in the
history of the field [9], to the task-oriented personal assistants that are currently
present in most cellphones or home controllers i.e.: Siri, Cortana, Alexa, Google
Now/Home, etc. This spread of the dialogue systems is linked to the develop-
ment of a wide range of data-driven machine learning methods have been shown
to be effective for natural language processing [14] including the tremendous
succeed for large vocabulary continuous speech recognition of Deep Neural Net-
works (DNNs), such as Convolutional Neural Networks (CNNs) and Long-Short
Term Memory Recurrent Neural Networks (LSTMs) [13]. Until very recently,
most deployed task-oriented dialogue systems used hand-crafted features for the
state and action space representations, and require either a large annotated task-
specific corpus or a large number of human subjects willing to interact with the
unfinished system. This did not only made it expensive and time-consuming to
deploy, it also limited its usage to a narrow domain. Conversational systems,
however, have drawn inspiration from the use of neural networks in natural lan-
guage modelling and machine translation tasks [15]. At this point, however, it
c© Springer International Publishing AG, part of Springer Nature 2018
F. J. de Cos Juez et al. (Eds.): HAIS 2018, LNAI 10870, pp. 706–715, 2018.
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seems that a link between the two traditionally separated system development
approaches can be achieved, where the task-oriented dialogue systems provide
a more natural interaction where there is room for small talk and task-free dia-
logue. In the same fashion, latest improvements open the door for more complex
areas to be approached with this dialogue systems such as therapeutic systems
and robot interfaces [5].

Intended Contribution. The aim of the work in this article is to present the state-
of-the-art of dialogue systems and some ideas about their future development and
new fields of application. Tables 1 and 2 summarize the main references discussed
in this paper. The contents of the paper are as follows: Sect. 2 discusses system
architectures. Section 3 comments on the dialogue system categories. Section 4
discusses evaluation and training issues. Finally, Sect. 5 discusses some future
challenges.

Table 1. Description of systems in the literature

Reference Description

[16] Developing a Hierarchical Encoder-Decoder Model

[15] End-To-End dialogue Systems generated by
Hierarchical Neural Networks

[7] Speech Recognition with Deep Recurrent Neural Networks

[11] Adversarial Learning for Neural dialogue Generation

[8] Review of Machine Learning for dialogue State Tracking

[10] Deep Reinforcement Learning for dialogue Generation

[21] A Network-based End-to-End Trainable Task-oriented dialogue System

[20] Speeding up adaptation of Spoken dialogue Systems by

Recurrent Neural Networks shaping rewards

[22] An Entropy Minimization Framework for Goal-Driven dialogue Management

[18] End-to-end optimization of goal-driven and visually grounded dialogue systems

[2] Learning End-to-End Goal-Oriented dialogue

[12] Deep Sentence Embedding Using Long Short-Term Memory Networks:

Analysis and Application to Information Retrieval

[4] Deep Reinforcement Learning based Dialogue System

[17] Adaptation of Spoken dialogue Systems using RL

[19] On-line adaptation of Spoken dialogue Systems using Active Reward Learning

2 Architectures of Dialogue Systems

The traditional architecture for dialogue systems illustrated in Fig. 1 includes a
series of system modules, each with specific functionality [14]:

– Speech Recognizer, in charge of providing the lexical units for the system
extracting them from the voice signal,
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Table 2. Main features of referenced works. EM Entropy Maximization, DRL Deep
Reinforcement Learning, MN Memory Networks, RL Reinforcement Learning, CNN
Convolutional Neural Network, LSTM Long Short Term Memory, RNN Recurrent
Neural Network, DRNN Deep Recurrent Neural Network, HRNN Hierarchical Neu-
ral Network.

Reference System type Task-oriented? Architecture Module Method

[16] SEQ2SEQ No End-to-end Dialogue generation HRNN

[15] SEQ2SEQ No End-to-end Dialogue generation HRNN

[7] - - End-to-end Speech recognition DRNN

[11] SEQ2SEQ No End-to-end Response generation RL

[8] review - Traditional State tracking ALL

[10] SEQ2SEQ No End-to-end Dialogue generation RL

[21] SEQ2SEQ Yes End-to-end Dialogue generation NN

[20] Yes Traditional Evaluation SLTM

[22] Inf. Retr Yes Traditional Response generation EM

[18] - Yes End-to-end Dialogue generation DRL

[2] - Yes End-to-end Dialogue generation MN

[12] - - Traditional Language interpreter RNN with STLM

[4] - No Traditional Response generation DRL

[17] - Yes Traditional State tracking RL

[19] SEQ2SEQ Yes - Evaluation RL

Fig. 1. Traditional dialogue System

– Language Interpreter, in charge of extracting meaning from the stream of
lexical units by Natural Language Processing techniques,

– State Tracker, in charge of modelling the dialogue state and dynamics, it keeps
track of the goal in task oriented systems and of the contextual information
in task-free systems.

– Response Generator, produces the semantically grounded response to the
current input,
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– Language Generator, formulates the response in correct language constructs
by Natural Language Generation techniques, and

– Speech Synthesizer generates a recognizable voice signal for the communica-
tion with the human side.

Obviously, the Speech Recognizer and Speech Synthesizer modules have meaning
in voice-based dialogue systems. Text based dialogue systems do not need them.
Each of these modules can be tackled with as an independent problem, hence
they have been approached using different techniques. This variety is evident
in the list of examples in Table 1. Speech Recognition advances due the renew
interest in Neural Network are exemplified by [7], or the review in [1]. Deep
Neural Networks have been also influential in Language Interpretation [12] and
Response Generation [10,11,16]. State tracking has been addressed from many
sides with a variety of techniques [8].

2.1 End-to-end Dialogue Systems

In recent years the so-called end-to-end dialogue system architectures have
become popular and so, some modules, or even all of them, have been collapsed
into a unique module of Response Generator, as illustrated in Fig. 2. Those sys-
tems, mostly based on neural networks, have shown promising results on several
dialogue tasks [14]. The main difference between the classical approach and the
end-to-end approach is the emphasis on data driven system construction. While
the classical approach is much hand crafted and introduces a priori assumptions
and design restrictions in all the modules, via specific computational models,
the end-to-end approach assumes that the whole architecture can be induced
from the data via learning algorithms [2,3]. This shift has been possible because
of the success of Deep Learning Neural Network approaches [6]. There are two
main categories of end-to-end dialogue approaches [14], on one hand those that
search in a dataset of fixed possible responses, and on the other hand those that
select the utterance that maximizes the posterior distribution over all possible
utterances. The second approach allows more dynamic responses, as the response
generation can be decomposed to the word level.

Fig. 2. End-to-end dialogue System [12]
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3 Dialogue System Categories

There are two basic categories of dialogue systems:

– Task oriented systems: these systems have some specific goal that is to be
achieved through the dialogue interaction. The assistant systems are designed
to help search for specific information items. One consequence is that the
iteration always reaches a termination state if the user achieves its goals.

– Conversational systems: these task-free systems have not a specific goal, so
that iteration can evolve indefinitely, though it is expected that the iterations
would produce some evolution of both the user and the cyber-side agent.

3.1 Task Oriented Dialogue Systems

These are the most useful applications of dialogue systems: personal assistants
where the system needs to understand a request from the user and complete
the related task within a limited number of dialogue turns. They are typically
designed according to a structured ontology (or a database schema), which
defines the domain that the system can talk about [19]. Getting the info is
usually achieved using slot-filling, where a dialogue state is a set of slots to be
filled during dialogue [2]. However, this system is inherently hard to scale to new
domains as it has to be had all features and slots that might be needed man-
ually encoded [2]. Task oriented systems are often designed to carry out some
information retrieval dialogue [9], such as looking for the nearest restaurant, or
to coordinate events, such as planning an appointment or a date.

This kind of systems have beneficed less of the end-to-end architecture and
Machine Learning approaches, that do not make assumptions over the domain
or dialogue state structure [2], because those methods cast the dialogue prob-
lem into one of supervised learning, predicting the distribution over possible
next utterances given the discourse so far. The supervised learning framework
does not account for the intrinsic planning problem that underlies dialogue, i.e.
the sequential decision making process, which makes dialogue consistent over
time [18].

3.2 Conversational Dialogue Systems

Conversational aka open dialogue systems try to produce meaningful and coher-
ent responses in the framework of a dialogue history. They have applications
ranging from technical support services, to language learning and entertainment,
such as playing games with robots [5]. Approaches to build conversational archi-
tectures fall into two classes: rule-based systems and corpus-based systems [9].
The rule based systems correspond to the early attempts. Such as the famous
ELIZA system, where rules were hand crafted following some a priori hints about
the desired behaviour of the system. On the other hand, corpus-based approaches
learn the system structure and parameters from the data in the corpus, making
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strong use of machine learning and other learning approaches, mining human-to-
human conversations, or the human responses extracted from human-machine
conversations [9]. Most either rule-based or corpus-based chatbots tend to do
very little modelling of the conversational context. Instead they tend to focus
on generating a single response turn that is appropriate given the user’s imme-
diately previous utterance. For this reason they are often called response gen-
eration systems [9]. Given the lack of precise goals, the conversational systems
can be formulated as sequence-to-sequence transductors (SEQ2SEQ). However
the SEQ2SEQ models tend to generate generic responses, which closes the con-
versation, or become stuck in an infinite loop of repetitive responses [10].

The most recent computational models used to build the conversational sys-
tems are generative models, such as the hierarchical recurrent encoder-decoder
(HRED) [15,16], a kind of Recurrent Neural Networks (RNN) modelling the
posterior of the next word in the sequence from the past context by using two
contexts, that of the past words and that of the queries performed by the user.
The encoder RNN maps each utterance to an utterance vector modelling the
hidden state at both contexts, while the decoder RNN models the probability
distribution of the utterances conditional to the hidden state. Utterance gener-
ation is achieved sampling the posterior probability density.

4 Evaluation and Training

System evaluation and training are closely related issues, because the quality
measure used for evaluation may be used for training, and the resources employed
for evaluation are closely related to the resources employed for training. Some
approaches to evaluation use quality measures developed for machine translation
systems, such as the bilingual evaluation understudy (BLEU), assuming that the
dialogue process is akin to a translation process, between the system generated
responses and the natural ones from humans. Other use the word perplexity
measure [15] from probabilistic word modelling. This approach requires big cor-
pora often unavailable for conversational dialogue systems, and scarce for task
oriented systems. Most of the corpora available for dialogue system training and
tuning come from very specific domains (e.g. chats about technical problems
such as the Ubuntu IRC chats, or restaurant/movie picking) or were designed
for other purposes such as automatic speech recognition system training [14].

Due to the lack of corpora containing precise desired responses for the super-
vised training of the systems, a natural trend is to resort to Reinforcement
Learning (RL) approaches [11,18,20], which only require rewards at some point
in time, such as the successful task achievement or some negative rewards when
the task-free dialogue becomes senseless. The scientific community has turned
towards the RL to train and evaluate the dialogue systems since it offers the
possibility to treat dialogue design as an optimisation problem, and because
RL-based systems can improve their performance over time with experience [4]
following a life-long learning approach. However, training dialogue policies in an
efficient, scalable and effective way across domains remains an unsolved problem
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as often requires significant time to explore the state-action space, which is a
critical issue when the system is trained on-line with real users where learning
costs are expensive [20].

Reinforcement learning approaches need some mechanism to generate the
reward function values. The natural approach is to use human operators that
provide rewards according to some quality criteria (i.e. easy of answering, coher-
ence, informativeness, keyword retrieval) but in general it is difficult to extend
the approach to wide open dialogue systems. A way to automate the process is
to apply adversarial approaches [9] mimicking the Turing test of indistinguisha-
bility of the machine responses from the human responses. For example in [11]
the authors use ”a generator (a neural SEQ2SEQ model) that defines the prob-
ability of generating a dialogue sequence, and a discriminator analogous to the
human evaluator in the Turing test that labels dialogues as human-generated
or machine-generated. The generator is driven by the discriminator to generate
utterances indistinguishable from human generated dialogues. In the end the
human evaluation is the gold standard for all approaches, despite the high cost
and inconvenience of having to deal with humans in the loop.

5 Future Applications and Challenges

We have tried to illustrate in Fig. 3 two emerging domains of application for
dialogue systems which we have identified as Storytelling and Therapeutics sys-
tems. Storytelling is a hybridization of task and conversational systems with
many applications in education and entertainment. The interaction is intended
to reach the end of the plot, but it can wander along in the path, creating
diverging paths that can be creative of new situations. The paradigm of telling
a tale while allowing the audience to pose questions and/or ask the audience
about their understanding of the current state of the plot and the personages,
can be translated also to the teaching of formal concepts and personal training
in specific topics in the academic curricula. The dialogue system is required to
maintain unexpected paths of dialogue and to be able to answer about arbi-
trarily old states of the dialogue or even previous instances of the storytelling
process. The system could be adjusted for various degrees of freedom relative to
the story and alternative paths leading to the same conclusion of the story.

Therapeutic systems are focused on the user assuming that there is some kind
of condition that needs to be reverted or alleviated, which can be pathological
in the clinical sense or less dramatical. In the domain of education applications,
children showing some aspect of the autistic spectrum can be more accessible
to dialogue with anthropomorphic robots than with humans. In general, the
therapeutic dialogue system needs to carry out the following tasks, which may
or may not correspond to a specific module: diagnostic and evaluation of the
user status, selection of treatment, application and assessment of the treatment
effects.

Both kinds of innovative dialogue systems share the lack or, at best, the
scarcity of the available data, because there are no corpuses covering these situ-
ations. The model free data drive approaches represented by Machine Learning
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and Deep Neural Networks may have some difficulties dealing with the need to
explain to the medical staff the reasoning leading to some specific treatment and
the assessment of the treatment outcomes. The lack of explicit state representa-
tion may be an issue when trying to follow divergent paths in storytelling or to
sharing information with the medical staff. Therefore, new hybridization of the
data-driven and the classical dialogue architectures may be required.

We will be involved in the development of storytelling systems for educational
purposes, specifically the support of children with special needs in the framework
of the CybSPEED european project, where we intend to embody these dialogue
systems in the Nao anthropomorphic robot.

Fig. 3. Domains and challenges for dialogue systems
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Abstract. Index tuning is an activity typically performed by database admin-
istrators (DBAs) and advisors tools to decrease the response times of commands
submitted to a database management system (DBMS). With the introduction of
solid state drive (SSD) storage, a new challenge has arisen for DBAs and tools
because SSDs provide fast read operations and low random-access costs, and
these new features must be considered to perform index tuning of the database.
In this paper, we use a learning classifier system (LCS), which is a machine
learning approach that combines learning by reinforcement and genetic algo-
rithms and allows the updating and discovery of new rules to provide an efficient
and flexible index tuning mechanism applicable for hybrid storage environments
(HDD/SSD). The proposed approach, termed Index Tuning with Learning
Classifier System (ITLCS), builds a rule-based mechanism designed to represent
the knowledge of the system. Experimental results with the TPC-H benchmark
showed that the ITLCS performed better than well-known advisor tools, indi-
cating the feasibility of the proposed approach.

1 Introduction

Despite the significant efforts of database administrators (DBAs) and researchers, the
performance tuning of relational database systems remains a challenge [10], mainly due
to the way that data records are logically organized and accessed in a storage device. In
this context, index tuning proves to be relevant because this technique can significantly
improve data retrieval performance. Indexes correspond to logical and ordered struc-
tures that map the addresses indicating physical data storage locations; their use is
optional but contributes significantly to increased performance [2]. Tuning is an action
that aims to decrease the response time and/or increase the throughput of a certain
application. In the indexing context, tuning actions include: selection of tables/columns
that must have indexes, defragmentation indexes, and index exclusion.

Performing good tuning actions is not trivial because it involves several aspects,
such as DBMS knowledge implementation, data characteristics and workloads [3], and
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the I/O costs of secondary storage devices that can be of different types, including
SSDs and HDDs. With the largest use of disks being flash memory SSDs, DBAs, in
addition to considering the characteristics of HDDs, should also consider SSDs because
many indexing actions can have greater advantages when using SSDs than using
classic HDDs due to intrinsic aspects to SSDs, such as parallelism and fast reading.

The objective of this work is to design an index tuning mechanism applied to
hybrid storage environments (HDD/SSD). The proposed solution uses a learning
classifier system (LCS) to create and update knowledge represented by rules and
generated to cover most situations in a DBMS, adjusting their performance by creating
adjusting indexes. LCS is a hybrid approach that combines learning by reinforcement,
evolutionary computation, and other heuristics to produce complex adaptive systems.

For the validation of the solution, a benchmark was used that contains workloads
simulating real database system environments to demonstrate the advantages and rel-
evance of the solution for the index tuning problem in hybrid storage environments.

2 Problem Formulation and Proposal

For decades, HDDs have been the dominant solution for secondary storage in DBMSs
because they offer the highest cost/benefit ratio, albeit with lower performances than
other non-volatile storage technologies, such as NVRAM memories [8]. Certain
characteristics of flash-based SSDs render them superior to HDDs, such as (i) asym-
metric reading/writing, which allows for reading more than 300 times faster than
writing, (ii) an absence of mechanical latency, and (iii) parallelism in operations [8].

DBMSs have always had complex interactions with storage systems because there
are various types of data/object layouts in a DBMS, such as indexes, tablespaces and
temporary/cache storage. Thus, several types of I/O requests with various qualities of
service requirements are employed [12]. DBMSs and database tool advisors typically
treat storage systems as “black boxes” and do not consider the features of each device.

Storage systems have inevitably become hybrids with the heterogeneous use of
storage devices. Consequently, solutions for tuning DBMSs that can differentiate the
I/O characteristics of each storage device are relevant.

Among the main DBMS suppliers and research found in literature there are several
proposals for database tools applied to index tuning [1, 3, 5, 10]. However, these
solutions do not consider the differences in disk I/O costs. Considering that the
dominant costs in a DBMS are the I/O costs from disks to memory [2], discerning these
costs is essential. In addition, rules used by DBAs, which are used as a basis for the
heuristic construction of many tools, consider only the magnetic disk (HDDs) costs.

Our proposal is to use an LCS, that is responsible for the automatic creation of
indexes in the DBMS, reducing the execution time of the queries submitted. Thus,
queries submitted to the DBMS can be sent as a message to the LCS for analysis and
possible optimization. When users submit the same or similar queries again to DBMS,
indexes previously created by the LCS can be used to decrease the response time.

When receiving the workload, the LCS identifies the disk type where the data
are stored in order to differentiate the types of storage devices (HDD/SSD).
Subsequently, through its population of LCS rules or classifiers (some intended for
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HDDs and others for SSDs), classifiers are identified that can optimize the query by
creating indexes.

3 LCS Applied to Index Tuning

First introduced by Holland in the mid-1970s [9], an LCS is an machine learning
approach and consists of a population of classifiers represented by inference rules,
following a format of type IF <condition> - THEN <action>. Unlike the Expert Sys-
tems, which have a set of static rules, an LCS allows the evolution and discovery of
new rules, by the incorporation of a genetic algorithm (GA). LCS has been used
successfully in areas such as data mining, autonomous navigation, and robotics. The
main approaches are XCS [11], ACS [7], and UCS [6].

3.1 Genetic Algorithms

A GA is a meta-heuristics inspired by the theory of natural selection. It acts on a
population of individuals, based on the fact that individuals with good genetic char-
acteristics have a greater chance of survival and increasingly produce fit individuals,
while less fit individuals tend to disappear [9].

The GAs differ from the exact optimization methods, mainly in three aspects:
(i) work from a population of solutions, not with a single solution; (ii) it does not need
knowledge derived from the problem, just a form of evaluation of the result (evaluation
function); and (iii) it uses rules of probabilistic transitions, not deterministic rules.

GAs start from a random population, which can be seen as possible solutions of the
problem. During the evolutionary process, a fitness value is assigned for each indi-
vidual in the population, expressing their degree of adaptation to the environment.
Through a selection mechanism it is determined which individuals will reproduce in
order to generate descendants for the following generation, using genetic operators
such as crossover and mutation [9]. The crossover performs the crossing between
selected individuals (parents), forming new individuals (children), which potentially
combines the best characteristics of individuals. The mutation changes randomly and
with a small probability, some characteristic of the individual, allowing the genetic
diversity of the population and the generation of new search points in the space of
solutions.

In the implementation of a typical LCS, GA is used for the generation of
high fitness classifiers, aiming at the substitution of low fitness classifiers present in the
LCS [4].

3.2 Structure of the Classifiers

Similar to a production rule, classifiers contain antecedent and consequent parts.
Furthermore, every classifier has a field representing its strength, defined primarily by
the feedback value received for each action applied in the environment. Therefore, the
greater the classifier strength (fitness) is, the greater its probability of acting in the
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environment and of perpetuating its characteristics in other classifiers in future gen-
erations, assuming that the aims and environment features remain the same.

In this work, each individual chromosome of the population has 16 genes in the
antecedent (condition) and one gene in the consequent part (action).

Classifier Codification – Antecedent. Using the ternary alphabet {1, 0, #}, the size of
the antecedent corresponds to the size of the message in the environment. The encoding
process seeks to assign binary values, indicating that a particular condition is present or
absent for any incoming input. The presence of the “#” symbol in the antecedent part
means “do not care” can be interpreted as a “1” or as “0” and is related to the specificity
of each classifier defined in Eq. 1. Table 1 presents the meaning of each position and
was designed based on the criteria found in the literature and those used by DBAs to
define whether a column should have an index. For example, position 2 is “1” if there is
an index in that column and is “0” otherwise.

Classifier Codification – Consequent. Using the binary alphabet {1, 0}, the field of
action indicates the decision of the classifier, which in this work can be (i) rebuild,
delete and create a B+ tree index or (ii) migrate an existing index from HDD to an SSD.

Message from the RDBMS to the LCS. In Fig. 1, a message received by ITLCS
containing an SQL query is cited as an example. The columns present in the where
clause (l_orderkey, l_partkey, and l_returnflag) were encoded in binary and used as
input to the LCS. Columns with Max, Sum, and Avg SQL functions present in the
select clause were also encoded in case they exist. The entries only have the antecedent
part, whereas the classifiers have antecedent and consequent parts.

Table 1. Antecedent part (conditions)

Gene Description

G1 Is the table stored on HDD or SSD?
G2 Is there any index in the column?
G3 Is there any aggregation function in the column?
G4 Is the column a foreign key?
G5 Is the column in a group by clause?
G6 Is the column in an order by clause?
G7 What is the type of data in the column?
G8 Which relational operator is used?
G9 If there is an index in the column, what is its degree of fragmentation?
G10 What is the degree of column selectivity?
G11 What is the percentage of null tuples for the column?
G12 What is the percentage of tuples returned in the query execution?
G13 What is the percentage of tuples updated by SQL updates when referencing the

column?
G14 If there is any index, what is the height of the b-tree?
G15 What is the ratio of the index size to the shared buffer?
G16 What is the ratio for the shared buffer related to the size of the table?
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3.3 Architecture Index Tuning with Learning Classifier Systems (ITLCS)

As shown in Fig. 2, the proposed architecture called ITLCS (Index Tuning with
Learning Classifier Systems) interacts with the environment as follows:

(1) When the message detectors receive a message from the environment, this
message is sent to the Rules and Messages Sub-system. Then, all classifiers attempt to
combine the antecedent part with the message.

(2) If there are multiple classifiers that match the antecedent part with the message,
these classifiers can compete, in order to find a winner that can act in the environment
(Fig. 3). The winner is defined by the bid offered by each classifier, which can be
calculated according to Eqs. 1 and 2, found in [18], using the coefficients k0 = 0.1,
k1 = 0.1, k2 = 0.083, and SPow = 3, as defined in [18]. In these equations, the bid is
calculated from the strength and specificity of each classifier to select the classifiers that
have more “#” symbols in their antecedent part, i.e., more generic classifiers.

Fig. 1. Message example and its encoding

Fig. 2. Simplified ITLCS interaction with the environment

720 W. G. Pedrozo et al.



Spec ¼ N � total#
� �

N
ð1Þ

where

N: the size of the antecedent condition; and
total#: the number of # symbols in the antecedent.

Bidt ¼ k0 � k1þ k2 � SpecSPow� � � St ð2Þ

where

Bidt: “bid” at step t;
k0: bid coefficient 0, referring to classifier strength (positive constant less than 1);
k1: bid coefficient 1, referring to the non-specificity portion of the classifier (positive
constant less than 1);
k2: bid coefficient 2, referring to the specificity portion of the classifier (positive
constant less than 1);
Spec: specificity of the classifier (as defined in Eq. 1);
SPow: control parameter of the influence of the specificity on the bid value; and
St: strength of the classifier at step t.

(3) After the action of the winning classifier, the environment (DBMS in our work)
provides feedback to the LCS in response to the action commanded by the executors.
To calculate the feedback, a heuristic was developed, as presented in algorithm 1, based
on the benefits of the classifier actions. The evaluation of benefit-based tuning actions
has already been used in several studies, such as [3, 5, 13], and the basic premise of this
evaluation is that the value attributed to the benefit should increase if cost reduction
occurs with a query and should decrease if the opposite occurs.

Equation 3 demonstrates how the benefit provided by index ij in the execution of
task tk is estimated. However, to use this metric as the feedback value of the classifiers,
this value was converted to a percentage, according to Eq. 4.

Bij;tk ¼ ðCS tkð Þ�CSðtk; ijÞÞ ð3Þ

BPij ¼ 1� ðCSðtk; ijÞ
CSðtkÞ Þ ð4Þ

Fig. 3. Example of the input comparison process versus classifiers
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where

Bij,tk: benefit provided by index ij in the execution of task tk;
BP: percentage benefit related to reducing the SQL query cost;
CS(tk): estimated execution cost for task tk without using index ij; and
CS(tk, ij): estimated execution cost of task tk using index ij.

To define whether a particular classifier should be rewarded, the heuristic of
benefits (algorithm 1) first checks whether the benefit is positive (BP > 0), and
whether the index was used (idx_Used = true). If some of these conditions are not
satisfied, a classifier will be punished, proportional to the performance worsening
obtained.

Algorithm 1: Assignment of feedback using heuristics of benefits
Input: list of applied actions and their classifiers
Output: value of feedback to the classifier

1: for each action in Action Set do
2: if BP>0 and idx_Used=true then
3: getReward (classifier);
4: else 
5: getPunishment (classifier); 
6: End
7: End

All classifiers suffer a decrease in strength at each iteration due to a demanded life
tax. Thus, the rarely selected classifiers will have their strength decreased in every
iteration, with a high probability of replacement by new classifiers.

(4) Upon receipt of feedback (reward or punishment), it is the responsibility of the
credit sub-system to enter the value returned to the classifier’s strength.

After feedback, the system will be able to receive a new message and returning to
step 1 until there are no more messages. According to Fig. 4, at the end of each
epoch, the LCS participates in an evolutionary process. It is the responsibility of the
new rules discovery sub-system to apply intrinsic GA procedures [9], detailed in
Sect. 3.1.

To decrease the GA run time, hypothetical index1 are used through the extension
installed in the DBMS [15]. Moreover, during the training and testing phases,
queries need not be executed; due to the use of DBMS EXPLAIN <query> com-
mand, to estimate of queries costs. After the training and testing phases, the set
of recommended indexes are physically created in the DBMS, and then the
benchmark queries are executed several times, according to the parameters defined
in Sect. 4.1.

1 Hypothetical indexes are treated by the optimizer as if they existed physically in the DBMS.
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3.4 Initial Population and ITLCS Parameters

After the empirical evaluation, a population of 1,000 individuals was defined, with 500
classifiers destined for HDDs and the other half for SSDs. This is possible due to the
first gene of the chromosome, which extracts information from the entries concerning
the type of disk in which table/index were stored. The generation of the initial popu-
lation is 50% random and 50% manual based on knowledge obtained in the literature
and used by DBAs. After generating the initial population of classifiers, their strength
values must be adjusted. Thus, a training set was created using the same database and
containing similar queries to the TPC-H benchmark. The adjustment process consists of
performing the steps described in the algorithm in Fig. 4 ten times. During the training
and testing phases, the GA is applied to 10% of the classifier population, and for each
phase of discovery of new rules (Fig. 4, steps 10–15), 20 generations are used. The
selection method used in GA/LCS is roulette wheel [4]. The crossover type is random
two-point, with 50% rate, elitism of 5 individuals and mutation of 5%.

BEGINNING OF THE ITLCS 
BEGIN OF ONE EPOCH
Step 1: Receive a DBMS workload (messages).
Step 2: Workload (messages) encoding.
Step 3: Select matched classifiers.
Step 4: Begin competition:

• Calculate each competitor’s bid.
• Aim the winning classifier.
• Collect taxes from competitors and the winner.

Step 5: Act on the DBMS (environment).
Step 6: Receive DBMS’s (environment) feedback.
Step 7: Reward or punishment the winning classifiers.
Step 8: Charge life tax from all classifiers.
Step 9: If it is not the end of the epoch, go to Step 1.
END OF ONE EPOCH
BEGIN OF THE DISCOVERY OF NEW RULES (run the GA)
Step 10: Begin a new generation of classifiers.
Step 11: Select classifiers for application of genetic operators.
Step 12: Apply crossover operator to generate children.
Step 13: Apply the mutation operator on a portion of children. 
Step 14: Evaluate children, using Heuristics defined(Algorithm 1)
Step 15: If it is not the generation limit, go to Step 10.
END OF THE DISCOVERY OF NEW RULES
BEGIN OF REPLACEMENT OF CLASSIFIERS 
Step 16: Select a predefined number of classifiers to replace.
Step 17: Replace the classifiers selected in Step 16 with 

the children generated in step 14.
END OF REPLACEMENT OF CLASSIFIERS

END.  

Fig. 4. Algorithm of the evolutionary process of the ITLCS
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4 Experimental Evaluation

In this section, the experimental results of the ITLCS proposed in this work are pre-
sented and compared to other methods that also perform index tuning. The goal is to
verify the final set of indexes obtained after the execution of a benchmark to evaluate
the performance and adaptation degree of the methods in hybrid environments. To
reach these goals, all methods were analysed by executing the benchmark with the
database stored on an SSD; after that, an HDD was also used for evaluation as well.
The OS and other software, such as the DBMS itself, were installed only on the SSD.
The strategy of changing only the local/device database simulates a hybrid storage
where tables, indexes, and other objects can change storage devices.

4.1 Environment Configuration, Workload, and Scenarios

The experiments were performed using an HP server (2.5 GHz Intel Xeon quad-core,
8 GB of RAM) running on a GNU/Linux OS, 2.6 kernel (64-bit), and DBMS Post-
greSQL 10.1 with the Hypopg extension [15]. ITLCS was developed using the Java SE
platform. Because this work is oriented to hybrid storage environments, the server had
four disks: two were HDDs (1 TB 6 GB/s SATA 3) and two were SSDs (500 GB
6 GB/s SATA 3). The OS and DBMS were installed on the SSD.

The adopted dataset and workload was OSDL DBT3 [16] - with 40-factor (40 GB).
OSDL DBT3 is an open-source implementation of the TPC-H benchmark, adjusted for
PostgreSQL, that provides 22 queries common to data warehouse environments.

To evaluate and compare the results obtained by the ITLCS with the other solu-
tions, the following tools/methods were used:

• EDB: EnterpriseDB [14] is a commercial database advisor tool.
• POWA: PostgreSQL Workload Analyser [17] is an open-source advisor tool.
• NO-INDEX: Default setting, without any index tuning action.
• ITLCS: Solution for tuning indexes proposed in this work.

The two scenarios proposed for the evaluated methods are as follows:

• Scenario 1: Running the workload with the database and indexes stored on an HDD.
• Scenario 2: Running the workload with database and indexes stored on an SSD.

To estimate the average time of each benchmark query, the same query was per-
formed seven times and the average of the runs were calculated, discarding the first two
runs, due to the process of cache warm-up. After the seventh run, the DBMS and OS
cache were cleared to avoid interference between one query and another.

4.2 Experimental Results

Table 2 presents a summary of the average results only the queries with the greatest
execution times except for query 21, which extrapolated the DBMS default time
(Scenario 1). Moreover, the recommended indexes for each query and the percentage of
performance improvement or worsening in relation to NO-INDEX method are shown.
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Scenario 1. In this scenario, where only HDDs were used, the proposed ITLCS
achieved the best overall performance, as shown in Table 2 and Fig. 5. Performance
improved by 12% over the second-best time, i.e., the NO-INDEX method, which
carried out the workload without the use of any secondary index.

Furthermore, Table 3 shows that although the ITLCS improved the performance of
queries Q5, Q8, and Q18 by 52%, 8%, and 25%, respectively, the performance
decreased for queries Q10 and Q20, thus reducing some of the overall gain. Perfor-
mance degradation for the target query also occurred with the POWA and EDB,
specifically queries Q4 and Q8, in which the deterioration was −372% and −2333%,
respectively.

Considering the cost metrics, ITLCS obtained the best overall performance,
achieving the lowest value (Table 2), followed by the EDB, POWA, and NO-INDEX.

Scenario 2. In this scenario, where only SSDs were used, the ITLCS also achieved the
best overall performance, with a significant reduction of 27% in overall time compared
to the NO-INDEX method, as shown in Table 2 and Fig. 6. Queries Q3, Q5, Q8 and
Q18 were highlighted because they obtained an improvement of 28%, 84%, 8%, and
59% respectively. Unlike Scenario 1, the ITLCS in Scenario 2 created indexes for most
queries. We also emphasize the quality of the proposed indexes, as shown in Table 3;
except for query Q20, all queries exhibited increased performance.

Table 2. Time and cost evaluation for Scenarios 1 (HDD) and 2 (SSD)

Total execution time Total query cost
HDD SSD HDD SSD

IA-LCS 0 h 49 min 0 h 44 min 109,828,732.94 111,453,424.46
NO-INDEX 1 h 06 min 1 h 01 min 121,914,033.17 111,870,281.64
POWA 1 h 14 min 0 h 59 min 119,982,279.01 111,435,484.17
EDB 2 h 33 min 1 h 01 min 116,920,563.81 111,429,352.19

Fig. 5. Performance by query using HDD storage
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Table 3. Set of suggested indexes for Scenarios 1 and 2

EDB POWA ITLCS

QNº Disk
type

Column
indexed

Speed-up
time

Column
indexed

Speed-up
time

Column
indexed

Speed-up
time

Q3 HDD c_mktsegment −2% c_mktsegment −2% none none
SSD c_mktsegment

o_orderdate*
−6% l_shipdate

o_orderdate*
17% l_shipdate 28%

Q4 HDD o_orderdate −372% o_orderdate −372% none none
SSD o_orderdate 4% o_orderdate

l_orderkey
7% none none

Q5 HDD o_orderdate 32% o_orderdate 32% l_orderkey 52%
SSD o_orderdate 23% o_orderdate

o_orderkey
23% l_orderkey 84%

Q8 HDD o_orderdate
l_partkety

−2333% p_type
o_orderdate

−16% p_type 8%

SSD p_type
l_partkey

24% p_type
o_orderkey*
o_orderdate*

33% p_type 34%

Q9 HDD none none p_name* −6% none none
SSD l_partkey* −5% p_name* 0% none none

Q10 HDD o_orderdate −21% l_returnflag*
o_orderdate

−23% o_orderdate −21%

SSD o_orderdate
l_returnflag*

−19% l_returnflag* −19% o_orderdate 0%

Q18 HDD none 0% none 0% l_orderkey 25%
SSD none 0% none 0% l_orderkey 59%

Q20 HDD s_name
l_shipdate

1% l_shipdate
p_name*

0% ps_partkey
l_shipdate

0%

SSD s_name
l_shipdate

−6% l_shipdate
p_name*

−11% s_nationalkey
l_shipdate

−6%

*Recommended index, although not used by the DBMS when executing the query.

Fig. 6. Performance by query using SSD storage
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In this scenario, although EDB and POWA improved performance for some
queries, for the queries Q10 and Q20, significant losses occurred, reducing the gains
obtained.

Analysis of Results from Scenarios 1 and 2. Considering only the queries that
showed improved performances, the average gain obtained by the ITLCS was signif-
icant, namely, 27% and 51% for Scenarios 1 and 2, respectively. Another important
point, as shown in Table 4, the ITLCS resulted in the fewest created indexes, which has
the following direct advantages: (i) saving space, avoiding the creation of unused
indexes, as occurs with the POWA method, and (ii) lower update index overhead for
each insert/update performed in the source table.

Table 5 shows the discovered rules with the greatest strength in each scenario, and
the simplicity and comprehensibility of the developed rules model are verified.

ITLCS Performance. Although approaches using evolutionary algorithms have the
disadvantage of solution convergence time, in this work, this has been significantly
reduced due to the use of hypothetical indexes [15] and to the storage of metadata
frequently used by the LCS during the encoding phase of the inputs (see Table 1). The
largest bottleneck in the process occurs in the first iteration of the training/adaptation
phase, which required approximately 40% of the total time. The total times of the
training and test phases are presented in Table 6.

Table 4. Summary recommendations for Scenarios 1 and 2

Description Scenario 1 Scenario 2
ITLCS POWA EDB ITLCS POWA EDB

Total recommended indexes 6 10 8 7 13 11
Queries without any recommendation 3 1 2 2 1 1
Total recommended but not used indexes 0 2 0 0 6 3

Table 5. Best rules

Best rule for Scenario 1 (HDD) Best rule for Scenario 2 (SSD)
IF

(type storage)=(HDD)
(is there an index in the column) = (no)
(the type of data in the column) = (numeric)
(the degree of column selectivity) = (5-10%) 
(the percentage of null tuples) < (5%) 
(the percentage of tuples returned) < (5%)

THEN (create a b-tree index in the column) 

IF
(type storage) = (SSD)
(is there an index in the column) = (no)
(is there an aggregation function in column) = (yes)
(type of data in the column) = (numeric)
(the degree of column selectivity) = (10-20%)

THEN (create a b-tree index in the column)

Table 6. Performance of the ITLCS

Phase HDD SSD

Training phase 2 h 28 min 1 h 21 min
Test phase 0 h 39 min 0 h 27 min
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5 Conclusion and Future Work

This work presented the methodological developments necessary for the use of LCS in
the process of database indexes tuning, as well as the proposed architecture and inte-
gration of all components with the DBMS. The developed ITLCS utilized a rule-based
approach designed to store the system knowledge and guide its performance in the
environment, as well as allowing the discovery of new and understandable tuning rules
in response to changes in the DBMS environment. We emphasize that the proposed
approach allows its use in other relational DBMSs, requiring few adjustments.

Although the database advisor tools evaluated in this study provide positive
improvements for some benchmark queries, the results were lower than those reported
by the ITLCS. In general, database advisor tools tend to focus on optimizing record
localization operations and often only at locations with the greatest margin of
improvement. Approaches using evolutionary algorithms, as used in this paper, work in
a search space where all possibilities are considered, and this contributes so that the
final solution is not limited to local minima or maxima.

Future work should apply LCS to other actions, such as the creation of other types
of indexes (hash, inverted index, and bitmap), recommendation of materialized views
and the creation/updating of histograms. Another research direction is the evaluation
this approach in scenarios with others disk layouts and other relational DBMSs.
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Abstract. Predicting the response of solar panels has a big potential
impact on the economical viability of the insertion of alternative energy
sources in our societies, diminishing the dependence on polluting fossil
fuels. In this paper we approach the modeling of the electrical behavior of
a commercial photovoltaic module Atersa A-55 using Extreme Learning
Machines (ELMs). The training and validation data were extracted from
the response of a real photovoltaic module installed at the Faculty of
Engineering of Vitoria-Gasteiz (Basque Country University, Spain). The
resulting predictive model has one input (VPV ) and one output (IPV )
variables. We achieve a Root Mean Squared Error (RMSE) of 0.026 in
the electrical current measured in Amperes.

1 Introduction

In order to obtain the maximum performance of commercial photovoltaic mod-
ules their control algorithms carry out a maximum power point (MPP) tracking
strategy. Tracking the MPP needs a model of the electrical behavior predicting
the relation between the supplied voltage VPV and the resulting output electrical
current intensity IPV of the photovoltaic module.

There are two main approaches to photovoltaic module electrical behavior
modeling: the theoretical and the empirical approaches. Theoretical approaches
use a characteristic equation [13] with different degrees of freedom leading to
different models. These variations are due to diverse assumptions and simpli-
fications of the modeling of the current generation process. These theoretical
models are dependent of the accuracy of the estimation of their operational
parameters, and the correct selection of the operational relations between some
of their variables. On the other hand, empirical approaches learn the electrical
behavior of the photovoltaic modules from their actual data, building predictive
models that capture the behavior of the actual photovoltaic element [10,13].

In this paper we deal with the problem of accurate modeling of the electrical
behavior of photovoltaic modules from their actual data using Artificial Neural
Networks (ANNs), more specifically Extreme Learning Machines (ELMs). After
following a detailed experimental setup using an Atersa A-55 photovoltaic mod-
ule and performing a number of experiments, we have trained a predictive model
c© Springer International Publishing AG, part of Springer Nature 2018
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achieving a Root Mean Square Error (RMSE) of 0.026 in the measured output
current in Ampere units.

The paper is structured as follows. Section 2 provides a background on pho-
tovoltaic module modeling, as well as on ANNs and ELMs. Section 3 states
formally the objective of the paper. The detailed description of the experimental
setup is given in Sect. 4, while Sect. 5 discusses the obtained results. Finally, our
conclusions are given in Sect. 6.

2 Background

2.1 Theoretical Models of Photovoltaic Modules

The basic element of all photovoltaic modules is the theoretical photovoltaic cell,
which can be modeled as a current source with an anti-parallel diode. When the
cell is exposed to light, the direct electrical current generated varies linearly with
the incoming solar radiation. Some authors have improved this basic model tak-
ing into account the effect of a shunt resistor and other one in series. The main
magnitudes involved are the photo-generated electrical current (aka photocur-
rent) IPH , the electrical current of the diode ID, the series resistance RS , and
the shunt resistance RSH .

A first attempt to characterize a photovoltaic cell is relating the current IPV

and the voltage VPV provided by the photovoltaic cell through Eq. (1) [7], which
is expanded in Eq. (2) [14]:

IPV = IPH − ID − ISH , (1)

IPV = IPH − I0

(
e

q(VPV +IPV RS)
aKT − 1

)
− VPH + IPHRS

RSH
, (2)

where T is the cell temperature [◦C], K is the Boltzmann’s constant (1.38 × 10−23

[j/K]), a is the diode ideality factor, q is the charge of the electron (1.6 × 10−19

[C]), and I0 is the saturation current of the diode [A]. Equation (2) involves also
a number of manufacturing structural parameters of the photovoltaic cell, i.e.,
RSH , RS , a, ID and IPH . We can find in the literature theoretical models with
7 parameters (a1, a2, RS , RSH , I01 , I02 and IPH) [3,11,12], with 5 parameters
(a, RS , RSH , I0 and IPH) [2,15,16], 4 parameters [6], and even 3 parameters
models [1,14].

In order to characterize a larger photovoltaic module it is possible to use
the cell characteristic curves, such as IV , PV and PI curves, providing the
relations between pairs of the most relevant magnitudes of a photovoltaic module
operating at a given solar irradiation and ambient temperature.

As these are theoretical models and the enumerated parameters and the
curves are the standard ones for a photovoltaic module commercial model, it
is only possible to obtain approximate values when dealing with a specific pho-
tovoltaic module. The individual small errors for one photovoltaic cell could
be relevant when dealing with large photovoltaic modules or large photovoltaic
farms.



732 J. M. Lopez-Guede et al.

2.2 Artificial Neural Networks (ANNs)

Its is a matter of fact that the use of ANNs in this scope is boosted by their
ability to model dynamic systems [17] of arbitrary complexity. There are a num-
ber of types of ANNs, each one with different characteristics that make them
more suitable for solving specific problems. These bio-inspired computational
devices have several general advantages, and among others, these are the most
outstanding to our problem:

– Learning capabilities: If they are properly trained, they can learn complex
non-linear mathematical models. There are several well known training algo-
rithms and good and tested implementations of them. The main challenge
concerning this issue is to choose appropriate inputs and outputs to the black
box model and the internal structure.

– Generalization capabilities: If they are properly trained and the training
examples cover a variety of different situations, the response of a neural net-
work in unseen situations (i.e., with unseen inputs) will probably be accept-
able and quite similar to the correct response. So it is said that they have the
generalization property.

– Real time capabilities: Once they are trained, and due to their parallel internal
structure, their response is always very fast. Their internal structure could
be more or less complex, but in any case, all the internal operations that
must be done are several multiplications and additions if it is a linear neural
network. This fast response is independent of the complexity of the learned
models, conferring them real time capabilities since they have an inherent
parallel internal structure.

Due to these main properties and to other minor ones, ANNs have found a wide
field of application in a number of areas [4,5].

2.3 Extreme Learning Machines (ELMs)

Extreme Learning Machines (ELMs) [8,9] are Single-Hidden Layer Feedforward
Networks (SLFNs), trained as follows:

1. Generate randomly the hidden layer weights W, computing the hidden layer
output H = g (WX) for the given data inputs X, where g (x) denotes the
hidden units activation function, which can be sigmoidal, Gaussian or even
the identity.

2. Solve the linear problem Hβ = Y, where Y are the outputs of the data
sample, and β the weights from the hidden layer to the output layer, by the
mean least squares approach. Therefore β̂ = H†Y, where H† is the pseudo-
inverse.

3 Motivation of the Modeling Approach

We aim to build an accurate electrical model of the Atersa A-55 photovoltaic
module installed on the roof of the Faculty of Engineering of Vitoria-Gasteiz
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(University of the Basque Country, Spain). The main requirement is that the
model should be as accurate as possible compared to the collected data, but
there are other requirements for that model design:

– The training speed should be high in order to be able to add new gathered
data at any moment and get a new model without a high computational
burden and without discarding the previous acquired knowledge.

– It is desirable a very small human intervention in the training.
– It is also desirable the model to be easy to adjust without excessive compu-

tational burden.
– It should be a useful model with a very fast response, in such a way that as

it needs a very small amount of time to give an approximate response and it
could be used in intensive simulations.

Therefore, we propose the ELM modeling approach as the most adequate for
the task at hand, using only one input (VPV ) and one output (IPV ) variables.

4 Materials and Methods

Materials consisting of the actual physical photovoltaic modules and the data
extracted from them are specified here. Methods consisting of the actual ELM
training parameters tested are also specified.

4.1 Photovoltaic Modules Physical Settings

Photovoltaic modules Atersa A-A55 (637 × 527 × 35) are professional panels, not
only for small systems but also for large installations. They are manufactured
by a Spanish company, and as their specifications show in Table 1, they are
composed of monocrystalline silicon cells that guarantee power production from
dawn to dusk. The performance of solar cells is usually evaluated under the
standard test condition (STC), where an average solar spectrum at AM 1.5 is
used, the irradiance is normalized to 1,000 W/m2, and the cell temperature is
defined as 25 ◦C. In Fig. 1 we can see the placement of the real photovoltaic
modules on the roof of the Faculty of Engineering of Vitoria-Gasteiz (Basque
Country University, Spain).

4.2 Data Collection from the Photovoltaic Modules

On one hand, Fig. 2(a) shows the conceptual disposition of the measuring devices:
the voltmeter is placed in parallel with the module and the amperemeter in series.
Besides, there is a variable resistance to act as a variable load and obtain dif-
ferent pairs of voltage and current with the same irradiance and temperature.
The variable resistance value is controlled according to our convenience, but the
temperature and the irradiance depends on the climatological conditions. On the
other hand, Fig. 2(b) shows the real devices that have been used to capture the
data. The first device is the data logger Sineax CAM, and it was configured to
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Fig. 1. Atersa A-55 solar panels

Table 1. Atersa A-55 photovoltaic module characteristics

Attribute Value

Model Atersa A-55

Cell type Monocrystalline

Maximum Power [W] 55

Open Circuit Voltage Voc [V] 20,5

Short circuit Current Isc [A] 3,7

Voltage, max power Vmpp [V] 16,2

Current, max power Impp [A] 3,4

Number of cells in series 36

Temp. Coeff. of Isc [mA/◦C] 1,66

Temp. Coeff. of Voc [mV/◦C] -84,08

Nominal operation cell temp. [◦C] 47,5

generate records with the irradiance and temperature of the environment and the
voltage and current supplied by the photovoltaic module under those environ-
mental conditions. The second element is the multimeter TV809, which helps
to isolate the data logging device from the photovoltaic module and converts
voltage and current magnitudes to a predefined range. The third element is the
irradiance sensor Si-420TC-T-K. It is placed outside close to the photovoltaic
module and it is used to provide the irradiance and temperature conditions
under which the module is working outside. Finally, the fourth element of the
figure are current clamps Chauvin Arnous PAC12 used to measure direct cur-
rents provided by the module. After analyzing the theoretical arrangement of
the measuring and logging elements, in Fig. 3 we can see the real elements that
took part in the recording process.
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(a) Measurement schema (b) Measurement devices

Fig. 2. Real photovoltaic module data measurement

Fig. 3. Real devices used during the data recording process

4.3 Data Basic Descriptors

In this subsection we analyze the characteristics of the data recorded during
July 2014 through the basic descriptors that are in Table 2. For each one of
the four recorded magnitudes, i.e., temperature, irradiance, voltage and current,
we have calculated their mean, standard deviation and the relative difference
between the maximum and minimum value of that magnitude. We note that
the temperature and irradiance are quite stable values and probably they will
not provide information for the modeling, since their standard deviation and the



736 J. M. Lopez-Guede et al.

percentage difference between the maximum and minimum value are very small.
However, both voltage and current provide meaningful information because they
show a broader amplitude in their values. This circumstance support the aim of
the paper modeling the electrical behavior of the photovoltaic module obtaining
the current only from the voltage.

Table 2. Mean, Standard deviation and Percentage difference between the maximum
and minimum value of the four recorded physical magnitudes

Magnitude Descriptor Value

Temperature [◦C] Mean 54.19

Standard deviation 0.62

Perc. difference max vs min 3.75%

Irradiance
[
W/m2

]
Mean 920.21

Standard deviation 1.37

Perc. difference max vs min 1.43%

Voltage [V] Mean 13.27

Standard deviation 5.93

Perc. difference max vs min 6,177.22%

Current [A] Mean 1.93

Standard deviation 1.16

Perc. difference max vs min 1,936.61%

4.4 ELM Training and Validation Process

As the first step we have fixed the structure of the neural network to train,
choosing a regular ELM structure following the ideas explained in Subsect. 2.3
using the regression approach. There are only one input (VPV ) and one out-
put (IPV ) in the ELM networks, as specified in Sect. 3, associating each target
value with each input value. Regarding the internal structure of the ELMs,
they have only one hidden layer. We have tested all possible hidden layer
size in the range h ∈ [1, 100]. We carry out 10 repetitions of training and
validation for each hidden layer size. We tested also diverse activation func-
tions in the hidden layer, using for each ELM one element of the set F =
{Sigmoidal, Sine, Hard limit, T riangular basis, Radial basis}.

The last issue to decide is how to use the gathered data in order to carry
out the learning process. We have avoided to run any normalization or data
preprocessing, using the data directly as were recorded. Both the input and
target vectors have been divided into two sets using interleaved indices generating
a partition where the 75% are used for training and the remaining 25% are used
as a completely independent test of ELM generalization.
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Fig. 4. Mean RMSE of the 10 trials for each combination

Fig. 5. Zoom of the mean RMSE of the 10 trials for each combination (Sigmoid, Sine
and Radial basis activation functions)
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Fig. 6. Minimum RMSE of the 10 trials for each combination

Fig. 7. Zoom of the minimum RMSE of the 10 trials for each combination (Sigmoid,
Sine, Triangular basis and Radial basis activation functions)
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5 Results

We recall that 10 repetitions of training and validation have been performed
for each combination resulting of the cartesian product of the number of hidden
nodes set H (|H| = 100) and the activation functions set F (|F | = 5), obtaining
a total of 5,000 experimental settings. In Fig. 4 we show the mean accuracy of the
10 trials for each combination of the number of hidden neurons and activation
function in terms of Root Mean Squared Error (RMSE). There we can see that
there are no large differences regarding the number of hidden neurons used in
the ELMs, excepting a peak value around 55 hidden neurons. However, there
are clearly defined two groups of activation functions: on one hand there are the
Triangular basis and Hard limit functions, while on the other hand the remaining
ones with a very low RMSE. In order to get further insight into the behavior of
this second group, Fig. 5 shows a zoom of Fig. 4, where we can see that the best
mean activation function is the Sine one.

In order to analyze what is the best individual ELM, Fig. 6 shows the accu-
racy of the best ELM of the 10 trials for each combination of the number of
neurons and activation function. In this case we notice that there is a depen-
dence on the number of hidden neurons at least for two activation functions
(Hard limit and Triangular basis). For the remaining ones, in Fig. 7 we can see
that the results are very similar and above 10 hidden nodes, there is not dif-
ference regarding the number of neurons. The best ELM was configured with
16 hidden neurons and the Sine activation function, obtaining a test RMSE
of 0.026A. This RMSE is lower than the measurement tool (current clamps
Chauvin Arnous PAC12).

6 Conclusions

This paper has faced the problem of modeling photovoltaic modules. We have
started it reviewing previous works about modeling of photovoltaic cells with
different level of accuracy. Next a brief background on photovoltaic elements,
ANNs and ELMs has been given in Sect. 2. The formulation of the modeling
problem has been stated in Sect. 3, while the experimental design to achieve
it has been given in Sect. 4. Finally in Sect. 5 the obtained results have been
discussed. In summary, this paper has been the first attempt to model the Atersa
A-55 photovoltaic module using ELMs, obtaining a RMSE of 0.026A, that is a
very accurate value in this scope.
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Abstract. Clustering is one of the most fundamental and essential data analysis
tasks with broad applications. It has been studied extensively in various research
fields, including data mining, machine learning, pattern recognition, and in
scientific, engineering, social, economic, and biomedical data analysis. This
paper is focused on a new strategy based on a hybrid model for combining fuzzy
partition method and maximum likelihood estimates clustering algorithm for
diagnosing medical diseases. The proposed hybrid system is first tested on
well-known Iris data set and then on three data sets for diagnosing medical
diseases from UCI data repository.

Keywords: Data clustering � Maximum likelihood estimates clustering
Number of clusters � Fuzzy partition method

1 Introduction

Clustering is one of the most fundamental and essential data analysis tasks with broad
applications. It is a process in which a group of unlabeled patterns are partitioned into
several sets so that similar patterns are assigned to the same cluster, and dissimilar
patterns are assigned to different clusters. The purpose of clustering is to identify
natural groupings of data from a large data set to produce a concise representation of a
system’s behavior.

The unsupervised nature of the problem implies that its structural characteristics are
not known, except in case of domain knowledge available in advance. There are some
goals for clustering algorithms: (1) estimate the optimal number of clusters, (2) deter-
mining good clusters and (3) doing so efficiently. One of the main difficulties for cluster
analysis is estimating the optimal and correct number of clusters of different types of
datasets.
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Clustering techniques offer several advantages over manual grouping process. First,
a clustering algorithm can apply a specified objective criterion consistently to form the
groups. Second, a clustering algorithm can form the groups in a fraction of time
necessary for manual grouping, particularly if long list of descriptors or features is
associated with each object. The speed, reliability and consistency of clustering
algorithm in organizing data represent an overwhelming reason to use it. Clustering can
be roughly distinguished as:

– Hard clustering: each object belongs to specific cluster or not
– Soft clustering also named - fuzzy clustering - each object belongs to each cluster to

a certain degree.

Cluster analysis, an important technology in data mining, is an effective method of
analyzing and discovering useful information from numerous data. Modern medicine
generates a great deal of information stored in the medical database. Extracting useful
knowledge and making scientific decision for diagnosis and treatment of disease from
the database increasingly becomes necessary. Medical field is primarily directed at
patient care activity and only secondarily as research resource. The only justification
for collecting medical data is to benefit the individual patient.

This paper presents hybrid clustering approach for diagnosing medical diseases
combining fuzzy partition method and maximum likelihood estimates clustering
algorithm. Also, this paper continuous the authors’ previous research in clustering
presented in [1–5].

The rest of the paper is organized in the following way: Sect. 2 provides an
overview of the basic idea on clustering and classification. Section 3 presents modeling
the fuzzy clustering approach and testing the proposed hybrid model with well-known
Iris Data Set. The Preliminary experimental results are presented in Sect. 4. Section 5
provides conclusions and some points for future work.

2 Clustering, Classification and Related Work

Clustering and classification are basic scientific tools used to systematize knowledge
and analyze the structure of phenomena. Clustering and classification are both fun-
damental tasks in data mining. Both refer to the process of partitioning a set of objects
into groups as dissimilar as possible from one another. Unfortunately, although some
basic distinctions in this process are recognized across discipline, common terminology
is lacking, and the two terms are often used interchangeably.

The conventional distinction made between clustering and classification is the
following. Clustering is a process of partitioning a set of items (or grouping individual
items) into set of categories. Classification is a process of assigning a new item or
observation to its proper place in an established set of categories [6]. In clustering, little
or nothing is known about category structure, and the objective is to discover a
structure that fits the observations.

Classification is used mostly as a supervised learning method, but on the other side
clustering is used for unsupervised learning. The goal of clustering is descriptive, that
of classification is predictive [7].
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2.1 Clustering

Clustering groups data instances into subsets in such a manner that similar instances are
grouped together, while different instances belong to different groups. The instances are
thereby organized into an efficient representation that characterizes the population
being sampled.

Formally, the clustering structure is represented as a set of subsets C = C1,…, Ck of
S, such that: S ¼ Sk

i¼1 Ci and Ci \ Cj ¼ 0 for i 6¼ j. Consequently, any instance in
S belongs to exactly one and only one subset.

Clustering of objects is as ancient as the human need for describing the salient
characteristics of men and objects and identifying them with a type. Therefore, it
embraces various scientific disciplines: from mathematics and statistics to biology and
genetics, each of which uses different terms to describe the topologies formed using this
analysis. From biological “taxonomies”, to medical “syndromes” and genetic “geno-
types” to manufacturing “group technology” — the problem is identical: forming
categories of entities and assigning individuals to the proper groups within it [8].

Cluster analysis, an important technology in data mining, is an effective method of
analyzing and discovering useful information from numerous data. Cluster algorithm
groups the data into classes or clusters so that objects within a cluster have high
similarity in comparison to one another but are very dissimilar to objects in other
clusters.

General references regarding data clustering are presented in [9, 10]. A very good
presentation of contemporary data mining clustering techniques can be found in the
textbook [11].

2.2 Related Work in Clustering Medical Data

In the past decades, many approaches have been proposed to solve clustering problem
in medical data to help physicians to make decision regarding patients illness and future
treatments. It started as a clinical probability model and then proceeded to look at a
wide range of techniques which: include logistic regression, neural networks, Bayesian
networks, class probability trees, and hidden Markov models [12].

In [13] some very basic algorithms like k-means, fuzzy c-means, hierarchical
clustering to come up with clusters are discussed as well as the use of R data mining
tool. The results are tested on the datasets, namely Online News Popularity, Iris Data
Set and from UCI data repository [14] and miRNA dataset [15] for medical data
analysis.

In the paper, [16] is concerned with the ideas behind the design, implementation,
testing and application of a novel swarm based intelligent system for medical data set
analysis. The unique contribution of the research is in the implementation of a hybrid
intelligent system Data Mining technique such as Bacteria Foraging Optimization
Algorithm (BFOA) for solving novel practical problems. The detailed description of
this technique and the illustrations of several applications solved by this novel tech-
nique are done.

Hypertension, dyslipidemia, diabetes and smoking are well-established risk factors
for cardiovascular disease (CVD) and the damage caused by these factors is widespread
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across the developed world. The clustering of CVD risk factors is a serious threat for
increasing medical expenses. The age-specific proportion and distribution of medical
expenditure attributable to CVD risk factors, especially focused on the elderly, is thus
indispensable for formulating public health policy given the extent of the ageing
population in developed countries. Gamma regression models were applied to examine
how the number of CVD risk factors affects mean medical expenditure. The four CVD
risk factors are analyzed: hypertension, hypercholesterolaemia, high blood glucose and
smoking [17].

Prognostic logistic regression models have been used in various ways for
intensive-care medicine. These include the stratification of patients for therapeutic drug
trials is presented in [18].

3 Modeling the Fuzzy Clustering Approach

Clustering algorithms can group given data set into clusters by different approaches:
(1) hard partitioning methods – such as – k-means, k-medoids, k-medians, k-means++;
(2) fuzzy partitioning methods – such as – fuzzy c-means clustering method, fuzzy
Gustafson-Kessel clustering method, fuzzy Gath-Geva clustering method.

There are also finer distinctions possible, such as: (1) strict partitioning clustering:
each object belongs to exactly one cluster; (2) strict partitioning clustering with out-
liers: objects can also belong to no cluster, and are considered outliers; (3) overlapping
clustering: objects may belong to more than one cluster; (4) hierarchical clustering:
objects that belong to a child cluster also belong to the parent cluster; (5) subspace
clustering: while an overlapping clustering, within a uniquely defined subspace,
clusters are not expected to overlap.

In this research fuzzy maximum likelihood estimates with a direct distance norm
based on the fuzzy Gath-Geva clustering method is used [19]. Fuzzy maximum like-
lihood estimates with a direct distance norm belongs to fuzzy partitioning methods.

3.1 Optimal Number of Clusters

During every partitioning problem the number of subsets (called the clusters) must be
given by the user before the calculation, but it is rarely known a priori. The useful
technique named Improved Covariance Estimation for Gustafson-Kessel Clustering
algorithm is employed in the extraction of the rules from data and proposed in this
model and used to estimate the optimal number of clusters. It reduces the risk of over
fitting when the number of training samples is low relative to the number of clusters.
This is achieved by adding a scaled unity matrix to the calculated covariance matrix.
The proposed algorithm is an extension of classical Gustafson-Kessel clustering
algorithm which is well and in detail described in [20].

The proposed Gustafson-Kessel extension algorithm calculates seven different
coefficients and compares them to estimate the optimal number of clusters. This method
calculates: (1) Partition Coefficient (PC); (2) Classification Entropy (CE); (3) Partition
Index (SC); (4) Separation Index (S); (6) Xie and Beni’s Index (XB); Dunn’s Index
(DI); (7) Alternative Dunn Index (ADI). For estimate optimal number of clusters for
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hard partitioning methods it is recommended to calculate DI and ADI. For estimate
optimal number of clusters for fuzzy partitioning methods there is no definitely sci-
entific or experimental recommendation, but the usage of PC and CE parameters, as
default, is proposed. The optimal number of clusters is at the maximum value of
parameters.

3.2 Fuzzy Partition Method

The data set is typically an observation of some physical process. Each observation
consists of n measured variables, grouped into an n-dimensional row vector xk = [xk1,
xk2,…, xkn]

T, xk 2 Rn. A set of N observations is denoted by X = {xk | k = 1, 2,…, N},
and is represented as an N x n matrix, a data set. Since clusters can formally be viewed
as subsets of the data set, the number of subsets (clusters) is denoted by c. Fuzzy
partition can be seen as a generalization of hard partition, it allows µik to attain real
values in [0, 1]. A N x c matrix U = [µik] represents the fuzzy partitions, its conditions
are given by:

lij 2 0; 1½ �; 1� i�N; 1� k� c ð1Þ

Xc

k¼1

lik ¼ 1 ; 1 � i � N ð2Þ

0 \
XN

i¼1

lik \N ; 1 � k � c ð3Þ

Let X = [x1, x2,…, xN] be a finite set and let 2 � c < N be an integer. The fuzzy
partitioning space for X is the set

Mfc ¼ U 2 <N x cjlik 2 0; 1½ �; 8i; k;
Xc

k¼1

lik ¼ 1; 8i; 0\
Xc

k¼1

lik\N; 8k
( )

: ð4Þ

The i-th column of U contains values of the membership function of the i-th fuzzy
subset of X. The Eq. (2) constrains the sum of each column to 1, and thus the total
membership of each xk in X equals one. The distribution of memberships among the
c fuzzy subsets is not constrained.

3.3 Fuzzy Maximum Likelihood Estimates Clustering Algorithm

The basic steps of the proposed hybrid algorithm for the fuzzy maximum likelihood
estimates (FMLE) clustering algorithm employs a distance norm based on fuzzy
maximum likelihood estimates proposed in [21], are summarized by the pseudo code
shown in Algorithm 1.
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In consistence with the theory, notice in previous subsection, Fuzzy Partition
Method, there is a set of data X specify c, choose a weighting exponent m > 1 and a
termination tolerance e > 0. Initialize the partition matrix with a more robust method. It
is important to mention that in Step 3. the distance to the cluster center (centroid) is
calculated on the basis of the fuzzy covariance matrices of the cluster.
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3.4 Testing the Hybrid Clustering Model – Iris Data Set

In order to test proposed hybrid fuzzy maximum likelihood estimates clustering
algorithm employs with distance norm based on fuzzy maximum likelihood estimates,
a well-known Iris data set, from UCI Machine Learning Repository is used [14]. It is
the data set most often used in scientific work [13, 22]. Iris data set has 150 samples, 4
attributes, and 3 classes. A case in point is famed iris data which has been widely used
as test data for clustering methods. Fifty specimens from each of three species of the
flower are described on the basis of four measurements. One of the species exhibits
distinctive values on two of the measurements and virtually any clustering method
succeeds; however, the other two species overlap, and they provide a challenge.

Also, there are many discussions in the scientific papers in terms of how many
classes are there in a data set. Some researchers report that Iris data set consists of 2, 3,
or 4 classes. Many different techniques are used (Fig. 1).

The proposed Gustafson-Kessel extension algorithm calculates seven different
coefficients to estimate the optimal number of clusters, and for Iris data set the
calculated values for three clusters are: PC: 0.8276; CE: 0.3113; SC: 0.0977; S:
9.6888e-004; XB: 5.3214; DI: 0.0271; ADI: 0.0060. On the other hand, the same
algorithm and the calculation is used for Iris data set and they are presented as: PC:
0.7617; CE: 0.4494; SC: 0.1308; S: 0.0011; XB: 3.9190; DI: 0.0247; ADI: 0.0044.
The technique Improved Covariance Estimation for Gustafson-Kessel Clustering
algorithm is employed in the extraction of the rules from data and estimation of the
optimal number of clusters for fuzzy partitioning methods. This particular algorithm is
used for calculating PC parameter (which should be as high as possible), which we
used for well-known Iris data set to prove that the optimal number of clusters is three,
as shown in Fig. 2. This experimental result is also supported by Calinski-Harabasz
criterion, by using two measures, the Calinski-Harabasz Index, known as the vari-
ance ratio criterion and Total within Sum of Squares, for choosing the suitable c,
number of clusters.

Fig. 1. Partition Coefficient (PC) and Classification Entropy (CE) for Iris data set to estimate the
optimal number of clusters
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It can be concluded that the proposed hybrid fuzzy maximum likelihood estimates
clustering algorithm appropriate fit for well-known Iris data set and the algorithm can
be tested, for example, with data set for diagnosing medical diseases (Table 1).

4 Experimental Results

The proposed hybrid fuzzy maximum likelihood estimates clustering algorithm was
further on, in our research, tested on medical data sets from UCI Machine Learning
Repository presented Table 2.

Fig. 2. Similarity of data for Iris data set calculated by hybrid fuzzy maximum likelihood
estimates clustering algorithm and presented with three clusters based on only the most important
features

Table 1. The coordinates centroids for Iris data set for: (1) whole data set; (2) selected the most
important features of the data set

Iris data set

Whole data set Important
features

Centroid 1 5.9089 4.1893 2.7763 1.2919 4.2384 1.3065
Centroid 2 5.0060 3.4280 1.4620 0.2460 1.4620 0.2460
Centroid 3 6.5555 2.9513 5.4969 1.9953 5.5723 2.0488

Table 2. The UCI Machine Learning Repository data sets used in this research

Data set
Instances Used instances Attributes Classes Miss data

Echocardiogram 132 105 12 2 Yes
Hepatitis 155 145 19 2 Yes
Liver Disorders 345 345 7 2 No
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4.1 Experimental Results Echocardiogram Data Set

In this research the missing data are removed and there are, therefore, 105 instances.
The experimental results for PC = 0.5827 and CE = 0.6046 for Echocardiogram Data
Set and estimated optimal number of clusters are presented in Fig. 3. Partition Coef-
ficient is maximal for two clusters and it is used in FMLE algorithm.

When the most important features (1 and 3) are used after 69 iterations, the
PC = 0.9857, CE = 0.0243, and Centroid 1: 27.61, 61.49; Centroid 2: 0.68, 68.05 are
given. For all data sets, PC and CE are given in previous paragraph and the centroids
are given by: Centroid 1: 25.36, 62.22, 10.48, 4.62 13.83 1.24; Centroid 2: 9.37 63.66
23.54 5.77 20.16 2.10. The comparison of the experimental results of classes given by
hybrid fuzzy maximum likelihood estimates clustering algorithm and the original given
classes shows the accuracy of 78%. The 82 instances out of 105 in data set have been
correctly evaluated.

4.2 Experimental Results Hepatitis Data Set

In this research, also, the missing data have been removed and there are, therefore, 146,
instead of 155, instances, with 19 attributes and two classes, as in original data set. The
experimental results for PC = 0.8432 and CE = 0.2742 for Hepatitis Data Set and
estimated optimal number of clusters are presented in Fig. 4. Partition Coefficient is
maximal for two clusters and it is used in FMLE algorithm.

Fig. 3. Partition Coefficient (PC) and Classification Entropy (CE) for Echocardiogram Data Set
to estimate the optimal number of clusters

Fig. 4. Partition Coefficient (PC) and Classification Entropy (CE) for Hepatitis Data Set to
estimate the optimal number of clusters
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For all data sets, PC and CE are given in previous paragraph and the centroids are
given by: Centroid 1: 1.32, 1.78, 2.75, 3.27; Centroid 2: 1.72, 1.81, 0.90, 3.98. The
comparison of the experimental results of classes given by hybrid fuzzy maximum
likelihood estimates clustering algorithm and the original given classes presents
accuracy of 79%. The 116 instances of 146 in data set have correct evaluation. When
the most important features (15 and 17) are used after 68 iterations, the PC = 0.9236,
CE = 0.1412, and Centroid 1: 0.91, 3.95; Centroid 2: 3.08, 3.31 are given in Fig. 5.

4.3 Experimental Results Liver Disorders Data Set

There are no missing data in Liver Disorders Data Set and therefore all 345 instances,
with 7 attributes and two classes, as in original data set.

The experimental results for PC = 0.5675 and CE = 0.8208 for Liver Disorders Data
Set and estimated optimal number of clusters and centroids are given by: Centroid 1: 68.03,
23.91, 21.19, 22.33, 2.54; Centroid 2: 74.60, 50.98, 35.49, 88.54, 6.06, are presented in
Fig. 6. Partition Coefficient is maximal for two clusters and it is used in FMLE algorithm.
When the most important features (1 and 2) are used after 228 iterations, the PC = 0.9446,
CE = 0.0932, and Centroid 1: 90.04, 87.44; Centroid 2: 90.20, 58.89.

Fig. 5. Similarity of data for Hepatitis data set calculated by hybrid fuzzy maximum likelihood
estimates clustering algorithm and presented with two clusters based on only the most important
features

Fig. 6. Similarity of data for Liver Disorder data set calculated by hybrid FMLE estimates
clustering algorithm and presented with two clusters based on only the most important features
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The comparison of the experimental results of classes given by hybrid fuzzy
maximum likelihood estimates clustering algorithm and the original given classes
shows that 202 out of 345 data set instances have been correctly evaluated, which
presents accuracy of 58%.

4.4 Discussion

The hybrid fuzzy maximum likelihood estimates clustering algorithm can detect clusters
of varying shapes, sizes and densities. The cluster covariance matrix is used in con-
junction with an “exponential” distance, and the clusters are not constrained in volume.

It can be concluded that the proposed hybrid fuzzy maximum likelihood estimates
clustering algorithm appropriate fit for well-known Iris data set. The proposed algo-
rithm includes the estimation of number of clusters tested with data set for diagnosing
medical diseases. In two experimental data sets which are used from domain of
diagnosis medical diseases both have very similar accuracy of 78%, but the third data
set has accuracy of 58%.

5 Conclusion and Future Work

The aim of this paper is to propose the new hybrid strategy for diagnosing medical
diseases. First, the algorithm is employed for the extraction of the rules from data and
proposed model to estimate the optimal number of clusters. The new proposed hybrid
approach is obtained by combining fuzzy partition method and maximum likelihood
estimates clustering algorithm employs by a distance norm based on fuzzy maximum
likelihood estimates.

Preliminary experimental results encourage the further research by the authors
because three experimental data sets in domain of diagnosing medical diseases have
accuracy: two of them have the accuracy of 78% and one has the accuracy of 58%. Our
future research will focus on creating new hybrid model combined evolutionary
techniques which will efficiently solve real-world data sets from the Clinical centre of
Vojvodina in Serbia.
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