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Preface

This volume of Lecture Notes in Artificial Intelligence (LNAI) includes accepted
papers presented at HAIS 2018 held in the beautiful city of Oviedo (Asturias), Spain,
June 2018.

The International Conference on Hybrid Artificial Intelligence Systems HAIS has
become a unique, established, and broad interdisciplinary forum for researchers and
practitioners who are involved in developing and applying symbolic and sub-symbolic
techniques aimed at the construction of highly robust and reliable problem-solving
techniques and being responsible the most relevant achievements in this field.

Hybridization of intelligent techniques, coming from different computational intel-
ligence areas, has become popular because of the growing awareness that such com-
binations frequently perform better than the individual techniques such as
neurocomputing, fuzzy systems, rough sets, evolutionary algorithms, agents and
multiagent systems, etc.

Practical experience has indicated that hybrid intelligence techniques might be
helpful for solving some of the challenging real-world problems. In a hybrid intelli-
gence system, a synergistic combination of multiple techniques is used to build an
efficient solution to deal with a particular problem. This is, thus, the setting of the HAIS
conference series, and its increasing success is the proof of the vitality of this exciting
field.

The HAIS 2018 International Program Committee selected 62 papers that are
published in this conference proceedings, with a percentage of acceptance about the
60% of the submissions.

The selection of papers was extremely rigorous in order to maintain the high quality
of the conference and we would like to thank the Program Committee for their hard
work in the reviewing process. This process is very important to the creation of a
conference of high standard and the HAIS conference would not exist without their
help.

The large number of submissions is certainly not only to testimony to the vitality
and attractiveness of the field but an indicator of the interest in the HAIS conferences
themselves.

HAIS 2018 enjoyed outstanding keynote speeches by distinguished guest speakers:
Prof. Antony Bagnall, Department of Computer Science, University of East Anglia,
UK, and Prof. Luciano Sanchez, Computer Science Department, University of Oviedo,
Spain.

HAIS 2018 teamed up with Sensors (MDPI) and the Logic Journal of the IGPL
Oxford Journals for a suite of special issues including selected papers from HAIS 2018.

Particular thanks go as well to the main sponsors of the conference, Startup OLE,
Government of Principado de Asturias, Government of the Local Council of Oviedo,
University of Oviedo, Computer Science Department at University of Oviedo,



VI Preface

University of Salamanca, who jointly contributed in an active and constructive manner
to the success of this initiative.

We would like to thank Alfred Hofmann and Anna Kramer from Springer for their
help and collaboration during this demanding publication project.

June 2018 Francisco Javier de Cos Juez
José Ramon Villar

Enrique A. de la Cal

Alvaro Herrero

Héctor Quintian

José Antonio Saez

Emilio Corchado
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Abstract. Motivated by the assumption that Semantic Web technologies,
especially those underlying the Linked Data paradigm, are not sufficiently
exploited in the field of financial information management towards the automatic
discovery and synthesis of knowledge, an architecture for a knowledge base for
the financial domain in the Linked Open Data (LOD) cloud is presented in this
paper. Furthermore, from the assumption that recommendation systems can be
used to make consumption of the huge amounts of financial data in the LOD
cloud more efficient and effective, we propose a deep learning-based hybrid
recommendation system to enable end user access to the knowledge base. We
implemented a prototype of a knowledge base for financial news as a proof of
concept. Results from an Information Systems-oriented validation confirm our
assumptions.

Keywords: Linked Open Data - Knowledge base - Ontology - Deep learning
Collaborative filtering - Content-based recommendation

1 Introduction

As the management of financial data moved from traditional desktop-based solutions
towards Web-based solutions diverse data sets became available across departments in
financial companies and even across different financial entities. A high price has been
paid, however: the emergence of several heterogeneous formats that make it difficult to
systematically manage an ever-increasing amount of financial data.

Thanks to their ability to enable computer systems to integrate, share, process and
interpret the information in the Web of documents, i.e., information formerly readable
by humans [1], Semantic Web technologies have gained momentum in the develop-
ment of software systems among different domains over the last decade.

Motivated by the assumption that Semantic Web technologies, especially those
underlying the Linked Data paradigm, are not sufficiently exploited in the research field
of financial information management towards the automatic discovery and synthesis of
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knowledge, an architecture for a knowledge base for the financial domain in the Linked
Open Data (LOD) cloud is presented in this paper. As stated by the DBPedia project,
knowledge bases are playing an increasingly important role in enhancing the intelli-
gence of Web and in supporting information integration.

Furthermore, recommendation systems have over the years proved to be effective in
overcoming the challenges related to the incredible growth of the information on the
Web. In this context, deep learning techniques, which can exploit massive amounts of
data, have recently gained much attention from recommender systems researchers after
companies such as Yahoo, YouTube and Google bet on these techniques in an attempt
to improve their recommendation quality [2].

From the assumption that these facts are true also in the case of the huge amounts of
financial knowledge in the LOD cloud, we proposed a deep learning-based hybrid
recommendation system as the means to enable end user access to the knowledge base.

One of the advantages of our knowledge base compared with others in the literature
is the integration of a recommendation system, which eliminates the need for the users
to known the underlying ontologies and use both an ontology language and a graph
query language. At the same time, this integration makes the proposed recommendation
system different from others in the literature. In fact, the results of the state-of-the-art
analysis carried out in this research suggest that recommendation systems have not yet
been sufficiently studied as a means to support knowledge bases in the Linked Data
cloud.

An Information Systems-oriented evaluation based on traditional Information
Retrieval metrics is used for the validation of the presented architecture.

The remainder of this paper is structured as follows: the fundamentals of the topics
of this research are described in Sect. 2. The architecture that is the salient contribution
of this paper is outlined in Sect. 3. Section 4 presents the evaluation method used for
validation purposes. Finally, conclusions are discussed in Sect. 5.

2 Background

2.1 Ontologies and Linked Data for the Financial Domain

Semantic Web technologies, specifically ontologies, have been deemed as a promising
way for the large-scale integration and access of financial data from disparate sources.
Ontologies, which can be defined as “formal explicit specifications of shared
conceptualizations” [3], provide a common vocabulary for a domain and define the
meaning of the terms and the relations between them. They also facilitate the retrieval
of contents and information. Moreover, Linked Data is a paradigm to expose, share and
link pieces of structured data on the Semantic Web (using ontologies) by relying on the
URI, XML and RDF technologies. There have been, however, few efforts toward the
automatic discovery and synthesis of financial knowledge by means of Linked Data.
For instance, HIKAKU [4] is an effort to enrich financial reporting practice by
linking heterogeneous financial data and tracing their provenance using the Linked
Data paradigm. It utilizes three main data sources: (1) XBRL standard-based data
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sources, (2) Linked Open Data (LOD) datasets from DBPedia (http://wiki.dbpedia.org/)
and crunchbase (https://www.crunchbase.com/) and (3) news media.

Furthermore, a method for publishing and linking financial data, which is called
“Financial Linked Data (FLD)”, was presented in [5]. This method uses the XBRL
standard to link facts to corresponding business reports and then publish these facts
using Linked Data principles. FLD also allows interlinking resulting financial data with
relevant external LOD datasets such as the Corporate and Individual Ownership
dataset.

The building of ontologies is key to the materialization of the vision of the
Semantic Web that is enabled by the Linked Data principles. Despite many proposals
for the automatic construction and maintenance of ontologies have arisen in the last few
years [6-8], these tasks are considered a pending issue in ontology engineering.

In this context, it is possible to distinguish three major categories of automatic
ontology building tasks: ontology learning and ontology evolution, which are beyond
the scope of this work, and ontology population. A particular case of ontology pop-
ulation that specifically concerns this work is ontology population from semi-structured
documents, such as XML, RSS and HTML documents.

Ontology population from semi-structured HTML documents has traditionally
received much attention from ontology engineering researches because most of the
content on the Web is provided by means of HTML-based Web pages in which tables
can be seen as the natural means to structure information about entities [9].

Various approaches for populating ontologies from semi-structured HTML docu-
ments that focus on HTML tables have been proposed to date. Nonetheless, a general
methodology for this task can involve the following phases: (1) crawl the Web in
search of HTML documents relevant to the domain of interest; (2) use Web wrappers to
process the tables within the HTML documents and extract information about occur-
rences of domain entities by regarding each table entry as an occurrence of an unknown
entity given by a set of pairs of a possible property name and the corresponding value;
(3) interpret each property name in a set as a predicate of an RDF triple, and each value
as an object of this predicate in the same triple; (3.1) match the domain entity repre-
sented by the table as a whole with the most proper concept in the ontology; interpret
the resulting concept as the subject common to all the outlined RDF triples [10].

2.2 Recommender Systems for Knowledge Bases
in the Linked Data Cloud

In order to extract information from knowledge bases in the Linked Data cloud, users
are first required to known the underlying ontologies and some ontology language,
such as RDF and OWL. They then need to use a graph query language, especially an
RDF graph query language, such as SPARQL. This coupled with the problem that
knowledge bases typically manage huge amounts of information cause users to be
overwhelmed, highlighting the need for end-user tools to facilitate the access and
consumption of these huge amounts of knowledge in the Linked Data cloud [11].
Since their conception, recommender systems have proved to be a natural solution
to the problem of the information overload on the Web [12], but they have not yet been
sufficiently studied as a means to support knowledge bases in the Linked Data cloud.
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As proved by companies like Yahoo, YouTube and Google, deep learning tech-
niques significantly improved traditional model-based CF techniques [13-15], which
are probably the most widely-used techniques in recommender systems at present [16].
Moreover, deep learning techniques can be applied to problems involving massive
amounts of data, which is the case of problems related to access and consumption of
knowledge from knowledge bases in the Linked Data cloud.

In this context, an approach to learning top-N recommendations from knowledge
graphs, which is called “entity2Rec”, was presented in [17]. In that work, graphs are feed
with linked open data, and a global user-item relatedness model, which is computed from
vector representations of the graph nodes, is proposed by relying on the “Adarank” and
“LambdaMART” learning to rank algorithms. Node vector representations are computed
using “node2vec”, a deep feature learning framework for networks, which is considered
an improvement over the “DeepWalk™ algorithm [18].

Furthermore, in [19] a unified framework for collaborative filtering and knowledge
base embedding, which is called “Collaborative Knowledge Base Embedding (KBE)” is
proposed to simultaneously learn items’ semantic representations from the knowledge
base and capture the implicit relations between users and items. Semantic representations
are automatically extracted by using deep learning embedding techniques.

Nonetheless, unlike these proposals, in this work the deep learning-based recom-
mendation techniques are not the end but the means to support a knowledge base.

3 Proposed Architecture

At a high level of abstraction, the architecture for the knowledge base for the financial
domain, which is the salient contribution of this paper, is composed of five major
components: (1) Domain Ontology, (2) Ontology Population Subsystem, (3) Knowledge
Repository, (4) Semantic Annotation Subsystem and (5) Recommendation Subsystem.
(see Fig. 1). The roles and associations between all these components are explained

below.

Vectorial Node
Represantation

User Query
Interface Processor

. Web
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Fig. 1. Proposed architecture.
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3.1 Domain Ontology

We have adapted a previous ontology of our research group in order to obtain an
ontology for the financial domain in the Linked Open Data (LOD) cloud [20]. This
ontology was manually designed using the OWL ontology language, and it covers four
top-level concepts: financial market, financial intermediary, asset and legislation. For a
more complete reference about this ontology, please refer to the aforementioned work.

In this adaptation process we basically have redesigned the ontology to conform to
the Linked Data principles. We reused vocabularies from the LOD cloud, specifically,
the DBPedia ontology and the Linked Chrunchbase ontology, as much as we could.
DBPedia provides a large dataset comprising around 50000 companies. It is, in the
words of Tim Berners-Lee, one of the more famous pieces of Linked Data as a project.
Linked Chrunchbase (http://km.aifb.kit.edu/services/crunchbase/) is a Linked Data
server for Chrunchbase, an open database about innovative companies and people that
is an ideal source of data about funding rounds, investors and acquisitions.

In particular, we reused the “Company” class defined in the DBPedia ontology,
whose IRI reference is “http://dbpedia.org/ontology/Company”. Some other classes
from the same ontology were also reused to cover bottom-level concepts in our Domain
Ontology, such as currencies (the “Currency” class) and laws (the “Law” class), where
currencies, as well as companies, are considered to be (types of) investment assets (the
Investment_Asset own class).

We accordingly reused the “Investment” class defined in the Linked Chrunchbase
ontology. From the same ontology we also reused the News class, whose IRI reference
is “http://ontologycentral.com/2010/05/cb/vocab#News”, to cover a concept that will
be crucial to the validation of the proposed architecture.

3.2 Ontology Population Subsystem and Knowledge Repository

The Ontology Population Subsystem extracts some information from semi-structured
HTML documents gathered from a financial website, such as the Yahoo! Finance
website, and creates RDF triples according to the schema represented by the Domain
Ontology. The populated ontology, or rather, the populated Knowledge Repository is
the foundation of an up-to-date knowledge base for the financial domain in the LOD
cloud.

We have implemented the Ontology Population Subsystem in a series of modules
based on the general methodology for populating ontologies that was outlined in
Sect. 2.1 of this paper: (1) a Web Crawler, (2) a Web Wrapper Factory and (3) an RDF
Mapper as well on a previous work of our research group [21].

The Web Crawler is in charge of constantly gathering HTML-based documents
from a number of different sources, e.g., the World Indices Page and the Index
Components Page of the Yahoo! Finance website. One concrete Web Wrapper needs to
be used to process one kind of collected documents and extract information of possible
interest about different individuals of a predefined class in the Domain Ontology from a
target HTML table. This information is internally represented using an XML-based
format.
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The elements in an XML document object generated by a concrete Web Wrapper
are finally used by the RDF Mapper to create RDF triples. The Apache Jena framework
has been used for that purpose. Each possible property name represented by an attribute
name in an XML element must be specifically mapped to the name of an actual
property in the Domain Ontology. We have proposed to identify the name of the
matching ontology property for each XML attribute name by finding the pair of names
between which the Levenshtein distance is minimum. Because the class that individ-
uals represented in an XML document object belong to is known beforehand, an RDF
triple can be created for each XML element by interpreting the matching property name
as the predicate, the corresponding value as the object and the predefined class as the
subject.

Moreover, we have used the full text search capability from the SPARQL imple-
mentation of the RDF store behind the DBPedia dataset to interlink our dataset with the
aforementioned one. We have specifically searched for semantically similar individuals
of the “Company” class and created owl:sameAs statements accordingly, thus con-
forming to the principle of Linked Data that the value of the data increases as it is
interlinked.

By relying on the families of XML-based Web Wrappers, the Ontology Population
Subsystem is intended to be easily adapted for use with different HTML-based websites
providing semi-structured financial data in table structures in a seamless manner.

The Knowledge Repository, which is based on the OpenLink Virtuoso’s RDF
quadstore, the open source edition of the Virtuoso Universal Server’s RDF quadstore,
is responsible for storing the RDF triples created by the Ontology Population
Subsystem.

In detail, the RDF triples are stored in a named graph whereas the schema (the
Domain Ontology) is serialized in RDF/XML format and stored in a second named
graph. Furthermore, thanks to the RDFS and OWL reasoning capabilities of the
SPARQL implementation of the OpenLink Vrtuoso’s RDF quadstore, any third-party
user and application is allowed to “on the fly” infer, through SPARQL, additional RDF
triples from the triples and the associated axioms (the schema) that are physically
stored.

3.3 Semantic Annotation Subsystem

The Semantic Annotation Subsystem is in charge of automatically creating semantic
annotations for financial news using concepts from the Domain Ontology. A prerequisite
for this task is to continuously crawl the Web in search for news as in the case with
the Ontology Population Subsystem’s Web crawler. Although the functionality of the
Semantic Annotation Subsystem is described here in the context of semantic annotation
of news, which is crucial to the proof of concept proposed in this paper, it can be
exploited for semantic annotation of any kind of financial document.

In general, we have used the General Architecture for Text Engineering (GATE)
framework to implement an ontology-based semantic annotation process comprising
two major phases: linguistic preprocessing and Named Entity Recognition (NER) [22].

With respect to NER we have used a gazetteer-based approach. In particular, a
gazetteer, which is dynamically generated from the RDF triples in the Knowledge
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Repository, is matched against the processed documents to find mentions in text
matching knowledge entities (individuals of classes of the ontology and classes
themselves). It is essential for this to preprocess the RDF dataset as with the corpus of
documents. The aim in this case is to extract human-understandable lexicalizations
from knowledge entity names as well as from datatype property values including values
of the “rdfs:label” property.

3.4 Recommendation Subsystem

The Knowledge Repository can be queried by users using keyword-based queries.
A query preprocessing phase is first required to generate a candidate set of financial
news. Its particularity lies in the search for synonyms for the lexemes that are obtained
from the user query as a result of a morphological analysis. Some lexical databases
such as Wordnet are exploited for that purpose. They were also used at design time to
obtain synonyms for the terms assigned to the classes in the Domain Ontology. Both
synonyms and terms were included as labels of the classes (values of the “rdfs:label”
property).

The candidate set of news is generated by matching the synonyms and lexemes
against the labels in the Knowledge Repository to detect knowledge entities and
selecting all the news that are annotated with these entities.

The relatedness between a user querying the knowledge base (the active user) and
each of the news (items) in the candidate set needs to be then computed. The aim is to
filter out such items preferred by other users who have preferred less items of the active
user and such items sharing less features with items preferred by the active user in the
past. This recommendation approach is based on the one proposed in [17].

In order for the Recommendation Subsystem to compute active user-item relat-
edness (see Formula 1) it is necessary to learn vectorial node representations from the
graph in the Knowledge Repository storing individuals of classes of the Domain
Ontology (the data graph). This task is feature-specific. It must be therefore carried out
over a subgraph of the data graph by considering one property at a time. There are
features encoding collaborative filtering information and features encoding content
information, the former are represented by the “likes” object property, whose domain is
the “User” class of the Domain Ontology. The vectorial representations are in fact
computed by simulating random walks on the subgraphs using the “node2vec” deep
feature learning algorithmic framework [23].

According to the paragraph above, users interact with the Recommendation Sub-
system to implicitly provide positive feedback on the recommended news by actually
viewing them.

. s (%, (1), %, () ifp = ‘likes’
u,i) = . , . 1
CACY) { 7‘&1(“)' Zi’em () s(xp(l),xp(l’)) otherwise (1)
Where R+(u) are the items (i) liked by the active user u in the past, s is the adjusted
cosine similarity metric, xp(u), xp(i) and xp(i") are the property-specific vector
representations.
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We have proposed to then adjust each property-specific relatedness score by a
normalized weighting factor as follows: if the knowledge entities identified from the
expanded user query are classes of the Domain Ontology, then a greater weighting
factor is given to the object properties in which the domain is the “News” class and the
range is represented by these classes. Otherwise a greater weighting factor is given to
the “likes” object property. The weighting factors need to be experimentally
established.

The actual relatedness scores are finally calculated by using the adjusted
property-specific relatedness scores as the features of a global active user-item relat-
edness model that needs to be learnt to provide recommendations. This is done by
finding the parameters 0 of a function f of the property-specific scores p(u, i) and of a
set of parameters 6 that optimize the top-N item recommendation as a supervised
learning to rank problem. We have used the “LambdaMART” algorithm [24] as the
ranking algorithm.

The subset of the N financial news in the candidate set that have the top-N best
global relatedness scores is presented to the user in descending order as the result of the

query.

4 Evaluation

We conducted a user study in which ten undergraduate students of the University of
Murcia interacted with a prototype of a knowledge base for the financial domain
implemented from the proposed architecture. Each student set up their preferences by
freely searching and reading financial news. At this point in the study the Recom-
mendation Subsystem was configured to not carry out any filtering process during the
training phase of the ranking algorithm.

Once the Knowledge Repository was populated with preferences information, a
group of three volunteers from the department of Informatics and Systems at the
University of Murcia selected 20 news unknown to the students, and they also wrote a
keyword-based query for the students to interact with the knowledge base prototype
once again. The students manually classified each of the news selected as either rel-
evant or non-relevant to their preferences in the context of the predefined user query. At
this point in the study the Recommendation Subsystem was able to actually filter the set
of selected news from the preferences information.

The Ontology Population Subsystem was configured to extract financial informa-
tion from semi-structured HTML documents gathered from the website of the “Bolsa
de Madrid”, which allowed the knowledge base prototype to deal with news about the
Spanish Stock Market.

It is worth mentioning that this user study was actually repeated 10 times as an
offline experiment with the aim of establishing the normalized weighting factors for the
calculation of the property-specific user-item relatedness scores.

During a second stage of this evaluation, we implemented three alternative approa-
ches of our recommendation approach (called baseline approaches). For that purpose, we
alternately used “DeepWalk™ as an alternative network-based feature learning algorithm
and the cosine similarity metric as an alternative vector similarity metric in calculating the
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property-specific relatedness scores. We then recreated the user study. We specifically
carried out a new offline experiment by leveraging the already generated dataset (user
preferences). We also leveraged the classifications (relevant/not relevant) provided by the
participants for the news of the sample already selected. Finally, we were able to generate
three additional lists of recommendation results for each simulated student using the
baseline approaches. These recommendation results were compared with the results
already produced by our recommendation approach.

Table 1 depicts the results of the calculation of the Recall, Precision and F1 score
measures and the input parameters used in each case for the corresponding formulas.
These results actually correspond to the best ranked iteration of the offline experiment
carried out during the first stage of the evaluation.

Table 1. Results of Recall, Precision and F1 score calculation for the proposed approach.

Relevant Non-relevant Recom. | Recall | Prec. | F1 score
User | System-hits | User | System-errors

14 |10 6 2 12 0.833 |10.714 | 0.769
12 9 8 2 11 0.818 | 0.750|0.783
13 |11 7 3 14 0.786 |0.846 | 0.815
14 |10 6 4 14 0.714 10.7140.714
13 |11 7 4 15 0.733 |1 0.846 | 0.786
14 |10 6 4 14 0.714 |0.714 0.714
13 |10 7 3 13 0.769 |0.769 | 0.769
12 9 8 2 12 0.818 | 0.750|0.783
12 |10 8 3 13 0.769 | 0.833 | 0.800
11 9 9 3 12 0.750 {0.818 |0.783
Average 0.771 10.776 | 0.772

Table 2 depicts the results of the comparative analysis carried out during the second
stage of the evaluation. These results are given in terms of average Recall, Precision

and F1 score values.

Table 2. Results of the comparative analysis.

Approach

Avg. Recall | Avg. Prec.

Avg. F1 score

DeepWalk + cosine sim.

DeepWalk + adjusted cosine sim.

node2vec + cosine sim.

node2vec + adjusted cos. sim. (our approach)

0.710
0.755
0.732
0.771

0.729
0.760
0.744
0.776

0.719
0.756
0.738
0.772

According to the results from Table 1, the average Recall value of the proposed
recommendation approach is 0.771 (77.1%), whereas its average Precision value is
0.776 (77.6%). In particular, in the best-case scenario in terms of Precision, 11 out of
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13 news recommended by the proposed recommendation approach were actually news
judged as relevant by students, which is equivalent to a Precision value of 0.846
(84.6%), whereas in the worst-case scenario in the same terms, only 10 out of 14 news
recommended were actually relevant news, which is equivalent to a Precision value of
0.714 (71.4%). According to the results from Table 2, our recommendation approach
achieved slightly higher average Precision and Recall measures than the three baseline
approaches. In particular, Precision was improved by 6.45% with respect to the
“DeepWalk+cosine sim.” baseline approach (the best-case scenario), and it was
improved by 2.11% with respect to the “DeepWalk+adjusted cosine sim.” baseline
approach (the worst-case scenario).

5 Conclusions and Future Work

Starting from the realization that the exploitation of the Semantic Web technologies,
especially ontologies and those underlying the Linked Data paradigm, represents an
area of opportunity for the automatic discovery and synthesis of knowledge in the
financial domain, in this paper we presented an architecture for a knowledge base for
the financial domain in the Linked Open Data (LOD) cloud. The architecture relies on a
domain ontology, which was manually designed by reusing existing vocabularies from
the LOD cloud as well as on the functionality of a semantic annotation subsystem that
can be used for semantically annotating any kind of financial document. Furthermore,
from the realization that the use of recommendation systems to support knowledge
bases has not yet been sufficiently studied, we proposed a deep learning-based hybrid
recommendation system to enable end user access to the knowledge base.

We implemented a prototype of a knowledge base for financial news based on the
presented architecture. We used an Information Systems-oriented evaluation for vali-
dation purposes. According to the results obtained, recommendation systems can be
used to make access to LOD-based knowledge bases more transparent by eliminating
the need for knowing underlying schemas and using ontology and query languages.
Moreover, recommendation systems can be used to actually make consumption of the
huge amounts of knowledge in the LOD cloud more efficient and effective in terms of
the quality of the retrieval output.

For future work, we have planned to repeat the evaluation presented in this paper
using larger training and testing datasets to assess the extent to which our conclusions
on Recall and Precision are valid in such conditions. We believe, however, that the
behavior of these measures will remain more or less stable thanks to the query pre-
processing operation that is performed by the recommendation subsystem. Likewise,
we have planned to validate our proposal using a complementary Decision Support
Systems-oriented evaluation. This will allow us to determine the quality of the support
for accessing and consuming financial knowledge in the LOD cloud as it is perceived
by end users.
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Abstract. Massive data growth in recent years has made data reduction
techniques to gain a special popularity because of their ability to reduce
this enormous amount of data, also called Big Data. Random Projection
Random Discretization is an innovative ensemble method. It uses two
data reduction techniques to create more informative data, their pro-
posed Random Discretization, and Random Projections (RP). However,
RP has some shortcomings that can be solved by more powerful meth-
ods such as Principal Components Analysis (PCA). Aiming to tackle this
problem, we propose a new ensemble method using the Apache Spark
framework and PCA for dimensionality reduction, named Random Dis-
cretization Dimensionality Reduction Ensemble. In our experiments on
five Big Data datasets, we show that our proposal achieves better pre-
diction performance than the original algorithm and Random Forest.

Keywords: Big Data - Ensemble - Discretization + Apache Spark
PCA - Data reduction

1 Introduction

Nowadays everything is constantly creating and storing data. In 2014 IDC pre-
dicted that by 2020, the digital universe will be 10 times as big as it was in 2013,
totaling an astonishing 44 zettabytes'. Big Data is not only a huge amount of
data, but a new paradigm and set of technologies that can store and process
this data. This scenario becomes particularly important using data reduction
techniques [10]. These techniques are frequently applied to reduce the size of the
original data and to clean some errors that it may contain [8,9].

Ensembles are methods that combine a set of base classifiers to make predic-
tions [5]. These classifiers have been proven to be accurate and diverse. Ensem-
bles of decision trees like Random Forest [2] are well known for creating diverse

! IDC: The Digital Universe of Opportunities. 2018 [Online] Available: http://www.
emc.com/infographics/digital-universe-2014.htm.
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decision trees. This diversity is usually introduced via randomization. Through
small changes in input data, diverse decision trees are created and better ensem-
bles are obtained.

This principle is followed by Ahmad and Brown in [1]. Random Projec-
tion Random Discretization (RPRD) is an ensemble method that applies two
data reduction techniques, Random Discretization (RD) and Random Projection
(RP) [12], to the input data and joins the results to create a more informative
dataset. However, despite its good performance against other popular ensemble
methods, it still has three main drawbacks: (1) As the projected dimension is
decreased, as it drops below log k, random projection suffers a gradual degrada-
tion in performance [3]. (2) RP is highly unstable, different random projections
may lead to radically different results [6]. (3) RPRD is not prepared for working
with Big Data.

In order to fill this gap and inspired by the RPRD ensemble algorithm, we
propose a new ensemble method under Apache Spark using PCA, called Random
Discretization Dimensionality Reduction Ensemble (RD?R) for Big Data. In our
design we use PCA instead of RP for improving the dimensionality reduction
step.

To show the effectiveness of our approach, we have carried out an experimen-
tal evaluation with five large datasets, namely poker, SUSY, HIGGS, epsilon and
ECBDL1/. These datasets have very different properties and allow us to test all
aspects of our implementation. Finally, we show a comparative study of the per-
formance of RD?R, RPRD and Random Forest. Spark’s implementation of the
algorithm can be downloaded from the Spark’s community repository?.

The remainder of this contribution is organized as follows: Sect.2 outlines
the main concepts of the RPRD Ensemble. Section 3 explains the new ensemble
design based on PCA. Section 4 describes the experiments carried out to check
the effectiveness of this proposal. Finally, Sect.5 concludes the contribution.

2 Background

In this section we first introduce the RPRD Ensemble algorithm used as reference
in our ensemble interpretation and its two components, RD and RP. Finally we
describe the MapReduce Model.

2.1 Random Discretization

Discretization is the process of partitioning a set of continuous attributes into
discrete attributes by associating categorical values to the intervals [7]. To create
s categories we need s — 1 different intervals. There are different methods to
create these intervals, some of them based on evolutionary optimization [14],
implemented in Apache Spark. The main problem is that they create the same
discretized dataset after different executions. In an ensemble some randomization
is necessary in order to introduce diversity to the decision trees.

2 https:/ /spark-packages.org/package/djgarcia/RD2R.
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In RD randomization is introduced to the discretization process. First s — 1
data points are randomly selected from the training data to create s categories.
Then for each feature, every s — 1 data points are sorted. Finally the dataset is
discretized into s categories using these s—1 sorted data points. These thresholds
are selected randomly each iteration of the ensemble.

2.2 Random Projection

The objective of dimensionality reduction techniques is to produce a compact
low-dimensional encoding of a given high dimensional dataset. In RP, the original
m-dimensional data is projected to a d-dimensional (d << m) subspace through
the origin, using a random d x m matrix R whose columns have unit lengths,
and whose elements 7; ; are often Gaussian distributed. Using matrix notation
where X ,,,«n is the original set of N m-dimensional observations,

RP
Xd><N = Rdmeme

is the projection of the data onto a lower d-dimensional subspace. The key idea of
random mapping arises from the Johnson-Lindenstrauss lemma [12]: if points in
a vector space are projected onto a randomly selected subspace of suitably high
dimension, then the distances between the points are approximately preserved.

2.3 Random Projection Random Discretization Ensembles
and Classification

RD and RP perform data reduction, but have different mechanisms; RD per-
forms random discretization whereas RP creates new features that are the linear
combinations of the original features. RPRD ensemble was based on the idea
that both RP and RD can be combined to create a better ensemble method.
In each iteration RD and RP are performed on the input data, then the results
are fused. Finally a decision tree is trained using this new data. This results in
better trees compared to the original data as they have more features to select
at each node.

In the prediction phase a data point is converted into a m + d dimensional
data point using the corresponding values of RD and RP for the iteration. Then
the probabilities of each class are calculated by the decision tree. Finally the
confidence value for each class is calculated. The class with the highest confidence
value will be the class of the data point.

2.4 MapReduce Model

MapReduce is a framework designed by Google in 2003 [4]. This model is com-
posed of a Map procedure that performs a transformation, and a Reduce method
that performs a summary operation. The workflow of a MapReduce program is
as follows: first the master node splits the dataset and distributes the results
across the cluster. Then each node applies the Map function to the local data.
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After that process is finished the data is redistributed based on the key-value
pairs generated in the Map phase. Once the data has been redistributed so that
all pairs belonging to one key are in the same node, it is processed in parallel [15].

Apache Hadoop? is the most popular open-source framework for large-scale
data storing and processing based on the MapReduce model. The framework
is designed to handle hardware errors automatically. In spite of its popularity
and performance, Hadoop presents some important limitations [13]: poor per-
formance on online and iterative computing, low inter-communication capacity
and insufficiency for in-memory computation.

Apache Spark? is an open-source framework built around speed, ease of use
and in-memory computation [11]. Spark’s core concepts are Resilient Distributed
Datasets (RDDs) [17]. RDDs are a distributed and immutable memory abstrac-
tion, they can be described as a collection of data partitioned across the clusters.
RDDs support two types of operations: transformations, which are not evalu-
ated when defined and will produce a new RDD. And actions, which evaluate
and return a new value. When an action is called on a RDD, all the previous
transformations are applied in parallel to each partition of the RDD.

3 Random Discretization Dimensionality Reduction
Ensemble

In this section, we present the design of the ensemble by using a more powerful
method like PCA, proving its performance over big real-world problems.

For the implementation of the algorithm, we have used some basic Spark
primitives. Here, we outline those more relevant for the algorithm:

— map: Applies a transformation to each element of a RDD and returns a new
RDD representing the results.

— zip: Joins one RDD with another one.

— zipWithIndex: Zips a RDD with its element indices.

— lookup: Returns the list of values in the RDD for a given key.

RDZ2R has two phases, learning and prediction. In the learning phase we train
a model from the input data and in the prediction phase, we apply this model to
the test data in order to obtain a prediction. In the learning phase we discretize
the training data using RD. As RDDs are unsorted by nature, to select a spe-
cific instance for the RD method it performs the zipWithIndex operation to the
RDD in order to add an index to each instance. With the added index we can get
the values of the features using the lookup operation. For iterating through every
instance and to discretize them, Spark’s map function is used. Once RD has been
performed, PCA is also applied to the training data with a random value of prin-
cipal components in the interval [1, m — 1] (m number of features). Finally we join
the results with the zip function and learn a decision tree using this new dataset.
We repeat this process L times, L the size of the ensemble.

3 Apache Hadoop Project 2018 [Online] Available: https://hadoop.apache.org/.
4 Apache Spark Project 2018 [Online] Available: https://spark.apache.org/.
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Fig. 1. RD?R learning phase flowchart

In Fig. 1 we can see a flowchart of the RD?R learning phase process.

In the prediction phase we discretize the data point with the cut points
obtained in the learning phase and perform PCA with the model obtained pre-
viously. Then we predict the probability of the data point belonging to each
class. We repeat this process L times. Finally we add all probabilities. The class
with the largest probability will be the class of the data point.

Our algorithm is divided into two procedures explained in two sections as
follows: Sect. 3.1 describes the learning phase. And Sect. 3.2 provides details of
the prediction phase.

3.1 Learning Models Phase

Algorithm 1 explains the learning phase in the ensemble. The algorithm dis-
cretizes using RD method and performs PCA, both with the training data, then
joins the result of both methods to create a new dataset. Then a decision tree
is learned with this new data. It requires the following as input parameters: the
dataset, the size of the ensemble and the number of bins for the discretization.

The first step is to perform RD. First we calculate the thresholds for the dis-
cretization. With these thresholds the data is discretized through a Map function.
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Algorithm 1. Main RD?R algorithm

1: Input: data: an RDD of type LabeledPoint (features, label), L: the size of the
ensemble and s: the number of categories for the discretization.

2: Output: The model created, an object of class RD2RModel

3: for i =0...L do

4: Random Discretization

5 cutPoints(i) < get_cut_points(data, s)

6: rdData «—

7 map ! € data

8: for ¢ = 0...size(l) — 1 do

9: I — discretize(l(c), cut Points(i)(c))
10: end for

11: end map

12: PCA

13: d — random(1, size(data) — 1)

14: pcaModels(i) — PC A(data, d)

15: pcaData — transform(data, pcaModels(7))

16: rd2rData «— zip(rdData, pcaData)

17: trees(i) <« decisionTree(rd2rData)

18: end for

19: return(RD2RModel(L, cut Points, pcaM odels, trees))

It iterates through every feature and assigns a discrete value depending on the
feature’s value and the thresholds selected. The second step is to perform PCA.
First we select a random number d in the interval [, m — 1] (m number of
features). Then we project the data to a lower dimensional space using PCA,
keeping only the first d principal components. The final step is to fuse the results
from RD and PCA, and to learn a decision tree with it. We repeat this process
L times, saving the cut points, the PCA models and the trees created at each
iteration. Once all the trees have been trained, the model is created and returned.

Algorithm 2 describes the process of selecting the thresholds for the dis-
cretization. First we select s — 1 random numbers in the interval [0, n] (n the
number of instances in the data). Then we add an index to each instance in the
dataset in order to get the values of the features we have selected in the previous
step. The next step is to get those values, sort them and check if they are all
equal. This process is described as follows: first we transpose the thresholds array
in order to access to the cut points of each feature through a Map function, and
add an index to each threshold. Then we iterate through the thresholds using
a Map function. The cut points are sorted and checked if they are different. If
they are all equal, we get all the different values for that feature, then take s — 1
points randomly and finally sort them. The result is a list of the thresholds for
each feature, which is returned to the main algorithm as cutPoints.

3.2 Prediction Phase

Algorithm 3 explains the prediction phase in the ensemble. The algorithm dis-
cretizes using RD and performs PCA on the test data point using the cut points
and the models for PCA provided the same way as was described in the main
procedure. Then the results of the two methods are joined and then predicted
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Algorithm 2. Function to select the cut points for a given dataset (get_cut_points)

: Input: data: an RDD of type LabeledPoint (features, label) and s: the number of thresholds.
: Output: An array with thresholds for each feature
instances — get_random_array(s — 1, size(data))
indexData — zipWithIndex(data)
for i =0..s — 1 do
values — lookup(index Data,instances(i))
end for
: thresholds «— zipWithIndex(transpose(values))
: cutPoints «—
: map (I,4) € thresholds
feature «— sorted(distinct(l))
if size(feature) =1 then
col — distinct(get_feature_values(data, i))
sorted(take_random(s — 1, col))
else
feature
end if
: end map
: return(cut Points)

SRR A >
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Algorithm 3. RD2RModel algorithm
1: Input: L: the size of the ensemble, cutPoints: the thresholds, pcaModels: the models for
performing PCA and trees: the models of the trained trees.
2: Output: The class of the data point.
3: function TEST(test : Labeled Point)

4: rawPredictions <+ 0

5 for i =0...L do

6: rd«— 0

7 for ¢ = 0...size(test) — 1 do

8: rd(c) < discretize(test(c), cut Points(i)(c))
9: end for

10: peaTest «— transform(test, pcaModels(i))

11: rd2r Data «— zip(rd, pcaTest)

12: rawPredictions «— rawPredictions + predict(trees(i), rd2r Data)
13: end for

14: label — maz_index(raw Predictions)

15: return(label)
16: end function

with the corresponding tree. The tree gives the probabilities for each class. These
probabilities are added to a list of predictions at each iteration. The class with
the greatest probability is selected. It selects the index of the maximum proba-
bility for an instance as a decision.

4 Experimental Results

This section describes the experiments carried out to show the performance
of RD?R for Big Data algorithm in five huge problems. We carried out the
comparative study of RD?R method facing the original proposal, and MLIib’s
implementation of Random Forest. RPRD ensemble algorithm have been also
implemented in Apache Spark.
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4.1 Experimental Framework
Five huge classification datasets are used in our experiments:

— Poker hand dataset, which has 1,025,000 instances with 11 attributes. Each
record is an example of a hand consisting of five playing cards drawn from a
standard deck of 52.

— SUSY dataset, which consists of 5,000,000 instances and 18 attributes. The
task is to distinguish between a signal process which produces supersymmetric
(SUSY) particles and a background process which does not.

— HIGGS dataset, which has 11,000,000 instances and 28 attributes. This
dataset is a classification problem to distinguish between a signal process
which produces Higgs bosons and a background process which does not.

— Epsilon dataset, which consists of 500,000 instances with 2,000 numerical fea-
tures. This dataset was artificially created for the Pascal Large Scale Learning
Challenge in 2008.

— ECBDL14 dataset. This dataset was used as a reference at the ML competi-
tion of the Evolutionary Computation for Big Data and Big Learning under
the international conference GECCO-2014. It consists of 631 characteristics
and 32 million instances. It is a binary classification problem where the class
distribution is highly imbalanced: 2% of positive instances. For this problem,
the Random OverSampling (ROS) algorithm used in [16] was applied in order
to replicate the minority class instances until the number of instances for both
classes was equalized, summing a total of 65 million instances.

The experiments were conducted following 5 fold cross-validation and three
different sizes of ensembles: 10, 50 and 100 iterations.

We have established 5 intervals for RD, the same for RPRD. For RPRD
method, recommended values are used (5 bins for RD, the number of new features
created by using RP d as 2(log, ¢) where ¢ is the number of features, and the
elements r;; of the Random Matrix R are Gaussian distributed.) For Random
Forest, default values are used (featureSubsetStrategy = “auto”, impurity =
“gini”, maxDepth = 5 and maxBins = 32).

As evaluation criteria, prediction accuracy is used to evaluate the accuracy
produced by the predictors (number of examples correctly labeled as belonging
to a given class divided by the total number of elements). As ECBDL14 dataset
is highly unbalanced, we have used the True Positive Rate (TPR) and True
Negative Rate (TNR) TPR-TNR metric.

For all experiments we have used a cluster composed of 14 computing nodes.
The nodes hold the following characteristics: 2 x Intel Core i7-4930K, 6 cores
each, 3.40 GHz, 12 MB cache, 4 TB HDD, 64 GB RAM. Regarding software, we
have used the following configuration: Hadoop 2.6.0-cdh5.10.0 from Cloudera’s
opensource Apache Hadoop distribution, Apache Spark and MLIib 2.2.0, 252
cores (18 cores/node), 728 RAM GB (52 GB/node).
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4.2 Experimental Results and Analysis
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Along this section we show the test accuracy values for 5 fold cross-validation.

Table 1. RD vs PCA vs RD?R vs RPRD Test Accuracy
Dataset Trees | RD PCA RD?R RPRD
Poker 10 | 54.73(40.43) | 54.68(40.24) | 55.07(+0.19) | 53.84(=0.26)
50 | 54.76(£0.49) | 54.81(£0.13) | 54.92(£0.20) | 53.82(=£0.25)
100 | 54.73(+0.28) | 54.76(40.28) | 54.97(+0.23) | 53.82(40.07)
SUSY 10 | 78.00(£0.09) | 75.30(££0.20) | 78.31(£0.07) | 78.19(40.05)
50 | 78.26(+0.04) | 74.97(+0.08) | 78.47(£0.09) | 78.28(+0.09)
100 | 78.31(£0.07) | 75.31(40.34) | 78.49(+£0.03) | 78.35(40.08)
HIGGS 10 | 68.64(40.25) | 60.10(£2.01)  68.75(+0.56) | 68.36(=+0.09)
50 |68.98(£0.15) | 60.44(40.76) | 69.28(+0.18) | 69.01(+0.13)
100 |69.17(£0.12) | 60.81(40.25) | 69.35(£0.10) | 69.22(40.17)
Epsilon 10 | 68.78(+0.39) | 78.14(40.09) | 78.57(+0.37) | 68.64(+0.33)
50 |69.04(£0.19) | 78.14(40.09) | 78.57(£0.25) | 69.10(10.27)
100 | 69.22(£0.25) | 78.14(%£0.09) | 78.58(%0.27) | 69.31(40.29)
ECBDL14* | 10 0.1884 0.2400 0.4742 0.4735
50 0.1885 0.2410 0.4717 0.4775
100 0.1880 0.2415 0.4742 0.4757

#For this dataset TPR-TNR metric is being used.

Table 1 compares the accuracy values in prediction obtained by RD?R and
RPRD for the five datasets using a Decision Tree as a classifier. To prove that
the combination of RD and PCA produces a better ensemble method, we also
show the prediction accuracy for both RD and PCA independently. According to
these results, it is demonstrated that the combination of RD and PCA produces a
better ensemble method than RPRD. This improvement is especially important
in the Epsilon dataset, where there is a difference of 10% more accuracy. We
can assert that ensembles of 10 trees are the best choice as the improvement in
prediction with 5 and 10 times more trees is minimal. The ensemble also proves
to be very stable, as there is little or no improvement in bigger ensemble sizes.

Table 2 compares the accuracy values in prediction obtained by RD?R with
10 trees and Random Forest with 200 and 500 trees. We show that our algorithm
also outperforms Random Forest. Even with big ensembles with up to 500 trees,
Random Forest can not match or outperform RD?R with 10 trees.

In Figs.2 and 3 we can see a graphic representation of the test accuracy of
RD, PCA, RD?R, RPRD and Random Forest.

Table 3 shows learning runtime values obtained by RD?R, RPRD (all two
with 10 trees) and Random Forest. As we can see, for datasets with a small
number of features RD?R performs faster than RPRD algorithm. Epsilon and
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Test Accuracy

Dataset RD?R 10 RF 200 RF 500
Poker 55.07(£0.19) | 51.56(+0.98) | 51.61 (£0.97)
SUSY 78.31(40.07) | 77.73(£0.04) | 77.76(10.07)
HIGGS 68.75(10.56) | 67.98(+0.12) | 67.94(10.13)
Epsilon 78.57(£0.37) | 73.24(£0.32) | 73.41(10.22)
ECBDL14% | 0.4742 0.4642 0.4634
05
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Table 2. RD?R vs Random Forest Test Accuracy

HIGGS, SUSY and epsilon datasets

ECBDL14 dataset

Table 3. Learning Time Values in Seconds

Dataset RD?R 10| RPRD 10 | RF 200 | RF 500
Poker 159 169 112 294
SUSY 193 328 161 351
HIGGS 248 604 143 325
Epsilon 2,048 338 79 124
ECBDL14 | 22,093 12,607 1,664 4,460

-8~ ECBDL14
RF 500

accuracy in

ECBDL14 datasets represent a challenge for PCA, as they have a very large
number of features to compute. RP performs a matrix multiplication whilst
PCA has to compute the principal components of 2,000 features in the case of
the epsilon dataset. However the performance improvement obtained by RD?R
over RPRD and Random Forest justifies this result.
Table4 shows prediction runtime values for one test example obtained by
RD?R, RPRD (all two with 10 trees) and Random Forest. As we can see, RD?R
is more competitive in prediction. RPRD only performs better than RD?R in
the Epsilon dataset.
In view of the results we can conclude that:

— The performance of PCA against RP has proven to be better for every tested
dataset, achieving up to 10% more accuracy.
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Table 4. Prediction Time Values in Microseconds

Dataset RD?R 10| RPRD 10 | RF 200 | RF 500

Poker 63.41 78.05 68.31 |82.93
SUSY 34.00 41.00 37.41 | 44.00
HIGGS 16.36 23.18 13.15 | 14.55

Epsilon 2,350 325.00 38.49 |50.00
ECBDL14 | 148.97 214.14 11.16 | 13.10

— The RD?R. algorithm has shown to be able to work with huge datasets in a
short amount of time.

— It is a very stable method for 10 trees. It shows little or no improvement with
bigger ensemble sizes.

— It outperforms the original proposal as well as Random Forest for most of the
tested datasets. This difference is more noticeable in the Epsilon dataset.

— PCA can perform faster than the other methods for datasets with small num-
ber of features.

5 Conclusions

In this contribution, a new ensemble method is proposed inspired by RPRD
Ensemble. It replaces the inconsistency of Random Projections by using a more
informative dimensionality reduction method such as PCA.

Thereby we proposed the RD?R algorithm, a new ensemble method based on
PCA for the dimensionality reduction step and Random Discretization, capable
of working with Big Data and integrated in Spark’s MLIib Library as a third-
party package.

The experimental results have demonstrated the stability and improvement
in prediction accuracy when using our ensemble solution for the five datasets
used. RD?R learning times have shown to be faster than RPRD and Random
Forest for datasets with a small number of features. Additionally, results suggest
that RD?R is very effective for ensembles with a small number of trees.
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Abstract. BSR (Buzz, squeak, and rattle) noises are essential criteria for the
quality of a vehicle. It is necessary to classify them to handle them appropri-
ately. Although many studies have been conducted to classify noise, they suf-
fered some problems: the difficulty in extracting features, a small amount of data
to train a classifier, and less robustness to background noise. This paper pro-
poses a method called transferred encoder-decoder generative adversarial net-
works (tedGAN) which solves the problems. Deep auto-encoder (DAE)
compresses and reconstructs the audio data for capturing the features of them.
The decoder network is transferred to the generator of GAN so as to make the
process of training generator more stable. Because the generator and the dis-
criminator of GAN are trained at the same time, the capacity of extracting
features is enhanced, and a knowledge space of the data is expanded with a
small amount of data. The discriminator to classify whether the input is the real
or fake BSR noises is transferred again to the classifier; then it is finally trained
to classify the BSR noises. The classifier yields the accuracy of 95.15%, which
outperforms other machine learning models. We analyze the model with t-SNE
algorithm to investigate the misclassified data. The proposed model achieves the
accuracy of 92.05% for the data including background noise.

1 Introduction

BSR (Buzz, squeak, and rattle) noises are a severe problem to deteriorate the quality of
a vehicle. The decline in vehicle quality leads to customer complaints and vehicle
repairs, and at least 50% of motor vehicle repairs are associated with noise in the
interior of a vehicle [1]. Although there are many approaches to reducing the noise for
improving the quality, the factors which produce noises increase, for example, elec-
tronic devices and light bodywork and materials. However, because it can be improved
immediately when a noise source is identified [2], studies about classifying noise have
been conducted.

Some problems exist in classifying noise: the difficulty in extracting features, a
small amount of data to train a classifier, and reduction in robustness to background
noise. The first problem is challenging to extract features. Figure 1 shows sound data of
each type: normal, retractor, seat rattle, and weatherstrip, which are the types of BSR
noises. As data have complicated and messy features, we need a preprocessing method.
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Since the sound data have spatial (frequency) and temporal (time) features, we convert
the data to sound map image with short-time Fourier transform (STFT) to maintain
temporal features as well as spatial features, as illustrated in Fig. 2. The features that
appear are relatively clear, but because they are still complex to be classified, we need a
more sophisticated method to extract features. The second problem is that there is a
small amount of data to train a classifier. If there is lots of data, structuring them is
expensive. Classifier needs lots of data to get better performance. We can collect BSR
noise easily without background noise in a laboratory, but not quickly natural data. The
third problem is that a real BSR noise has background noise such as wind sound or chat
sound. We can divide BSR noises into two types: data with background noise and data
without it. The latter can be collected relatively easily but not practical. Therefore, it is
needed to make classifier which can classify previous data, not just latter data.
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Fig. 1. Sound data of each type. The blue line is a data and orange line is just O line. (Color
figure online)
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Fig. 2. Sound data which are converted to sound map image with STFT. Height means time and
width means frequency. The color of each pixel means amplitude on that time and frequency.
Red color means higher amplitude than blue. (Color figure online)

Noises raised in the vehicle are shown in Fig. 3. The noise generated in the vehicle
can be roughly divided into two types: noise from the vehicle itself and noise from
external factors (background noise). BSR classification is to distinguish yellow star in
Fig. 3 from the normal sound. Because there are background noises, not just BSR
noises, the third problem occurs.

The rest of the paper is organized as follows. Section 2 reviews the related works
and the hybrid deep learning model is proposed in Sect. 3. In Sect. 4, we show the
performance of the proposed method and compare it with the conventional methods.
Some conclusions and discussion are presented in Sect. 5.
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Fig. 3. Types of noises raised in vehicle. (Color figure online)

2 Related Works

Many research works have been conducted to classify various types of noise. The
related works are summarized in Table 1. Machine learning techniques were used to
classify noise. Saki and Kehtarnavaz classified background noise using random forest
[3]. Li preprocessed eco-environmental sound based on matching pursuit and classified
them with support vector machine (SVM) [4]. Many researchers used SVM with
different preprocessing methods. For example, Wang et al. preprocessed data with
principal component analysis, linear discriminant, and Gabor dictionary [5]. Amiri-
parian et al. used spectrograms of data and extracted features with convolutional neural
networks (CNN) [6]. Lee et al. analyzed features of sound using Prony’s method and
classified the data based on it [7]. Salamon and Bello used other methods that extract
features based on spherical k-means algorithm [8].

These research tried finding efficient or superior feature extraction methods.
Because most of them extracted characteristics of data based on existing data, they may
not be robust to new data. Some studies overcame this problem with the fact that deep
learning can discover representations that are stable with respect to variations in data
[9]. Tanweer et al. classified environmental noise using LDA, quadratic discriminant
analysis, and artificial neural network [10]. Rahim et al. made homogeneous
multi-classifier system for classifying moving vehicles noise with multilayer perceptron
[11]. Piczak used CNN architecture and classified environmental sound [12]. Medgat
et al. classified sound with masked conditional neural networks which can learn
exploration of different feature combinations [13].

These methods can be robust to new data thanks to deep learning, but they have
also disadvantage that it needs lots of data, since deep learning with a small amount of



30

J.-Y. Kim et al.

Table 1. Related words for classification of sound data.

Category Authors Method Description
Focus on Saki F. [3] | Random Background noise classification using random
feature (2014) forest forest tree classifier
extraction LiY. [4] SVM Eco-environmental sound classification based on
(2010) matching pursuit for preprocessing and SVM for
classification
Wang J.-C. |SVM Preprocessing with Gabor dictionary, PCA and
[5] (2014) LDA, and classification with SVM
Amiriparian | SVM Extract features using spectrograms and CNN,
S. [6] (2017) and classify data with SVM
Lee J. [7] Prony’s Analyze characteristics of sound and classify data
(2015) method based on them
Salamon Spherical | Use method which extracts features based on
J. [8] (2015) | k-means spherical k-means algorithm
Deep learning | Tanweer S. | LDA, Extract features using mel frequency cepstral
to classify data | [10] (2016) | QDA, and | coefficient (MFCC) and classify data with LDA,
ANN QDA, and ANN
Rahim N. A. | MLP Classify sound with homogeneous
[11] (2015) multi-classifier system
Piczak K. CNN Construct CNN architecture and classify data
J. [12] with it
(2015)
Medhat F. MCLNN | Propose MCLNN model which can learn

[13] (2017)

exploration of different feature combinations

data can be overfitting easily [14]. To solve this problem, we propose a model that
extracts features with deep auto-encoder (DAE) and generates new data. This model
finally helps classifier to be trained with more data.

3 The Proposed Method

We divide the proposed model into three parts: extracting feature, generating, and
classifying parts. In the first part, DAE compresses and reconstructs the sound data.
Besides, the decoder of DAE is used in the generator (G) of GAN. G and discriminator
(D) are trained at the same time so that G can generate data as similar to the real as
possible and D can distinguish the real and the fake as precise as possible. The
architecture of the whole process is shown in Fig. 4.
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Fig. 4. The architecture of whole process of TED-GAN.

3.1 Feature Extraction with DAE

Since sound data have not only spatial-temporal feature but also lots of combinations of a
feature, extracting a feature of sound is an important part of the classification. The DAE,
which is widely used for capturing features [15, 16], can extract characteristics while it
compresses and reconstructs data. A loss function to train DAE is following:

Lpae = H(X,Dec(Enc(X))) + KL(Enc(X)||N(0,1)) (1)

The first term of Eq. (1) indicates the degree of reconstruction. H means infor-
mation entropy. Enc and Dec are encoder and decoder functions, respectively. The
smaller the first term, the more precise the reconstruction. The second term is
Kullback-Leibler divergence between Enc(X) and a normal distribution with mean of
0 and standard deviation of 1. It improves G’s performance because G generates data
from normal distribution, so it can be called a process of pre-training of G. This will be
explained more in the next section.

Details of DAE construction is illustrated in Fig. 5. We use long-term recurrent
convolutional networks (LRCN) [17] for encoder, and deconvolution layers [18] for
decoder. LeakyReLU and dropout layer are followed all of the conv1lD, conv2D, and
deconv2D except the second convlD of ConvBlock in Fig. 6.
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Fig. 5. Details of DAE construction. Left: encoder of DAE. Right: decoder of DAE

3.2 Generating Data Using GAN

GAN has led to significant improvements in data generation [19]. The basic training
process of GAN is to adversely interact and simultaneously train G and D. Equation (2)
shows the objective function of a GAN. p,., is the probability distribution of the real
data. G(z) is generated from a probability distribution p, by the G, and it is distin-
guished from the real data by the discriminator D. The discriminator is trained such that
D(x) of the first term is 1 and D(G(z)) of the second term is 0, to maximize V(D, G),
and G is trained such that D(G(z)) of the second term is 1, to minimize V(D, G).

rrgn max V(D,G) = Eyp,(x [log D(x)]

)
+E,p o llog(1 — D(G(2))]

Since original GAN has a disadvantage that the generated data are insensible
because of the unstable learning process of the generator, we pre-train G with the
decoder of DAE as discussed in the previous section. To overcome the difference
related to the fact that the G generates fake data from a random variable z but the
decoder generates it from Enc(x), we add Kullback-Leibler divergence to loss of DAE
as shown in Eq. (1). The result of DAE is that [p4f — pPAE| <|pyuq — po| so that it
can reach a goal of GAN (pg,. = pc) stably.

The reason for using GAN is to classify new data, including background noise, into
the model learned using existing data. Because GAN generates data from a random
distribution, new data has some variants compared to existing data, resulting in
expanding a knowledge space of data. Therefore, D is robust to deformation [20], and
we can train D with more data.

Details of GAN is shown in Fig. 6. The structure of G is same to that of decoder of
DAE, and we use LRCN in D which is transferred to classifier later. A ConvBlock is a
concatenation of two convolutional layers which is shown at the right in Fig. 6.
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Fig. 6. Details of GAN construction. Left: generator of G. Middle: discriminator of D. Right:
ConvBlock layer in discriminator.

3.3 Classifying Data with Transfer Learning

In the previous process, we extract features with DAE and generates data for expanding
knowledge space with GAN so that D can classify data which are not in existing data.
The last process is a classification of data with transfer learning [21]. We transfer D to a
classifier so that the ability of D is inherited to a classifier. Since the goals of D and
classifier are different, we transfer ConvBlock and long short-term memory (LSTM) to
the classifier and train fully connected layers of it newly. The detail of a classifier is
shown in Fig. 7.

Layers Output shape Layers Output shape
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I I ' 1
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Fig. 7. Details of classifier construction. Dashed line means transfer learning.
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4 Experiments

4.1 Dataset

To validate classification performance of the tedGAN, we use the BSR noise data
described in Table 2. We collected BSR noises from Sedan in a laboratory. To imitate
the noise of the road, 2 shaker axes were used to give the vehicle vibration. We also
collected sound data with a sensor placed in the vehicle. There are 10,022 training
data and 3,112 test data. The data belong to one of the four types: normal, retractor,
seat rattle, and weatherstrip. Because raw data are intractable, we preprocess the data
using STFT, as shown in Fig. 2. The size of one data is (30, 513) for (time, fre-
quency), and the values of each point are amplitudes at the corresponding time and
frequency.

Table 2. The number of training and test data used in experiments.

Normal | Retractor | Seat rattle | Weatherstrip | Total
Train | 3885 | 567 3273 2297 10022
Test | 978 |223 928 983 3112

4.2 Result of Classification

In this section, we show a result of classification and compare it with those of other
classification methods, such as the k nearest neighbors (NN), naive Bayes (NB), ran-
dom forest (RF), decision trees (DT), AdaBoost(AB), support vector machine
(SVM) with a polynomial (Poly) kernel and radial basis function (RBF) kernel, which
are provided in the scikit-learn library. For all of these algorithms, we used default
values, except maximal depth = 5 in the decision tree and random forest methods. We
compared the proposed method not only to those methods provided by the scikit-learn
library but also to the multi-layer perceptron (MLP) and the CNN which has the same
structure as the discriminator.

We use 10-fold cross-validation for all of the algorithms. Results of these
experiments are summarized in Fig. 8. The average correct classification achieved
by the proposed model is 95.15%. The accuracy difference between tedGAN
and CNN is small, but it has statistical significance with 2.44e-05 p-value in
a r-test.



Hybrid Deep Learning Based on GAN for Classifying BSR Noises 35

0.8]

0.6

0.41

® ® ' 3 < < R Q S S
¥ N ﬁA*\ 5@‘ ) & S ¥ M
& <&

Fig. 8. Result of classifying BSR noise. Y-axis represents accuracy.

4.3 Analysis of Result

The confusion matrix for BSR classification for validating the performance of the
proposed classifier is shown in Fig. 9. The matrix confirms that the classifier cannot
distinguish well normal and retractor. However, the proposed model can classify seat
rattle and weatherstrip better than others.

Figure 10 reveals clustering patterns in the BSR data by applying the t-SNE
algorithm [22], which groups data points according to their similarity. It can be seen
that data are sufficiently modified for the clustering pattern to become apparent to the
classifier.
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Fig. 9. Confusion matrix for result of classifying BSR noise.
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Fig. 10. Distributions of the raw data (left) and output of the classifier (right). The classifier
changes the values so that similar data points are clustered together.

4.4 Robust to Noise

To verify the effect of expanding knowledge space, we add background noise to data.
We use motorized noise (such as taxi, private, police, and ambulance) and
non-motorized noise (such as street, road, bicycle, construction, and vehicle air con-
ditioner) among Urban Sound Dataset'. We train model with data which do not include
background noise and test the model with data which have background noise. The
result of the experiment is shown in Fig. 11. The proposed model gets 92.05% per-
formance which is less than before but still higher than others.

1
= STD = BK

0.8

0.6

Accuracy

04
0.2

0 AB NB SVM - Poly SVM - RBF oT RF NN MLP CNN TED-GAN

Fig. 11. Result of classification with data which includes background noise. STD means
‘standard’, i.e., they are data which has no surrounding noise. BK means ‘background’, i.e., they
are data which includes background noise.

! https://serv.cusp.nyu.edu/projects/urbansounddataset/.
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5 Conclusion

In this paper, we introduce the necessity of classifying BSR noises. We attempt to
classify BSR noises using the information extracted from in-vehicle sensors. Since
there are three problems: the difficulty in extracting features, a small amount of data,
and less robustness to surrounding noise, we propose tedGAN to extract features and
generate more data. Knowledge space of data is expanded using the generator G which
is initialized by the decoder of DAE so that the discriminator D can learn more
characteristics of data. Finally, the capacity of D is transferred to a classifier. The
proposed classifier achieves the accuracy of 95.15%, thereby outperforming other
conventional models. Moreover, it can classify new data which includes surrounding
noise well, resulting in more robustness to noise.

In the future work, we plan to generate more various data that make the model more
robust to noise. To solve the problem of not distinguishing between normal and rattle,
we will construct a model that generates a specific class so that it can solve class
imbalance problem. We will investigate the generated data with inverse-STFT to check
how close it is to the sound from the vehicle.
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Abstract. Suppliers of music streaming services are showing an increasing
interest for providing users with reliable personalized recommendations since
their practically unlimited offerings make it difficult for users to find the music
they like. In this work, we take advantage of social tags that users give to music
through streaming platforms for improving recommendations. Most of the
works in the literature use the tags in the context of content based methods for
finding similarities between songs and artists, but we use them for characterizing
users, instead of characterizing music, aiming at improving user-based collab-
orative filtering algorithms. The expertise level of users is inferred from the
frequency analysis of their tags by using TF-IDF (Term Frequency-Inverse
Document Frequency), which is an indicator of the quantity and relevance of the
tags that users provide to items. User expertise has been studied in the context of
recommender systems and other domains, but, as far as we know, it has not been
studied in the context of music recommendations.

Keywords: Music recommender systems - User expertise
Collaborative filtering - Streaming services

1 Introduction

The way people consume digital music contents has drastically changed in recent years.
Getting music on-demand is the dominant tendency in digital downloading. Current
streaming services facilitate access to almost all existing music from anywhere. Hence,
there is increasing interest in developing recommendation algorithms that help users to
filter the huge amount of musical content available in the digital space and discover the
music that fits their preferences.

Most streaming platforms have search services and some of them have some rec-
ommendation mechanism. The methods used are diverse, from those based simply on
the popularity or genre of the songs, to those based on measures of similarity between
songs or users. Some companies such as Spotify, Apple and Pandora have developed
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playlist generation algorithms based on content analysis performed by human experts
or collaborative filtering. However, the details of these algorithms are unknown and
there are not available data about their reliability.

Moreover, streaming services allow their users to share songs, artists and playlists,
which makes them authentic social networks that are also endowed with facilities such
as tagging, friendship relations and so on. This social information can be exploited in
order to provide more reliable recommendations. In this work, social tagging infor-
mation is used for improving the results of collaborative filtering methods. The idea is
to infer user expertise from social tags and then use this information for giving a higher
level of influence to the expert users when generating the recommendations. In prior
research, social tags have been used for obtaining music similarity, nevertheless, they
have not been used for characterizing users. The proposed method is a hybrid approach
that makes use of user features in addition to ratings, aiming at improving traditional
collaborative filtering methods.

User expertise has been studied in the context of recommender systems and other
domains. In some of these studies, the main objective is modeling long-term temporal
effects on user preferences as consequence of user personal development [1]. In other
areas, such as question answer communities (CQA), the purpose is the identification of
experts in specific topics who would provide more reliable answers. In the field of
music recommendations, we are not aware of any paper where user expertise has been
studied.

Our work also addresses the sparsity problem, described in the next section, by
computing ratings from number of plays. Instead of using simple frequency functions,
we applied a method indicated for play frequencies that have a power law distribution.

The rest of the paper is organized as follows: In Sect. 2 the basis and classification
of collaborative filtering techniques are introduced. Section 3 includes a short survey of
related works. The proposed methodology is described in Sects. 4, 5 and 6. Section 7
encloses the study conducted for its validation. Finally, the conclusions are given in
Sect. 8.

2 Background

Most existing recommender systems use some type of collaborative filtering
(CF) based approach. The aim of CF is to predict the rating that a target user would
give to an item considering users having similar preferences regarding previously rated
items.

In memory-based (user-based or user-user) CF methods the predictions for the
active user are based on his nearest neighbors [2]. There are users who have similar
preferences to the active user since they have rated items in common with a similar
score. Different measures for similarity/distance computing can be used: Pearson
correlation coefficient, cosine, Chebyshev, Jaccard, etc.

Item-based (or item-item) CF was proposed in [3] with the aim of avoiding the
scalability problems associated with memory-based methods by precomputing the
similarities between items. This can be done since it is expected that new ratings given
to items in large rating databases do not significantly change the similarity between
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items, especially for frequently rated items. However, recommendations provided by
item-based methods usually have less quality than those provided by user-based
approaches and are thus used in large-scale systems where scalability is a serious
problem. They have been used in popular systems like Amazon [4].

Collaborative filtering requires explicit expression of user personal preferences for
items in the form of ratings, which are usually difficult to obtain. This fact is the cause
of one of the main drawbacks of this approach, the sparsity problem, which arises when
the number of ratings needed for prediction is greater than the number of the ratings
obtained from the users. This is the main drawback that prevents the application of CF
approach in many systems. Time that users spend examining the items is an alternative
way to obtain implicit user preferences, but it requires to process log files and this
implicit information about user preferences is not as reliable as the explicit ratings.

Currently, hybrid techniques are the most extensively implemented in recom-
mender systems, in an attempt to address the limitations of CF and content-based
approaches. These methods combine either different categories of CF methods or CF
with other recommendation techniques such as content-based schemes [5]. The main
drawbacks they present are their complexity and the information needed for inducing
the models.

3 Related Work

Collaborative filtering (CF) methods are widely used in recommender systems. The
GroupLens research system for Usenet news [6] was the first recommender system
using CF and Ringo [3] was one of the first and most popular music recommender
systems based on CF. In the music recommender area several ways of dealing with the
sparsity problem presented by these methods have been proposed. The access history of
users is often used to implicitly obtain user interests in a music recommendation system
[7]. In several works where the last.fm database is used, the times that the users play the
songs (play counts) are converted to ratings by means of various functions [8, 9].

Regarding content-based methods, in the music field, metadata of items, such as
title, artist, genre and lyrics, can be exploited as content attributes, but also audio
features like timbre, melody, rhythm or harmony. In [10] music similarity was deter-
mined from chord structure (spectrum, rhythm and harmony). Melody style is the
music feature used in [11] for music recommendation. A content-based method is
proposed where a classification of music objects in melody styles is performed and
users’ music preferences are learned by mining the melody patterns from the music
access behavior of the users. Clustering of similar songs according to different features
of audio content is performed in [12] to provide users with recommendations of music
from the appropriate clusters.

The combination of memory-based and model-based CF methods is a common way
of building hybrid CF approaches that usually yields better recommendations than the
single methods applied separately. Hybrid strategies have been adopted in the devel-
opment of music recommendation systems. In [13], the authors associate rating and
content data with latent variables that directly describe the unobserved user preferences.
For music recommendation, they adapt a Bayesian network which was originally
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designed for recommendation of documents. Unobservable user preferences are rep-
resented as a set of latent variables that are statistically estimated and introduced into
the Bayesian network. Another hybrid music recommendation system is presented in
[14]. Its authors propose a content-based scheme to recommend music without ratings,
a collaborative algorithm to make recommendations based on the suggestions of other
users and a recommendation procedure based on emotions that determines the music of
interest to users by calculating the differences between their interests and musical
emotions. The combination of the three methods is done through a weighting system
based on the user’s listening behavior. This method requires users to complete a
questionnaire that allows the system to discover their interests, which is not always
possible. There are other hybrid proposals for music recommendation, but most of them
enclose very complex procedures and require information about music and users that
often is unavailable.

Concerning the topic of user expertise, as mentioned before, the main application in
the field of recommender systems is modeling the evolution of users’ preferences as
they gain knowledge. In domains such as CQA and online reviews, most of the works
make use of voting scores that users give to posts, answers and so on [15, 16]. In some
of them, directed relationships between asker and answerer users are also considered
[17]. There are some works in which domain specific ontologies are defined for
inducing expertise. For example, in the e-commerce domain the authors of [18] define
an ontology of products, then they compute expertise in a category considering the
quantity and diversity of products of different subcategories rated by the users. In our
proposal, expertise is directly obtained from the tags without need of defining any
ontology.

Recently, many hybrid recommendation systems exploit social networks and other
web sources in order to gather information that may be useful in the recommendation
process [19, 20]. In [21] social tagging is used to derive the latent themes associated
with songs from the most frequent tags given to them. In [22] a recommendation
system is proposed that also uses social media tags to establish the similarity between
the songs. In addition, tag information is used to capture user preferences. The results
reveal that social labeling is a valid means of predicting musical preferences.

4 Inferring User Expertise from Social Tagging

Music datasets do not contain voting scores for users that could be used to obtain
expertise levels. However, tags that users give to music items can provide an indication
of their expertise degree.

Social tags express different music features such as genre, feelings, mood, instru-
ments, periods of time or more subjective aspects. In general, social tagging infor-
mation, provided by thousands of users of social networks, has given rise to a broad
domain-specific body of knowledge that is called folksonomy [23]. This term, unlike
taxonomy, represents a form of indexing information that does not follow a hierarchical
organization or any other relationship and is performed by non-experts.

Social tagging allows the creation of a very rich user-driven description of musical
items in multiple dimensions as well as a dynamic and not pre-established classification.
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This kind of indexation obtained through social tags is much more appropriate for music
than the one based on classical taxonomies since its categories, such as musical genres,
have fuzzy and unstable boundaries, new types are regularly introduced and the existing
ones change.

Although social tagging is usually used for music characterization, we propose to
use it for characterizing users aiming at taking advantage of this information for
improving user-based collaborative filtering methods. Our proposal involves the
inference of the expertise degree of the user by means of the analysis of the tags they
give to items.

To understand the idea in an intuitive way, let’s consider tags like rock and pop that
correspond to well-known and easily identifiable genres, thus they could be given by a
user with a low level of expertise. However, assigning tags as darkwave or trip hop,
associated with less identifiable or more specialized genres, requires a higher level of
music expertise. Therefore, the expertise of users can be determined by analyzing their
tags.

Based on the fact that the tags requiring more knowledge are less common than the
others, we have resorted to tag frequency analysis to establish the degree of user
expertise. We have used #f~idf (term frequency—inverse document frequency), a mea-
sure widely used for document retrieval and classification, to characterize users
according to the quantity and relevance of the tags they provide to items. In this
context, terms are replaced by tags and documents by users.

When #f-idf is used for classifying documents, the weights of terms that occur very
frequently in the document set are decreased while the weights of terms that occur
rarely are increased. When finding user expertise profiles from tags, tf-idf provides an
indication of the tags’ frequency but giving more relevance to tags that are less fre-
quently used by many users. This metric has been used in some works to identify
relevant tags for items (i.e. songs or artists), however, our aim is to identify relevant
tags for users. Tags from expert users would have high values of #f-idf (high level of
specialization) while tags from non-expert users would have low values of this metric.
Tf-idf for a user u € U and a tag ¢ is defined as follows:

if-idf (U, u,t) = tf (u,t) x idf (U, 1) (1)
idf (U,t) = 1+log (df|([ljj| Z)) (2)

Where f (u, t) is the frequency of the tag ¢ for the user u, |U| is the total number of
users and df (U, ¢t) is the number of users that have the tag z.

In our approach, it is necessary to compute #f-idf (U, u, t) for each pair (u, t). Then,
the degree of expertise of a user u is given by tf-idf average of all tags of u.

5 Incorporation of User Expertise to Collaborative Filtering

User expertise computed from social tags is used for improving the quality of the
recommendations provided by user-based collaborative filtering methods.
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These recommendations are predictions of items that a user could like based on the
ratings given by other users with similar preferences. Let’s consider a set of m users.

U ={uy u,..., u,} and a set of n items I = {i;, i, ..., i,J. Each user u; have a list of
k ratings that he has given to a set of items [, where [,; CI. In this context, a
recommendation for the active user u, € U involves a set of items /, C [ that fulfill the
condition I, N1, = J, since only items not rated by him can be recommended. Rat-
ings are stored in a m X n matrix called the rating matrix, where each element is the
rating that a user u; gives to an item i;. Usually, this matrix has many empty elements
since each user only rates a small percentage of available items.

Similarity between users is computed from the rating matrix. To do that, there are
different distance based measures such as cosine, Chebyshev and Jaccard; or correlations
coefficients such as Pearson, Kendall and Spearman. Regardless of the method used, the
similarity between the active user u, and another user u; is denoted as sim(u,, u;).

At this point, we introduce user expertise to increase the influence of expert users in
the recommendations against that of non-experts. Since we assume that the degree of
expertise of a user is given by his #f-idf average, we use this value as a weight in the
similarity measure. Then, a weighted similarity w-sim(u,, u;) is computed as follows.

-idf () = ZW (3)

where N(u;) is the number of tags given by user u;.
w-sim(ug, u;) = sim(uq, u;) X tf-idf (u;) 4)

After having the weighted similarity, we obtain the list of the nearest neighbors,
that is, the n users U = {uj, uy, ..., u,,} most similar to the active user u,, where u, is the
closest user to u,, u, the second and so on.

Once the nearest neighbors to u, have been obtained, the prediction of the rating
pr,; that the active user would give to a certain item j is computed from the weighted
sum of other users’ ratings using the following equation:

Sory wesim(ug, u;) (ry — T;)
il w-sim(uq, ;)|

(5)

Draj =Ta+

where

_ 1
ri:mzjeb Tij (6)

6 Implicit Ratings

Most of the music datasets lack of explicit rating information, so that it is usually
estimated from the number of plays of the tracks, which is often the only available
indication of user preferences. There have been proposed few methods for computing
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ratings from plays and most of them are based on simple frequency functions [8, 9].
However, these methods are not indicated in the context of artist recommendation where
most of the artists have low number of plays and there are few highly played artists. As
consequence, play frequencies have a clear power law distribution, also known as the
“long tail” distribution. For that situation the method proposed by Pacula [24] is proved
to be more suitable. Below we describe this approach, which is adopted in our work.

The play frequency for a given artist i and a user j is defined as follow:

Freq;j = Pij (7)

> P

Where p;; is the number of times that a user j plays an artist i.
On the other hand, Freq, (j) denote the k-th most listened artist for user j. Then, arating
for an artist with rank k is computed as a linear function of the frequency percentile:

Fij = 4(1 - ZZ:I FV@C]k’(j)) (8)

Once the ratings are calculated, collaborative filtering methods can be applied in the
way it is done for dataset containing explicit user preferences.

7 Validation of the Proposed Method

7.1 Dataset

The study has been carried out using a sample with 1000 users, 5604 tags and 11680
artists from the dataset Hetrec2011-lastfm [25]. This dataset contains social network-
ing, tagging, and music artist listening information from last.fm online music system. It
is composed by the following files:

artists.dat: Contains information about artists listened and tagged by the users.
tags.dat: Set of tags available in the dataset.

e user_artists.dat: Contains the artists listened by each user. It also provides a lis-
tening count for each [user, artist] pair.

e user_taggedartists.dat and user_taggedartists-timestamps.dat: These files contain the
tag assignments of artists provided by each particular user. They also contain the
timestamps when the tag assignments were done.

e user_friends.dat: Contains the friend relations between users in the database.

7.2 Preprocessing and Data Analysis

The first step was to compute tf-idf for the tags of each user in the dataset. Then, ratings
were obtained from the count of plays in order to obtain user preferences.

Aiming at comparing the information that can be representative of the user profiles,
average and standard deviation of TF-IDF and rating were computed for each user. The
distribution of number of tags, number of plays, TE-IDF average and rating average per
user in the dataset is showed in Fig. 1. We can observe a long-tail distribution for most
of the variables.
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Fig. 1. Data distribution

7.3 Results

In order to validate the proposal, it is necessary to confirm that the introduction of user
expertise in user-based CF by means of the weighted similarity w-sim improves the
results against using CF with traditional similarity measures. The most used metrics are
Pearson and cosine similarity coefficients, but there are other distance-based measures
such as Chebyshev distance, Jaccard similarity, or Euclidean distance, all of which
have been analysed in this comparative study. Euclidean and Chebyshev distances have
been normalized to have values between O and 1 and the corresponding similarity
metrics are obtained subtracting this value from 1.

Table 1 shows the values of NRMSE (Normalized Root Mean Square Error)
obtained when using CF with some well-known and widely used similarity measures
based on distances (first column), and when using CF with these similarity metrics
weighted according to the expertise level of the user (second column). We can observe
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the significant improvement of the results for the last approach for all the tested
measures. This important reduction in the error rate can also be visualized in Fig. 2.

Table 1. NRMSE for user-based CF and user-based CF with weighted similarity

User-CF | Weighted user-CF
Cosine 0.2992 |0.0254
Jaccard 0.3013 |0.0168
Chebyshev | 0.2527 |0.0303
Euclidean |0.3622 |0.2418

NRMSE
0.40
035
0.30
0.25
0.20
0.15
0.10

0.05

P —

——

0.00
Cosine Jaccard Chebyshev Euclidean

e=@==Jser-CF ==@==Weighted user-CF

Fig. 2. Visualization of the difference between the NRMSE values of both studied approaches
using common similarity metrics

8 Conclusions

Social tagging is usually used in the context of recommender system in content-based
CF methods for finding similarities between items. However, in this work we take
advantage of social tags for inducing the expertise degree of the users. This information
is used for improving user-based CF methods by giving more relevance in the com-
putation of the similarity between users to the opinions of more expert users.

We have conducted a study with a dataset containing information obtained from
last.fm music system. The results prove that the introduction of a weight proportional to
user expertise produces significantly better predictions regardless of the similarity
metrics applied.
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Abstract. Given a set of facts and related background knowledge, it
has always been a challenging task to learn theories that define the facts
in terms of background knowledge. In this study, we focus on graph
databases and propose a method to learn definitions of n-ary relations
stored in such mediums. The proposed method distinguishes from state-
of-the-art methods as it employs hypergraphs to represent relational data
and follows substructure matching approach to discover concept descrip-
tors. Moreover, the proposed method provides mechanisms to handle
inexact substructure matching, incorporate numerical attributes into
concept discovery process, avoid target instance ordering problem and
concept descriptors suppress each other. Experiments conducted on two
benchmark biochemical datasets show that the proposed method is capa-
ble of inducing concept descriptors that cover all the target instances and
are similar to those induced by state-of-the-art methods.

Keywords: Concept discovery - n-ary relation - Hypergraph
Graph database - Neo4j

1 Introduction

Given a set of facts and related background knowledge, concept discovery is
concerned with inducing logical definitions of the facts in terms of background
knowledge [1]. The problem has extensively been studied from Inductive Logic
Programming (ILP) perspective where data is represented within first order
logic framework and logic operators are used to induce concept descriptors [2].
The problem has also been addressed within graph mining framework where
relational data is represented as graphs and graph algorithms are used to mine
concept descriptors [3,4].

In this study, we propose a method to find definitions of n-ary relations
stored in graph databases. The proposed method inputs a graph database and
a number of relation names to guide the search. The proposed method queries
the graph database to find frequently appearing substructures that involve the
relations names provided. The user guided search enables discovery of concept
descriptors of particular interest as well as limiting the search space.
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The contributions of this study are two folds. The first contribution is about
the representation of data: in this study we represent the data using hypergraphs
rather than ordinary graphs. The second contribution is related to the concept
descriptor discovery process: in this study we follow a substructure matching
approach instead of pathfinding. Moreover, the proposed method performs inex-
act subgraph matching, handles numeric attributes, avoids target instance order-
ing problem. The proposed method also avoids certain concept descriptors to
suppress discovery of other concept descriptors.

To evaluate the performance of the proposed method, experiments are con-
ducted on two biochemical datasets, namely Predictive Toxicology Evaluation
(PTE) and Mutagenesis. The experimental results show that the proposed
method is capable of inducing concept descriptors reported in literature and
achieves 100% coverage.

The rest of the paper is organized as follows. Section 2 presents the related
work and highlights differences of the proposed method from state-of-the-art
methods. Section 3 presents the data representation model, advantages of hyper-
graph representation over graph representation, and introduces the proposed
method. Section4 presents the experimental findings and the last section con-
cludes the paper.

2 Background

Given a set of positive and negative instances that belong a target relation
and related facts, called background knowledge, concept discovery is concerned
with inducing relational definitions of the target relation in terms of back-
ground knowledge relations and possibly the relation itself, such that the induced
concept descriptors explain all of the positive target instances and none of
the negative target instances [1]. As an example, given a kinship dataset and
father relation as the target relation, a typical concept discovery system would
induce concept descriptors such as father(A,B):-mother(C,A), wife(C,D), daugh-
ter(B,C). The concept discovery problem is formulated in Eq. 1, where B is back-
ground knowledge, E = E* U E~ is set of target instances, and H is a concept

descriptor.
Prior Satisfiability. BA E~ ¥ O

Posterior Satisfiability. BA HAE™ E O
Prior Necessity. B ¥ E*
Posterior Sufficiency. BA H = E™T

(1)

The problem has primarily been investigated by ILP research where data
is represented within first order logic and logical operators are used to induce
concept descriptors. Although ILP-based concept discovery systems have appli-
cations in several domains [5], they are reported to suffer from large search
space [6] and the local plateau problem [4].
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More recently, the problem is attacked from graph perspective and meth-
ods for concept discovery based on pathfinding [4,7,8] and substructure discov-
ery [3,9] have been proposed. Pathfinding-based approaches assume that con-
cept descriptors should be represented by fixed length paths that connect some
arguments of the target relation. Substructure-based approaches, on the other
hand, assume that frequently appearing substructures that involve the target
relation should be concept descriptors. Pathfinding-based approaches are more
suitable for learning descriptive concept descriptors while substructure discovery-
based approaches can learn both descriptive and predictive concept descriptors.
Although graph-based approaches are promising in concept discovery they suffer
from complexity of graph algorithms.

With the increasing popularity of graph databases, studies dealing with
concept discovery in graph databases have also been published. Our previous
works [10,11] focused on concept discovery in graph databases for binary rela-
tions and followed pathfinding-based approach. [12], another previous work of
our group, proposed a pathfinding-based approach for learning concept descrip-
tors of n-ary relations where concept descriptors of length [ are joined to generate
candidate concept descriptors of length (I + 1) in Apriori manner.

The method proposed in this study distinguishes from state-of-the-art meth-
ods by two means: (a) data representation and (b) concept descriptor infer-
ence mechanism. In this study we represent data using hypergraphs rather than
graphs. Hypergraphs are generalization of ordinary graphs and are more pow-
erful in representing n-ary relations [13]. Although not all graph databases pro-
vide direct implementation of hypergraphs, graph rewriting techniques are avail-
able for transforming hypergraphs into graphs [14]. Concept descriptor inference
is based on user-guided substructure discovery. Although user guidance may
require domain expertise, it enables the discovery of concept descriptors of par-
ticular interest and limits the search space.

3 The Proposed Method

3.1 Data Representation

In this study, directed, labeled hypergraphs are used to represent relational data.
Hypergraphs, G = (V, E), are generalization of graphs where V is a set of nodes
and edges connect any number of nodes, E € 2V. Relation between relational
data model and hypergraphs are discussed in [14,15]. We use the sample dataset
provided in Table 1 to illustrate our data model.

Data presented in Table1 is a subset of Mutagenesis dataset and the tar-
get instance indicates that chemical di is mutagenically active. The back-
ground knowledge muta_atom(d1,d1_3,c,22,-0.117) states that d1 has an atom
namely d7_3 which is described using three features: element ¢, type 22, and
charge —0.117. The relation muta_bond(d1-3,d1_4,7) indicates that there is bond
between d1-3 and di_4 of type 7. The predicates indA(d1,1) and indV(d1,0)
indicate d1 has values 1 and 0 for properties, respectively, indA and indV. The
remaining predicates can be interpreted in a similar way.
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Table 1. Sample dataset

Target instance Background knowledge
Mutagenic(d1, active) | muta_atom(d1,d1-3,h,22,—0.117)
muta_atom(d1,d1.4,c,195,—0.087)
muta_bond(d1,d1.3,d1.4,7)
muta_bond(d1l,d1-4,d1.5,7)
indA(d1,1)

indV(d1,0)

To represent the data as a graph, we represent each distinct argument value
as a vertex and place an edge between vertices that are related and label the
edge after the relation/property name. Ordinary graphs are suitable to represent
relations such as indA (d1,1): two vertices representing df and I connected by an
edge labeled indA, Fig. 1(a) illustrates this mapping. muta_atom(d1,d1_4,c,195,
—0.087) can be represented with 5 vertices labeled with ¢, 195, and —0.087 con-
nected to a node labeled d1_1 which is connected to a vertex labeled d1, Fig. 1(b)
illustrates this representation.

Fig. 1. Graphs corresponding to some relations

However, it is not possible to represent relations muta_bond(d1-3,d1_4,7) and
muta_bond(d1_4,d1_5,7) in a similar fashion. If we do represent these relations
via binary relations as indicated in Fig. 2(a), the semantics can not be retrieved
properly. From Fig.2 one may infer there is a bond between di_8 and di_5
with property 7 which is not the case. In Fig.2(b) we illustrate hypergraph
representation of these two relations which captures all semantics without any
ambiguity.

As graph databases may not directly support hypergraphs, such structures
need to be transformed into graph. In literature there are several transforma-
tions of hypergraphs into graphs. One such transformation proposes to represent
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Fig. 2. Graph vs. Hypergraph representation

a hyperedge via a new vertex and creating pairwise relationships among end-
nodes of the hyperedge [16]. In this study we follow this mechanism and Fig. 3
partially represents the dataset provided in Table 1. The bond vertex in Fig. 3 is
an auxiliary node used to implement the pairwise relationships among the three
end-nodes of the hyperedge given in Fig. 2(b).

3.2 Concept Descriptor Induction

The proposed method is based on discovering frequently appearing substructures
that include relations provided by a user. The proposed method inputs a graph,
relations names, minimum support and confidence values. Support of a concept
descriptor indicates the fraction of the number of positive target instances the
induced concept descriptor holds for over the total number of target instances.
Confidence of a concept descriptor indicates the fraction of the number of pos-
itive target instances the induced concept descriptor holds for over the total
number of positive target instances. The ultimate goal of the proposed method
is to discover as much specific concept descriptors as possible that satisfy the
minimum support and minimum confidence values and describe every target
instance.

Algorithm 1 outlines the proposed method. The proposed method takes a
target instance and retrieves the substructures that are connected to it via the
edges named after the relation names provided. Support and confidence values
of each such retrieved substructure are calculated, if the substructure is not
evaluated before. If the support and confidence values are above the thresholds,
it is added into a solution set, i.e. S. Once all target instances are handled,
concept descriptors in solution set are simplified and the simplified versions of
the concept descriptors constitute the final solution set.
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Fig. 3. Graph for sample mutagenesis dataset

In graph-based concept discovery systems, a substructure is generally asso-
ciated with more than one target instance. Hence the same substructure will be
discovered multiple times. In order to avoid evaluation of the same substruc-
tures more than once, we store each discovered substructure in a hash table, H
in Algorithm 1, and evaluate those substructures that are not in the hash table
only. If a substructure is discovered for the first time, its support and confidence
values are calculated and inserted into hash table along with the substructure
itself.

Once all concept descriptors are discovered a concept descriptor simplification
processes is executed. In this step if each substructure that corresponds to a
relation is removed if it does not enhance coverage of the concept descriptor.

In concept discovery systems there are some issues that need special atten-
tion. These are handling numeric attributes, inexact subgraph matching, avoid-
ing target instance ordering problem, and avoiding one discovery of a concept
descriptor to suppress discovery of another concept descriptor. In the subsection
below we explain these problems in more detail and explain our approach to
handle them.

Handling Numerical Values: In order for a value to be present as a constant
in a concept descriptor it should appear at least ms X #target_instance times
in the dataset. As some numeric values such as charge in muta_atom relation do
not appear that many times, they can not be represented in concept descriptors
as they are. For this reason we employ equal width discretization where width
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Data: D: database, R: set of relations, ms: minimum support, mc: minimum
confidence
Result: S: a set of concept descriptors
foreach ¢ in D do
C. = buildCandidateConceptDes(t, R);
foreach c in C. do
if ¢ not in H then
sp = calculateSupport(c);
cn= calculateConfidence(c);
H.insert(c, sp, cn);
if sp > ms A e¢n > mc then
| S.insert(c);
end
end

end
end
foreach c in S do
‘ Sol.insert (simplify(c));
end
Algorithm 1: The proposed method

of an interval is determined by ms X F#target_instance. Hence the graph is
modified by replacing continuous values with their corresponding discrete values
and adjusting edges accordingly. In Fig.3 the node labeled with chl is a such
node, and nodes with dashed edges and labeled with -0.117 and —0,087, are
indeed not used in concept discovery process.

Inexact Subgraph Matching: Suppose that more than ms x #target_
instance target instances agree on (n — 1) nodes that represent a relation p/n.
In such a case this substructure can not participate in a concept descriptor as
a substructure corresponding a relation should fully be present in the concept
descriptor. In order to handle such situations for each distinct attribute value
we create and add a node that represents a don’t care value and adjust edges
respectively. In Fig.3 node labeled with CHX is such a node. By this way we
allow the proposed method to handle inexact subgraph matchings.

Avoiding Target Instance Ordering Problem: Suppose that concept
descriptor ¢y, is discovered while target instance ¢; is handled and ¢ also covers
target instance t; - which is not examined yet. In concept discovery systems
that follow covering principle [17], target instance t; will not be handled in sub-
sequent iterations and any concept descriptor due to t; will not be discovered.
In order to overcome this problem, in the proposed method we do not employ
covering mechanisms but examine every target instance even if it is covered by
some previously discovered concept descriptors.
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Avoiding Suppression of Concept Descriptors: In predicate logic g sub-
sumes f if there is substitution € such that g6 = f. As an example p(X,Y, Z)
subsumes p(a, Y, b). Similarly, a substructure s; subsumes substructure s if some
constant nodes of sy are don’t care nodes in s;. In traditional concept discov-
ery systems, s, will not be considered as a valid concept descriptor as s; will
probably have higher support and confidence value even though ss provides valu-
able information. Such a problem is also valid for graph-based concept discovery
systems such as [18] that aim to find a substructure that best compresses the
original graph. Any subgraph that does not compress the original graph best but
is good enough will be missed. In order to overcome this situation, we add sub-
structures that satisfy the minimum support and minimum confidence criteria
to the solution set even if they are subsumed by some other concept descriptors.

4 Experiments

4.1 Datasets and Experimental Settings

To evaluate the performance of the proposed method, we conducted experiments
on two biochemical datasets: Mutagenesis and extended version of Predictive
Toxicology Evaluation (PTE) [19] namely PTE-5 [20]. These are benchmark
datasets for concept discovery [21,22], and the problem is to predict class labels
of drugs as carcinogenic and mutagenic, respectively. Table 2 lists the properties
of the datasets and the corresponding graphs. The first column indicates the
dataset name, the second column indicates the number of relations in the dataset,
the third column indicates the number of instances that belong to the target
relation and the fourth column indicates the number of instances provided as
background knowledge. The last two columns indicate the number of the vertices
and the number of edges of graph representation of the datasets.

Table 2. Properties of datasets and the corresponding graphs

Dataset Dataset properties Graph properties

# Pred. | # T.I. | # B.L. | # Vertices | # Edges
PTE 37 298 28969 | 19363 27132
Mutagenesis | 8 188 13123 | 12650 35776

Hence, the graph representation of the dataset stores two vertices for each
distinct argument value and the auxiliary vertices required for hypergraph repre-
sentation. In the experiments, minimum support and minimum confidence values
are set 0.1 and 0.7 [20].

Neodj [23] graph database engine is used to store the data. Neodj’s Java API
is used to retrieve the substructures and query the database to calculate support
and confidence of the candidate concept descriptors.
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4.2 Experimental Results

Due to space limitation in Fig. 4 we provide graph representation of only one of
the discovered concept descriptors and list the remaining ones in Table 3.

An unbounded capital letter in a concept descriptor represents a don’t care
value while a bounded capital letter enforces integrity among relations. A small
letter represents a constant value. As an example atom(A,B,h,3,ch14) can be
interpreted as any drug connected to an atom with element h, type 8 and
charge ch14 is mutagenic. Similarly, atom(A,B,h,3,ch16), atom(A,C,c,22,ch8),

2

Fig. 4. Graph representation of concept descriptor atom(A,B,c,22,ch8), atom(A,C,c,
22,ch8), bond(A,C,B,7), indV(A,1.0)

Table 3. Concept descriptors discovered for the Mutagenesis dataset

Concept descriptor Support | Confidence
atom(A,B;h,3,ch14) 0.16 0.77
atom(A,B,c,22,ch8) 0.83 0.74
atom(A,B,h,3,ch15), lumo(A,lumo2) 0.1 1.0
atom(A,B,h,3,ch15), indA(A,0.0), indV(A,1.0) 0.42 0.98
atom(A,B,h,3,ch15), atom(A,D,c,22,ch8), bond(A,D,B,1), 0.41 1.0
indA(A,0.0), indV(A,1.0)

atom(A,B,c,22,ch8), atom(A,C,c,22,ch8), bond(A,C,B,7), 0.68 1.0
indV(A,1.0)

atom(A,B,0,40,ch4), atom(A,C,n,38,ch22), bond(A,C,B,2) 0.69 0.70
atom(A,B,h,3,ch16), atom(A,C,c,22,ch8), bond(A,C,B,1) 0.35 0.83
atom(A,B,c,29,ch11), atom(A,C,c,29,ch11), bond(A,C,B,1), |0.16 0.95

indA(A,0.0), indV(A,1.0)
atom(A,B,0,40,ch4), atom(A,C,n,38,ch23), bond(A,C,B,2), 0.13 1.0
indA(A,0.0), indV(A,1.0)

atom(A,B,element,atomType,ch4), bond(A,D,E,2), 0.87 0.74
bond(A,B,E,1), (~0,398<ch4<0,376)
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Table 4. Concept descriptors discovered for the PTE-5 dataset

Concept descriptor Support | Confidence
atom(A,B,h,C,D), ind(A,di10,1), 0.14 0.70
has_property(A,cytogen_ca,E)

atom(A,B,c,C,D), ind(A,E,1), has_property(A,salmonella,F) | 0.11 0.83
atom(A,B,C,D,ch12), ind(A,E,1), 0.10 0.87
has_property(A,cytogen_sce,F), (-0.159<ch12<-0.126)

atom(A,B,C,22,D), ind(A,di10,1), 0.13 0.74
has_property(A,salmonella,E)

atom(A,B,C,D,ch22), atom(A,E,F,32,G), 0.245 0.702
(0.191<ch22<0.227)

bond(A,C,B,1) can be read as a drug connected to an atom with element h, type
& and charge ch16 and connected to another atom with element ¢, type 22 and
charge ch8 and there is bond between these two atoms of type I is mutagenic.

When compared to ILP-based concept discovery system Progol [24] the pro-
posed method is able to find similar concept descriptors. The proposed method
discovered similar concept descriptors reported in a recent ILP-based concept
discovery system CRIS [20]. The proposed method is also able to find the concept
descriptor that is reported the best by [18].

In Table 4, we list some of the concept descriptors discovered for the PTE-5
dataset as well as the support and confidence values of the concept descriptors.
The obtained results are compatible with those reported in ILP-based studies
such as [20,24] and graph-based approaches such as [25,26].

Running time is another important criteria in comparing performance of
concept discovery systems. CRIS [20] is reported to run about 5h for PTE-
5 and around 3h and 40 min for Mutagenesis dataset. The proposed method
terminates around 10min for each datasets. When compared to SUBDUECL
and gSpan, the proposed method has longer running time.

5 Conclusion

In this study we introduced a method to learn logical definitions of n-ary rela-
tions stored in graph databases. The proposed method represents relational data
within hypergraph framework, incorporates numeric values into concept discov-
ery process after a discretization step, can perform inexact substructure match-
ing, overcome target instance ordering problem, and avoid concept discovery
suppression problem. Experimental results show that the proposed method is
capable of discovering concept descriptors that are reported in the literature in
much shorter time when compared to state-of-the-art ILP-based concept discov-
ery system, however it is slower when compared to other graph-based concept
discovery systems.

Future research directions include analysis of impact of indexing on the run-
ning time performance.
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Abstract. Nowadays, there is an increasing interest in automating
KDD processes. Thanks to the increasing power and costs reduction
of computation devices, the search of best features and model parame-
ters can be solved with different meta-heuristics. Thus, researchers can
be focused in other important tasks like data wrangling or feature engi-
neering. In this contribution, GAparsimony R package is presented. This
library implements GA-PARSIMONY methodology that has been pub-
lished in previous journals and HAIS conferences. The objective of this
paper is to show how to use GAparsimony for searching accurate parsimo-
nious models by combining feature selection, hyperparameter optimiza-
tion, and parsimonious model search. Therefore, this paper covers the
cautions and considerations required for finding a robust parsimonious
model by using this package and with a regression example that can be
easily adapted for another problem, database or algorithm.

Keywords: GA-PARSIMONY - Hyperparameter optimization
Feature selection - Parsimonious model - Genetic algorithms

1 Introduction

In the last years, companies have been demanding new methodologies to autom-
atize tedious machine learning tasks such as hyperparameter optimization (HO)
or feature selection (F'S). Therefore, the effort can be focused in other important
processes as feature engineering or data munging that are harder to automatize
[6]. Besides, these tools can be useful for many scientific or engineers that are
not expert in machine learning but who need to easily obtain useful and robust
models.

To facilitate these tasks, new libraries are emerging to perform HO when the
number of model parameters is high. For example, Bayesian Optimization (BO)
is implemented in Auto-WEKA [12] for Weka suite, in Python Hyperopt [2] and
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bayes_opt, or rBayesianOptimization and mlr [3] in R. However, new tools try
also to optimize the model structure with Soft Computing (SC) strategies. For
example, TPOT [9] in python automatically optimizes machine learning pipelines
with genetic programming (GP), SUMO-Toolbox [5] in MATLAB uses different
plug-ins for optimizing each KDD stage or DFEwvol uses GP to automatically
modify the layers structure of a deep neural network.

In this context, we present GAparsimony [7], a public R package for searching
robust and parsimonious models. This library implements previously published
GA-PARSIMONY methodology [10,13] that uses genetic algorithms (GA) to
search robust and parsimonious models with FS, HO. and parsimonious model
selection (PMS). The objective of this paper is to describe the use of this new
package for searching parsimonious models. Therefore, paper covers an expla-
nation, with a regression example, of how to create the fitness function which
measure the errors and model complexity, how to correctly initialize the set-
tings of the GA optimization and how to tune the rerank_error parameter for
searching parsimonious solutions, and so on.

The rest of the paper is organized as follows: Sect. 2 presents a brief descrip-
tion of GAparsimony R Package. Section 3 describes the use of the new package
to obtain a robust Artificial Neuronal Network (ANN) model for the Boston
UCT dataset. Finally, Sect. 4 presents the conclusions and suggestions for further
works.

2 The GAparsimony R Package

2.1 Package Description

GAparsimony [7] is a R package for implementing GA-PARSIMONY method-
ology [10,13] to search accurate parsimonious models (PM) by combining fea-
ture selection (FS), hyperparameter optimization (HO), and parsimonious model
selection (PMS).

This R package, that has been written in S4, provides a flexible tools for auto-
matically searching parsimonious models within a pre-established error margin.
It can be run sequentially or in parallel, using an explicit master-slave paral-
lelization or a grid of computers.

GAparsimony has successfully been used with Random Forest (RF), Artifi-
cial Neural Networks (ANNs), Extreme Gradient Boosting Machines (XGBoost)
or Support Vector Regression (SVR) in many fields, such as solar radiation
estimation [1], mechanical design [4], industrial processes [11], or hotel booking
forecasting [14].

The released version can be installed directly from CRAN repository with:

install.packages(” GAparsimony” ) ‘

or the development version from GitHub with devtools package:

‘ devtools::install _github(” jpison/GAparsimony”) ‘
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2.2 The Search of Parsimonious Solutions

GAparsimony [10,13] uses a GA-based optimization method with a similar
flowchart to other classical GA methods. The main difference is that method
selects best individuals in two separated cost and complexity evaluations. Cost
(J) measures the model’s error or accuracy and is usually obtained with cross-
validation, hold-out or bootstrapping. On the other hand, model complexity
depends on the model structure and it usually defines the model “flatness” which
is related to its robustness. For example, the sum of the squared coefficients in
ridge regression or the sum of the squared weights in A NNs with weight decay, are
two popular complexity metrics in regularization methods. Also, other metrics as
Vapnik-Chervonenkis (VC) dimension, degrees of freedom (GDF) [15], the number
of selected input features, Ngg, or a combination of them, can be used.

Table 1 shows, with a little example how GAparsimony works in the selection
process of four individuals. In the first step (left part of the table), models are
sorted by their J. However, in a second step (right part of the table), individuals
of the three top positions are rearranged by their complexity because the absolute
difference between their J are lower than a predefined error margin of 0.01. As a
consequence, the best parsimonious models, with lower complexity, are promoted
to be elitist in the next GA population.

Table 1. First step: individuals sorted by their J. Second step: individuals are rear-
ranged by Complezity if their absolute difference of J is < 0.01 (ReRank = 0.010).

First step Second step

Position | J Complezity | Position | J Complexity
1st 0.455 | 120 1st 0.461 | 80

2nd 0.460 | 100 2nd 0.460 | 100

3rd 0.461 | 80 3rd 0.455 | 120

4th 0.480| 75 4th 0.480| 75

2.3 Objective Function and GA Methods

In GAparsimony, users have to write their own fitness function to evaluate each
i individual which has to be defined with a chromosome Ay :

)\; = [Param, Q] (1)

where Param corresponds with the model’s parameters and @ is a vector with
0 and 1s values for selecting the input features. Fitness function must return J
and Complexity for each i individual in order to be evaluated.

By defect, a non-linear selection method based on the rank is used [8].
Crossover function uses heuristic blending [8] with a = 0.1 for Param, and
random swapping for Q. Finally, mutation procedure also treats Param and @
in a separated way with two different thresholds: pmutation, the percentage of
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parameters to be mutated, and feat_muth_thres, the probability of a value from
@ to be changed. However other selection, crossover or mutation methods can
be provided by the user.

In order to start with an homogeneously distributed first population, the
package uses a Random Latin Hypercube Sampling (LHS). However, other con-
figurations can be selected such as geneticLHS, improvedLHS, mazxminL HS, opti-
mumLHS, or random.

Next section presents a deeper explanation of how to configure and use
GAparsimony in a regression example.

3 Example: Searching a Parsimonious Regression Model
for Boston database

This example shows how to obtain, for the Boston dataset, a robust parsimony
model with GAparsimony and caret R packages. For this purpose, a artificial neu-
ronal network (ANN) algorithm is employed. The main objective is to seek, with
GAparsimony, a robust and parsimony ANN model by using F'S, HO and PMS.

All experiments were implemented in dual 28-core servers from Beronia clus-
ter of the Universidad de La Rioja.

3.1 Data Preprocessing

In order to check the generalization capability of each model, we use createData-
Partition() command to split the database in a 90% for training/validation and
the other 10% for testing. The test database is only used for checking the model
generalization capability. Training database is composed of 13 input features and
458 rows, and test database with 48 instances.

library (MASS)
library (caret)
library (GAparsimony)
library (data.table)
library (nnet)

# Preprocess data
set.sced (1234)

trainlndex <— createDataPartition(Boston[,”medv”], p=0.90, list=FALSE)
data_train <— Boston [trainIndex ,]

label _train <— data_train[,ncol(data_train)]

data_test <— Boston[—trainIndex ,]

label _test <— data_test[,ncol(data_test )]

# Z—score
mean_train <— apply(data_train ,2,mean)
sd_train <— apply(data_train ,2,sd)

data_train <— data.frame(scale(data_train, center = mean_train, scale = sd_train))
data_test <— data.frame(scale(data_test, center = mean_train, scale = sd_train))
# Add a little mnoise to avoid sd=0 in columns
data_train <— data_train4 matrix(runif(prod(dim(data_train)))/1000,

nrow = nrow(data_train), ncol=ncol(data_train))

# Restore original target
data_train[,ncol(data_train)] <— label_train
data_test [,ncol(data_test)] <— label_test
print (dim(data_train))

print (dim(data_test ))

## (1] 458 14

## [1] 48 14
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3.2 Fitness Function Description

Although GAparsimony usually obtains useful solutions, it is highly recom-
mended to execute it repeatedly with different random seeds. The objective is to
ensure a correct estimation of the best model parameters and more important
features. For this purpose, a reliable validation process will be necessary. For
example, with small databases, n-repeated k-fold cross validation it is usually a
good choice.

The following code shows the R function fitness NNET() that has been
designed to evaluate with a 25-repeated 10-fold cross validation each ANN.
Selected function nnet() uses Broyden-Fletcher-Goldfarb-Shanno (BFGS) for the
weight optimization process with decay as regularization term.

#

# Function to evaluate each ANN individual

#

fitness NNET <— function (chromosome, ...)

{

# Extract parameters and select features from chromosome

#

# First two walues in chromosome are ’size &

# ’decay ’ of ’'mnet’ method

tuneGrid <— expand.grid(size=round(chromosome[1]), decay=chromosome[2])

# Next wvalues of chromosome are the selected features
# (Selected if > 0.50)
selec_feat <— chromosome [3:length (chromosome)] >0.50

# Return —Inf if there is not selected features
if (sum(selec_feat)<1) return(c(mse_val=—Inf, rmse_test=—Inf, complexity=—1Inf))

# Ewtract features from the original DB + the response
data_train _model <— data_train[,c(selec_feat ,TRUE)]
data_test _model <— data_test[,c(selec_feat ,TRUE)]

# Use a 25—repeated 10— fold CV for validating each individual

train_control <— trainControl(method = "repeatedcv”, number = 10, repeats = 25)

# Train the model

Ho————

set .seed (1234)

model <— train (medv ~ ., data=data_train_model, trControl=train_control,
method="nnet” , tuneGrid=tuneGrid, trace=F, linout = 1,

MaxNWts=10000)

# Exztract walidation & test metrics
#
# RMSE repecated k—fold CV

rmse_val <— model$results$RMSE

# RMSE with test DB
rmse_test <— sqrt(mean((unlist(predict(model, data_test_model))—
data_test _model$medv) "2))

# Model Complexity
#
# Complewity = sum(ann_weights "2)
weights <— model$finalModel8wts

complexity <— sum(weightsxweights)

# Return errors and complexzity. Errors are negative
# GA—PARSIMONY tries to mazimize them
vect_errors <— c(rmse_-val=—rmse_val ,rmse_test=—rmse_test , complexity=complexity)

return(vect_errors)
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ANN parameters and selected input features are extracted from chromosome
parameter. Fitness function requires a A, configuration for each individual ¢ of
the generation g:

/\Z = [size, decay, Q] (2)

where the first two values correspond with the ANN parameters: number of
hidden neurons (size) and the weight decay parameter (decay). The second part
of chromosome, @, is a vector with 13 real numbers between 0 and 1 which are
binarized with a threshold of 0.50 for selecting the input features.

Finally, the function returns a vector with the mean of the Root Mean
Squared Error (RMSE) of a 25-repeated 10-fold CV, RMSE,;, the RMSE
measured with the test database, RM SF;s, and the complerity that is calcu-
lated as the sum of ANN squared weights.

3.3 GAparsimony Settings

GAparsimony is executed 10 times with different random seeds. Each optimiza-
tion process begins defining the range for searching the ANN parameters and
their names (min_param, max_param and names_param parameters). The GA
optimization process is defined with 40 individuals per generation (popSize)
and a maximum number (maziter) of 100 iterations with an early stopping cri-
teria (early_stop) of 20 generations. In addition, results of each iteration are
saved by setting keep_history to TRUE with the aim of using plot() and par-
simony-importance() methods. Default value of crossover probability between
pairs of chromosomes (pcrossover) is set to 0.8. Percentage of elitists is 20%
(elistism parameter). Also, in order to start with a high percentage of features
in the first population, feat_thres is established with a value of 0.90. Therefore,
optimization process starts with a 90% of the features selected.

Mutation configuration has three important parameters: the number of top
elitists that are not muted in each generation (in this example is not_muted = 2),
the probability of mutation in a parent chromosome (in this case pmutation =
0.10), and the probability to be one when a feature is selected to be muted
(feat_mut_thres = 0.10). This last parameter is established to a low value of
10% to ease the parsimony search (reduction of the input features in the following
generations).

The rerank_error parameter is the maximum difference of J between two
models to be considered similar. Individuals with similar J but lower complexity
are promoted to the top positions into the GA selection process. In this first
example, rerank_error has been set to a very low value, 0.0001, to disable the
re-ranking process. In Sect. 3.5 other values of rerank_error are used with the
objective of improving the trade-off between model complexity and accuracy,
and obtaining models with less number of features.
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# Search the best parsimonious model with GA-PARSIMONY by
# wusing FS, Parameter Tuning and Parsimonious Model Selection

library (GAparsimony)

# GA optimization process with 40 individuals per population,
# 100 mazr generations with an early stopping of 20 generations

GAparsimony _model <— vector (mode = ”list”, 10)
# GA-Parsimony 10 times
for (n_iter in 1:10)

print ("##H S A R il
print (n_iter)

DPrint (A HH L L L L )
GAparsimony _model [[n_iter ]] <— ga_parsimony (
fitness=fitness NNET, # Fitness function
min_param=c (1, 0.0001), # min size and decay
max_param=c (30 , 0.9999), # maz size and decay
names_param=c (” size” ,”decay” ), # Parameters name

nFeatures=ncol(data_train)—1, #Num of input features
names_features=colnames(data_train)[—ncol(data_train)],
keep_history = TRUE, # Save all generations

rerank _error = 0.0001, # Maz diff of scores to be similar
elitism=round (40%0.20), # Number of Elitists

popSize = 40, # Population size of each generation
maxiter = 100, # Max number of generations

early _stop=20, # Num of generations for early stopping
feat _thres=0.90, # Perc selected features in first gen
feat _mut_thres=0.10, # Prob in feature to be mutated
not _muted=2, # Not to mute first top 2 individual
parallel = TRUE, seed_ini = 1234x%n_iter)

ge ()

save (GAparsimony -model, file=" GAparsimony _model _ANN_tipo .RData”)

Finally, GAparsimony permits parallelization via foreach method in multi-core
Windows, Mac OSX, or Unix/Linux systems. With parallel = TRUEFE uses
algorithm all cores. Also, a specific number of cores (n) can be provided with
parallel = n. Besides, a cluster parallelization function can be provided.

3.4 Extracting the Best Solutions

At the end of the for-loop, a list with 10 ga_parsimony objects are provided.
Each object keeps the initial configuration, the historical data, the elapsed time,
the last population and the final results.

The following code presents the method to extract the best solution of each
iteration and, for the iteration 9, the best individual, the elapsed time in minutes,
and the final number of generations. Finally, the code shows how to extract the
population of generation 2 of the third iteration.

Table 2 shows the best individual of each iteration. The best model corre-
sponds with the iteration 9 which has the lowest RMSFE,,;. Final solution is
a ANN with 10 input features, 50 hidden neurons and a decay rate of 2.760.
Elapsed time was 222 min.
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# Exztract best solution of each interation
resultados <— NULL
for (n-iter in 1:10)
{
resultados <— cbind(resultados ,
GAparsimony -model [[n_iter ]] @bestsolution)
}

write.csv(resultados , file="resultados.csv”

# Best individual of iter 9
GAparsimony_object <— GAparsimony_model [[9]]
print (summary (GAparsimony_object))

print (paste0 (?BEST_SOLUTION: "))
print (GAparsimony_object@bestsolution)

fitnessVal fitnessTst complexity size decay crim
—2.878759 —3.380322 888.456352 50 2.760325 0.0
zn indus chas nox rm age

1.0 0.0 0.0 1.0 1.0 1.0

dis rad tax ptratio black Istat

1.0 1.0 1.0 1.0 1.0 1.0

print (?ELAPSED_TIME_ (min):”)
print (GAparsimony_object@minutes _total)
222.0121
print (?"NUMBER_OF_GENERATIONS: " )
print (GAparsimony_object@iter)
40
print ("POPULATION_GENERATION” )
pop.-mat <— cbind (GAparsimony_object@population, GAparsimony_object@fitnessval ,
GAparsimony_object@fitnesstst , GAparsimony_-object@complexity)
names_mat <— c(GAparsimony_object@names_param, GAparsimony-object@names_features ,

”RMSEval” ,” RMSEtst” ,” complexity”)
colnames (pop-mat) <— names_mat
print (head (pop-mat,2))
size decay crim zn indus chas nox rm age dis rad tax

[1,] 49.51992 2.76032 0 1 0 0 1 1 1 1 1 1
[2,] 49.51992 2.76032 0 1 0 0 1 1 1 1 1 1

ptratio black lstat RMSEval RMSEtst complexity
[1,] 1 1 1 —2.878759 —3.380322 888.4564
[2,] 1 1 1 —2.878759 —3.380322 888.4564

# Best results of gemeration 2 in iter 9

GAparsimony _object <— GAparsimony_model [[9]] @history [[2]]

pop-mat <— cbind (GAparsimony_object$population , GAparsimony_object$fitnessval ,
GAparsimony _object$fitnesstst , GAparsimony_object8complexity)

colnames (pop-mat) <— names_mat
print (head (pop_mat,3))
size decay crim zn indus chas nox rm age dis rad tax

[1,] 12.56129 2.76032 1 1 1 1 1 1 1 1 1 0
[2,] 12.56129 2.76032 1 1 1 1 1 1 1 1 1 0
[3,] 11.05759 11.72260 1 9 1 1 1 1 1 0 1 1

ptratio black Istat RMSEval RMSEtst complexity
[1,] 1 1 1 —3.368904 —3.644329 958.8236
[2,] 0 1 1 —3.482480 —3.445078 743.7078
[3,] 1 1 1 —3.664144 —4.075636 339.5751

# Plot GA evolution (’keep_history ° must be TRUE)
elitists <— plot(GAparsimony_model[[9]] , window=FALSE, general_cex=0.6,
pos_cost _num=—1, pos_feat _num=—-1.5, digits_plot=3,min_ylim=-5.0)

The plot() command displays RMSE,, and RMSFE;s evolution of elitist
individuals for iteration nine. general_cex defines the letter size, and pos_cost
and pos_feat_num set the relative position of the axes text. Also, y-axis limits
can be modified with min_ylim and maz_ylim. In the Fig. 1, white and gray
box-plots represent respectively the evolution of RMSE,, and RMSFE; for the
elitists. Shaded area delimits the maximum and minimum number of features,
Ngp. Continuous line, dot and stripped line, and discontinuous line represent,
respectively, RMSE,,;, RMSFE:s and Ngp of the best individual.
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Table 2. Best individual for each iteration.

Var Iterl | Iter2 |Iter3 |Iterd |Iter5 |Iter6 |Iter7 |Iter8 |Iter9 |IterlO
RMSE,q |3.094|3.314 |3.432 |2.914 |3.466 |3.341 |2.927|2.949|2.879 | 3.550
RMSEss |3.524]3.767 |3.701 |3.185 |3.538 |3.546 |3.453|3.382 3.380|3.654
Time(min) | 215.7 | 126.15 | 232.3 | 332.6 |190.9 |172.3 |301.9|291.1 | 222.0|97.8
complexity | 595.6 | 459.8 | 361.7 | 1016.4 | 350.5 |516.9 | 748.3|787.2 | 888.5|299.0
size 49 16 15 46 15 17 50 49 50 15
decay 5.564 | 10.158 | 13.879 | 2.864 | 15.032 | 10.794 | 3.573 | 3.650 | 2.760 | 17.698
crim 0 1 1 1 1 1 0 0 0 1

zn 1 1 1 1 1 1 1 1 1 1
indus 0 1 1 1 1 1 0 0 0 1

chas 0 0 0 0 0 0 0 0 0 0

nox 1 1 1 1 1 1 1 1 1 1

rm 1 1 1 1 1 1 1 1 1 1

age 1 1 1 1 1 1 1 1 1 1

dis 1 1 1 1 1 1 1 1 1 1

rad 1 1 1 1 1 1 1 1 1 1

tax 1 1 1 1 1 1 1 1 1 1
ptratio 1 1 1 1 1 1 1 1 1 1
black 1 1 1 0 1 1 1 1 1 1

Istat 1 1 1 1 1 1 1 1 1 1

3.5 Searching Parsimonious Solutions

In many real applications, researchers are not so worried about improving small
differences of J. For example, the decimal digits of the temperature set point of
an industrial furnace with a range of 700-900°C' is usually superfluous. However,
the priority can be to find solutions with a reduced input set, more robust when
dealing with noise. Besides, these parsimonious models will be easier and cheaper
to build, update and maintain.

The search of parsimonious solutions with a smaller quantity of features can
be approached by tuning the rerank_error parameter and including the number
of features, Ngp, in the complexity model calculation.

For example,

complexity <— 1E6*xsum(selec_feat)+sum(weightsxweights)

considers selec_feat (Ngr) to be more important than the internal model com-
plexity by multiplying the first by 1.000.000. Between two models with the same
Ngp, the model complexity will play in the PMS process.

Table 3 shows the best individuals obtained with the new complexity metric
and for four values of rerank_error. With rerank_error = 0.05 the solution has
a difference of 0.111 in the RMSE, 4 but with a 30% of reduction in Ngpg (7
vs 10 features). With smaller values of rerank_error (0.01 or 0.0001) solutions
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Fig. 1. Evolution of elitist individuals in iteration 9.

Table 3. Best individual with the
rerank_error.

new complexity metric and different values

Var Iter8 Iter9 Iter9 Iter9
rerank_error | 0.1 0.05 0.01 0.0001
RMSEya 3.341 2.993 2.882 2.879
RMSE;s: 4.519 4.509 3.334 3.380
Time(min) |85.9 186.5 213.6 221.6
complexity | 6000492.0 | 7000862.5 | 10000902.3 | 10000888.5
size 12 48 48 50
decay 4.313 2.760 2.760 2.760
crim 0 0 0 0

zn 0 0 1 1
indus 0 0 0 0
chas 0 0 0 0
nox 1 1 1 1

rm 1 1 1 1

age 0 1 1 1

dis 1 1 1 1

rad 1 0 1 1

tax 0 1 1 1
ptratio 1 1 1 1
black 0 0 1 1
Istat 1 1 1 1

71

Number of features of best indiv.

of
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are similar to the Sect. 3.4. On the other side, with rerank_error = 0.1, the best
solution reduces the Ngg to 6 but with a difference of 0.462 in the RMSFE, ;.
However, RMSE;, increase 1.129 with respect to the non-parsimonious solu-
tion, probably because some solutions of the testing database depends on the
removed inputs features.

4 Conclusions

Searching the best model by FS and HO can become a tedious and time con-
suming process. Besides, many researchers and engineers that are not experts in
machine learning need tools that can facilitate these tasks.

In this contribution, we present GAparsimony R package which can be use-
ful for seeking high accuracy and parsimonious models. The process to search
robust ANN models with Boston database has been exposed, showing that the
strategy of adjusting rerank_error and including Ngg in the complexity metric
can help to obtain accurate parsimonious solutions. This example code can be
easily adapted to another problem and algorithm.

Future works will be focused in improving the optimization process by includ-
ing other Meta-heuristics.
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Abstract. The use of techniques such as adaptive optics is mandatory when
performing astronomical observation from ground based telescopes, due to the
atmospheric turbulence effects. In the latest years, artificial intelligence methods
were applied in this topic, with artificial neural networks becoming one of the
reconstruction algorithms with better performance. These algorithms are devel-
oped to work with Shack-Hartmann wavefront sensors, which measures the tur-
bulent profiles in terms of centroid coordinates of their subapertures and the
algorithms calculate the correction over them. In this work is presented a Con-
volutional Neural Network (CNN) as an alternative, based on the idea of calcu-
lating the correction with all the information recorded by the Shack-Hartmann, for
avoiding any possible loss of information. With the support of the Durham
Adaptive optics Simulation Platform (DASP), simulations were performed for the
training and posterior testing of the networks. This new CNN reconstructor is
compared with the previous models of neural networks in tests varying the altitude
of the turbulence layer and the strength of the turbulent profiles. The CNN
reconstructor shows promising improvements in all the tested scenarios.

Keywords: Adaptive optics - Artificial neural networks
Convolutional neural networks

1 Introduction

In the latest years, the growing interest in artificial intelligence lead the development of
these techniques to search its application in a broad range of science branches; in
astronomical imaging, neural networks were already used, for example, for object
detection and star/galaxy classification [1]. Nowadays, Adaptive Optics (AO) are a
series of techniques, used for astronomical observation, that are mandatory for the
search the correction of astronomical images taken from ground based telescopes [2].
AO techniques are based on the measurement of the turbulent profiles of the
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atmosphere, to estimate a phase correction on the upcoming light that will form the
astronomical image. A wide variety of algorithms and methods had been developed to
perform the estimation of the corrections to the images; between them, artificial
intelligence techniques, in particular Artificial Neural Networks (ANNs) have been
proven to be a useful alternative as reconstructor to the traditional algorithms, for it
good performance and for its improvements in computational time [3].

ANNSs and other artificial intelligence techniques are based on the learning of char-
acteristics and patterns that lie within a set of data [4], [5], to replicate the modelled system
or to infer a response when new data is presented. In particular, ANNs are formed by
neurons, which are its processing units, and the interconnections between them are
adapted to fit the training set. This idea showed excellent results when applied to the
adaptive optics as the Complex Atmospheric Reconstructor based on Machine 1IEarNing
(CARMEN) [6], both in simulations [7], and in its posterior live testing on-sky [8]. These
remarkable results were obtained when CARMEN was contrasted with other usual
techniques in AO reconstruction, such as Learn and Apply [9] or Least Squares [10].

This network worked by means of learning from the measurements of a
Shack-Hartmann WaveFront Sensor (SH-WFS), which estimates the turbulence of the
atmosphere considering sections of the sky and the effect of the turbulence in the light
that comes to each of the subapertures of the sensor. The calculated centroids from the
image of each subaperture constitutes the inputs of CARMEN and the corrected for the
scientific object are the outputs of the network.

Based on previous works [11] and the nature of the problem, information from the
turbulence is likely to be lost once the calculation of the centroid from the SH-WFS
images is performed. We propose a reconstructor based in a more complex architecture
of ANNS, the Convolutional Neural Networks (CNNs), which allow images as inputs
and consequently, avoiding the centroid calculations and its implicit loss of information.

CNNs are commonly used in document recognition [12], image classification [13,
14] or speech recognition [15]. In our case, the ability of CNNs to extract the most
relevant features from the image, allows to process the full image of the SH-WFS
measurements and improve the results that CARMEN achieves.

This work presents an introduction about SH-WFS and Durham Adaptive optics
Simulation Platform (DASP) [16], the AO simulation platform used, in Sect. 2. The
next section details how CARMEN solved this problem, and what is intended to
achieve with a new reconstructor based on CNNs that will be referred as Convolu-
tional CARMEN. In Sect. 4, the architecture of the CNN proposed as reconstructor is
specified, as well as other details of the experiment, such as the performed simulations.
In Sect. 5, results from Convolutional CARMEN are presented and discussed. Finally,
in the last section, conclusions and future work are stated.

2 Adaptive Optics

The principal usage of AO is in the correction of the optical aberrations induced in the
astronomical images by the atmospheric turbulent profiles. To do that, AO consist on
different procedures; first, the turbulence has to be measured, usually with sensors such
as the SH-WFS sensor.
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The sensing is performed with the support of known sources of light that are close
to the scientific object and allow to estimate the turbulence that affects the upcoming
light from the scientific object, these are called Natural Guide Stars (NGS). When
available, Laser Guide Stars (NGS) are usually used for gaining more information in
the near field of the scientific object.

After the measurements are obtained, the turbulent profile is estimated with a
reconstruction algorithm, and the correction shape of the deformable mirrors is cal-
culated. When the deformable mirror fits the correct shape to modify the phase of the
wavefront from the scientific object image, it compensates the effects of the aberrations
induced by the atmosphere to form the final image.

2.1 Shack-Hartmann Wavefront Sensor

The SH-WEFS sensor consists on a set of lenses with the same focal length, called
subapertures, which allows to divide the incoming wavefront. The turbulence is esti-
mated in the space corresponding to each subaperture. In conditions of no turbulence,
in each lense the focused spot should be centred in the middle of the subaperture,
however, for the light that passes through the atmosphere, the focused spot becomes a
blurry image.

The gravity centre of that image can be calculated in terms of the coordinates of
each subaperture, being called centroids, as Fig. 1 shows. By using the information
obtained with the centroids, it is possible to reconstruct the incoming wavefront, by
means of Zernike polynomials. Once this information is obtained from the SH-WFS, it
is possible to compensate the turbulence aberration, by adapting the deformable mirror.
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Fig. 1. Diagram of the working of a SH-WFS sensor. Light wave-fronts are measured locally in
each subaperture. Each lens forms a blurred image from where centroids are estimated.
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2.2 Simulations and DASP Platform

DASP is a simulation platform developed by the University of Durham [16] that allows
to produce AO simulations at all stages of an AO system.

In order to perform a comparison of the performance between CARMEN recon-
structor and our proposal, the simulations for this work were done as a replica of the
ones performed in the original articles where the reconstructor CARMEN was pre-
sented and contrasted with computational simulations [6, 7].

For this work, among all the options that DASP offers, the simulations required
different values of 10, different heights for the turbulent layers, as different number of
turbulent layers. With these parameters, DASP is able to simulate the images of off-axis
SH-WES sensors with guide stars, including the focused points in each subaperture, or
its centroids as it was originally required for CARMEN. Also, DASP allows the
simulation of the centroids from the on-axis SH-WEFES for the scientific object, which
are used as the outputs in both the original reconstructor and our newest proposal.

3 CARMEN

3.1 CARMEN as Multi-Layer Perceptron

The first AO reconstructor based in ANNs presented, CARMEN, was a Multi-Layer
Perceptron (MLP) [17].

MLPs consist on series of processing units, called neurons, grouped in sets called
layers [18]. All the neurons of one layer are connected to the neurons of the adjacent
layers. These connections are characterized by a weight. Each neuron processes all the
information it had as input applying an activation function [3].

All techniques of artificial intelligence have as trait the capability for learning form
the data and approximate nonlinear systems [19]; this is performed by algorithms that
measure the error and adjust the weights of the connections between neurons, such as
the backpropagation algorithm [20, 21].

A graphical representation of the topology of a MLP is shown in Fig. 2.
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Fig. 2. Topology of a MLP neural network. Reproduced from [11].
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In the AO field, ANNs were introduced with a first approximation of the recon-
structor CARMEN to simulation [6, 7], trained with the centroids of off-axis SH-WFS
with NGS as inputs, and the centroids of the scientific object as outputs; this allowed to
estimate, when applied to new data, the turbulence affecting the image of the scientific
object with the data of the off-axis SH-WFS.

For comparison with the new reconstructor presented in this work we use, for
CARMEN, the topology presented in [8], where excellent results were achieved in
on-sky testing.

3.2 CARMEN as Convolutional Neural Network

CNNs models emerged to solve the issues that MLPs could not deal with. When the
information which is needed to process is too high, for example in an image, the
number of connection weights between neurons in an MLP may increase enough to be
impractical for a computer to handle. The improvements of CNNs are based in the
implementation of convolutional layers that work as filters, extracting the main features
from the input data. These models provide versatility to the systems of study and can be
applied in most scenarios such as document recognition [12], image classification [13,
14] or speech recognition [15].

These layers allow processing of their outputs with activation functions, as for
example the Rectified Linear Unit, known as ReLU [22]. Frequently, the outputs of
these layers are also adjusted with a pooling layer [23], reducing the size of the
resultant images, by extracting the maximum or mean value from a certain region of
pixels. Nesting several of these layers, image size can be lowered significantly,
although the number of images will increase. When the desired sizes of the data are
reached, a MLP can be implemented, using as inputs the features that the convolutional
layers computed as outputs [19]. An example of the topology and implementation of a
CNN is shown in Fig. 3.

Training process for CNNs involves the adjustment of the weights in the connec-
tions between the neurons of adjacent layers of the MLP, as well as the weights of the
filters from the convolutional layers.

Inpu layer 4 feature maps

4 feature maps 6 feature maps 6 feature maps

l convolution layer 1 sub-sampling layer | [¢ ion layer 1 b-sampling layer |fullyconnected HLPl

Fig. 3. Example of the topology of a convolutional neural network. The original image is the
input of the sequences of convolution and sub-sampling layers, which are followed by a
multi-layer perceptron.
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In this work, we present a reconstructor based on the convolutional approach, devel-
oped to improve the performance of the actual reconstructors, being CARMEN MLP
between them. Our proposal relies on the use of the full image as input, instead using only
the centroid calculations, as CARMEN nowadays does. This allow us to input all the
information recorded by the SH-WEFS to the reconstructor, as well as avoiding one com-
putational step, the centroid calculations.

4 Experimental Setup

Simulations used for the training of the networks were performed with DASP. Data sets
for training and testing were created for reproducing the original tests presented in [7],
with the following properties:

All the SH-WES simulated had 36 subapertures, being a total of 72 coordinates of
centroids per sensor.

Training set was simulated with layers varying the height of the turbulence from 0
to 15500 m with steps of 100 m each. The turbulence strength was simulated with the
parameter 10, which was chosen ranging from 8 cm to 20 cm, with steps of 1 cm each.
Each of the combinations of heights and 10 values was sampled 100 times, being a total
of 202800 samples.

Test set have two layers, the first a ground layer at 0 m and the second with a fixed
altitude. The r0 values ranged from 5 cm to 20 cm, and the relative strengths of the
layer were 0.5 for both. There were simulated three scenarios, with the second layer at
altitudes of 5000, 10000 and 15000 m. Each of the combinations of heights and 1O
values was sampled 1000 times, being a total of 16000 samples each set.

Neural networks, both the original CARMEN and the convolutional CARMEN,
were trained and tested, in terms of normalized error, with the above sets.

The original CARMEN had 216 neurons as inputs, with a hidden layer of 216
neurons and 72 for the outputs. The inputs corresponded with the centroids of 3
SH-WFS, and the outputs are the centroids of the SH-WFS of the scientific object.

The convolutional CARMEN inputs used the full image of the SH-WFES with 3
channels, since 3 SH-WFS were simulated. It has 4 convolutional layers, each one with
4 kernels of 5 x 5 size. After the convolutional layers, ReLU was applied as activation
function and pooling of sizes 2 x 2 for the first two convolutional layers, and sizes
4 X 4 for the las two convolutional layers. This resulted in 768 images of size 2 x 2
that become the input of the fully-connected layers; consequently, it has 3072 neurons
as input. The hidden layer was set with 216 neurons and 72 for the output layer.

The network was implemented in TensorFlow [24] version r1.3.

5 Results and Discussion

The trained networks were compared in terms of normalized error. The error is cal-
culated as the average of the absolute value of the difference between all the output
network centroids and the simulated true centroids. In each of the three scenarios
defined for the test, the comparison has been made for each value of r0.

In Fig. 4, the convolutional network shows better performance than the MLP for all
the values of 10. There is a clear trend of improving results for the weaker turbulence
profiles, as it is expected.
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The comparison at 10000 m is shown in Fig. 5. In this case, the convolutional
network still improves the results provided by the MLP, however with closer values
of error.
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Fig. 4. CARMEN MLP and Convolutional CARMEN performance in terms of normalized error
for the test with turbulence layer at 5000 m.
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As in the previous cases, the convolutional network improved the results for all the
values of 10 when considering the turbulence at 15000 m. The results are shown in
Fig. 6. The trend is of higher decay of the error as the turbulence weakens than in the
other turbulence altitudes.
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Fig. 6. CARMEN MLP and Convolutional CARMEN performance in terms of normalized error
for the test with turbulence layer at 15000 m.

6 Conclusions and Future Lines

Convolutional networks were presented as an alternative for the actual neural networks
used as reconstructors, showing great performance in the presented tests. The convo-
lutional approach was considered since it seemed that some information may be lost in
other reconstruction algorithms as consequence of the calculation of centroids. Con-
volutional networks, allowing the usage of full images from the SH-WFS, proved this
argument as it is shown in the comparison of errors.

These promising results open possibilities in further work in the topic, improving
the topology of the network, setting more solid testing with sets of multilayer turbu-
lence profiles, using optical measurements for the comparison of errors, and testing the
tomographic reconstructor in a real telescope.

Other alternatives that can be addressed are different types of artificial intelligence
techniques, such as those based on on-sky learning or recurrent neural networks.
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Abstract. In this paper, missing attribute values in incomplete data
sets have two possible interpretations, lost values and “do not care”
conditions. For rule induction we use characteristic sets and generalized
maximal consistent blocks. Therefore we apply four different approaches
for data mining. As follows from our previous experiments, where we used
an error rate evaluated by ten-fold cross validation as the main criterion
of quality, no approach is universally the best. Therefore we decided to
compare our four approaches using complexity of rule sets induced from
incomplete data sets. We show that the cardinality of rule sets is always
smaller for incomplete data sets with “do not care” conditions. Thus
the choice between interpretations of missing attribute values is more
important than the choice between characteristic sets and generalized
maximal consistent blocks.

Keywords: Incomplete data + Lost values - “Do not care” conditions
Characteristic sets - Maximal consistent blocks
MLEM2 rule induction algorithm - Probabilistic approximations

1 Introduction

In this paper, missing attribute values in incomplete data sets have two possible
interpretations, lost values and “do not care” conditions. A lost value is the miss-
ing attribute value that initially existed but currently is unavailable, for exam-
ple it is forgot or erased. For incomplete data sets with lost values we use a cau-
tious approach, inducing rules only from existing, specified attribute values. A
“do not care” condition is interpreted differently, we are assuming that the miss-
ing attribute value may be replaced by any value from the attribute domain. A
© Springer International Publishing AG, part of Springer Nature 2018
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frequent reason for the “do not care” conditions is a refusal to answer a question
during the interview. Our assumption is that an expert should provide the most
appropriate interpretation of missing attribute values for a specific data set.

In our experiments we use probabilistic approximations, a generalization of
the lower and upper approximations, well-known in rough set theory. A proba-
bilistic approximation is associated with a parameter «, interpreted as a proba-
bility. When « = 1, a probabilistic approximation becomes the lower approxima-
tion; if « is a small positive number, e.g., 0.001, a probabilistic approximation
is the upper approximation. Initially, probabilistic approximations were applied
to completely specified data sets [9,12-19]. Probabilistic approximations were
generalized to incomplete data sets in [8].

Characteristic sets, for incomplete data sets with any interpretation of miss-
ing attribute values, were introduced in [7]. Maximal consistent blocks, restricted
only to data sets with “do not care” conditions, were introduced in [11]. Addi-
tionally, in [11] maximal consistent blocks were used as basic granules to define
only ordinary lower and upper approximations. A definition of the maximal
consistent block was generalized to cover lost values and probabilistic approx-
imations in [1]. The applicability of characteristic sets and maximal consistent
blocks for mining incomplete data, from the view point of an error rate, was
studied in [1]. The main result of [1] is that there is a small difference in quality
of rule sets, in terms of an error rate computed as the result of ten-fold cross
validation, induced either way. Thus, we decided to compare characteristic sets
with generalized maximal consistent blocks in terms of complexity of induced
rule sets. In our experiments, the Modified Learning from Examples Module,
version 2 (MLEM2) was used for rule induction [6].

Our main objective is to compare four approaches to mining incomplete data
sets, combining characteristic sets and generalized maximal consistent blocks
with two interpretations of missing attribute values, lost values and “do not
care” conditions. Our conclusion is that the choice between characteristic sets
and generalized maximal consistent blocks is not as important as the choice
between two interpretations of missing attribute values. The simplest rule sets
are induced from incomplete data sets with an interpretation of “do not care”
conditions for missing attribute values.

2 Incomplete Data

In this paper, input data sets are presented in a form of a decision table. An
example of the decision table is shown in Table1. Rows of the decision table
represent cases, while columns are labeled by variables. The set of all cases will
be denoted by U. In Tablel, U = {1, 2, 3, 4, 5, 6, 7, 8}. Independent variables
are called attributes and a dependent variable is called a decision and is denoted
by d. The set of all attributes is denoted by A. In Table1, A = {Temperature,
Headache, Cough}. The value for a case x and an attribute a is denoted by a(x).

We distinguish between two interpretations of missing attribute values: lost
values, denoted by “?” and “do not care” conditions, denoted by “x”. Table 1
presents an incomplete data set with both lost values and “do not care” conditions.
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Table 1. A decision table

Case Attributes Decision
Temperature | Headache | Cough |  Flu

1 high yes ? yes

2 * * yes yes

3 very-high * no yes

4 normal * yes yes

5 ? yes ? no

6 normal yes * no

7 high yes ? no

8 normal * no no

The set X of all cases defined by the same value of the decision d is called
a concept. For example, a concept associated with the value yes of the decision
Flu is the set {1, 2, 3, 4}.

For a completely specified data set, let a be an attribute and let v be a value
of a. A block of (a,v), denoted by [(a,v)], is the set {z € U | a(z) = v} [4].

For incomplete decision tables the definition of a block of an attribute-value
pair (a,v) is modified in the following way.

— If for an attribute a and a case x we have a(x) = 7, the case x should not be
included in any blocks [(a,v)] for all values v of attribute a,

— If for an attribute a and a case  we have a(x) = %, the case z should be
included in blocks [(a,v)] for all specified values v of attribute a.

For the data set from Table 1 the blocks of attribute-value pairs are:
[(Temperature, normal)] = {2, 4, 6, 8},

[(Temperature, high)] = {1, 2, 7},

[(Temperature, very-high)] = {2, 3},

[(Headache, yes)] = U,

[(Cough, no)] = {3, 6, 8},

[(Cough, yes)] = {2, 4, 6}.

For a case x € U and B C A, the characteristic set Kp(x) is defined as the

intersection of the sets K(z,a), for all a € B, where the set K (z,a) is defined in
the following way:

— If a(x) is specified, then K (x,a) is the block [(a, a(z))] of attribute a and its
value a(z),

— If a(x) = ? or a(x) = *, then K(z,a) =U.
For Table1 and B = A,
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KA(3) = {S}a

KA(4) = {27 47 6}7
KA(5) = U7

KA(6) = {25 47 67 8}7
KA(7) = {]-7 27 7}7
Ka(8) = {6, 8}.

A binary relation R(B) on U, defined for z,y € U in the following way
(z,y) € R(B) if and only if y € Kp(x)

will be called the characteristic relation. In our example R(A) = {(1, 1), (1, 2),
(1’ 7)7 (2a 2)7 (27 4)7 (2a 6)7 (37 3)3 (4’ 2)7 (43 4), (47 6)3 (57 1)7 (5a 2)7 (57 3)3 (5a
4), (5, 5), (5, 6), (5, 7), (5, 8), (6, 2), (6, 4), (6, 6), (6, 8), (7, 1), (7, 2), (7, 7),
(8,6), (8, 8)}.

For Table 1 and both concepts, all conditional probabilities P(X|K 4(x)) are
presented in Tables2 and 3.

Table 2. Conditional probabilities Pr([(Flu,yes)]|Ka(x))

x 1 2 3 |4
Ka(z) {1, 2,7} {2, 4,6} | {3} {24, 6}
P({1,2,3,4} | Ka(z)) 0.667 | 0.667 |1 |0.667

Table 3. Conditional probabilities Pr([(Flu,no)]|Ka(z))

x 5 |6 7 8
Ka(z) U {2,4,6,8} {1,2,7} {6 8}
P({5,6,7,8} | Ka(z))|0.5 0.5 0333 |1

We quote some definitions from [1]. Let X be a subset of U. The set X is
B-consistent if (x,y) € R(B) for any =,y € X. If there does not exist a B-
consistent subset Y of U such that X is a proper subset of Y, the set X is called
a generalized mazimal B-consistent block. The set of all generalized maximal B-
consistent blocks will be denoted by € (B). In our example, €(A4) = {{1, 7}, {2,
4,6}, {3}, {5}, {6, 8}}.

Let BC A and Y € ¥(B). The set of all generalized maximal B-consistent
blocks which include an element x of the set U, i.e. the set

{YIY €¥4(B),x €Y}

will be denoted by €p(x).

For data sets in which all missing attribute values are “do not care” condi-
tions, an idea of a maximal consistent block of B was defined in [10]. Note that
in our definition, the generalized maximal consistent blocks of B are defined for
arbitrary interpretations of missing attribute values. For Table 1, the generalized
maximal A-consistent blocks @4 (x) are
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Ca(l) ={{1,7}},
Ca(2) = {{2,4,6}},
Ca(3) = {{3}},
Ca(4) ={{2,4,6}},
€a(5) = {{5}},
©a(6) = {{2,4,6},{6,8}},
c5,4(7) ={{1,7},

“a(8) = {16, 8}}

For Tablel and the concepts [(Flu,yes)] and [(Flu,no)], all conditional
probabilities.

Pr([(Flu,yes)]|Y) and Pr([(Flu,no)]|Y), where Y € € (A), are presented in
Table 4.

Table 4. Conditional probabilities Pr([(Flu,yes)]|Y) and Pr([(Flu,no)]|Y)

Y {1, 7} {2, 4,6} {3} {5} {6, 8}
Pr({1,2,3,4} | Y)|05 |0667 |1 |0 |0
Pr({5,6,7,8} | V)05 [0333 0 |1 |1

3 Probabilistic Approximations

In this section, we will discuss two types of probabilistic approximations: based
on characteristic sets and on generalized maximal consistent blocks.

3.1 Probabilistic Approximations Based on Characteristic Sets

In general, probabilistic approximations based on characteristic sets may be
categorized as singleton, subset and concept [3,7]. In this paper we restrict our
attention only to concept probabilistic approximations, for simplicity calling
them probabilistic approximations based on characteristic sets.

A probabilistic approximation based on characteristic sets of the set X with
the threshold o, 0 < a < 1, denoted by appr{¥(X), is defined as follows

U{Ka(z) | z € X, Pr(X|Ka(z)) > a}.

For Tablel and both concepts {1, 2, 3, 4} and {5, 6, 7, 8}, all distinct
probabilistic approximations, based on characteristic sets, are

appr§ss:({1,2,3,4}) = {1,2,3,4,6,7},

appr{’®({1,2,3 4})={3}

appr(’s ({5,6,7,8}) =

appr$®({5,6,7,8}) = {6,8}.

If for some 3, 0 < § < 1, a probabilistic approximation apprgs (X) is not

listed above, it is equal to the probabilistic approximation appr (X ) with the
closest a to 3, a > 3. For example, appr§’s ({1,2,3,4}) = appr§§s:({1,2,3,4}).
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3.2 Probabilistic Approximations Based on Generalized Maximal
Consistent Blocks

By analogy with the definition of a probabilistic approximation based on char-
acteristic sets, we may define a probabilistic approximation based on generalized
maximal consistent blocks as follows:

A probabilistic approximation based on generalized maximal consistent blocks
of the set X with the threshold «, 0 < o < 1, and denoted by apprM©B(X), is
defined as follows

WY | Y € €,(A), z € X, Pr(X|Y) > al.

All distinct probabilistic approximations based on generalized maximal con-
sistent blocks are

appr©B({1,2,3,4}) = {1,2,3,4,6,7},
appris? ({1,2,3,4}) = {2,3,4,6},
appri’©P({1,2,3,4}) = {3},
apprSB({5,6,7,8}) = {1,2,4,5,6,7,8},
appr©B({5,6,7,8}) = {1,5,6,7,8},
apprMCB({5,6,7,8}) = {5,6,8}.

Parameter alpha Parameter alpha

Fig.1. Number of rules for the
bankruptcy data set

Fig. 2. Number of rules for the breast
cancer data set
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Fig. 3. Number of rules for the echocar-
diogram data set
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Fig. 4. Number of rules for the hepati-
tis data set
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4 Experiments

We conducted our experiments on eight data sets from the University of
California at Irvine Machine Learning Repository. These data sets were com-
pletely specified. We randomly replaced 35% of the existing, specified attribute
values by question marks, indicating lost values. After that, all question marks
were replaced by asterisks, indicating “do not care” conditions, so additional
eight data sets were created. Thus, we ended up with 16 data sets.

In our experiments we used the MLEMZ2 rule induction algorithm of the
LERS (Learning from Examples using Rough Sets) data mining system [2,5,6].
We used characteristic sets and generalized maximal consistent blocks for mining
incomplete datasets. Additionally, we used incomplete data sets with lost values
and with “do not care” conditions. Thus our experiments were conducted on
four different approaches to mining incomplete data sets. These four approaches,
denoted by (CS, ?7), (CS, *), (MCB, ?7), and (MCB, *), where “CS” denotes a
characteristic set, “MCB” denotes a generalized maximal consistent block, “?”
denotes a lost value and “*” denotes a “do not care” condition, were compared
by applying the Friedman rank sum test combined with multiple comparisons,
with a 5% level of significance. We applied this test to all pairs of incomplete
data sets, with lost values and “do not care” conditions.

100 45
P — —cs.?
40 —=cs,*

MCB, ?

Rule count
Rule count

0 02 04 0.6 08 1 0 02 0.4 06 08 1

Parameter alpha

Fig. 5. Number of rules for the image
segmentation data set
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Fig. 7. Number of rules for the lym-
phography data set
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Fig. 6. Number of rules for the iris
data set

60

T T~ ‘/7 —1

Rule count

—-MCB, *

0 02 04 06 08 1
Parameter alpha

Fig. 8. Number of rules for the wine
recognition data set
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In our experiments we recorded the number of rules and the total number of
conditions in rule sets induced using characteristic sets and generalized maximal
consistent blocks from all data sets. Results of our experiments are presented in
Figs. 1,2, 3,4,5,6,7,8,9, 10, 11, 12, 13, 14, 15 and 16.

For our four approaches, the number of rules differ significantly for all eight
data sets, i.e., the null hypotheses Hy of the Friedman test saying that differences
between these approaches are insignificant was rejected. Results of the post-hoc
test indicated precisely the differences between the four approaches. Results are
presented in Table 5.

Table 5. Results of statistical analysis for the number of rules

Data set Friedman test results (5% significance level)
Bankruptcy (MCB, *) is simpler than both (CS, ?7) and (MCB, ?)
Breast cancer (CS, *) is simpler than both (CS, ?) and (MCB, ?)

(MCB, *) is simpler than (MCB, ?)

Echocardiogram | (CS, *) and (MCB, *) are simpler than (CS, ?) and (MCB, ?)
Hepatitis (CS, *) and (MCB, *) are simpler than (CS, ?) and (MCB, ?)
Image recognition | (CS, *) is simpler than both (CS, ?) and (MCB, ?)

(MCB, *) is simpler than (MCB, ?)

Iris (CS, *) is simpler than (MCB, ?)
Lymphography (C *) and (MCB, *) are simpler than (CS, ?) and (MCB, ?)
Wine recognition | (MCB, *) is simpler than (CS, 7) and (MCB, 7)

(CS *) is simpler than (MCB, 7)

For one data set (bankruptcy) the Friedman test shows statistical insignifi-
cance between all four approaches. For another data set (echocardiogram), the
Friedman test shows statistical significance for some approaches, but the post-
hoc test proves that the differences between the four approaches are statistically
insignificant. For remaining six data sets the results are presented in Table 6.

Table 6. Results of statistical analysis for the total number of conditions

Data set Friedman test results (5% significance level)
, ¥) and (MCB, *) are simpler than (CS, ?) and (MCB, ?)

Breast cancer

(Cs
Hepatitis (CS, *) and (MCB, *) are simpler than (CS, ?) and (MCB, ?)
Image recognition | (CS, *) is simpler than both (CS, 7) and (MCB, *)
Iris (CS, ?7) is simpler than (MCB, *)
Lymphography (CS, ?) is simpler than (MCB, *)
(CS,7)

Wine recognition | (CS, ?) and (CS, *) are simpler than (MCB, ?)
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5 Conclusions

Our objective was to compare four approaches to mining incomplete data sets
(combining characteristic sets and generalized maximal consistent blocks with
two interpretations of missing attribute values, lost values and “do not care”
conditions). Our conclusion is that for the number of rules in a rule set, the
choice for an interpretation of missing attribute values is more important than
the choice between characteristic sets and generalized maximal consistent blocks.
The number of rules is always smaller for incomplete data sets with “do not care”
conditions. Surprisingly, the total number of conditions does not show a clear
preference, here all depends on the choice of the data set. There is no universally
best approach.
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Abstract. This research work focuses on the study of different models of solution
reflected in the literature, which treat the optimization of the routing of vehicles by
nodes and the optimal route for the university transport service. With the recent
expansion of the facilities of a university institution, the allocation of the routes for
the transport of its students, became more complex. As a result, geographic
information systems (GIS) tools and operations research methodologies are
applied, such as graph theory and vehicular routing problems, to facilitate mobi-
lization and improve the students transport service, as well as optimizing the
transfer time and utilization of the available transport units. An optimal route
management procedure has been implemented to maximize the level of service of
student transport using the K-means clustering algorithm and the method of node
contraction hierarchies, with low cost due to the use of free software.

Keywords: Optimization  Vehicle routing + University transportation
K-means - Clustering algorithms - Contraction hierarchies - Free software

1 Introduction

Different methods, techniques and mathematical models have been developed to treat
vehicle routing by nodes also known as VRP. The traveling salesman problem (TSP) is
the first VRP-type problem, was proposed in 1959 [1], and it is one of the most
complex problems (NP-hard) and more studied in Operational Research, especially in
Combinatorial Optimization [2]. Exact treatment and heuristic methods have been
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applied [3], however to the date, an optimal solution to this problem has not been
achieved, especially in cases with huge numbers of nodes [2]. The VRP is the result of
the intersection of the TSP traveling salesman problem and the Bin Packing Problem
(BPP) [2]. The use and development of these methods in this field are the ones that
dealt this problem significantly, because of having new and continuous advances in
information technology as a fundamental basis for its general operation.

In 2012, Khalid et al. [4] presented the modeling of the school bus routing problem
(SBRP), considering bus capacities and time windows in the school in which the bus
operates, in order to obtain the information to use in the model, geographic information
system (GIS) tools, grouping techniques based on available capacity, and network
cutting techniques were used. To try to find a solution to the model (SBRP) they used
the hybrid metaheuristics of ant colony optimization with the local improvement
heuristic Lin Kernighan iterated.

Another proposal was made by Huo et al. in 2014, when presenting the con-
struction of a mathematical model for the problem of routing school buses for a single
center and a single vehicle [5]. To do this, they used location strategy methodologies -
allocation - routing (LAR), and a clustering of students to determine optimal stops
within a service radius of 500 m. The solution of the proposed model was through the
ant colony optimization algorithm (ACO). Finally, it was shown that the model is
applicable in real life, and that it can reduce the cost of school bus service.

Authors such as Nezam et al. [6] in 2016 proposed in Iran a complex mathematical
model that pursues various objectives, such as the optimal allocation of multiple nodes
of the population with their respective demands towards one or more server nodes.
Also, find the optimal location of the server nodes and the optimal allocation of the
population to different routes that allow reaching the assigned server nodes, so that the
total transport time is minimized.

In the year 2017, Hashi et al. [7] established a model for the optimization of student
transport that considers the capacity of the vehicle fleet, using the methodologies of the
Geographic Information System (GIS), the formulation of the problem was through
the mathematical model of the routing and programming of school buses (SBRS) with
time windows. Then, the resolution of the proposed mathematical model was through
the algorithm Clarke & Wright, obtaining as multiple results, optimized routes, it was
also possible to identify the pick-up stops of the students according to their concen-
tration, and the visualization of the routes and the stops in (SIG).

The problem of vehicle routing by nodes has also been treated by means of graph
theory, one of the main algorithms used in this field is the Dijkstra algorithm [8], which
allows the calculation of the shortest route through a graph consisting of a set of n client
nodes joined by branches or arcs, which can even consider directions of the roads and
their costs [9]. However, recent advances have been made in this field as the method of
contraction hierarchies of nodes-CH which have demonstrated better yields in the time
calculation of the shorter route than the Dijkstra algorithm [8, 10, 11], and that addi-
tionally allow to simulate vehicle routes in computational environments at low cost [12].

Within the field of vehicular routing, when modifications occur in the locations of
the installations, it is necessary to determine a route that can link the different locations
of both facilities and customers that require transportation in an optimal way [13].
In that sense, the investigation was initiated considering each of the clients or students
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to keep a record of the positions of the current residences. In order to compile a
database that will be used to perform a clustering using the K-means algorithm [14],
through its centroids allowed to determine the stops in which the vehicles must pick up
the students and optimize the route which should continue to be allocated by the
university for the students transportation.

2 K-means Algorithm

The zoning of the assigned areas to the transportation vehicles is an important aspect of
vehicle fleet management, especially for the balancing of the workload between
different fleet vehicles and even to determine the coverage of a transportation service
[15—17], for that reason in this work we use the K-means algorithm whose performance
has been demonstrated in the clustering of spatial databases [14].

LetX = X;; = 1,2,...., n; The set of n d-dimensional points to be grouped into a set
of K groupings, C = Ci k = I,...., K. The K-means algorithm finds such a partition
that the quadratic error between the empirical mean of a clustering and the points in the
clustering is minimized [14, 18]. If we define p as the mean of Cy, then we can define
the square error J (Cy) between . and the points in the cluster C; can be defined by the
following expression:

J(Gy) = Z [1X: — el I? (1)

X;eCy

The objective of the K-means algorithm is to minimize the sum of the square errors
of the K clusters, which is a NP-hard problem [14].

MinJ(€) =57 57 11K — P 2)

k=1 X;eCy

To do this, K-means starts with an initial partition with K-clusters and assigns
patterns to clusters to reduce the squared error.

Since the quadratic error always decreases with an increase in the number of K
groups (with J (C) = 0 when K = n), it can be minimized only for a fixed number of
groups [14].

2.1 Parameters of the K-means Algorithm
The user must indicate the following parameters:

1. K clusters number.

2. Clustering initialization.

3. Euclidean distance metric to calculate the distance between the points and the
centers of grouping.

As a result of the execution of this algorithm, we obtain spherical groupings in the
data [14].
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Operation of the K-means Algorithm

(a) Two-dimensional input data with three groups.
(b) Three seed points selected as clustering centers and initial assignment of
data points to groups.
(c) and (d) Intermediate iterations updating the labels of the groups and their centers.
(d) Final grouping obtained by the K-means algorithm in convergence.

The operation of the K-means algorithm is schematized in Fig. 1.

(d) Iteration 3 (e) Final clustering

Fig. 1. Illustration of K-means algorithm [14].

2.2 Open Source Routing Machine (OSRM) and the Method of Node
Contraction Hierarchies (CH)

Robert Geisberger in 2008 [8] developed the CH in his doctoral thesis, a method to find
the shortest route improving the Dijkstra algorithm, linked it to the free SIG Open-
StreetMap platform [19] and made it available to the public in a free way by creating
the open source online platform called OSRM - Open Source Routing Machine [8].

CH is a technique to accelerate the calculation by nodes of the shortest vehicular
route on a network road using routing by first creation or precomputed, contracting
versions of the connection graph according to the importance or hierarchy of its nodes,
the forward search uses only the leading arcs to more important nodes and the back-
ward search uses only the coming arcs from more important nodes [8, 11].

The contraction hierarchy method makes the calculation of the shortest route more
efficient in comparison with the Dijkstra algorithm, because in CH only the arcs are
restored that join nodes with higher hierarchy and it is not necessary to restore all the
shorter paths [8].

CH Definition

Let a trained and directed graph G = (V, E) composed by client nodes V and con-
necting arcs E, in which the set of nodes is ordered by importance through a heuristic
method, it is not necessary to know the order of all nodes before beginning to contract
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them but it is sufficient to know the next node to start contracting, then the selection of
the next node is made by choosing the first one in a line generated by the linear
combination of several terms of priority of the Candidate nodes. Thus, if # < v then
node v is more important than u, which is a method for hierarchizing nodes [8, 10].
Considering any pair of nodes of the graph (v, w), if the shortest route from v to w
passes through node u is smaller in said graph, a new arc must be added to guarantee that
the procedure is determining the shortest route. The set of the added arcs in the total-CH
graph is treated as shortcuts with their respective weights [8]. See Figs. 2, 3 and 4.

Algorithm 1: Simplified Construction Procedure (G = (V,E),<)

foreach u € V ordered by < ascending do
foreach (v,u) € E with v>u do
foreach (u,w) € E with w>u do
I_]i—f (v,u,w)"may be" the only shortestway from v to wthen

u b wNPRE

E := E U{(v,w)} (use weigth w(v,w):= w(v,u)+w(u,w))

Fig. 2. Pseudocode of the node-contraction hierarchy method-CH [8]

shortcut

(a) before (b) after

Fig. 3. Adding a new shortcut. Node order: u < v < w [8, 10].

witness P
3

- >

node order

Fig. 4. Inclusion of the witness path [8, 10].

The preprocessing of the initial graph generates a CH graph which contains the data
of the initial graph plus the ordering of nodes and the direct access arcs introduced [8].

2.3 Use and Storage of Witness Path in the CH

The CH uses a witness path or also called witness P of lower cost than the initial route,
which is stored to determine the necessary shortcuts during the hiring of node u. Fig-
ure 5 shows a witness path “witness P” for the route (v, u, w), depending on the weights
of the changed arcs, the witness path may remain valid or not [8, 11].
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witness valid
T 9 !

store witness
P = (v,z,y,w),
w

’ edge weights change
u
w(v,u) + w(u,w) =5

Fig. 5. Method of CH and use of witness paths [8, 10, 11].

witness invalid

2.4 Collection of Data Information

The information rising from all students was made through the institutional databases
and personal surveys of the student population. Then they were placed on a scale-map
of Ibarra city by means of AutoCAD software to obtain Cartesian coordinates in the X
and Y axes of each student of the study population, 314 students. The center of this
coordinate system coincided with the Pedro Moncayo Square located in the center of
the mentioned city, Fig. 6.

Fig. 6. Spatial distribution of student homes in Ibarra city.
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Figure 7 shows the initial route of the buses for the students transfer, the distance
traveled was 8.2 km in 18 min and the total time to complete the tour was 30 min,
so, the one-way trip to the destination called “UTN stadium” and the return to
Universidad Técnica del Norte. It should be mentioned that the route offered a low

level of service to the students, about 22.61%, the same that will be evaluated in the
analysis of results.
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Fig. 7. Initial route traveled by university transportation buses

2.5 Data Processing

To expose the problem, routing with the OSRM application was performed by
collecting a significant sample of 50 student nodes from the total of 314 directly in
their homes and taking them through the three fixed installations to which they had to
arrive, it is say, FICA, UTN stadium, and Old Hospital San Vicente de Paul. As a
result, from the first route, a long and costly route was obtained in terms of distance
and time (56.8 km to be traveled in more than 2 h and 8 min), as it exceeded
the students’ 30-minute travel expectation according to surveys Performed on all
of them.

It should be mentioned that, if an attempt is made to create a route that collects the
314 students directly in their homes, the duration of such route would rise exponen-
tially in distances. This indicated that it was necessary to facilitate the problem so that
the route is feasible in terms of travel times.

Through a literature review, it was determined to smooth the problem using the
clustering of the student population and its centroids by means of the K-means algo-
rithm so that vehicular routing is feasible [14-16, 20, 21].
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2.6 Grouping of Student Nodes

To perform the homogeneous clustering of the student nodes, the R free software was
used, in which the database of the 314 students was called “cluster3”, which contains
the location X and Y of their homes, as you can see in the next code:

library (readxl)

> cluster3

# a 2-dimensional example (x,V)

x <- cluster3

colnames (x) <- c¢ ("x", "y")

#clustering the population in 7 zones

(cl <= kmeans (x, 7))

plot (x, col = cl$Scluster)

points (cl$centers, col = 1:2, pch = 8, cex=2)
kmeans (x,1) $Swithinss # if you are interested in that [22]

2.7 Guidelines for the Implementation

First of all, the initial state of the routes for pick up the students is determined, then it
must be defined if the routes can be improved, for which the facilities are located
geographically and through the survey to the students, it can be determined their
directions and the desired maximum time of travel. Next, the students’ door-to-door
collection is simulated using the CH method, which determines if the routes can be
improved. In the case of not being possible, use the K-means algorithm to determine
the number and location of optimal stops to pick up the students and simulated optimal
route again using the CH method, but this time through the optimal stops. Finally, the
amount of improvement is determined by means of the proximity indicator of a
transport service, Fig. 8.

can you exceeds the
improve the door-to- time
routes? door desired to travel?

Optimal route
St

D ion of
optimal stops trought
using the k- optimal stops
means algorithm using CH
method

Determination
of initial
routes and

Geographical
location of
facilities

Survey optimal
to route <
student sitmulation
using CH
method

yes

yes

base line

Calculation of the amount

of improvement using the
proximity indicator of a
transportation service

Fig. 8. Flow chart for the implementation process

3 Results and Discussion

Through various executions of K-means algorithm, the population of 314 students was
divided into several k-groupings and the data of the locations of the stops were tabulated,
in which the students were picked up. Each K-cluster has a K-centroid which was
interpreted as the optimal location from the student transportation vehicle stop, Fig. 9.
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K-clusters T .
Lk

K-centroid

2 (step)

Fig. 9. Interpretation of K-means clustering.

3.1 Simulation of Routes with Multiple Stops

Using the free OSRM software, we simulated the different routes that the vehicle could
take when picking up students. This was achieved by varying the number and position
of their stops (K-centroids) from R-Project by executing the algorithm K-means as
shown in Table 1. It was determined that the execution with 4 stops (K-centroids) and
the three fixed installations would be the optimal because it meets the requirements of
the students, to complete a tour in approximately 30 min at the lowest possible cost.

Table 1. Simulated routes in OSRM.

K-means clustering | OSRM routing
Stops Travel time (min) | Distance traveled (km)
Fixed installations | FICA 27 11
Estadio UTN 18 7,8
Old HSVP 23 8.8
K-clustering 3 34 16,8
4 33 16,3
5 39 20,2
6 47 24,1
7 52 28,5
8 50 27,2
9 56 29,7
10 50 25,5
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Considering that the project wants to determine an optimal route of collection and
transfer of students from the Industrial Engineering Career - CINDU from the closest
possible to their homes, it was found that the optimum route would be the grouping
with 4 stops and three fixed installations, illustrated in Table 2, which would fulfill the
required time by the students to the full course, with a total travel time of 16.3 km in
33 min.

Table 2. Tour with 4 stops (optimal route).

K-groupings | Data of grouping in R Address located on the map type grid
4 X Y
coordinate coordinate
848,2500 1846,0250 North Pan American Customs Detention
Center

809,0452 1464,5400 Olivo Panamericana Norte Street and Dr. Luis
Madera Street

—-904,8806 1206,2410 Jose Hidalgo Street and Alfredo Goémez
Avenue

—783,4566 —1241,6970 Street Eduardo Almeida and Street Carlos E.
Grijalva (Yacucalle Sector)

The objective of this project is to facilitate the mobilization of students, to optimize
the time of transfer, using free software, geographic information systems (GIS) tools,
such as QGIS and the application of operations and logistics research methodologies
such as algorithms previously reviewed.

Using the route proposed in the present project, the transportation times of
CINDU students of the Technical University of North would be optimized, with a
single transportation unit being necessary. To provide a transportation coverage
level of 100% of the population of 314 students, with a duration of 30 min,
the implementation of another unit is suggested. It should be noted that the
Faculty of Engineering in Applied Sciences has a unit assigned, so a single route
is proposed.

3.2 Comparison of the Routes by the Proximity Indicator
of Transportation Stops

By means of the Free Quantum GIS software 2.18.2, it was possible to calculate the
areas of influence to the transportation routes by foot in 5 min, that is, the proximity of
the residences of the students within a radius of 300 m of proximity with respect to the
routes covered was calculated, which is one of the main indicators of the level of urban
transportation service [23]. As shown in Fig. 10.
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Fig. 10. Proximity to the transportation route in the initial and optimized route

It was proved that the proximity indicator of transportation stops, in the initial route
was of 22, 61% which causes a low level of service of the offered transportation. This
indicator is improved with the optimal route proposed which offers a coverage level of
88%, Table 3.

Table 3. Route with 4 stops (optimal route)

Students located 300 m from | Indicator of access to
the route transportation stops (%)
Initial route 71 22,61
Optimized route | 277 88,22

4 Conclusions

With the development of this project, it takes into consideration the realization and
implementation of an optimal route management tool to minimize times and raise the
level of service. It is an affordable procedure that uses models and algorithms for road
optimization and fleet frequency.

During the grouping of the population of students for the generation of the optimal
route that must traverse the transport vehicle it was determined that each K-centroid is a
possible stop that the vehicle must carry out to guarantee the maximum coverage of the
service of Student transportation, as demonstrated.

Free access software RStudio and OSRM, allowed the implementation of a routing
pattern to establish shorter paths, and visualize the shortest route to go from a stop to
the fixed installations where you want to arrive, and is to say, to the central campus of
the Technical University of the North, old Hospital San Vicente de Paul and University
Stadium.
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The application OSRM simulated graphically the route and the distance to be
traversed by the user, establishing 16.3 km and travel of 33 min, with an indicator of
access to stops of the transport of 88.22%, optimizing to the maximum the available
resources.

It is suggested, in future research to work on an implementation that includes all the
methods and algorithms described in this work in the same database of the client nodes,
to develop a software or application that reduces the times in the Processing of the data
that in this project are carried out in multiple software’s independently, which can be
applied in the institutional and business area helping to optimize the routes of transport.
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Abstract. The aim of the paper is to identify and categorize frequent patterns
describing interactions between users in social networks. We consider a social
network with already identified relationships between users which evolves in
time. The social network is based on the Polish blog website pertaining on
socio-political issues salon24.pl. It consists of bloggers and links between them,
which result from the intensity and characteristic features of posting comments.
In our research, we discover patterns based on frequent and fast interactions
between pairs of users. The patterns are described by the characteristics of these
interactions, such as their reciprocity, the relative difference between estimates
of global influence in the pairs of users participating in the discussions and time
of day of the conversation. In addition, we consider the roles of system users,
determined by the number of interactions initiating discussions, their frequency
and the number of strong interactions in which users are involved. We take into
account how many such intense conversations individual users participate in.

Keywords: Social network analysis + Social relations
Identification of social patterns + Blogosphere

1 Introduction

The aim of the work is to identify and analyze patterns frequently occurring in the
social network evolving in time. Finding patterns allows to determine which rela-
tionships in the social network are particularly important and how to better understand
their nature, which in turn may lead to a better understanding of the behavior of the
entire network and how individual users affect each other and the entire community.
Such information may help to understand ways of propagation ideas, which can be
used to promote products or political views, and also to identify, for example, unlawful
activities, their sources and ways of propagating them.

The analysis of blogosphere can be a useful area for testing solutions to such
problems, due to open access to this data, a large scope of available data and the ability
to observe the interactions between individual users in a long (multi-year) time horizon.

The graph evolving in time is described by a set of subsequent graphs represented
its structure in subsequent time intervals. This allows us to analyze many graphs with a
similar set of vertices and extract such an element in the graph (both from the point of
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view of the existence of individual relationships, sets of relationships and attributes
assigned to vertices and edges) which often occurs.

2 State of the Art

In this section we will discuss issues related to the states of a social networks (with data
coming usually from networking portals or phone calls), characteristics of relations
between users in such portals and types of frequent patterns which may be identified in
such graph.

Different names are used for frequently present elements in networks: patterns [10],
cascades [5], persistent cascades [12], graphlets [6], fundamental structures [9], motifs
[8] or sub-graphs [11]. In this paper we will use the name “patterns”. Considered
patterns are usually small bricks building networks containing several (usually 3—4)
nodes.

The authors of [6] analyze patterns in both statics and dynamics networks. In [8] are
analyzed temporal patterns with events which do not overlap in time and considered
patterns allow to describe a sub-network topology and a sequence of events. Consid-
ered data sets contains information about phone calls. In [10] are studied patterns in
data coming from blogosphere and they describe relations between posts or blogs. In
[12] the authors analyze patterns containing few nodes in networks created from the
data about phone calls. In [14] are considered casual paths of events, temporal distances
between events are calculated as well as their distribution and correlations. Measures of
closeness centrality are calculated for nodes in analyzed graphs. The dataset concerns
phone calls, air transport networks and random graphs. In [7] are identified motifs and
dynamic motifs of the network which appear in the network with highest frequency.
The authors analyze dynamic motifs mostly having 3 nodes and use the measure of the
statistical significance comparing results for Yahoo Answers and Flickr with the results
obtained for random graphs.

In [5] the patterns are considered for datasets gathered from Twitter and containing
posts related to crisis situations.

Another approach is an identification of heavy subgraphs [1], and their analysis for
time evolving networks. They are the sub—graphs with highest scoring which means
having the highest weights of the connections.

Fundamental structures [9] are identified for temporal networks describing frequent
meetings in graphs representing meeting of the persons. The authors consider different
kinds of networks concerning meeting in various special locations and time periods.

In [4] dynamic patterns are used for the identification of contributions of nodes and
paths in the information flow.

In the presented works the patterns were identified in different ways. What dis-
tinguishes our approach is to include in the patterns not only links between users and
their topologies, but also additional attributes describing users and character of the
relationship (absolute and relative social significances, timely distribution of interac-
tions, their intensity, duration, etc.).
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3 Methodology

In order to build relations between users in a community portal, all interactions between
users are usually considered. In the case of the blogosphere, both the relationship
between the author of a given comment and the author of the post in the context of
which the comment is written, or between the author of the comment and the author of
the commentary, which is commented, may be considered [3].

In our work, we focus on specific types of connections, which we call strong
relationships, as we consider comments written quickly after the post or comment they
respond to. We consider two different time intervals: of 5 min and 15 min. Another
particularly important feature describing relationships is the reciprocity - if both users
comment on their posts and comments.

The aim of the work is to distinguish patterns describing such strong and frequent
connections occurring on the social portal. The patterns include the following parts:

e describing topology of relations between users (RT),
e containing attributes describing relationships (RA),
e social and mutual relations of users (SP).

Therefore, the analyzed pattern can be written as the following n-k

P = (RT,RA, SP) (1)

Topology of relations between users
The topology is associated with the edges in the network, which are included in the
considered pattern. The simplest pattern consists of two users/nodes and one edge, and
on those we focus in this work. However, more complex patterns covering more users
may also be considered.

The next main issue is whether the relationship is mutual and to what extent, i.e.
how many posts and comments of each party meets the appropriate commentary of
another member of the pattern.

Features of relations between users (RA)
Relations in the patterns can also be characterized by additional, detailed attributes
describing the temporal characteristics of the interactions taking place between the
users in question. In particular, the duration of their interactions and their volume are
considered. Another important feature describing the relationship is the intensity of
interactions at particular periods of the day.

Social and mutual position of users (SP)

An important feature characterizing the relations between users are the social positions
of the users participating in them, as well as the mutual relationship between these
social positions. Different classes of relationships are the ones between users of high
social importance, between users with insignificant social positions, and different
between a user with a high social importance and a small social importance.
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4 Description of Experiments

4.1 Characteristics of Interactions in Network

The social network that we used for our research is based on data from the www.
salon24.pl portal [3, 15]. Dataset was based on objects representing portal users, which
are nodes in the network we built, as well as on objects representing posts and com-
ments written by portal users. All objects are described with a set of attributes, which
allowed to create an edge between the vertices of the graph and study how these edges
change over time. The aim of our research is to find attributes of relations between
portal users that will allow us to classify these relationships and find behavioral pat-
terns. To better understand data and to find patterns based on interactions’ attributes,
we first need to look at amount of data and it’s type. We want to know what is the
quantitative dependence between the interactions in a given time interval for quick
reactions in this range. Another feature we are considering at this stage is the same
relation to fast interactions that were reciprocated equally quickly. The average number
of interactions in the studied time intervals is 100000. The graphs below (Figs. 1 and 2)
show how many fast interactions and mutual quick interactions have occurred, with the
assumed delays of 5 min and 15 min.
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Fig. 1. Amount of interactions and reciprocal interactions (5-min slot).

At the beginning of the graph analysis, it should be noted that the test data was
collected from the moment when there was a large amount of interaction between
agents in the social network, however it was still the initial stage of network devel-
opment. Therefore, the increase in both the number of quick interactions between
agents and mutual relationships is natural. Looking at Fig. 1. Presenting amount of
interactions and reciprocal interactions in 5-min slot, three main peaks are noticeable -
they all depend on important socio-political events. Bearing in mind the average
number of interactions in the studied time intervals, we note that the number of fast
interactions is low, between 20 and 460, with an average value of 149. On average, we
report interrelations 22 over a given time interval, with a minimum value of 2 and a
maximum of 46.
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Fig. 2. Amount of interactions and reciprocal interactions (15-min slot).

At a chart presenting 15-min time slot (Fig. 2) we again notice a gradual increase in
both values. In contrast, only one summit is dominant, for which an important
socio-political event is again responsible. The lack of very visible other peaks, which
we can see in the case of the 5-min slot, can be explained by the lower overtones of
these events in the country and in the world. We can easily see, however, that we are
dealing here with many times greater representation of data. The number of interac-
tions, classified as fast, increased to an average of 2151, with a minimum of 296 and a
maximum of 5787. The number of interactions increased on average to 147, with a
minimum of 33 and a maximum of 391.

Due to such a large discrepancy, we decided to base most experiments on a 15-min slot.

4.2 Amount of Interactions During the Time of the Day

One of the important characteristics that we are considering when looking for patterns
in a social network is the time of day when agents interact with each other. Based on
the test set, we chose 4 times of the day, which we then used to classify the interaction.
They are: morning (06.00 AM-10.00 AM), working hours (10.00 AM-06.00 PM),
evening (06.00 PM-00.00 AM), night (00.00 AM-06.00 AM).

As can be seen in the graph (Fig. 3), the vast majority of interactions between
agents takes place during business hours and in the evenings. The increases in the
moments of the highest peaks are distributed proportionally. This proves a certain
regularity in interactions, which can be used as an important factor to search for
patterns in the social network.
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Fig. 3. Amount of interactions during the time of day (15-min slot).
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Based on the knowledge presented in the previous graphs (Figs. 2 and 3), it can be
said that the distribution of the amount of rapid and mutual interactions between agents
looks predictable (see Fig. 4). The increases are proportional and, as in the case of
ordinary interactions, most often occur during working hours and in the evenings. It is
worth mentioning that the distribution for this 5-min interval looks very similar. However
for this characteristics as well as some in further research presented in next paragraphs,
distribution of interactions for 5-min slot has not been presented, as, due to the small
amount of interaction, in further research we focus on the 15-min interval. This decision
was caused by the knowledge of the portal at once, where serious socio-political topics are
raised, and often it takes more than 5 min to read the content published by the user.
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Fig. 4. Amount of reciprocal interactions during the time of day (15-min slot).

4.3 Cardinality of the Sets in Terms of the Number of Interacting Agents

Having knowledge about how fast and mutual interactions are and how the day the
agents interact with each other, we want to check with how many agents they usually
interact with. For this purpose, we have divided into groups of agents who interact with
one, two, three etc. with other agents. Then, for ease of presentation, we made a
grouping of results, which is shown in the graphs below.

In the case of a 5-min slot (Fig. 5), we received two groups. The first one includes
those agents who interact with up to 5 other agents. This is the vast majority. The
second group are agents who interact with more than 5 agents. It is a very small group,
but from the point of view of looking for patterns, it is very important, allowing for the
bolding of the characteristics of individual interactions.
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Fig. 5. Cardinality of the sets in terms of the number of interacting agents (5-min slot).
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The characteristics for 15-min slot (Fig. 6) looks similar. The vast majority of
agents interact with a group of several to 25 other agents.

4.4 Cardinality of the Sets in Terms of Agent’s In-Degree Ratio

Very important factor influencing the establishment of interaction between agents is
their own characteristics. Agents are characterized by values such as in-degree and
out-degree, describing how much the agent brings to the network and how the other
members of the network are focused on his actions. We made an analysis that grouped
together agent pairs, taking the ratio of the in-degree ratio of each pair as a factor. It
turned out that we are dealing with six groups. Markings on the graph indicate the
agent’s in-degree coefficient in relation to which the executed action takes place.

In the case of quick interactions, it turned out that the agents most often interact
with those who have the in-degree parameter higher several times (see Fig. 7). The next
in terms of population size was the one containing agents affecting over a hundred
times more influential agents. It is worth noting that at the moments of the highest
stitches, it is even the most numerous group. The groups of agents interacting with
those whose in-degree parameter is higher several dozen times or a few times lower are
not much smaller. On the other hand, agents rarely interact with those much less
influential.
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Fig. 7. Cardinality of the sets in terms of agent’s in-degree ratio (15-min slot).
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The same division made for quick and mutual interactions has emerged four groups
of agents (two overlap, because they are symmetrical) (see Fig. 8). It is very clearly
visible that agents who interact quickly and interact with each other have very similar
characteristics in terms of social network (in-line several times higher, or several times
lower). Such situations are almost unnoticeable in the case of very large differences
with the pair.

4.5 Studied Relationships

In order to check how the surveyed characteristics translate into the characteristics of
the existing relationships, we examined the relationships between agents, characterized
by the highest number of interactions. It turned out that in a small collection of 14
accounts, there were different types of relationships, both one-sided and mutual, lasting
for a long time, as well as those with very frequent intervals, based on agents with
similar characteristics as well as very diverse ones. The relations are described by the
following characteristics: (A) in-degree ratio at the beginning of relationship,
(B) in-degree ratio at the end of the relationship, (C) in-degree ratio amplitude, (D) —
in-degree ratio noted when relationship was mutual, (E) Durability of unilateral rela-
tionship (periods when interaction was present), (F) Reciprocity [%], (G) — Reciprocity
(periods when relationship was mutual), (H) Longest sequence of periods with inter-
actions, (I) Longest sequence of periods without interactions, (J) Longest sequence of
periods with mutual interactions, (K) Longest sequence of periods without mutual
interactions, (L) Percentage of interactions taken in the morning [%], (M) Percentage of
interactions taken during business hours [%], (N) Percentage of interactions taken in
the evening [%], (O) Percentage of interactions taken in the night [%].

Looking at the results presented in Table 1, we can specify several groups to which
the given relationships fit. The first of them is defined by relationships 4 and 5. It is
characterized by the lack of reciprocity, longevity and a very large difference in
in-degree parameters describing two vertices in a pair. Moreover, it is worth noting that
the vast majority of interactions take place in the evening and at night. So here we have
an example of relationships, when one group of individuals who does not get enough in
the social network by writing their own posts, communicates with very influential
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individuals during the night hours. This is certainly a common behavior pattern that can
be easily determined and used to predict the behavior of a given group of users in the
future. Another group worth distinguishing are relationships 1, 6 and 7. They are
characterized by a very comparable ratio of in-degree users involved in communica-
tion, there is a noticeable reciprocity of relationships and, what is important, a large
single break in communication. The most likely interpretation of this phenomenon is
the late establishment of relations between users, and then the relationship stabilization.
This is also supported by high coefficients defining the longest sequences in which
interactions occurred. Analyzing the relationship in terms of the time of establishing
interaction, it is clearly visible that these relations, which are based on interactions at
night, are most often one-sided relations. This thesis is supported by the relations 3.4
and 5. An interesting and very characteristic is the relations 12. This is a highlight of
the results we have obtained, proving that the mutual relationship is favored by the
situation when both sides share a similar social network. It is clearly visible that the
bilateral relationship was established at the moment when the commenting person
began to be more involved in the network and ceased to be anonymous.

Table 1. Characteristics of the studied relationships, with the most frequent interactions.

A B C D E |F G H|I |J] [K [L MN |O
1 ]2 0.5 (052 0.5-2 1041269228 13820 2| 42|75|25| 0| O
2 |15 |01 |0.1-1.5 [0.1-0.5 | 96|3.13 | 3|31 /16| 1| 70/25|50| 25| O
3 /1.5 |0.15 0.15-1.5 |[X 8410 0/36/34| 0(132] 0| 0/100| O
4 1500|500 |500-1500 | X 8410 0/26/29| 0(132] 0| 0|100| O
5 |381 | 1500 |100-1500 | X 8310 0/28/39| 0(132] 020 80| O
6 |565 |10 |2-565 2-5 80|7.5 624 30| 2| 593040 30| O
7 |1 0.1 [0.1-2 1 731112 | 9| 8|24 5] 62| 0[35| 65| O
8 |15 (03 [03-15 |X 69/0.00 | 0|11 18| 0|132] 0[45| 55| O
9 |2 0.25 0.25-1 X 67/0.00 | 0/29 /34| 0|132/25/45| 30| O
1004 (04 [0.35-04 |0.35-04| 62|1.61 112552 1| 79| 0(25| 75| O
11]2 20 |2-20 2-12 591525431 /17|36|17| 35 0| O| 65|35
12500010 |10-5000 |10-20 5616923184663 7| 67| 0[15| 8| O
131385 |03 [03-385 |X 5510 0/23/29| 0(132/20(20| 60| O
141 0.5 |20 0.5-40 52125 1312258 4| 58| 0|25| 75| O

4.6 The Influence of In-Degree Ration on Relationship

It should also be noted that the dominant factor that affects the development of the
relationship between users is the ratio of their impact on the development of the
network - the in-degree ratio. In Fig. 9 we show the ratio of the amount of interaction to
mutual interactions depending on the in-degree ratio.

We note here that the highest chances of getting reciprocity in a relationship are
those users whose in-degree parameter in the network is up to 10 times smaller than the
commented person.
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4.7 Experiments Conclusions

The goal set at the beginning of the work was to find relation patterns based on given
attributes. At work we were able to analyze the relationships that occurred in a given
social network. We presented the distribution of fast relations depending on the time
window that the other side of the relationship had on reacting. As it turned out, increasing
this window three times allowed to determine a 15-fold larger set of relationships. Sim-
ilarly, we have done categorizing interactions depending on the time of the day, getting
the answer to the information when there are the most, and therefore, when establishing
communication gives the highest chance of response. An important piece of information
for further analysis is that the vast majority of mutual relations occur where two parties
with a similar social position in the network interact. We additionally presented specific
relations, along with their characteristics, showing that with their help we are able to
categorize a given relationship, and more importantly, and what is the subject of further
work, predict how relations will behave in successive intervals. Our analyzes allowed to
identify characteristics such as the frequency of interaction, the speed of interaction, their
reciprocity and the time when they took place, which are key to determining patterns of
relationships in the social network. Nowadays, with the increasing amount of data, it is
increasingly difficult to build long-term relationships with many users and, as described in
the article “The influence of their strength of importance in blogosphere”, these rela-
tionships are very often based on trust in the network. By using information about
relationship patterns in a given social network, we are able to appropriately profile the
activities of specific agents/users in order to achieve a specific goal.

5 Conclusion

In the paper we focus on the strong relationships between users in the blogosphere. The
characteristics of such relations are analyzed considering on the social positions of the
users, their duration and the periods of day with their highest intensity. The techniques



118 K. Rudek and J. Kozlak

used to develop the model and the analysis of such modeled data, allow to effectively
create social networks without the use of tools from external websites (such as API
provided by social networking sites) while maintaining the privacy of users of these
websites. Information on the time of activity and intensity of given user groups, while
identifying these groups, allow for proper preparation of content provided by website
owners. In addition, information about the probability of network development,
maintaining mutual contacts between users, gives the opportunity to estimate traffic on
the site. What’s more, having information about the history of a particular user’s
relationship with other portal users, categorizing it, allows to present a specific offer for
this particular user. Increasingly, social media offers different types of membership with
more or less extensive functions delivered to users. It is worth noting that the benefits
of using the mechanisms presented in this article may have the users of the portal
themselves, by familiarizing themselves with the characteristics of specific groups,
cliques, and profiling for a specific purpose of their own activity. In further work, we
will be using data mining techniques to predict the duration of social relationships.

Acknowledgments. This work is partially funded by the Dean’s Grant of the Faculty of
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During most of the 20" century, the interrelationship between electricity users
and distribution companies remained unchanged. Suppliers were not chosen and,
therefore, there was no need to treat consumers as customers. However, deregula-
tion, the green agenda and the continuous technological leap have changed this
relationship. New constraints such as security of supply, competitiveness and
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Abstract. The main objective of this paper is the application of big
data analytics to a real case in the field of smart electric networks. Smart
meters are not only elements to measure consumption, but they also con-
stitute a network of millions of sensors in the electricity network. These
sensors provide a huge amount of data that, once analyzed, can lead to
significant advances for the society. In this way, tools are being developed
in order to reach certain goals, such as obtaining a better consumption
estimation (which would imply a better production planning), finding
better rates based on the time discrimination or the contracted power,
or minimizing the non-technical losses in the network, whose actual costs
are eventually paid by end-consumers, among others. In this work, real
data from Spanish consumers have been analyzed to detect fraud in con-
sumption. First, 1 TB of raw data was preprocessed in a HDFS-Spark
infrastructure. Second, data duplication and outliers were removed, and
missing values handled with specific big data algorithms. Third, cus-
tomers were characterized by means of clustering techniques in different
scenarios. Finally, several key factors in fraud consumption were found.
Very promising results were achieved, verging on 80% accuracy.
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sustainability are the three priority axes towards changing the energy model
that is currently demanded, which is materialized in objectives such as reducing
emissions, renewable energy generation and improving energy efficiency.

An essential tool in this new model is the so-called smart meters that should
not be understood only as devices that measure consumption but act as true
sensors of the electrical network. These sensors configure a highly flexible and
adaptable network that intelligently integrates the actions of the users that are
connected to it, in order to achieve an efficient, safe and sustainable supply. The
volume of information available from these networks is so huge that it can only
be handled with Big Data techniques.

This proposal aims to provide a pioneering solution in the field of electrical
distribution oriented to the analysis of the data provided by smart meters using
big data techniques. The main objective of the paper is to develop a method-
ology aimed at the intelligent detection of non-technical losses in the field of
electrical distribution, but it is not the only possibility. The data infrastructure
and algorithms resulting from this paper may serve for a better understanding
of the consumption patterns of customers. This study has the endorsement of
the Endesa company to be able to access the data of its network.

With the aim of building a complete big data system for effective fraud detec-
tion, the authors have been accomplishing several tasks: A big data infrastruc-
ture based on HDFS and Spark has been built. Then, a knowledge discovery in
databases (KDD) strategy has been followed. Raw data, which consisted of many
duplicates, missing values and, even outliers, needed intensive preprocessing.
Later, minable views were created, identifying labels and fraud targets. Finally,
classification algorithms have been applied to different scenarios, reporting accu-
racies higher than 80%. Currently, site visits are being carried out, confirming
the effectiveness of the proposed approach.

The rest of the paper is structured as follows. Section2 reviews the most
relevant papers related to this work. The applied methodology is described in
Sect. 3. Reported results can be found in Sect. 4. Finally, the conclusions drawn
from this study are summarized in Sect. 5.

2 State of the Art

This section reviews the most relevant works published in the field of fraud
detection during the last decade. A novel method for fraud detection in high
voltage electrical energy consumers using data mining was introduced in [3].
The use of Self-Organizing Maps was proposed in order to identify consumption
profiles. The authors mainly compared usage patterns in historical data with
current behaviors, detecting anomalies in cases of fraud.

Monedero et al. [14] studied users with anomalous drops in energy in 2012.
For this purpose, they used Bayesian networks and decision trees, also finding
other types of non-technical loss patterns. The proposed methodology was tested
with real customers, also from the Endesa company (hereon the partner).

The authors in [7] addressed the fraud detection problem in electric power dis-
tribution networks (low-voltage consumers). Namely, artificial neural networks
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were applied to discover fraud in Brazilian costumers. The authors claimed an
improvement of over 50% when compared to other existing approaches. One year
later, in 2014, the use of artificial neural networks was proposed again for smart
grid energy fraud detection [9].

The work in [16] analyzed time series without the seasonal component of
consumers’ power consumption at low voltage for the purpose of detect fraud
and illogical consumption by customers. The authors drawn two main conclu-
sions: energy drop in the last series is dominant sign in suspicious customer’s
detection and in series of suspicious customers it is noticed alternating positive
autocorrelation.

Decision tree learning for fraud detection in consumer energy consumption
can be found in [5]. In fact, this work proposed this kind of learning to profile nor-
mal energy consumption behavior, thus allowing for the detection of potentially
fraudulent activity.

In 2016, a supervised approach for fraud detection in energy consumption
was introduced in [6]. The model found anomalies in meter readings thanks to
the application of machine learning techniques to historical data. Furthermore,
the model is updated with incremental learning strategies and was tested on real
Spanish data.

Finally, an approach based on machine learning to detect abnormalities is
customer behaviors was proposed in [12]. They assessed linear discriminant anal-
ysis and logistic regression performances. Reported results by logistic regression
reached higher accuracy since it was able to forecast irregularities accurately.

3 Methodology

The main objective of SmartF'D methodology is the application of big data
analytics to smart electric networks and the construction of classification mod-
els in order to determine the customers with high probability of fraud in their
electricity consumption.

The global process to achieve this objective is shown in Fig.1. We can see
how the methodology has five phases framed in the KDD process [8] that are
described in the following sections.

3.1 Data Retrieval

The first phase consists in the data retrieval processing wherein the raw files and
the data model documentation is provided by the Partner. Data from the smart
electric network of the Partner is contained in the raw files. In addition to being
elements to measure consumption, smart meters also constitute a network of
millions of sensors in a power network. These sensors provide very large amounts
of data that, once analyzed, can lead to significant advances in society.

These raw files had to be unzipped and stored our storage system. This
task would be trivial in common KDD environment, in contrast, it is hard and
critical in big data environments since issues related to data transport, network
bandwidth and computational cost emerge.
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Fig. 1. SmartDF methodology

3.2 Architecture Definition

The second phase consists of the study of data model study, the inference of
the database architecture and the inventory of the schemes, tables, and relations
that contains. The importance of this process lies in the necessity of produce a
consistent, precise and self-contained documentation of the catalog and archi-
tecture of the database from a disorganized and inaccurate documentation and
unstructured source data. Again, the effort and time invested, as well as the
difficulty of this task, increases considerably in our big data environment.

3.3 Data Cleaning, Formatting and Distributed Storage

This achievement of this third phase is essential and critical in big data environ-
ments. These task enable us to process and handle large amount of data. With
the support of the catalog and architecture documentation, the stored raw data
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is processed in order to drop the inconsistencies, wrong formats and duplicate
values for the purpose of obtain database with consistency and integrity.

Then, to be able to work in a big data context, the tables of the database have
to be converted form CSV format to Parquet format as well as must be stored
in a distributed file system implemented in a cluster of computer machines.

Apache Parquet [1] is an open-source column-oriented data store designed to
support highly efficient compression and coding schemes, which allows for lower
data storage costs and greater efficiency of one’s query. In a column-oriented
database, the information is stored in order of registration, so that a particular
entry for different columns belongs to the same entry record. This means that
one can access individual data elements (the name of a customer, a consumption
date, a postal code, etc.) through columns as a group rather than reading row
by row. In addition, this compression makes it easier for queries with column
operations such as sum, average, minimum, etc. to be carried out much faster,
so that when a query is made, it is only executed on the necessary columns.
It should be added that, in addition to the considerable size reduction of the
tables, they can be compressed in Snappy format [11], compatible with HDFS
and Spark. If we also consider the option of using machine learning services
in the cloud, such as those provided by Amazon Web Service (where services
are billed by runtime and/or size of the scanned data), the savings in time and
money would be enormous compared to using the CSV format.

For this purpose of distributed storage, a Hadoop environment has to be
installed and configured, which will allow us to have an HDFS architecture [15];
thus, in addition to ensuring greater speed of access to data, we also implement
greater tolerance to failures and crashes of cluster nodes due to the replicas that
this file system generates.

3.4 Data Analysis and Pre-processing

The fourth stage aims to produce minable datasets to apply classification algo-
rithms to them. From our target distributed Parquet-format database, we use
Spark SQL [2] framework to carry out the following five steps:

1. Attribute selection: which attributes may have the greatest influence in iden-
tifying possible fraud have been studied. Along with the consumption of each
customer, attributes such as postal code, business activity (in the case of
non-residential customers), the model and status of smart meters, the power
contracted by customers, or certain events that have occurred over the life of
a contract have been some of the most interesting when constructing a first
set of data.

2. Instances selection: in a second step, it has been necessary to check which
of the instances in our set are optimal, so that in the classification stages
we can obtain more interpretable sets of rules providing more information.
Aspects such as the number of null values or number of correct readings have
been some of the most important aspects to take into account in this stage of
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data pre-preparation. In addition to this, the data set have to be balanced, a
fundamental requirement for a dataset with which to generate a classification
model.

3. Time series construction: once a set of quality data is generated. Our objective
have been to build time series based on customer consumption. To do this, we
have consumption readings with a quarterly frequency, so these time series
encompass a wide range of frequencies, from low (quarterly, monthly) to very
high (hourly). As a result, different datasets have been built with which to
generate different classification models in later stages of the project.

4. Standardization: due to the difference in consumption amongst customers,
the possibility of carrying out different standardizations of consumption data
has been assessed. Calculating all consumptions with respect to a customer’s
average or maximum consumption are two possible options when generating
new datasets.

5. Attribute generation: in addition to the different time series (standardized or
not) and the attributes that we previously considered most relevant, we have
also generated attributes that can provide additional information such as the
number of estimated readings associated to a customer.

3.5 Data Mining Process

Finally, the fifth stage uses the minable datasets, that were produced in the
previous stage, to extract hidden, useful, and valid information from them by
means of machine learning algorithms. Specifically, we have used Spark MLlib
framework [13] to apply classification algorithms which produce models that
detect fraudulent behaviors of the Partner’s customers.

4 Results

The experimental design and the preliminary classification results related to the
global process presented in this paper (Sect.3) are described hereunder. This
section is structured as follows: a brief description of the utilized data and the
infrastructure is outlined in Sects.4.1 and 4.2, next, the experimental setup
is explained in Sect.4.3 and, finally, the preliminary classification results are
presented in Sect. 4.4.

4.1 Data

The analyzed database contains all data related to the Partner’s customers of
the Spanish region of Catalonia. These data have been retrieved in form of 251
csv files, likewise, this files compound 35 tables of 832 attributes in total. The
size of the database is 1.48707619 TB (1487.076192 GB), it implies a real big
data problem.

The most important characteristic of this database is that its content and
relationships are divided in two: a scheme related to customer contracts and
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another with smart meters that collect consumption data. In each of the schemes,
called stars, there is a central table that relates to the tables belonging to the
same scheme. This table is also connected to the other central table. In this man-
ner, both stars are linked by their centres and are joined to their corresponding
tables (tips of the star). These stars are:

— Contract star: it is formed by the tables that contain all the information
related to contracting, geolocation, invoicing, customers, files, consumption
types, campaigns, and technicians’ work in the field.

— Device star: it is made up of tables with information regarding devices and
consumption load curves, as well as different tables containing different events,
validation records, etc.

4.2 Infrastructure

Due to the storage capacity and computational power required, as well as to be
able to work optimally distributed, we have used the following hardware and
software facilities:

— A cluster composed by 72 processing cores, 64 of them Intel (R) Xeon (R)
Xeon (R) ET7- 4820 CPUs @ 2.00 GHz plus 8 Intel (R) Core (TM) i7-7700K
CPUs @ 4.20 GHz.

— 3 GeForce GTX 1080 GPUs with 2560 cores, Nvidia CUDA and 8 GB
GDDR5X memory each.

— 128 GB RAM: 64 GB DD3 and 64 GB DDRA.

— A total storage capacity of 8 TB.

— Nodes interconnected through a Gigabit Ethernet network with a bandwidth
of 1 Gbit/s.

— AWS cloud computing services.

— Hadoop HDF'S 2.8.0.

— Apache Spark framework 2.2.0.

4.3 Experimental Setup

For this preliminary experimental study, the larger customers are been taking
into account, thus, in order to accomplish the task of classifying this kind of
customers in fraudulent or normal behavior, we have obtained a consistent and
significant set of customer’s daily consumption curves with both fraud and with-
out it. The two options were considered to build the datasets that will train and
test the classification algorithm are the following.

Setup #A: Dataset with Subsequent Measurement. All the daily mea-
surement that have occurred between a year before and three months after the
start date of a sanction proceeding in the case of fraud customers have been
selected.
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For both the dataset to be balanced and to find a possible relationship
between the consumption of the two types of customers, customers without fraud
that have the same number of measurements and at the same time, have the same
type of business activity and the same postcode, have been selected.

With the aim of produce a model based on load curves of a customer for the
period, a process to change quarter-hourly measurements to hourly measurement
was necessary to create. In addition, it was counted the total number of estimated
measurements of the hourly measurement.

Therefore, the final dataset is composed of the following fields:

— customer code

— business activity code

— postcode

— number of estimated measurements

— dx (being x the day, between 1 and 454. The field value is the addition of the
measurements of the day)

— label (label with value 1 for fraud customers or 0 for those who are not fraud)

Setup #B: Dataset Without Subsequent Measurement. On the contrary
to the previous dataset, in this case, only measurements occurred until a year
before the start date of a sanction proceeding have been selected. Again, for
both the dataset to be balanced and to find a possible relationship between the
consumption of the two types of customers, customers without fraud that have
the same number of measurement and at the same time, have the same type
of business activity and the same postcode, have been selected. To build the
dataset, the same process as for the creation of the previous dataset has been
followed. Therefore, in the final dataset we count with the following fields:

— customer code

— business activity code

— postcode

— number of estimated measurements

— dx (being z the day, between 1 and 364). The field value is the addition of
the measurements of the day)

— label (label with value 1 for fraud customers or 0 for those who are not
fraud).

4.4 Classification Results

The classification algorithm Xgboost has been chosen to be applied once the two
datasets were created.

The Xgboost [4] algorithm trains, in an iterative way, decision trees to min-
imize a loss function. The specific method to tag again the records was defined
by a loss function. The Xgboost algorithm decreases such loss function with the
training data in every iteration.
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For the purpose of establish the training, validation and testing procedure
for the classification algorithm, the input datasets have been split into two parts:
training-validation part (70%) and test part (30%). Next, the training-validation
part has been split again into two parts: training part (70%) and validation part
(30%). The training part has been used to the algorithm training, the validation
part has been used to cross-validation procedure [10] and the test part has been
used as an external test for the resulting model.

For each experimental setup, we have built two classification models: one with
all the attributes of the dataset and another excluding the number of estimated
measurements. The aim of this decision was to prove the importance of the
number of estimated measurements in the model generation, considering that
we had previously detected that this value is critical by means of clustering
analysis of the data. For each generated model and for each proof method (Cross
Validation or Test) we the accuracy (ACC), the true positive ratio (TPR) and
the true negative ratio (TNR) have been shown.

Setup #A Results. We can find these in Table 1. The complete model is the
best one in terms of ACC and TPR, on the contrary, the model that exclude
the number of estimated measurements has better values of TPR. In general
terms, the complete model offers better results, reinforcing the importance of
the number of estimated measurements as a key factor to classify fraudulent
and normal customers.

Table 1. Setup A results

Model Proof method |ACC |TPR |TNR
Complete Cross validation | 91.01% | 87.67% | 7.33%
Complete Test 92.36% | 86.16% | 4.54%
Excluding #em | Cross validation | 72.26% | 32.32% | 8.96%
Excluding #em | Test 73.57% | 39.51% | 9.7%

Setup #B Results. They are presented in Table 2. In it, we can observe how
the complete model is the best one in terms of ACC and TPR and how the
model that exclude the number of estimated measurements has better values of
TPR once again. The complete model offers once again better results in general
terms, reinforcing the importance of the number of estimated measurements as
a key factor to classify fraudulent and normal customers.

Table 2. Setup B results

Model Proof method |ACC |TPR |TNR
Complete Cross validation | 89.16% | 78.11% | 5.45%
Complete Test 87.55% | 76.50% | 6.58%

Excluding #em | Cross validation | 72.48% | 52.16% | 17.99%
Excluding #em | Test 73.45% | 52.28% | 16.29%
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5 Conclusions

A real case for fraud detection in electricity consumption has been addressed in
this paper. In particular, data from Spanish users have been processed, making
use of big data technologies. Up to 1.5 TB of raw data were initially retrieved
from different sources. After intensive preprocessing, data were cleaning and
transformed into useful information, thanks to experts guidance. Later, machine
learning algorithms have been applied in order to discover fraud consumption
patterns in users. Two different scenarios have been considered, both of them
reaching accuracies above 80%. The entire process has been carried out in a
HDFS-Spark architecture, making the most of current big data technologies.
Future works are directed towards the generation of models for different types
of users and geographic areas.
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Abstract. Medical data mining problems are usually characterized by
examples of some of the classes appearing more frequently. Such a learn-
ing difficulty is known as imbalanced classification problems. This con-
tribution analyzes the application of algorithms for tackling multi-class
imbalanced classification in the field of vertebral column diseases clas-
sification. Particularly, we study the effectiveness of applying a recent
approach, known as Selective Oversampling for Multi-class Imbalanced
Datasets (SOMCID), which is based on analyzing the structure of the
classes to detect those examples in minority classes that are more inter-
esting to oversample. Even though SOMCID has been previously applied
to data belonging to different domains, its suitability in the difficult
vertebral column medical data has not been analyzed until now. The
results obtained show that the application of SOMCID for the detec-
tion of pathologies in the vertebral column may lead to a significant
improvement over state-of-the-art approaches that do not consider the
importance of the types of examples.

1 Introduction

Medical data mining is a highly challenging task, as it combines the importance
of impacting human health, complex data, and need to work closely with a
physician. Decisions derived from these analyses are of great importance because
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they directly influence human beings on both individual and population levels.
Machine learning methods are used to process complex medical data in a fast
and effective way, as they are capable of analyzing massive amounts of data in
a short-time and can offer a valuable decision support capabilities [8,11]. Even
though machine learning techniques are widely used in medical classification,
the general application of these techniques in traumatic orthopedics, in which
this contribution focuses, is rather sparse in the specialized literature [15].

Most of medical classification data, included that on vertebral column
pathologies classification used in this research, are problems in which some of
the classes (which commonly corresponds to non-healthy patients) are likely to
contain much less examples than the other classes [12]. Since standard classifica-
tion methods assume an approximately balanced class distribution, they usually
wrongly classify the minority class examples [13]. However, minority classes are
many times the most interesting ones, particularly in the case of medical data.
In order to overcome the negative impacts of class imbalance various techniques
have been proposed, particularly for binary problems [7,13]. The main research
lines include inbuilt mechanisms [13], which change the classification strategies
to ease the recognition of the minority class and data preprocessing methods
[2,7], which modify the data distribution to change the balance between classes.

However, many imbalanced medical datasets are focused on distinguish-
ing, apart from healthy and non-healthy patients, different subtypes within a
given pathology [15]. In these cases, we are dealing with imbalanced classifi-
cation in multi-class problems, a significantly more complex scenario. Usually,
the reported solutions for binary cases are not directly applicable to it [18]. In
this context, there are some proposals, such as Static-SMOTE [5], which tries
to increase the importance of minority classes within the dataset by resampling
their instances, and AdaBoost.NC [18], an ensemble learning algorithm which
combines AdaBoost with negative correlation learning.

This contribution analyzes the application of some of these techniques in the
field of vertebral column pathologies classification and proposes the usage of a
recent methodology, SOMCID, designed by Sdez et al. [16], which is particu-
larly oriented to work with multi-class imbalanced datasets, and may be the
most suitable to work with this kind of data providing competitive performance
results. SOMCID has shown to provide competitive results in a wide variety of
different domains, but it has not been applied yet to difficult medical classifi-
cation data, such as those of vertebral column pathologies. This methodology,
which is described in Sect. 3, is based on analyzing the structure of the classes
in the dataset in order to detect subsets of most difficult examples that should
be subject to the oversampling procedure in each of the minority classes.

The rest of this research is organized as follows. Next section presents an
overview on imbalanced classification. Section 3 describes the methodology rec-
ommended to deal with vertebral column pathologies classification. Section 4
describes the details of the experimental framework. Section 5 presents the anal-
ysis of the results obtained and, finally, Sect. 6 presents the concluding remarks.
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2 Imbalanced Datasets in Classification

Many standard machine learning methods are guided by the predictive accuracy
and thus they tend to fail when the data is strongly imbalanced. This leads to a
poor recognition of the minority classes. In the imbalance learning two scenarios
can be considered depending on the data complexity: binary and multi-class.
Binary problems establish a clear relationship between classes, the predomi-
nant one being the majority class and other being the minority class. Basically,
techniques for binary imbalanced datasets are divided into two groups [9,17]:

1. Inbuilt mechanisms. They adapt existing classifiers to the problem of
imbalanced datasets and bias them towards favoring the minority class. This
task is usually difficult, because it requires a depth knowledge about the clas-
sifiers. Solutions in this field include the design of one-class classifiers, which
can learn the minority class model and treating majority objects as outliers [9]
and cost-sensitive methods, which are based on a loss function which informs
about the misclassification cost [10].

2. Data preprocessing. These try to equalize the number of the examples of
the classes. They may generate new objects from the minority class (oversam-
pling) or remove examples from the majority class (undersampling). Among
oversampling strategies, the best known method is SMOTE [2]. On the other
hand, among undersampling strategies, ENN (Edited Nearest Neighbour) [3],
which removes a majority example it if there are no more majority class
instances among its nearest neighbors is one of the most well-known.

Multi-class problems may produce a lose of performance on one class while
trying to gain it on other [18]. Binary classification metrics cannot be directly
applied to multi-class imbalanced datasets. Therefore, new specific metrics are
needed in this context, such as multi-Area Under an ROC Curve (multi-AUC)
and average accuracy [6].

Multi-class imbalanced problems are much more challenging and there is
only but a handful of methods dedicated to solving them. One of them is Static-
SMOTE [5], which applies the resampling procedure in several iterations, dupli-
cating the examples of those underrepresented classes in the dataset. Another is
AdaBoost.NC [18], which is designed as an ensemble learning algorithm which
uses negative correlation learning for multi-majority and multi-minority cases.
Other methods, such as cost-sensitive neural networks based on undersampling,
oversampling, and moving threshold have also been adapted to the multi-class
imbalanced task [20]. A recent approach which attracts our attention to be
applied to the multi-class imbalanced problem of vertebral column pathologies
dataset was proposed in [16]. This method, which will be further denoted as
Selective Qversampling for Multi-class Imbalanced Datasets (SOMCID), is based
on paying attention to the different types of examples that may be present in
each class. The SOMCID method clearly establishes a different influence of dif-
ficult examples (such as those lying on the class borders) when there are more
than two classes present in an imbalanced dataset. This is the main foundation
of SOMCID, which is described in the next section.
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3 Selective Oversampling for Multi-class Imbalanced
Datasets

The SOMCID technique addresses an oversampling task for multi-class imbal-
anced problems. In [16], where SOMCID was proposed, it was tested over 21
datasets belonging to different fields and having different complexities regarding
the number of examples, classes and class imbalanced ratios. SOMCID was com-
pared to the two most representative and well-known methods for multi-class
imbalance preprocessing: Static-SMOTE [5] and AdaBoost.NC [18]. SOMCID
obtained a performance of 72.56% compared to Static-SMOTE (68.69%) and
AdaBoost.NC (67.98%) — the reader may consult [16] to check the full results.
These results show the potential and the generalization capabilities of SOMCID
working with data of diverse domains. On the other hand, this research focuses
on the study of SOMCID for the classification of vertebral column pathologies,
which has not been previously studied and has shown to be a difficult to solve
problem in previous works [1,15].

This section describes the SOMCID method. It is based on 4 main steps,
each one presented in a different section:

1. Determining the type of each example in the dataset (Sect. 3.1). The first tasks
consist of tagging each one of the examples in the dataset with a different
type (safe, borderline, rare and outlier) depending to their relative position
to other examples of different classes.

2. Choosing which classes and examples can be oversampled (Sect.3.2). The
second task involves an analysis of the internal structure of the dataset looking
for which classes and types of the examples previously identified are chosen
to perform the oversampling.

3. Oversampling the data using all its valid configurations (Sect.3.3). The next
steps oversamples, for each one of the configurations identified in the above
step, the original data using an approach such as SMOTE.

4. Selection of the best schemes of oversampling (Sect.3.4). Finally, once the
oversampling schemes have been applied, the best of those are selected based
on the performance evaluation carried by classification algorithms.

3.1 Determining the Type of Each Example in the Dataset

The first task performed by SOMCID consists of distinguishing different types
of examples in each one of the classes of the dataset.

In order to determine the type of an example e, its class label is compared
to that of the other examples of its neighborhood, which is computed using the
k-nearest neighbors. We will consider the Heterogeneous Value Difference Metric
(HVDM) [19] to compute the distance between examples (since this measure is
valid for both nominal and numerical attributes) and the value k = 5 to analyze
the neighborhood of each example. Even though the size of the neighborhood
can be adapted to the characteristics of each dataset, this value of k& has been
traditionally used in the imbalanced data literature and, in our case, it shows a
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good potential distinguishing the type of each example and a low computational
time is required. The types of examples and how they are identified are described
below:

— Safe examples. An example is a safe one if it is placed in an homogeneous
area with respect to other examples of its class. In this research, an example
is identified as safe if 4 or 5 of its nearest neighbors share its class label.

— Borderline examples. These are located close to the boundaries of the
classes, where different classes may overlap. An example is considered as a
borderline one if 2 or 3 of its 5 nearest neighbors share its class label.

— Rare examples. These are few examples of a class placed in areas belonging
to a different class. They are characterized by having only 1 neighbor from its
class. Additionally, this only neighbor may have as much as another neighbor
of its same class.

— QOutliers. These are isolated examples of a concrete class surrounded by
examples of a different class. Minority classes are sometimes exclusively rep-
resented or characterized in a high degree of this type of examples.

3.2 Choosing Which Classes and Examples Can Be Oversampled

The second step consists of determining which classes and types of examples can
be oversampled. In order to do this, each example within each class is labeled
as safe, borderline, rare or outlier following the aforementioned procedure.

Let be a configuration to be oversampled a pair of {class, types of examples}
with the following characteristics:

— class: it is a concrete class of the dataset (excluding the majority class).

— types of examples: they are a combination, considering the preprocessing or
not, of each one of the 4 types of examples (safe, borderline, rare and outlier)
for the chosen class. It will be noted as true if a concrete type of examples
is preprocessed and false if not. For example, the combination of types of
examples {safe = false, borderline = true, rare = false, outlier = true} means
that only borderline examples and outliers are chosen examples to generate
new examples in the dataset.

— A configuration will be valid if the chosen class has examples of the types
chosen to preprocess.

3.3 Oversampling the Data Using All Its Valid Configurations

The dataset is preprocessed, considering all the valid configurations found in the
previous step. The preprocessing will consist of the application of an oversam-
pling procedure, following an scheme to generate the new synthetic examples
similar to that used by SMOTE [2] in binary imbalanced problems.

The oversampling procedure considers the class and the types of examples
chosen to generate new synthetic examples. This method creates new synthetic
examples of the given class until reaching the size of the majority class.
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In order to create a new synthetic example, a random example x of the class
and types of examples of interest is iteratively chosen. Then, a random example
y among its k = 5 nearest neighbors is chosen. With these two examples = and
y, the new synthetic example is created by interpolation as SMOTE does.

3.4 Selection of the Best Schemes of Oversampling

Finally, the last step of SOMCID consists of the comparison of the preprocessed
datasets of the previous step considering the performance obtained by some
classification algorithms. This research is focused on classifiers of decision trees
built by C4.5 [14].

In this last step, the performance of the C4.5 algorithm over the dataset
considering the preprocessing of a concrete class and combination of types of
examples and not preprocessing at all will be compared. This will show which
are the most interesting classes and types of examples to oversample to improve
the performance of the classifiers.

4 Experimental Framework

This section shows the details of the experimental framework in order to check
the performance of SOMCID with the vertebral column pathologies classification
dataset. Section 4.1 describes the real-world data used in the study. Section 4.2
presents the multi-class imbalanced methods considered for the experimental
comparisons, along with their parameter setup. Finally, Sect.4.3 describes the
methodology followed to analyze the results.

4.1 Vertebral Column Pathologies Dataset

As it was previously mentioned, the experimentation carried out in this research
uses a dataset consisting of vertebral column pathologies. The vertebral column
is a system composed by a group of vertebras, nerves, muscles, medulla and
joints.

The real-world dataset used was collected by the medical center called Centre
Médico-Chirurgical de Réadaptation des Massues (Liyon, France) [1]. It contains
information of 310 patients obtained from sagittal panoramic radiographies of
the spine. Each patient, that is, each example in the dataset, is described using
6 continuous biomechanical attributes of the spino-pelvic system, which have
shown to have some relationship to vertebral column pathologies [1]. These are
the angle of pelvic incidence, the angle of pelvic tilt, the lordosis angle, the sacral
slope, the pelvic radius and the grade of slipping.

Thus, pathologies in the vertebral column are conditioned to the characteris-
tics of the pelvis-spine system. The real-world dataset used in this contribution
focuses on two of the most common pathologies in this context: disc hernia and
spondylolisthesis. On the one hand, disc hernia appears when the core of the inter-
vertebral disc migrates from its place, implying the compression of the nervous
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and, consequently, the patient’s backache. On the other hand, spondylolisthesis
occurs when one of the vertebras slips in relation to the others, causing pain or
irritation of the nervous roots. This dataset classifies each one of the patients as
either not having any pathology in their spines (100 examples), suffering from
disc hernia (60 examples) or suffering from spondylolisthesis (150 examples). In
the rest of this contribution, each of these classes have been denoted with the
following indices: disc hernia = 1, normal patient = 2 and spondylolisthesis = 3.

4.2 Multi-class Imbalanced Classification Techniques

In order to check the suitability of the SOMCID approach for vertebral column
pathologies classification, the following methods to deal with multi-class imbal-
anced classification datasets have been chosen as comparison techniques because
they are some of the most well-known and representative methods in the field
according to recent publications:

1. No sampling or algorithm-level modifications (None). This does not consider
the application of any preprocessing or specifically designed method to deal
with multi-class imbalanced data. Thus, the original dataset is used by None.

2. Multi-class Random Owversampling (MCROS) [16]. This method is based on
the algorithm originally proposed for binary imbalanced data. It oversamples
each one of the minority classes by replicating random examples from these
classes until reach the size of the majority class in the dataset.

3. Static-Synthetic Minority Over-sampling Technique (Static-SMOTE) [5].
This applies a resampling procedure in M steps, where M is the number
of classes in the dataset. In each iteration, it selects the minimum size class,
and duplicates the number of instances of the class in the original dataset.

4. AdaBoost with negative correlation (AdaBoost.NC) [18]. This uses an ensem-
ble learning algorithm for multi-majority and multi-minority cases, in which
the well-known AdaBoost method is combined with negative correlation.

The configuration of the parameters for these algorithms has been set follow-
ing the recommendations of their corresponding authors. For MCROS, Static-
SMOTE and SOMCID we have considered 5 neighbors to generate new synthetic
examples. For AdaBoost.NC, we have set up the penalty strength A = 2 and the
number of classifiers composing the ensemble to 51.

4.3 Methodology of Analysis

The performance estimation of each of the aforementioned methods in the verte-
bral column pathologies dataset is obtained by means of 4 runs of a 5-fold strati-
fied cross-validation, averaging its test performance results. Since AdaBoost.NC
is designed to work with ensembles of decision trees, the performance is com-
puted considering the C4.5 decision trees generator [14] for all the other methods.
The average accuracy [6], which is commonly employed in imbalanced domains
for multi-class problems, is used as the measure to estimate the performance:
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SCL TPR, .
AvgAce = ==L ——, where CL is the number of classes of the dataset and

TPR; is the True Positive Rate of the i-th class (noted in percentage).

Furthermore, statistical comparisons of the performance results of the algo-
rithms are performed using Wilcoxon’s test [4]. In order to do that, the perfor-
mance results of each run of the cross-validation for each algorithm are compared
using Wilcoxon’s test and the sum of ranks in favor of each algorithm (R* and
R™) and the associated p-value are computed.

5 Analisis of Results

This section presents the analysis of the results after carrying the experimental
study described in Sect.4. The analysis is divided into two main parts. First,
Sect. 5.1 focuses on the results obtained from the oversampling of the different
valid configurations using the SOMCID method versus not applying any prepro-
cessing (None). Then, Sect. 5.2 shows the analysis of the comparison of results of
the best configuration obtained by SOMCID versus the other multi-class imbal-
anced methods considered (MCROS, Static-SMOTE and AdaBoost.NC).

5.1 Results of SOMCID versus Not Preprocessing

Figure 1 shows the average accuracy results after oversampling each one of the
valid configurations with SOMCID (vertical bars) against the results of not
applying any preprocessing (horizontal line). This graphic shows all the data
related to the configuration oversampled: the preprocessing of the safe, border-
line, rare and outlier examples, and the class (1 or 2) associated to the oversam-
pling. This figure is completed with the numerical results shown in Table 1.

Figure 1 shows a general view of the great differences and the importance
of choosing the correct examples and classes when applying oversampling in
our vertebral column pathologies dataset. As it can be appreciated from these
results, the preprocessing of some classes and types of examples can improve or
deteriorate the results of not considering any preprocessing at all. Because of
this, the analysis of the types of examples and classes to be oversampled seems
of interest to classify column vertebral diseases.

As it was mentioned in Sect.4.1, the classes preprocessed with SOMCID
were class 1 (patients suffering from a disc hernia) and class 2 (healthy patients).
According to the preprocessing of the two aforementioned classes for each config-
uration of examples oversampled, the results from Table 1 show that, in general,
it is more interesting oversampling those examples corresponding to patients
with a disc hernia (class 1) than those not suffering from any disease in the
column (class 2) — thus, the performance obtained in 13 out of the 16 configura-
tions is better when preprocessing those examples of patients with a disc hernia.
This result seems to be in concordance with the balance among classes in the
data, because we only have 60 examples of patients with disc hernia compared to
250 examples belonging to other classes (100 without any disease and 150 with
spondylolisthesis). This fact is a common situation in many medical datasets,
in which the examples of patients with concrete diseases usually represent a
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Fig. 1. Oversampling of classes and types of examples compared to not None — pre-
processing (upper figure) and not (lower figure) the safe examples.

much smaller number than that of the other classes, even though the former can
be sometimes more important from the medical point of view. As derived from
the above analysis, the examples of patients with disc hernia seems the most
interesting ones to preprocess.

Regarding the types of examples that should be oversampled, Table 1 shows
that the worse performance is obtained for the preprocessing of safe and outlier
examples. Safe examples are, by definition, placed in homogeneous areas of the
class and do not pose difficulties for the classifier building. Outliers are usually
very few isolated examples and they can even represent errors. Therefore, the
preprocessing of these types of examples may be irrelevant in some cases (in the
case of the safe examples, since these areas may not need to be reinforced) or
even counterproductive (if the outliers represent errors in the data).

The best configuration of examples to preprocess corresponds to that focused
only on borderline examples, ignoring the oversampling of the other types exam-
ples. This results seems to be logical, since the strengthening of the boundaries
of the classes can contribute to create the classifier with more confidence.
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Table 1. Numerical results after oversampling each one of the valid configurations of
the vertebral column pathologies dataset with the SOMCID method.

Safe | Borderline | Rare | Outlier | Class| AvgAcc|Safe |Borderline|Rare |Outlier|Class| AvgAcc
True| True True | True 1 80.89 False | True True |True 1 78.78
True| True True | True 2 75.33 False | True True |True 2 72.11
True| True True |False 1 79.11 False | True True |False |1 78.11
True| True True | False 2 76.00 False | True True |False 2 75.11
True| True False| True 1 79.11 False | True False | True 1 79.44
True| True False| True 2 75.78 False | True False | True 2 72.56
True| True False | False 1 81.00 False|True False|False |1 81.33
True| True False|False |2 76.89 False | True False |False |2 75.22
True | False True | True 1 77.56 False |False True |True 1 77.89
True|False True | True 2 78.00 False |False True |True 2 69.33
True|False True |False 1 78.67 False |False True |False 1 76.56
True | False True |False |2 76.78 False |False True |False |2 71.56
True| False False| True 1 74.78 False |False False | True 1 78.56
True | False False| True 2 79.22 False |False False | True 2 75.44
True | False False | False 1 79.89 False |False False |False |1 77.44
True|False False | False 2 79.22 False |False False |False 2 77.44

Thus, when applying SOMCID for the recognition of diseases in the vertebral
column, the best solution considers only the preprocessing of the borderline
examples in the minority class, that is, that corresponding to patients with a
disc hernia. This configuration is selected for further analysis in next section.

5.2 Results of SOMCID versus Multi-class Imbalanced Methods

Table 2 shows the performance comparing SOMCID to MCROS, Static-SMOTE
and AdaBoost.NC. The results obtained by the Wilcoxon’s test (sum of ranks
R* in favor of the method of row, sum of ranks R~ in favor of the method of
column and the p-value associated with the comparison) are also shown when
comparing each pair of algorithms. The best results are remarked in bold-face.

As it is shown in Table 2, the SOMCID method is that providing the best per-
formance when detecting the different diseases of the vertebral column (81.33%).
The next best results corresponds to MCROS, with a performance of 78.56%.
Since MCROS performs a random oversampling of each class (except the major-
ity one), it can preprocess, by chance, some of the most interesting examples
for our dataset, which are those corresponding to the borderline examples of
the minority class, as indicated by the analysis made in Sect.5.1. The Static-
SMOTE and AdaBoost.NC methods are those obtaining the worse results (with
a difference of 7.11% and 9% with respect to SOMCID, respectively).

The results of the Wilcoxon’s test show similar conclusions to those of perfor-
mance: SOMCID is better than the rest of the methods with statistical signifi-
cant differences, while MCROS is better than Static-SMOTE and AdaBoost.NC,
among which no statistical significant differences are detected. These results
show the great importance of analyzing and determining the best examples to
preprocess in the dataset about diseases of the vertebral column considered.
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Table 2. Average accuracy and results of the Wilcoxon’s test.

Method MCROS | Static-SMOTE | AdaBoost.NC | SOMCID

AvgAcc 78.56 74.22 72.33 81.33

RT/R™ | MCROS - 205/5 200/10 10/200
Static-SMOTE | 5/205 - 110/100 0/210
AdaBoost.NC |10/200 100/110 - 0/210
SOMCID 200/10 210/0 210/0 -

p-value | MCROS - 1.91E-05 8.20E-05 8.20E-05
Static-SMOTE | 1.91E-05 | - 7.89E-01 1.91E-06
AdaBoost.NC | 8.20E—05 | 7.89E-01 - 1.91E-06
SOMCID 8.20E-05 | 1.91E-06 1.91E-06 -

6 Concluding Remarks

In this research we have analyzed the effect of some multi-class imbalanced meth-
ods applied on the difficult problem of recognizing vertebral column diseases. We
paid special effort to conducting a guided oversampling that considers the types
of minority class instances. The SOMCID method allowed for creating a fine
pre-processed and balanced training set that could be used by the classifiers.

Results obtained from the experimental study have shown the importance
of the analysis of the structure of the classes in this problem. By focusing on
specific instances, instead of conducting a blind oversampling, we were able to
significantly alleviate the issue of skewed class distributions. The preprocessing
of the borderline examples of those patients suffering from a disc hernia (the
minority class), that is, those placed in the boundaries of the class, has shown
to be the best solution for the data considered. The comparison of SOMCID
to the rest of the methods (MCROS, Static-SMOTE and AdaBoost.NC) shows
the benefits of SOMCID for the detection of pathologies in the vertebral column
according to the average accuracy results and the results of the Wilcoxon’s test.

The results in this contribution are proposed for a certain type of multi-class
imbalance situation coming from the difficult problem of vertebral diseases, in
which 3 classes are considered and one of them represents less than a 20% of the
examples in the dataset. These results show the relevance of considering different
classes and example types when handling this particular problem. They are
highly satisfactory and prove that SOMCID can be a valuable part of a medical
decision support system applied in hospitals.
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Abstract. In the Web of Data, real-world entities are represented by
means of resources, for instance the southern Spanish city “Seville” that
is represented by means of the resource that is available at http://
es.dbpedia.org/page/Sevilla in the DBpedia dataset. Link rules are
intended to link resources that are different, but represent the same
real-world entities; for instance the resource that is available at https://
www.wikidata.org/wiki/Q8717 represents exactly the same real-world
entity as the resource aforementioned. A link rule may establish that
two resources that represent cities should be linked as long as the GPS
coordinates are the same. Such rules are then paramount to integrating
web data, because otherwise programs would deal with every resource
independently from the other. Knowing that the previous resources rep-
resent the same real-world entity allows them to merge the information
that they provide independently (which is commonly known as integrat-
ing link data). State-of-the-art link rules are learnt by genetic program-
ming systems and build on comparing the values of the attributes of
the resources. Unfortunately, this approach falls short in cases in which
resources have similar values for their attributes, but represent different
real-world entities. In this paper, we present a proposal that hybridises a
genetic programming system that learns link rules and an ad-hoc filter-
ing technique that bootstraps them to decide whether the links that they
produce must be selected or not. Our analysis of the literature reveals
that our approach is novel and our experimental analysis confirms that
it helps improve the F} score, which is defined in the literature as the
harmonic mean of precision and recall, by increasing precision without a
significant penalty on recall.

1 Introduction

The Web of Data has made it possible for programs to have access to a variety
of data about real-world entities. Furthermore, the Linked-Data principles [4]
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support the idea that resources that are different but represent the same real-
world entities must be linked so as to facilitate data integration. Link rules are
intended to help link resources automatically.

The literature provides several proposals to machine learn link rules by means
of genetic programming systems [2,11,12,19,20]. Such rules build on transfor-
mation and similarity functions that are applied to the values of the attributes
of two resources to check if they can be considered similar enough (by attributes
we mean their datatype properties); if they are, then the input resources are
assumed to represent the same real-world entity and are then linked; if they are
not, then the input resources are kept apart. Our experience confirms that such
link rules fall short because some resources that represent different real-world
entities have attributes with similar values. For instance, think of the many dif-
ferent authors who have the same name or the many different films that have
similar titles.

In this paper, we present a hybrid approach to the problem: first, we use a
state-of-the-art genetic programming system to learn a set of link rules; we then
select a base link rule and apply it in order to obtain a collection of candidate
links; the remaining rules are then bootstrapped to analyse the neighbours of
the resources involved in each candidate link (the neighbours are the resources
that can be reached by means of their object properties); finally, we analyse how
similar they are in order decide which of the candidate links must be selected
as true positives and which must be discarded as false positives. Our analysis
of the related work unveils that this is a novel approach since current state-
of-the-art link rules do no take the neighbours into account. Our experimental
analysis confirms that precision can be improved by 68% in average, with an
average —10% impact on recall; overall, the average improvement regarding the
F score is 47%. We also conducted the Iman-Davenport test to check that these
differences are statistically significant regarding precision and the Fj score, but
not regarding recall. Our conclusion is that ours is a very good approach to help
programs integrate the data that they fetch from the Web of Data.

The rest of the article is organised as follows: Sect. 2 reports on the related
work; Sect. 3 provides the details of our proposal; Sect. 4 presents our evaluation
results; finally, Sect. 5 summarises our conclusions.

2 Related Work

The earliest techniques to learn link rules were devised in the field of traditional
databases, namely: de-duplication [7,17], collective matching [1,3,6,14,21], and
entity matching [15]. They set a foundation for the researchers who addressed
the problem in the context of the Web of Data, where data models are much
richer and looser than in traditional databases.

Some of the proposals that are specifically-tailored to web data work on a
single dataset [10,16], which hinders their general applicability; there are a few
that attempt to find links between different datasets [5,8,9,13], but they do not
take the neighbours of the resources being linked into account, only the values of
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the attributes; that is, they cannot make resources with similar values for their
attributes apart in cases in which they represent different real-world entities. An
additional problem is that they all assume that data are modelled by means of
OWL ontologies. Unfortunately, many common datasets in the Web of Data do
not rely on OWL ontologies, but on simple RDF vocabularies that consists of
classes and properties whose relationships and constraints are not made explicit.

The previous problems motivated several authors to work on techniques that
are specifically tailored to work with RDF datasets. Most such proposals rely
on genetic programming algorithms [11,12,19,20] in which chromosomes encode
the link rules as trees, which facilitates performing cross-overs and mutations.
They differ regarding the expressivity of the language used to encode the link
rules and the heuristics used to implement the selection, replacement, cross-over,
and mutation operators, as well as the performance measure on which the fitness
function relies. Isele and Bizer [11,12] contributed with a supervised proposal
called Genlink. It is available with the Silk framework [24], which is gaining
impetus thanks to many real-world projects [23]. It uses a tournament selection
operator, a generational replacement operator, custom cross-over and mutation
operators, and its fitness function relies on the Matthews correlation coefficient.
It can use a variety of custom string transformation functions and the Leven-
shtein, Jaccard, Numeric, Geographic, and Date string similarity measures. An
interesting feature is that the size of the link rules must not be pre-established at
design time, but it is dynamically adjusted during the learning process. Ngomo
and Lyko [19] contributed with a supervised proposal called Eagle, which is avail-
able with the LIMES framework [18]. It uses a tournament selection operator,
a p + [ replacement operator, tree cross-over and mutation operators, and its
fitness function relies on the F; score. It does not use transformation functions,
but the Levenshtein, Jaccard, Cosine, Q-Grams, Overlap, and Trigrams string
similarity functions. The maximum size of the link rules must be pre-established
at design time. Nikolov et al. [20] contributed with an unsupervised proposal.
It uses a roulette-wheel selection operator, an elitist replacement operator, a
tree cross-over operator, a custom mutation operator, and a pseudo F fitness
function. Transformations are not taken into account, but the library of similar-
ity functions includes Jaro, Levenshtein, and I-Sub. The maximum size of the
link rules is also set at design time. There is a diverging proposal by Soru and
Ngomo [22]. It supports the idea of using common machine-learning techniques
on a training set that consists in a vectorisation of the Cartesian product of the
resources in terms of the similarity of their attributes. Transformation functions
are not taken into account and the only string similarity functions considered
are Q-Grams, Cosine, and Levenshtein. Whether the size of the rules must be
pre-set or not depends on the underlying machine learning technique. Unfortu-
nately, none of the proposals that work on RDF datasets take the neighbours of
the resources into account.

The previous analysis, makes it clear that the state of the art does not account
for a proposal to link resources in RDF datasets that takes their neighbours into
account. Our proposal is specifically-tailored to work with such datasets and it
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is novel in that it is not intended to generate link rules, but leverages the rules
that are learnt with other proposals and bootstraps them in order to analyse the
neighbours, which our experimental analysis confirms that has a positive impact
on precision without degrading recall.

3 Owur Proposal

Our proposal consists in two components, namely: the first one learns link rules
and the second one filters out the links that they produce.

The link rule learner is based on Genlink [12], which is a state-of-the-art
genetic programming system that has proven to be able to learn good link rules
for many common datasets. It is well-documented in the literature, so we focus on
describing the second one, which constitutes our original contribution. The filter
is an ad-hoc component that works as follows: it takes a link rule and executes
it to produce a set of candidate links; then, it analyses the neighbours of the
resources involved in each candidate link by bootstrapping the remaining rules;
links in which the corresponding neighbours are similar enough are preserved as
true positive links while the others are discarded as false positive links.

Below, we present the details of the filter, plus an ancillary method that helps
measure how similar the neighbours of two resources are.

Ezample 1. Figure 1 presents two sample datasets that are based on the DBLP
and the NSF datasets. The resources are depicted in greyed boxes whose shapes
encode their classes (i.e., the value of property rdf:type), the properties are rep-
resented as labelled arrows, and the literals are encoded as strings. The genetic
programming component learns the following link rules in this scenario, which
we represent using a Prolog-like notation for the sake of readability:

ri: link(A, R) if rdf: type(A) = dblp: Author, rdf :type(R) = nsf:Researcher,
N4 = dblp:name(A), Np = nsf:name(R),
levenstein(l fname(N4),lfname(Ng)) > 0.80.

ro: link(A, P) if rdf: type(A) = dblp: Article, rdf :type(P) = nsf:Paper,
Ta = dblp:title(A), Tp = nsf:title(P),
jaccard(lowercase(Ty), lowercase(Tp)) > 0.65.

where levenstein and jaccard denote the well-known string similarity functions
(normalised to interval [0.00,1.00]), I fname is a function that normalises peo-
ple’s names as “last name, first name”, and lowercase is a function that changes
a string into lowercase.

Intuitively, link rule 1 is applied to a resource A of type dblp:Author and
a resource R of type nsf:Researcher; it computes the normalised Levenshtein
similarity between the normalised names of the author and the researcher; if it
is greater than 0.80, then the corresponding resources are linked. Link rule ro
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Fig. 1. Running example.

L

should now be easy to interpret: it is applied to a resource A of type dblp: Article
and a resource P of type nsf:Paper and links them if the normalised Jaccard
similarity amongst the lowercase version of the title of article A and the title of
paper P is greater than 0.65.

It is not difficult to realise that link rule ry links resources dblp:weiwang and
nsfrweiwang, or dblp:binliu and nsf:binwliu, which are true positive links, but
also dblp:weiwang and nsf:weiwangs, which is a false positive link. In cases like
this, the only way to make a difference between such resources is to analyse their
neighbours, be them direct (e.g., dblp:weiwang and dblp:articles) or transitive
(e.g., nsfweiwang, and nsf:papers). |

3.1 Filtering Links

Figure 2 presents the method to filter links. It works on a base link rule r, a set
of supporting link rules S, a source dataset D, a companion dataset Do, and
a threshold 6 that we explain later. It returns K, which is the subset of links
produced by base link rule r that seem to be true positive links.
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1: method filterLinks(r,S, D1, D2, 0) returns K

2: K:=10

3 (C1, C2) := (sourceClasses(r), targetClasses(r))

4: Ly := apply(r, D1, D)

5. for each link rule v’ € S do

6 (C1, C3) := (sourceClasses(r"), targetClasses(r"))

7 (Pl, P2) = (ﬁndPath(C’l, Cll, Dl),ﬁndPath(C'z, Cg’, Dz))
8 Lo = apply(r’, D1, D)

9 for each (p1,p2) € P2 X P2 do

10: for each link (a,b) € Ly do

11: (A, B) := (findResources(a, p1, D1), findResources(b, p2, D2))
12: E:=LyN(Ax B)

13: w := computeSimilarity(A, B, E)
14: if w > 60 then

15: K :=KU{(a,b)}

16: end

17: end

18: end

19:  end

20: end

Fig. 2. Method to filter links.

The method first initialises K to an empty set, stores the source and the
target classes of the base link rule in sets C; and Cs, respectively, and the links
that result from applying it to the source and the companion datasets in set L;.

The main loop then iterates over the set of supporting link rules using variable
r’. In each iteration, it first computes the sets of source and target classes involved
in link rule 7/, which are stored in variables C and CY, respectively; next, it finds
the set of paths P; that connect the source classes in C; with the source classes
in C] in dataset Dy; similarly, it finds the set of paths P, that connect the target
classes in Cy with the target classes in C} in dataset Ds. By path between two
sets of classes, we mean a sequence of object properties that connect resources
with the first set of classes to resources with the second set of classes, irrespective
of their direction. Simply put: the idea is to find the way to connect the resources
linked by the base link rule with the resources linked by the supporting link rule,
which is done by the intermediate and the inner loops.

The intermediate loop iterates over the set of pairs of paths (p1, p2) from the
Cartesian product of P; and Ps. If there is at least a pair of such paths, it then
means that the resources involved in the links returned by base link rule » might
have some neighbours that might be linked by supporting link rule r’.

The inner loop iterates over the collection of links (a,b) in set L. It first finds
the set of resources A that are reachable from resource a using path p; in source
dataset Dy and the set of resources B that are reachable from resource b using
path ps in the companion dataset D-. Next, the method applies supporting link
rule 7’ to the source and the companion dataset and intersects the resulting links



A Hybrid Genetic-Bootstrapping Approach to Link Resources 151

with A x B so as to keep resources that are not reachable from a or b apart;
the result is stored in set E. It then computes the similarity of sets A and B;
intuitively, the higher the similarity, the more likely that resources a and b refer
to the same real-world entity. If the similarity is equal or greater than threshold
0, then link (a,b) is added to set K; otherwise, it is filtered out. When the main
loop finishes, set K contains the collection of links that involve neighbours that
are similar enough according to the supporting rules.

We do not provide any additional details regarding the algorithms to find
paths or resources since they can be implemented using Dijkstra’s algorithm to
find the shortest paths in a graph. Computing the similarity coefficient is a bit
more involved, so we devote a subsection to this ancillary method below.

Ezxample 2. In our running example, link rule r; is the base link rule, i.e., we are
interested in linking authors and researchers, and we use link rule 5 as the sup-
port link rule, i.e., we take their articles and papers into account. Their source
classes are Cy = {dblp: Author} and C{ = {dblp: Article}, respectively, and their
target classes are Cy = {nsf:Researcher} and C4 = {nsf:Paper}, respectively.
Link rule 7 returns the following links: L; = {(dblp:weiwang, nsf:weiwang;),
(dblp:weiwang, ns fweiwangs), (dblp:binliu, ns f:binwliu)}; note that the first
and the third links are true positive links, but the second one is a false positive
link. Link rule ro returns the following links: Lo = {(dblp:article;, nsf:papers),
(dblp:articles, ns f:papers), (dblp:articles, ns f:papers), (dblp:articles,
nsf:papers)}, which are true positive links.

The sets of paths between the source and target classes of r; and ro are
P, = {{dblp:writtenBy)} and Py = {(nsf:leads, nsf:supports)}. Now, the links
in L are scanned and the resources that can be reached from the resources
involved in each link using the previous paths are fetched.

Link Iy = (dblp:weiwang, nsf:weiwang ) is analysed first. The method finds
A = {dblp:articley, dblp:articles, dblp:articles, dblp:articles} by following
resource dblp:weiwang through path (dblp:writtenBy); similarly, it finds B =
{nsf:paperi,nsf:papera,nsf:papers} by following resource nsf:weiwang;
through path (nsf:leads, nsf:supports). Now supporting link rule ro is applied
and the results are intersected with A x B so as to keep links that are related to
Iy only; the result is E = {(dblp:article;,nsf:papers), (dblp:articles,
nsf:papers), (dblp:articles, nsf:papers)}. Then, the similarity of A and B in
the context of E is computed, which returns 0.67; intuitively, there are chances
that [; is a true positive link.

Link Iy = (dblp:weiwang,nsf:weiwangs) is analysed next. The method
finds A = {dblp:article;, dblp:articles, dblp:articles, dblp:articles} by following
resource dblp:weiwang through path (dblp:writtenBy); next, it finds B =
{nsfpapers} by following resource nsf:weiwangs through path (nsf:leads,
nsf:supports). Now supporting link rule ro is applied and the result is inter-
sected with A x B, which results in £ = (). In such a case the similarity is zero,
which intuitively indicates that it is very likely that [ is a false positive link.

Link I3 = (dblp:binliu, ns f:binwliu) is analysed next. The method finds A =
{dblp:articles} by following resource dblp:binliu through path (dblp:writtenBy);
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1: method computeSimilarity(A, B, E) returns d
2 A" = reduce(A, E)

3 B’ := reduce(B, E)

4: W :=intersect(A’, B, E)

5. di= | W|/min{|A'],|B]})

6: end

Fig. 3. Method to compute similarity.

next, it finds B = {nsf:papers} by following resource nsf:binwliu through path
(nsf:leads, nsf:supports). Now supporting link rule rs is applied and the result
is intersected with A x B, which results in E = {(dblp:articles, nsf:papers)}.
The similarity is now 1.00, i.e., it is very likely that link [3 is a true positive link.

Assuming that 6 is set to, e.g., 0.50, the filter Links method would return
K = {(dblp:weiwang, ns f:weiwangy ), (dblp:binliu, ns f:binwliu) }. Note that the
previous value of 6 is intended for illustration purposes only because the running
example must necessarily have very little data.

3.2 Computing Similarity

Figure 3 shows our method to compute similarities. Its input consists of sets A
and B, which are two sets of resources, and E, which is a set of links between
them. It returns the Szymkiewicz-Simpson overlapping coefficient, namely:

|AN B|

overlap(A, B) = m

The previous formula assumes that there is an implicit equality relation to
compute AN B, |A|, or |B|. In our context, this relation must be inferred from
the set of links F by means of Warshall’s algorithm to compute the reflexive,
commutative, transitive closure of relation F, which we denote as E*.

The method to compute similarities relies on two ancillary functions, namely:
reduce, which given a set of resources X and a set of links F returns a set whose
elements are subsets of X that are equal according to E*, and intersect, which
given two reduced sets of resources X and Y and a set of links E returns the
intersection of X and Y according to E*. Their definitions are as follows:

reduce(X,E) ={W | WxW CXAW xW C E*)}
intersect( X, Y,E)={W |WxW CXAIW : W CYAW x W € E*}
where X o« ¢ denotes the maximal set X that fulfils predicate ¢, that is:
Xx¢ < ¢(X)AN(BX: X C X' Np(X"))

The method to compute similarities then works as follows: it first reduces the
input sets of resources A and B according to the set of links F; it then computes
the intersection of both reduced sets; finally, it computes the similarity using
Szymkiewicz-Simpson’s formula on the reduced sets.
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Ezample 3. Analysing link Iy = (dblp:weiwang, nsf:weiwang;) results in sets
A = {dblp:articley, dblp:articles, dblp:articles, dblp:articles }, B = {nsf:paperi,
nsfipaperq,nsfpapers}, and E = {(dblp:articler,nsf:papers), (dblp:articles,
nsf:papers), (dblp:articles, nsf:papers)}. If E is interpreted as an equality
relation by computing its reflexive, symmetric, transitive closure, then it is
not difficult to realise that dblp:articles and dblp:articley can be considered
equal, because dblp:articles is equal to nsf:papers and nsf:papers is equal to
dblp:articley. Thus, set A is reduced to A" = {{dblp:article; }, {dblp:articles,
dblp:articley}, {dblp:articles}} and set B is reduced to B’ = {{nsf:paper;},

{nsfpapers}, {nsf:papers}}. As a conclusion, |A’ N B’| = |{{dblp:article;,
nsf:papers}, {dblp:articles, dblp:articleg, nsf:papers}}| = 2, |A'| = 3, and
|B’| = 3; so the similarity is 0.67.

When link lo = (dblp:weiwang,nsf:weiwangs) is analysed, A =

{dblp:articley, dblp:articles, dblp:articles, dblp:articley }, B = {nsf:papers}, and
E = (). Since the equality relation E* is then empty, the similarity is zero because
the intersection between the reductions of sets A and B is empty.

In the case of link I3 = (dblp:binliu, nsf:binwliu), A = {dblp:articles}, B =
{nsf:papers}, and E = {(dblp:articles, nsf:papers)}. As a conclusion, |A’'NB’| =
[{{dblp:articles,nsf:papers}}| = 1, |A’| = 1, and |B’'| = 1, where A’ and B’
denote, respectively, the reductions of sets A and B; so the similarity is 1.00. B

4 Experimental Analysis

In this section, we first describe our experimental environment and then comment
on our results.

Computing facility: We run our experiments on a virtual computer that was
equipped with four Intel Xeon E5-2690 cores at 2.60 GHz and 4 GiB of RAM.
The operating system was CentOS Linux 7.3.

Prototype: We implemented our proposal with Java 1.8 and the following com-
ponents: the Genlink implementation from the Silk Framework 2.6.0 to generate
link rules, Jena TDB 3.2.0 to work with RDF data, ARQ 3.2.0 to work with
SPARQL queries, and Simmetrics 1.6.2, SecondString 2013-05-02, and JavaS-
tringSimilarity 1.0.1 to compute string similarities.

Evaluation datasets:' We used the following datasets: DBLP, NSF, BBC,
DBpedia, IMDb, RAE, Newcastle, and Rest. We set up the following scenarios:
(1) DBLP-NSF, which focuses on the top 100 DBLP authors and 130 principal
NSF researchers with the same names; (2) DBLP-DBLP, which focuses on the
9076 DBLP authors with the same names who are known to be different people;
(3) BBC-DBpedia, which focuses on 691 BBC movies and 445 DBpedia films
that have similar titles; (4) DBpedia~IMDb, which focuses on 96 DBpedia movies
and 101 IMDDb films that have similar titles; (5) RAE-Newcastle, which focuses

! The datasets are available at https://goo.gl/asvKQV.
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on 108 RAE publications and 98 Newcastle papers that are similar; and (6) Rest—
Rest, which focuses on 113 and 752 restaurants published by OAEL

Baseline: Our baseline was the Genlink implementation from the Silk Frame-
work 2.6.0, which is a state-of-the-art genetic programming system to learn link
rules.

Measures: We measured the number of links returned by each proposal (Links),
precision (P), recall (R), and the Fy score (F}) using 2-fold cross validation. We
also computed the normalised differences in precision (AP), recall (AR), and Fy
score (AFy), which measure the ratio from the difference found between the base-
line and our proposal and the maximum possible difference for each performance
measure. We also applied Iman-Davenport’s test and computed the correspond-
ing p-values to check if the differences found are statistically significant or not
at the standard confidence level (a = 0.05).

Parameters: We set § = 0.01. We explored a large portion of the parameter
space and our conclusion was that setting 6 to this small value helps our proposal
perform the best. Note that it is very small, which means that it generally suffices
to find a single link amongst the neighbours of the resources involved in another
link so that it can be considered a true positive link.

Genlink Our proposal

Scenario Links P R F, Links P R F, Alinks AP AR
DBLP - NSF 127 0.25 0.97 0.40| 52 0.62 0.97 0.75 -75 0.49 0.00 0.41
DBLP-DBLP |78,348 0.12 1.00 0.21 (9210 0.98 1.00 0.99 | -69,138 0.98 0.00 0.01
BBC - DBpedia 525 0.85 1.00 0.92| 461 0.96 1.00 0.98 -64 0.74 0.00 0.24
DBpedia - IMDb 118 0.27 0.55 0.36 42 0.67 0.48 0.56 -76 0.54 -0.13 0.69
RAE-Newcastle 404 0.22 0.82 035 68 0.72 0.45 0.56 -336 0.64 -045  0.68
Rest - Rest 103 0.90 0.83 0.87| 96 0.97 0.83 0.89 -7 0.68 0.00 0.78
AverageA 0.68 -0.10 047
Iman-Davenport's test 0.00 0.25 0.00

Fig. 4. Experimental results.

Results: The results are presented in Fig. 4. We analyse them regarding preci-
sion, recall, and the Fj score below.

The results regarding precision clearly show that our technique improves
the precision of the rules learnt by GenLink in every scenario. In average, the
difference in precision is 68%. The worst improvement is 49% in the DBLP-NSF
scenario since these datasets are clearly unbalanced: the top authors in DBLP
have about 500 papers in average, but NSF records an average of 7 papers in
the projects in which they are involved; this obviously makes it difficult for our
proposal to find enough context to make a decision. The best improvement is
98% in the DBLP-DBLP scenario since there are 9076 authors with very similar
names, which makes it almost impossible for GenLink to generate rules with good
precision building solely on the attributes of the resources. Note that the p-value
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computed by Iman-Davenport’s test is 0.00; since it is clearly smaller than the
standard confidence level, we can interpret it as a strong indication that there
is enough evidence in our experimental data to confirm the hypothesis that our
proposal works better than the baseline regarding precision.

The normalised difference of recall AR shows that our proposal generally
retains the recall of the link rules learnt by GenLink, except in the DBpedia—
IMDb and the Rae-Newcastle scenarios. The problem with the previous scenarios
was that there are many incomplete resources, that is many resources without
neighbours. For instance, there are 43 papers in the Newcastle dataset that
are not related to any authors. The incompleteness of data has also a negative
impact on the recall of the base link rules. In our prototype, we are planning on
implementing a simple check to identify incomplete resources so that the links
in which they are involved are not discarded as false positives, but identified as
cases on which our proposal cannot make a sensible decision. Note that Iman-
Davenport’s test returns 0.25 as the corresponding p-value; since it is larger than
the standard confidence level, it may be interpreted as a strong indication that
the differences in recall found in our experiments are not statistically significant.
In other words, the cases in which data are that incomplete do not seem to be
common-enough for them to have an overall impact on our proposal.

We also studied AFY, which denotes the normalised difference in Fj score.
Note that it is 47% in average and that the corresponding Iman-davenport’s p-
value is 0.00, which can be interpreted as a strong indication that the difference
is significant from a statistical point of view. Overall, this result confirms that
our proposal helps improve precision without degrading recall.

5 Conclusions

Programs need to link the resources that they find on the Web of Data so that
they can enrich the data about a real-world entity that is found in a source
dataset with data that comes from companion datasets. Current link rules take
the values of the attributes of the resources into account, but not their neigh-
bours, which sometimes results in false positives that have a negative impact
on their precision. We have presented a hybrid proposal® that learns a set of
link rules using a genetic programming approach and then bootstraps them.
Our proposal may be fed with rules generated by any genetic programming app-
roach from the literature, the afterwards bootstrap that performs has proven to
improve the overall F} score.
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Time Series analysis, as part of the Big Data ecosystem, is becoming more and
more relevant. The increasing data volume from industry, e-commerce, social
media and science demands continuous efforts for understanding the new data
sets, for extracting information, and for timely processing. In scientific disci-
plines, detectors and facilities are being populated of sensors, with increasing
rate of data taking, providing larger and more complex data sets. Many of data
sets emerging from those scenarios have chronological order, and therefore, can
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Abstract. The ??2Rn level at underground laboratories, where Physics
experiments of low-background are installed, is the largest source of back-
ground; and it is the main distortion for obtaining high accuracy results.
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experiments, such as Argon Dark Matter-1t aimed at the dark mat-
ter direct searches. For the collaborations exploiting these experiments,
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of the scientific results of the experiments.

Keywords: Time series analysis - Convolutional neural network
222 Bn, Measurements + Canfranc Underground Laboratory « Forecasting

Introduction

© Springer International Publishing AG, part of Springer Nature 2018
F. J. de Cos Juez et al. (Eds.): HAIS 2018, LNAI 10870, pp. 158-170, 2018.
https://doi.org/10.1007/978-3-319-92639-1_14


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-92639-1_14&domain=pdf

Modelling and Forecasting of the ?*? Rn Radiation Level Time Series 159

be analysed with time series techniques, including classic ones and those arisen
from deep learning area.

In this work, the 222 Rn level at the Canfranc Underground Laboratory (LSC),
for a period of four years —from July 2013 to June 2017—, is analysed. This
includes the efforts in preprocessing and cleaning the data. And later, the appli-
cation of time series techniques for modelling and forecasting the 222 Rn values.
This is the first time that these data are investigated, and it constitutes an excel-
lent example of scientific time series with relevant implications for the quality of
the scientific results of the experiments.

The modelling and forecasting of 222 Rn in underground laboratories are very
relevant tasks. 222Rn is a radionuclide produced by the 233U and 232Th decay
chains. Being gas at room temperature, it can be emanated by the rocks and
concrete of the underground laboratory, diffusing in the experimental hall. This
contamination in the air is a potential source of background, both directly and
through the long life radioactive daughters produced in the decay chain, which
can stick to the experimental surfaces. The 222 Rn contamination in air can be
reduced by orders of magnitude only in limited closed areas, flushing pure N> or
“Rn-free” air produced by dedicated structures. In the deep underground labo-
ratories the average activity depends on the local conditions and must be con-
stantly monitored. It typically ranges from tens to hundreds of Bq/m?, with peri-
odic and non-periodic variations. Strong seasonal dependence has been observed
in some cases [1]. A detail understanding of the 2> Rn periodicity can be fun-
damental for a precise understanding of the background of rare-event search
experiments. This is particularly true in case of the dark matter direct searches,
whose distinctive feature is the annual modulation of the signal foreseen by the
hypothesis of a weakly interactive massive particle (WIMP) halo model. At the
same time, the prediction of the evolution of the 22?Rn concentration in the
laboratory is relevant in order to correctly organize the operations foreseeing
the exposure of the detector materials to the air, minimizing, in such a way, the
deposition of the radionuclide on the surfaces.

The rest of the paper is organized as follows: Sect. 2 summarizes the Related
Work and previous efforts done. A brief description of the techniques and algo-
rithms used for analysing the data is presented in Sect.3. The most relevant
points investigated and the results obtained are presented and analysed in Sect. 4.
Finally, Sect. 5 contains the conclusions of this work.

2 Related Work

As part of the previous effort to study the 222Rn level at LSC, a study over a
year is presented in [2]. This study provides enough information to know the
radioactivity state in the different halls of the LSC, but previous efforts have
not been done to forecast the future behaviour of this gas.

Secondly, an example of how to deal with an environmental variable in scien-
tific facilities is shown in [3]. In that work, an analysis of temperature taken at
two telescopes located at the Observatorio del Roque de Los Muchachos in the
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Canary Islands! is carried out. Its final aim is to better understand the influence
of wide scale parameters on local meteorological data.

Many researchers use these forecasting techniques when they work with time
series and there are missed observations or future values that are interesting
to know. For instance, in studies [4-8], traditional and advanced forecasting
methods are used to predict future values for different time series, such as: the
Thai Stock Price Index Trend [4], the Feed Grain Demand [5], the Beijing Haze
Episodes [6], the Tourism Economy in a country [7] or for Financial Forecasting
in Microscopic High-Speed Trading Environment [8]. All these studies try to
establish a comparison between traditional forecasting models and methods,
most of them based on Neural Networks, which try to improve the results of
the forecasts.

In this work, the following R packages [9] have been used when implement-
ing seasonal ARIMA, Holt-Winters Exponential Smoothing, Seasonal and Trend
decomposition using Loess, and Artificial Neural Networks: forecast [10,11],
fpp [12], astsa [13], and stR [14]; and Keras [15] when implementing Convolu-
tional Neural Networks.

3 Methodology

3.1 Data Preprocessing

The LSC (Spain) is composed of diverse halls for hosting scientific experiments
with requirements of very low-background. The two main halls, Hall A and Hall
B —which are contiguous—, have instruments for measuring the level of 222Rn,
particularly there is an Alphaguard P30 in each hall recording the radioactivity
level? every 10 min, as well as the temperature, the humidity and the air pressure.
Measurements are available from July 2013. In this work, four years are analysed.
As an example, in Fig.1 the values of ?22Rn level corresponding to 2015 are
represented.

With regard to the measurements, few missing values are in the data set,
as well as a gap of several days in some years. The large gaps appear in July
2014 with 913 missing values, in June 2015 with 1053, and in January 2016
with 585. In the worst case, the gap spans over a week (7.3 days). However, the
missing values are not representative in comparison with the total number of
observations (more than 200,000), nor the number of observations per month (=
4,000).

In Fig.2(a), the monthly boxplots of the 222Rn level at Hall A of the LSC
are represented. Visual inspection of this figure shows a certain seasonality in
the medians. This seasonal behaviour is better appreciated when gathering the
values of the months independently of the year (Fig.2(b)). Rawly 222Rn level
tends to be higher in summer, from June to August, than in winter. This seasonal

! Telescopio Nazionale Galileo (TNG) and Carlsberg Automatic Meridian Circle Tele-
scope (CAMC).
2 Alphaguard P30 device takes values between 2 and 2 - 10° Bq/m?3.
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Fig. 1. 222 Rn concentration for 2015 at Hall A of the LSC.
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Fig. 2. Monthly box-plots of *2Rn level at Hall A of the LSC, by year (Fig. 2(a)) and
gathering the months independently of the year (Fig.2(b)). Data taking corresponds
to the period from July 2013 to June 2017. Hereafter, the monthly medians are the
values used for creating the time series, and therefore, for further analyses.

behaviour is of high interest for the experiments hosted at LSC, and it is the
main motivation for the current work.

The choice of the medians as indicator of 222Rn level for the months carries
out some benefits. Among others, the choice of the medians is more robust than
the means in presence of outlier values. Furthermore, in presence of gaps, the
median of the observed values is representative for the month.

Previous measurements of the 222Rn level by ANAIS experiment, also at
LSC, show a period of T = 379 £ 20 days (May 2011 — Nov. 2012) [16], and
T =385 £ 1 days (Jan. 2012 - Jan. 2016) [17]. This reinforces the intuition of
the presence of a seasonal pattern on monthly medians.
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From this point, the target of the research is to modelling and forecasting
the monthly medians of 222Rn level at Hall A of the LSC.

3.2 Correlation with Ambiance Variables in the Hall

In order to improve the modelling capacity, the correlation of the 222Rn level
with the ambiance variables in the Hall is analysed. Temperature, humidity and
air pressure at Halls A and B are controlled, so that correlations with 222 Rn are
not expected. In Fig. 3, the monthly mean of the temperature (Fig. 3(a)), of the
air pressure (Fig. 3(b)), and of the humidity (Fig.3(c)) and the monthly medians
of 222 Rn are shown.

As can be appreciated, no correlation is observed between the 222Rn level
and the temperature of the hall (Fig. 3(a)), nor with the air pressure (Fig. 3(b)).
Only the humidity (Fig. 3(c)) exhibits a certain correlation with the 222 Rn level.
The Peason coefficient confirms that only this last case shows some correlation
(Table1).
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Fig. 3. Correlation between 222 Rn monthly medians and the monthly means of tem-
perature (Fig.3(a)), air pressure (Fig. 3(b)) and humidity (Fig. 3(c)) in the Hall A. In
all cases solid line corresponds to 222 Rn, and the dashed line to the ambiance variables.

Table 1. Pearson coefficient for the correlations between the monthly medians of 222 Rn
values and the monthly mean values of humidity, pressure and temperature at Hall A.

Pearson Coefficient

Temperature | —0.11

Air pressure | —0.05
Humidity 0.70

This analysis points forwards further research in the correlation between the
222 Rn level and the meteorological variables at surface responsible of humidity
at LSC. Even the incorporation of this information for improving the forecasting
capacity is proposed as future work.
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3.3 Correlation Hall a and Hall B

A second unit for measuring the 222Rn level is installed at Hall B of the LSC.
This second unit is identical to one presented at Hall A. If the measurements
of both units are highly correlated, then the gaps in the values from one unit
can be covered by the other one. In Fig.4(a), the monthly medians of both
units are represented. As can be visually appreciated, medians almost overlap.
In Fig.4(b), it can be observed how the measurements of both units behave
equally, being both measurements highly correlated. The value of the Pearson
coefficient achieves 0.98.

This last point indicates that the influence factors on the modulation of 222 Rn
level are not local to the halls, but they should come from the environment of the
laboratory. Therefore, the exploration of the influence of meteorological variables
at surface in the nearby of the laboratory could be valuable for improving the
modelling and forecasting capacity.
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Fig. 4. Correlation between values observed of **2Rn at Hall A and Hall B. The value
of Peason correlation coefficient is 0.98.

3.4 Seasonal ARIMA

ARIMA (Auto-Regressive Integrated Moving Average) methods are popular and
general models for modelling and forecasting time series, independently of its
complexity or the presence or not of seasonality [18]. When seasonality is pre-
sented, ARIMA models are labelled as ARIMA(p,d,q)(P,D,Q), where p is the
order of the autoregressive part, d is the degree of first differencing involved, ¢
is the order of the moving average part, all of them for the non-seasonal part of
the time series; and their capital corresponding are for seasonal part.

One of hardest point to achieve in the ARIMA models is the election of
the suitable combination of parameters (p,d,q)(P,D,Q). This is usually done by
minimizing the Akaike’s Information Criterion and the Maximum Likelihood
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Estimation. For an in-depth discussion about this type of models, readers are
referred to [18].

When applying ARIMA to the first three years of data set, by using the R
function auto.arima, the most suitable model is ARIMA(1,0,0)(0,1,0)(12).

3.5 Holt-Winters Exponential Smoothing

In contrast to moving average techniques, where all the past observations in
a window frame are equally weighted, in exponential techniques the previous
observations are less relevant as far as they are from actual one. The Holt-
Winters method (Eq. 1) extends the Holt’s method by allowing to capture the
seasonality of the series [19,20]. It includes the forecasting method and three
smoothing equations. These are for the level l;, for the trend b;, and for the sea-
sonal component s;, and their smoothing parameters «, §*, and y. This method
should be viewed as part of the efforts of the smoothing methods for capturing
time series with increasingly complexity: simple exponential smoothing, double
exponential smoothing and triple exponential smoothing or Holt-Winters method.
Holt-Winters method is the appropriate one when seasonality is present in data.

Gepne =l +h-be+s, e
Iy = a(ys — st—m) + (1 — a)(lg—1 + bi—1)
by ="l = li—1) + (1 = 5%)bs—1
st =y —li—1 —b—1) + (L — ¥)st—m (1)

where +h = |(h —1) mod m| + 1, m is the period of the seasonality, and it
assures that the seasonal indexes come from the correct period ; and where the

initial values are: lp = = (y1 + -+ + Ym), bp = & (L=t 4 ... 4 Ymbm—Um )
and sg = ylo ,5_1 = y"[o’l ey S_mal = "l’—; The application of this method to

the first three years of data set arises the following values for the smoothing
parameters: a = 0.09, 8* = 0, and v = 1. The value §* = 0 indicates that there
are not changes expected for the trend b; = b;_1, as far as the time increasing.
The value of v =1 leads to sy = (yr — l1—1 — bi—1).

3.6 STL Decomposition

The intuition behind the time series decomposition is that the time series is the
composition of three more elementary series. On the one hand, a trend (7}),
which is responsible of long-term increase or decrease of data. It does not have
to be linear. On the other hand, a seasonal pattern is the second component (S;).
It is influenced by seasonal factors, such as: the month, the day of the week, or
the quarter of the year. Finally, the third component is the remainder or random
component (R;). If the decomposition is additive, then the values of the time
series (Y;) can be modelled as Y; = T; + S; + R;.

Diverse techniques for time series decomposition have been proposed. STL,
Seasonal and Trend decomposition using Loess [21], was proposed taking into
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account the limitations of previous classical decomposition methods, for example
X-12-ARIMA. STL can handle any type of seasonality, not only monthly or
quarterly. The seasonal component can change over time, being the amount of
change controlled by a parameter of the algorithm. Besides, the smoothness of
the trend component can be also controlled by the algorithm.

In Fig. 5, the STL decomposition no periodic for the four years of data set is
shown. It is appreciated how the contribution of the trend is the most relevant.
Seasonal and random components have an appreciable contribution in the order
of the 20%. When forecasting using STL method in the next section, only the
first three years will be used for modelling the series with the STL method,
whereas the last year is used for evaluating the prediction. When evaluating the
capacity for forecasting of STL, configurations allowing smooth changes in the
trend and in the seasonal components, and other ones without changes allowed
are tested.
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Fig.5. STL decomposition no periodic for the four years of data, allowing smooth
changes in trend and seasonal components.

3.7 Artificial Neural Network

Artificial Neural Networks (ANN) are biological-inspired composition of neu-
rons, as fundamental elements, grouped in layers. Each layer is a non-linear
combination of non-linear functions from the previous layer. Layers are ordered
from the initial one, which receives the input data, to the last one, which pro-
duces the output, by passing from some intermediary ones or hidden, which map
both data. The input of any neuron can be expressed as f(w,x), where x is the
input vector to the neuron, and w is the matrix of weights which is optimized
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trough the training process. By increasing the number of the hidden layers, more
complicated relationships can be established.

Inspired by previous works [22,23], in this work nnetar function from
forecast has been used for testing the prediction capacity of ANN for forecast-
ing the 222 Rn values. This function implements a feed-forward neural networks
with a single hidden layer with a number of neurons equal to the half of input
plus one. In the current work, the network is trained with 100 epochs.

3.8 Convolutional Neural Networks

Convolutional Neural Networks (CNN) are specialized Neural Networks with
special emphasis in image processing [24], although nowadays they are also
employed in time series analysis [25,26]. The CNN consists of a sequence of con-
volutional layers, the output of which is connected only to local regions in the
input. These layers alternate convolutional, non-linear and pooling-based layers
which allow extracting the relevant features of the class of objects, independently
of their placement in the data example. The CNN allows the model to learn fil-
ters that are able to recognize specific patterns in the time series, and therefore
it can capture richer information from the series. It also embodies three features
which provide advantages over ANN: sparse interactions, parameter sharing and
equivariance to translation [24].

Although Convolutional Neural Networks are frequently associated to image
classification —2D grid examples—, it can also be applied to time series analysis
—1D grid examples—. When processing time series, instead of a set of images,
the series has to be divided in overlapping contiguous time windows. These
windows constitute the examples, where the CNN aims at finding patterns. At
the same time, the application to time series modelling requires the application
of 1D convolutional operators.

In this work, Keras [15] has been used for implementing the CNN for mod-
elling the 222 Rn time series. The CNN employed is composed of two convolutional
layers of 32 and 64 filters with relu as activation function, MaxPoolingiD, 12
observations for the time window, and trained with 10 epochs.

4 Experimental Results and Models Comparison

As mentioned, the collected data are divided into two sets: the training data set
—including the first three years, from July 2013 to June 2016— and the testing
data set, which includes the fourth year, from July 2016 to June 2017.

In Fig. 6, the predicted values for the test set for the forecasting methods
analysed in the current work are shown. As can be appreciated, all the methods
can reproduce the period from October to June. However, most of the methods
fail to predict the fall down in August 2016.

The month of August 2016 behaves differently that in the previous years. As
can be appreciated in Fig. 2(a), in the previous years the level of 222 Rn increases
in this month, but in 2016 it clearly falls down. Most of the methods are unable
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Fig. 6. Real values and forecasting for the test set —the fourth year, from July 2016
to June 2017— for the methods used in this study.

to capture information from previous values of the 222 Rn time series to correctly
predict this change. Only the CNN is able to predict the different behaviour of
August 2016, proposing a small reduction of 222 Rn level in comparison with July.

For evaluating the overall performance of the forecasting methods, the Mean
Squared Error (MSE) and the Mean Absolute Error (MAE) are employed as fig-
ures of merit. In Table 2, the values of the MSE and the MAE after 15 indepen-
dent executions are presented. Among the methods used for forecasting, the STL
decomposition without periodic seasonal component —allowing smooth changes
in the trend and the seasonal components—, and specially the CNN achieve the
lowest MSEs and MAEs.

Table 2. Mean and standard deviation of Mean Squared Error and Mean Absolute
Error for 15 independent runs for the test data set (fourth year).

Method MSE MAE
Holt-Winters (0.093,0,1) 195.1+0 10540
ARIMA(1,0,0)(0,1,0)[12] 215340 | 9.7+0

STL Decomposition periodic 117540 73+0
STL Decomposition no periodic | 87.7 £+ 0 7.0+£0
Feed-Forward Neural Networks |175.4 +10.2 9.6 0.3
CNN 59.4+4.2 [6.6+0.6
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5 Conclusions

In this study, the modelling and forecasting of 222 Rn concentration at the Can-
franc Underground Laboratory have been done. As mentioned, a high concen-
tration of this kind of gas, can disturb the results obtained by the experiments
hosted in the underground laboratories. For this reason, it is necessary to model
and forecast the 222 Rn levels.

The collected data set expands from July 2013 to June 2017. The tasks per-
formed include the preprocessing and cleaning, and later the understanding of
the most relevant features of the series. In this work, classic techniques of time
series analysis are also applied for this understanding process. These techniques
include seasonal ARIMA, Holt-Winters Exponential Smoothing, Seasonal and
Trend decomposition using Loess, Feed-Forward Neural Networks, and Convo-
lutional Neural Networks. If the data set is divided in a training set —composed
of the first three years— and a test set —composed of the last twelve months—
these three last techniques produce the best predictions.

As future work, an in-depth analysis of the time series with techniques from
Deep Learning domain, such as Recurrent Neural Networks and Convolutional
Neural Networks —configuration improvement— is proposed. It is expected that
these techniques capture more information from the time series, and therefore,
improve the overall performance. Besides, the extension of this work will evalu-
ate and, when appropriately, incorporate additional information from exogenous
variables, for example the meteorological information in the nearby of the lab-
oratory placement. Obviously the incorporation of additional values of 222Rn
level, corresponding to the fifth year, is also proposed. This additional research
requires an in-depth analysis to ascertain if the improvements are significant or
not. Therefore, the use of non-parametric statistical inference for ascertain the
significance of the efficiency of the proposed improvements is also proposed as
future work.
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Abstract. This research addresses a sensor fault detection and recov-
ery methodology oriented to a real system as can be a geothermal heat
exchanger installed as part of the heat pump installation at a biocli-
matic house. The main aim is to stablish the procedure to detect the
anomaly over a sensor and recover the value when it occurs. Therefore,
some experiments applying a Multi-layer Perceptron (MLP) regressor,
as modelling technique, have been made with satisfactory results in gen-
eral terms. The correct election of the input variables is critical to get a
robust model, specially, those features based on the sensor values on the
previous state.

Keywords: MLP - Fault detection - Recovery - Heat exchanger
Heat pump - Geothermal exchanger

1 Introduction

Regardless of whether a process is automatic or manual [1,22,23], the sensors
failures detection turns out to be very important [10]. Also, in general terms,
with the aim to make the systems more robust and fault tolerant, it is necessary
to recover the wrong read with a right value [9,11,26]. The main objective of the
present research was to implement a fault detection [7,9] and recovery methodol-
ogy of sensors installed at a geothermal heat exchanger. This exchanger is part of
a heat pump installation placed on a real bioclimatic house. To accomplish this
goal a hybrid intelligent approach based on sensor fault detection was developed.

Both for detection and recovery tasks [18], an essential step consists on
accomplishing a representative model of the system [17]. The main idea is to
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predict the sensor measurement [14,19]. If the deviation between the real value
and the predicted one is significant, the measurement is replaced by the predic-
tion. Different methods were taken into account for the model implementation.

Multiple Regression Analysis (MRA) techniques are used at most of the
accepted regression methods [6,8,15]. Despite the limitations and the irregular
performance of these techniques, they are still being used in many different appli-
cations [12,27]. Intelligent techniques are employed with the aim of improving the
model performance. The initial dataset used to train the model can be divided in
different groups. Then, a local model of each group is obtained. Hence, simple or
hybrid proposals are used in order to improve the MRA techniques [2,5,20,21].

Usually, the great effort is focused on the different techniques used to achieve
a good performance during the modeling stage. The present research tries to
make special emphasis on the different strategies when the available variables
and their previous values are chosen.

After the present introduction, the case of study explains the geothermal
heat exchanger of a bioclimatic house. Then, the fault detection and recovery
approach is presented. The approach is implemented over the real case and
another section is created to describe the experiments and the results. Finally,
the conclusions are presented.

2 Case of Study

The approach is used to make fault detection over a geothermal heat exchanger
sensor matrix. This is one of the systems installed at a bioclimatic house. The
system is described in the following subsections.

2.1 Sotavento Bioclimatic House

Sotavento bioclimatic house is a bioclimatic house research project of Sotavento
Galicia Foundation. The building is located at the Sotavento Wind Farm, which
is a dissemination center of alternative energy and energy saving. It is located
at the Xermade council (Lugo), in the regional area of Galicia (Spain). It is
at coordinates 43° 21’ North, 7° 52’ West, at an elevation of 640 m over sea
and at 30 Km from the coast. The thermal installation, based on renewable
energy systems, has 3 different sources (geothermal, biomass and solar) that
serve the domestic hot water (DHW) and the heating systems. For the electrical
installation two are the renewable sources: wind and photovoltaic. Also, the
house has one connection to the power grid. The electricity is used to supply the
lighting and power systems of the house.

The specific case of the thermal installation could be classified into 3
groups [4]:

— Generation: Solar thermal, biomass boiler and geothermal.
— Accumulation: Preheating, and solar and inertial accumulator.
— Consumption: DHW and Underfloor heating.
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2.2 The Geothermal System

This section gives the description of the geothermal operation system and its
parts.

Equipment. Figure 1 shows the Heat Pump and the horizontal heat exchanger.
The Heat Pump has two different circuits; the first one gives the energy from the
ground (the geothermal exchanger), and the other one connect the unit and the
inertial accumulator. The equipment includes two sensor to measure the energy
taken from the ground to transfer to the inertial accumulator.

(XL

’A bar

(1
-

Fig. 1. Heat Pump and horizontal exchanger layout

Geothermal exchanger. The horizontal exchanger has five different cir-
cuits. The installation has several temperature sensors located along the heat
exchanger, distributed into four different loops. The main aim of these sensors
is to measure the ground temperature where the heat exchanger is laid. The
geothermal exchanger sensors layout is shown in Fig. 2. In this figure it is possi-
ble to appreciate the sensors in the geothermal exchanger, and also the reference
temperature of the ground, S401, placed separated from the exchanger. More-
over the sensors S28 and S29 to measure the energy taken from the ground as
previously explained.

2.3 The Dataset

The employed dataset is a set of a year of the above explained temperature
sensors, acquired with a sample rate of 10 min. During the acquisition phase, the
sensors did not have any problem; all the data was considered as valid data for
the fault detection system. However, despite of the data are valid, some samples
were saved with a mark that indicate a wrong sample (bad sample time, bad
range, open wire...).
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Fig. 2. Geothermal exchanger sensors layout

With the aim to avoid these wrong samples, the dataset was filtered to dis-
card the erroneous data. Consequently, the samples were reduced from 52,705 to
52,699. The dataset consist on the temperatures measured by the sensors located
at the geothermal heat exchanger and the other ones at the connection with the
heat pump (Figs. 1 and 2). This last two sensors, as they are installed inside the
house, the temperature need a filtering to take into account only the data when
the heat pump is on. This two sensors measure the temperature in the input
and the output of the geothermal exchanger, but, as they are installed inside the
house, when the heat pump is off, the sensors measure the temperature inside
the house.

3 Fault Detection and Recovery (FDR) Approach

The scheme defined for fault detection and recovery approach is shown in Fig. 3.
It is possible to divide the figure into two parts: the model and the fault detection
and recovery block. The first one gives the prediction of each sensor based on
the measurements made by the rest of the sensors. The second one compares
the prediction with the real measurement, and analyze the deviation based on a
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Fig. 3. Fault detection and recovery approach

defined range. If there is a significant deviation the valid signal is the prediction,
otherwise the real measurement is set at the output.

3.1 FDR Steps

In this subsection are explained the necessary steps to accomplish the FDR
developed approach.

Sensor fault detection. Initially, it is used a simple methodology for accom-
plishing sensor fault detection technique. The method followed is shown in Fig. 4
under a graphical point of view. In this case, it is allowed a specific configurable
range deviation. The continuous line represents the sensor reading and the dot-
ted lines the establish the limit range. If the measured sample is out of the range
deviation, then a fault is labeled. The deviation percentage is relativized taking
into account the operating temperature range.

Range -7

Fig. 4. Range deviation

Recovery. If a fault is detected, then it is necessary to recover the wrong sample
with a value prediction. This prediction could be based on the other sensors
readings, their previous values, and so on. To accomplish the recovery, a model
must be implemented with the aim to predict the most accurate value.
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3.2 Used Techniques

The present subsection shows the different techniques contemplated for accom-
plishing the objectives of the present research.

Analysis and preprocessing. From the initial raw data, two different sub-
classes were created:

1. Day data cases.
2. Night data cases.

Knowing each date of the data recollection and the precise location of the instal-
lation under study, the sunrise and sunset times can be obtained. This is the
criteria used to split the raw data in the two subclasses.

With the aim of obtaining a representative model, some variables of the raw
dataset have been selected. Also, the previous state of some signals is included
as an artificial input, for developing each experiment shown in Sect. 4.

The fact of including this kind of extra information, can be more benefi-
cial than obtaining the model with original data features only. The election of
these artificial features is always based on expert knowledge about the system
behavior [25].

Based on a data description of the new dataset generated from the raw
data, a common pre-processing procedure have been developed, including those
experiments with previous values of different sensor like artificial variables.

The criterion for data normalizing is shown in Eq. (1):

X; — mean(x) 1
stdev(x) (1)
The Standard Scaler data input pre-processing has been implemented with
Python library sklearn.preprocessing.StandardScaler [13]. The main goal of the
Normalization step is to avoid the very soon convergence in the first iterations,
when the training process of a particular regression method begins [16].

Regression technique. The recovery methodology has included the best way
construction of a regression model. The experiments oriented to create a regres-
sion model for a sensor in a malfunction state, have been based on the Multi-
layer Perceptron (MLP). This is a supervised learning algorithm that learns a
function f(-) : R™ — RC. In this research, the Class MLPRegressor by Python
Scikit-Learn implements a Multi-Layer Perceptron (MLP) which is trained using
backpropagation with linear activation in the output layer [3].

Due to this, the Normalization data preprocessing in the Eq.1 is purposed
like a good practice when the Multi-Layer Perceptron is the method chosen to
get a regression model. Due to its robustness and its simple structure, MLP has
been one of the most used ANN. The good performance of this kind of ANN has
been proven in similar works such as [8,11,19].

With the aim of generating a sequence of transformations in the input data,
Pipeline tool by Python Scikit-Learn is utilized. This technique makes easier to
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define a set of steps for pre-processing the raw dataset and for making the train
and validation process later. The Pipeline tool assembles several steps that can be
handled together in the cross-validated process. Cross validation ensures training
several MLP with different parameters, choosing the best ones to construct the
final model regression.

4 Experiments and Results

This section describes how the solution has been implemented. A total of twelve
experiments have been designed and implemented to obtain two regression mod-
els per experiment, one global and another one hybrid.

4.1 Accomplished Experiments
Each model has been obtained by two ways:

1. Global model, using all day cases.
2. Hybrid model, composed by two sources, as separation of daily data between
day and night.

Due to this, a total of three sub-models per experiment are obtained. Being
the experiments implemented:

— Experiment A: prediction of sensor S-315 using S-309 to S-316 signals.

— Experiment B: prediction of sensor S-315 using S-309 to S-316 signals, adding
the previous state from S-309 to S-316 as artificial variable.

— Experiment C: prediction of sensor S-315 using S-309 to S-316 signals, adding

the previous state of S-315 as artificial variable.

Experiment D: prediction of sensor S-315 from previous state of S-309 to

S-316 and also, the previous state of S-315 as artificial variables.

In relation with the fault detection 20 fictitious faults have been created to
check the model. The criteria established for the faults was give values out of
the configured range.

4.2 Experiments Setup

For each experiment a split in two slices has been done. So the 30% of pre-
processing data are oriented to the final testing of the model and the 70% for
training purposes ir order to know the error measures and get the best model
per experiment.

Cross validation has been developed applying Ten fold with the aim to obtain
the best parameters for the MLP predictive model. The Scoring Measured cho-
sen has been the Negative Mean Squared Error (neg-MSE). Best neg MSE
measured of the Ten fold procedure is captured with the goal to compare with
a new Ten fold out-put, one per each combination of parameters. In this way,
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the best combinations of MLP parameters can be known for each experiments.
Then, the MLP model will be configured with the best parameters to make a
prediction with the data split, chosen for validation purposes.

Parameters combination is extracted from a parameter grid, each possible
value of these parameters are fixed for each iteration of the grid search cross
validation. These dynamic parameters of grid are composed by the following
values:

— Early Stopping = True, False.

— Nesterovs momentum = True, False.
— Solver = Ibfgs, sgd.

— Hidden layer sizes = 3 to 12.

The parameter named Farly Stopping ensures that the possibility of an early
best result can be captured if this fact occurs before the last training epochs.

The Nesterov Mometum [24] parameter indicates if the gradient descent with
momentum is handled implementing two steeps. First step implements a signif-
icant jump in the same direction of the previous accumulated gradient. Then a
measure the gradient is made where you ended up before for making the perti-
nent correction.

Solver parameter for weight optimization is configured for two possible values,
the first one, lbgs, is an optimizer in the family of quasi-Newton methods while
the second one sgd refers to stochastic gradient descent.

Finally, the number of possible neurons in the hidden layer goes from 3 to
12. So, the cross validation tests and chose the optimal number of number in the
only one hidden layer of the MLP.

4.3 Results

The results presented in Tables 1, 2, 3 and 4, show that the preprocessing pro-
cedure based on incorporating artificial variables thanks to expert knowledge,
improves quality of models. Also the error measures demonstrates that the hybrid
model has better performance than the global one. A good prediction and recov-
ery information is achieved when the obtained model is tested using the over the
validation data group.

Graphical representation of real output (red color) versus predicted output
(blue color) per each experiment are presented in Figs.5, 6, 7 and 8. The “y”
axis represents the temperature in Celsius degrees while the “x” axis represents
each data sample of the final test data split.

They have been checked the 20 faults for the created model. In all cases the
proposal detect the fictional faults.

The best way for recovering data missing in malfunction state sensor is uti-
lizing like data input previous state of S-309 to S-316 and also, the previous state
of S-315 as artificial variables (Experiment D), two models for each experiments
have been obtained. The first one oriented to data collect for all day and the
second one, a hybrid model composed of two submodels as it can be observed in
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Table 1. Experiment A

Night Day All day
LMLS | 4.063507e—07 | 0.001086 | 7.355953e—05
MAE 0.000549 0.011771|0.005142

MAPE |6.659421e—05 | 0.001422 | 0.001565
MSE 8.127033e—07 | 0.002242 | 0.000147
NMSE |0.115293 0.082099 | 0.004510
SMAPE | 6.659902e—05 | 0.001407 | 0.000622
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Fig. 5. Experiment A (Color figure online)

Table 2. Experiment B

Night Day All day
LMLS |8.426745—05 | 0.001560 | 0.001560
MAE 0.007760 0.012936 | 0.012936
MAPE |0.000940 0.001565 | 0.001565
MSE 0.000168 0.003280 | 0.003280
NMSE |0.504032 0.148473|0.148473
SMAPE | 0.000941 0.001589 | 0.001589

(b) D;y | (c) All day

Fig. 6. Experiment B (Color figure online)
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Table 3. Experiment C
Night Day All day
LMLS |5.843426e—06 | 0.026457 | 5.832837e-05
MAE 0.002314 0.055992 | 0.005156
MAPE |0.000280 0.006770 | 0.000622
MSE 1.168699e—05 | 0.145421 | 0.000116
NMSE |0.233426 0.271015 | 0.003434
SMAPE | 0.000280 0.008083 | 0.000623
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Fig. 7. Experiment C (Color figure online)
Table 4. Experiment D
Night Day All day
LMLS |4.0175248e—05 | 7.281459¢—05 | 7.159417e—05
MAE 0.004411 0.006977 0.008986
MAPE |0.000534 0.000843 0.001088
MSE 8.037019¢e—05 | 0.000145 0.000143
NMSE |0.527251 0.004306 0.012549
SMAPE | 0.000535 0.000843 0.001088
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Fig. 8. Experiment D (Color figure online)
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the error measures of the Table4, the best predictive model is the hybrid one,
composed by two sub-models, one per dataset of the day-time and another one
for the dataset collected at night. The parameters of MLP regressor trained for
getting the hybrid model are:

— One hidden layer.

10000 training epochs.

— Activation function of hidden layer the hyperbolic tangent function.

— Nesterov and Early Stopping options activated.

— Solver: lbfgs optimizer in the family of quasi-Newton methods.

— Number of neurons in the hidden layer of MLP: 6 neurons for the day sub-
model and 5 for the night submodel.

While the most values for each parameter are the same for the day and night
submodels of the hybrid model, different values have been obtained as best values
in the grid search cross validation procedure for the parameter called Number
of neurons in the hidden layer of MLP, 6 neurons for the day submodel and 5
for the night submodel. Therefore, when the MLP is configured with this set of
values, the negative mean square error measure is optimized. The negative mean
square error is a standard optimizing measure in the grid search cross validation
algorithm.

5 Conclusions and Future Works

A methodology for recovering data missing in malfunction state sensor and the
fault sensor detection have been addressed in this research successfully.

Sensor fault detection procedure is relaying on tagging of data as fault, when
a measured sample is out of the range derivation. Moreover, the procedure for
recovering data missing is based on the implementation of several experiments
with the aim to get the best way to define a model when it is trying to get
measurements of a sensor with problems. Input data features election is relevant
when a robust regression model wants to be created to predict missing data
in process where the temperature is involved. More concretely the election of
new features and how these are estimated or calculated. In this research new
artificial features based on the sensor values on the previous state are added to
achieve and compare a global versus hybrid model, for recovering data missing
of a sensor.

Results prove that hybrid model implemented with a one hidden layer MLP
regressor, composed by day and night submodels including previous state values
as artificial features, is the best way for recovering data missing.

Future works will address the improving the sensor fault detection procedure
with one class SVM algorithm. From the point of view of recovering data missing,
new experiments based on time series oriented to prevent the use of previous
state information will be implemented. Some new and complex models will be
used also in the next research phase.
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Abstract. To make clear the mechanism of the visual motion detection is
important in the visual system, which is useful to robotic systems. The promi-
nent features are the nonlinear characteristics as the squaring and rectification
functions, which are observed in the retinal and visual cortex networks. Con-
ventional models for motion processing, are to use symmetric quadrature
functions with Gabor filters. This paper proposes a new motion processing
model of the asymmetric networks. To analyze the behavior of the asymmetric
nonlinear network, white noise analysis and Wiener kernels are applied. It is
shown that the biological asymmetric network with nonlinearities is effective for
generating the directional movement from the network computations. Further,
responses to complex stimulus and the frequency characteristics are computed in
the asymmetric networks, which are not derived for the conventional energy
model.

Keywords: Asymmetric neural network - Gabor filter -+ Wiener analysis
Linear and nonlinear pathways

1 Introduction

In the biological neural networks, the sensory information is processed effectively.
Reichard [1] evaluated the sensory information by the auto-correlations in the neural
networks. The nonlinear characteristics as the squaring function and rectification
function, which are observed in the retina and visual cortex networks [2-6, 8]. Con-
ventional models for cortical motion sensors are to use symmetric, quadrature func-
tions, which are called energy model. Recent study by Hess and Bair [3] discusses
quadrature is not necessary nor sufficient under stimulus condition. Then, minimal
models for sensory processing are expected. This paper proposes a new motion pro-
cessing model based on the biological asymmetric networks. The nonlinear function
exists in the asymmetrical neural networks. To investigate cells function in the
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biological networks, white noise stimulus [9-13] are often used in physiological
experiments. In this paper, to analyze the behavior of the asymmetric network with
nonlinearity, white noise analysis and Wiener kernels are applied. It is shown that the
asymmetric network with nonlinearities is effective for the movement detection from
the network computations. We analyze the asymmetric network based on the retinal
circuit of the catfish [13, 14, 16, 17], from the point of the optimization of the network
model. It is shown that the asymmetric network with nonlinearity has the ability for the
directional movement of the stimulus, which can be written in directional equations by
Wiener kernels. Then, it is shown that the directional equations obtained are selective
for the preferred and null direction stimulus in the asymmetric network. Further, the
directive equation for the complex stimulus is developed and the frequency charac-
teristics are computed in the asymmetric network, which are applicable to V1 and MT
cortex neural networks.

2 Biological Neural Networks

The asymmetric neural network is extracted from the catfish retinal network [14]. The
asymmetric structure network with a quadratic nonlinearity is shown in Fig. 1, which
composes of the pathway from the bipolar cell B to the amacrine cell N and that from
the bipolar cell B, via the amacrine cell N with squaring function to the N cell [14].

X(®) X ()
e h'(t) 9 h1”(t)
Linear ®
Pathway il/ Squaring
@ ya(t)
Nonlinear Pathway

Fig. 1. Asymmetric network with linear and squaring nonlinear pathways

Figure 1 shows a network which plays an important role in the movement per-
ception as the fundamental network. It is shown that N cell response is realized by a
linear filter, which is composed of a differentiation filter followed by a low-pass filter.
Thus, the asymmetric network in Fig. 1 is composed of a linear pathway and a non-
linear pathway. Here, the stimulus with Gaussian distribution is assumed to move from
the left side to the right side in front of the network in Fig. 1, as shown in Fig. 2. X" (¢)
is mixed with x(¢). Then, we indicate the right stimulus by x’(¢). By introducing a
mixed ratio, o, the input function of the right stimulus, is described in the following
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B1 cell B2 cell

Fig. 2. Stimulus movement from the left to the right side

equation, where 0 <o <1 and f =1 — « hold. Then, Fig. 2 shows that the moving
stimulus is described in the following equation,

X' (1) = oux(t) + Bx" (1) (1)

Let the power spectrums of x(¢) and x”(¢), be p and p’, respectively an equation
p = kp” holds for the coefficient k. Figure 2 shows that the slashed light is moving
from the receptive field of B, cell to the field of the B, cell with mixed ratio, . The
stimulus on both cells in Fig. 2 is shown in the schematic diagram in Fig. 3.

B1 cell B2 cell

=y

Fig. 3. Schematic diagram of the preferred stimulus direction
The output y(z) of the cell N in Fig. 1 is shown in the following equation.

) = [ W@ 0164520~ e @)

where y; (f) shows the linear information on the linear pathway y,(¢) shows the non-
linear information on the nonlinear pathway and ¢ shows error value.

yi(t) = /000 W (t)x(t — t)dt (3)

— /OOO /OO h1” (t)h1" (t2)X (t — 71X (t — 12)dt1d7s )

0
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2.1 Directional Equations from Optimized Conditions
in the Asymmetric Networks

Under the assumption that the impulse response functions, /| (¢) of the cell By, if(¢) of
the cell B, and moving stimulus ratio o in the right to be unknown, the optimization of
the network is carried out. By the minimization of the mean squared value & of ¢ in
Eq. (2), the following necessary equations are derived,

0C 9% _ 0 _
o~ Yo~ a0 )

Then, the following three equations are derived for the optimization of Eq. (5).

Ely()x'(t = 2)] = aph (4)

E[(y(r) = Co)x'(1 = 1)/ (t = 22)] = 2{ (o + kf*)p?hi ()W (22) } (©)
E[(y(t) — Co)x(t — A)x(t — J2)] = 20°p*h{ (2] (22)
E[(y(t) = Colx" (1 — )" (t = 4a)] = 25 (kp) "I (2 )I{ (72)

where Cy is the mean value of, y(z). Here, the Egs. (6) can be rewritten by applying
Wiener kernels, which are related with input and output correlations method developed
by Lee and Schetzen [15]. First, we can compute the 0-th order Wiener kernel CO, the
1-st order one and Cy;(4), the 2-nd order one C; (1, 42) on the linear pathway by the
cross-correlations between x(¢) and. y(z).

, 1
Cunl2) = ZEp()x(r = 2)] = Ky (4) (7)
The 2-nd order kernel is also derived from the optimization Eq. (8) as follows,

Cot (s 1) = ZiﬁE[(y(t) — Co)x(t — A )x(t — 12)]
— () (2)

(8)

Second, we can compute the O-th order kernel, Cy the 1-st order kernel Cj,(4) and
the 2-nd order kernel.

Ci(l, o) = ———5FE |
) ) o)

o
o2+ k(1 —a)
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and

The motion problem is how to detect the direction of the stimulus in the increase of
the ratio « in Fig. 3. The second order kernels C,; and C, are abbreviated in the
representation of Eqgs. (8) and (10).

(C21/Cx) = o (11)

holds. Then, from the Eq. (13) the ratio o is shown as follows

Coy
0=/ 12
s (12)

The Eq. (12) is called here o - equation, which implies the directional stimulus on
the network From the first order kernels C;; and Cj,, and the second order kernels in
the above derivations, the directional equation from the left to the right, holds as shown

in the following,
\/Q
Cio _ C (13)

o 2
i G-, /9

3 Conventional Quadrature Energy Model

Motion detection of the conventional quadrature models under the same conditions in
this paper is analyzed. The quadrature model in Fig. 4 is well known as the energy
model for motion detection [2, 3], which is a symmetric network model. Only the
second order kernels are computed in Fig. 4. On the left pathway in Fig. 4, the second
order kernel Cy1(4, 42) is computed as follows,

C21 /L]7 2 52 //h] hl ( /l)x(t — )f)x(t — il)x(t — )Lz)]d’fd‘fl

2 5> //h/ Yy (DER (1 — ) (1 — 2)x(t — 20)x(t — Ap))drdt
= hy (A1) (Fa) + o2 h) (1)) (22)
(14)

On the right pathway in Fig. 5, the 2™ order kernel Cy;(A,74;) is computed
similarly,
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x(¢) X'(1)

h (1)

)

Fig. 4. Quadrature energy model with Gabor filters

B, B,
a o'

Fig. 5. Schematic diagram of the two stimulus for both cells

“2

Co(ii, do) = m

hi(20)h (Z2) + Ry (A (22) (15)

In the conventional energy model of motion [2, 3], the Gabor functions are given as

1 2 , 1 £
hy (1) = —=—exp( sin(2mwr) k) (1) = ———exp(

- —eos2 1
262) S—eX 2az)cos( not)  (16)

When Gabor functions in the quadrature model are given as the Eq. (16), the
motion parameter o and the motion equation are computed as follows,

oy \/Czl(/h, 22) = hi(A1)hi(42) (17)

H (A0)k (%2)
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In the Eq. (17), if impulse functions &, (¢) and #|(¢) are given in the quadrature
model, o is computed. Since these impulse functions are given as Gabor functions, o is
computed. Gabor functions in the Eq. (16) are independent, but, they are not orthogonal.

o2

Cn(li,A2) = 5 hy (AR (A2) + hy (Aa)h) (A2) (18)

(a® +kp)

The Eq. (20) is satisfied if the Gabor functions are given. Note that the conven-
tional quadrature model generates the motion Eq. (18) under the condition of the given
Gabor functions (16), while the asymmetric network in Fig. 1 generate the motion
Eq. (13) without the condition of the Gabor functions. Thus, the asymmetric network
has a general ability of the motion compared to the conventional quadrature model.

4 Relations for Complex Stimulus Changes

We assume the stimulus in Fig. 3 is changed to that in Fig. 5, in which different
shadowed stimulus on the B; and B, cells are moved to the arrowed direction. The
stimulus on the B; cell is shown in the Eq. (19), while that on the B, cell is shown in
the Eq. (20).

X (1) = ax(r) + (1) (19)
K1) = ol x(t) + B (1) (20)

This stimulus is shown in Fig. 5, in which the stimulus x'(¢) is inputted on the B,
cell of the linear pathway in Fig. 1 and also x”(¢) is inputted on the B, cell of the
nonlinear pathway.

The final output of the asymmetric network by the two stimulus, become

y(t) = yi1(t) +y2(1)

21
- /h’l(r)x'(t —1)dt+ //h’l’(rl)h’{(‘cz)x"'(l — )X (t — 1)dr1dTy @1)

where y; () is the output of the linear pathway, while y,(¢) is that of the nonlinear
pathway. The mean square of the error for the optimization of the network is given by

= / 000) = 31(1) — yale) (22)

The conditions of the minimization of the Eq. (22) is given in the following
equations.

0L 08 0 0F
oo =" o= o = 23)
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From the first equation in (23), the Eq. (24) is derived.
Ely(n)x (1 — )] = hy(1)(e +kf*)p (24)
From the second equation in (23), the Eq. (25) is derived.
E[(y(r) = Co)x(r = 1) (t = w2)] = 2K (v1)A{ (z2) (¢ +kB%)p?  (25)
From the third equation in (25), the Eq. (28) is derived.

Ey(t)x(t — 7)] = I (t)ap
and
E[y(n)x"(t — 7)) = hy(c) (oo + kBB )p (26)

The optimization Egs. (23), are derived to the following Eq. (27) using Wiener
kernels.

Co _ [Cu {2 +k(1—2)*}
Cn Cox {0 4+ k(1 — of)*}

(27)

Similarly, the Eq. (28) is derived.
(E[y(t)x(t = ))*/E[(y(t) — Co)x(t — t)x(t — 12)] = (Gy(1))*0?/2Ge(11)Ge(r2)o> (28)

From the Eqgs. (27) and (28), the parameters o and o are derived in the case of the
Gabor filters G4(¢) and G.(¢) to be given. In the case of the conventional energy model
with Gabor filters, the parameters o and o are not derived.

5 Extraction of Frequency Characteristics in the Asymmetric
Networks

Prof. Heeger derived the output of the conventional energy model with Gabor filters
[7], in the frequency domain which shows only the Gabor energy without the
phase-information as shown in the following. To the given sine-wave stimulus with the
angular frequency @ and the phase ¢, the squared-output of the sine-phase Gabor filter
convolved with the sine-wave input is derived [7] as follows,

Input stimulus: sin(2z@x + ¢)

Output of the sine-phase Gabor filter:

/OO |Gy (o, 0) * sin(2nix + ¢)|2dx = /OC |F{G(wo, o) }F{sin(2nax + $)}|*de

00 —

= (1/8)[exp|—2m%0% (@ — wo)* — exp|—2726* (@ + w )]

(29)
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while the out put of the cosine-Gabor filter becomes

/:: |G (w0, 0) * sin(2n@x + ¢)[*dx (30)

= (1/8)[exp[—2m%% (@ — wp)* + exp|—2m2* (@ + wp)*]

Combining Egs. (37) and (38) becomes the output of the energy model in the
frequency domain which gives the phase-independent energy as follows [7],

(1/4){exp[—47r20 (@ — coo)z] + exp[—4n202(€a + wo)z]} (31)

In the asymmetric network with Gabor filters, similar derivation as the Eq. (29) is
carried out. Then, the output of the sine-phase Gabor filter becomes

sin ¢ - {exp[—2726% (@ — wo)? — exp[—2m2 > (@ + wo)*} (32)

,while the output of the cosine-Gabor filter is the same as the Eq. (30). Thus,
the output R(w) of Egs. (29) and (32) in the asymmetric networks becomes

R(w) = (sin ¢+ (1/8)) - {exp[-2n*c* (@ — w0)2 — exp[—2n’d* (@ + a)o)z} (33)

The Eq. (33) shows the two peak values are shown at the angular frequencies,
(@ — wp) and (@ + wy). From the given frequency g of the Gabor filters, the peak
value at (@ — wy), the angular frequency @ of the input sinusoidal stimulus is obtained
from R(w). From the first peak value of R(w), the phase information of the input
sinusoidal stimulus, sin¢ is obtained from the Eq. (32). Compared with the conven-
tional energy model, the Eq. (31) only derives the frequency information, @, not its
phase one, ¢ in the stimulus.

6 Application of Asymmetric Networks to Biological Neural
Networks

Here, we present an example of layered neural network in Fig. 6(a), which is developed
from the neural network in the brain cortex [6]. Figure 6 is a connected network model
of V1 followed by MT, where V1 is the front part of the total network, while MT is the
rear part of it. Figure 6(a) is transformed to the approximated one as follows.

1

fx) = m (34)

By Taylor expansion of the Eq. (34) at x = 0, the Eq. (31) is derived as
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O O Linear Filters
Input from retina L: Linear
S Squaring
T : Tripling
A v F : Fourth-order
Halfwave
Rectificat.
Nonlinearit; —
y —

_/
. . h 4 h 4
Normalization. X
Circuit / / Linear Filters
A Y
Halfwave L: Linear
Rectificat. ’% : ?&uz;ring
. . + Tripling
Nonllnearlty TS F : Fourth-order
_/

Yy v
Normalization. / /
Circuit

Fig. 6. (a) Neural model of V1 and MT [6] (b) Approximated model shown in (a)

F0) oo =£(0) £/ (0)x — 0) + 2 f"(0)(x = 0) + ...

2!
_ (35)
B n 1 172 1126 no )
= +4(x 9)+2!( PRI Jx—=0)"+...

In the Eq. (34), the sigmoid function is approximated as the half-squaring non-
linearity. The asymmetric network consists of the 1-st order nonlinearity(odd order
nonlinearity) on the left pathway and the 4-th order(even order nonlinearity) on the
right pathway. On the linear and nonlinear pathways(4-th order nonlinearity), the
following Egs. (36) and (37) are derived.

C21 (/11 5 Az) = OCZCZZ(/II, )Q) (36)
Cn(d) = mcll (4) (37)

From the Eq. (36), the o Eq. (38) is derived.

Gy
Ve, (38)

From the Eqgs. (37) and (38), the directional Eq. (39) is derived.
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C /Ca
T e (39
k(L= /)
The o - Eq. (38) and the directional Eq. (39), are same to those of (12) and (13),

respectively, in the asymmetric network with 1-st and 2-nd orders nonlinearities. The
4-th order kernels, become

C41 (/11, /lz, /137 /14) = Oc4h/1/(/11)h/{(;uz)h/{(/%)h/{()q) (40)
Car (L1, 22, 23, 2a) = B () H} (A2) R (Ja )R (Aa)

From the Eq. (40), the o - equation is derived as follows, which is equivalent to the

Eq. (12).
oy <C41>4 ( /C21> (41)
Ca Cxp

Thus, the asymmetric network with 1-st and 4-th orders nonlinearities, are equiv-
alent to that with 1-st and 2-nd orders nonlinearities. Similarly, it is shown the
asymmetric networks with the odd order nonlinearity on the one pathway and the even
order nonlinearity on the other pathway, has both o- equation and the directional
movement equation.

7 Conclusion

The neural networks are analyzed to make clear functions of the biological asymmetric
neural networks with nonlinearity. This kind of networks exits in the biological net-
work as retina and brain cortex of V1 and MT areas. In this paper, the behavior of the
asymmetrical network with nonlinearity, is analyzed to detect the directional stimulus
from the point of the neural computation. For the motion detection, the asymmetrical
network proposed here is compared with the conventional quadrature energy model
with Gabor filters. It was shown that the quadrature model works with Gabor filters,
while the asymmetrical network does not need their conditions that the impulse
functions are Gabor functions. The complex stimulus responses and the frequency
characteristics are computed in the asymmetrical network.
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Abstract. Intrusion Detection Systems (IDS) are implemented by ser-
vice providers and network operators to monitor and detect attacks.
Many machine learning algorithms, stand-alone or combined, have been
proposed, including different types of Artificial Neural Networks (ANN).
This work evaluates a Convolutional Neural Network (CNN), created for
image classification, as an IDS that can be deployed in a router, which
has not been evaluated previously. The layout of the features in the input
matrix of the CNN is relevant. A Genetic Algorithm (GA) is used to find
a high-quality solution by rearranging the layout of the input features,
reducing the features if required. The GA improves the capacity of intru-
sion detection from 0.71 to 0.77 for normalized input featuress, similar to
existing algorithms. For scenarios where data normalization is not pos-
sible, many input layouts are useless. The GA finds a solution with an
intrusion detection capacity of 0.73.

Keywords: CNN - Genetic Algorithm - UNSW - Cybersecurity - IDS

1 Introduction

Security concerns of service providers include attacks to their infrastructures,
which can affect their service availability, client or industrial privacy, integrity or
reliability of their solutions. Moreover, the appearance of the Internet of Things
has lead to an exponential growth of the number of devices connected to the
Internet. The challenges related to protect our services, networks and devices
are increasing in complexity drastically. Every year new services appear and
new attacks or ways of implementing existing attacks appear as well. In the last
decades signature-based and anomaly-based machine learning algorithms have
proven to be more effective in an early automatic detection of attacks, known
or new ones, than rule-based protection mechanisms such as firewalls. These
algorithms are used to implement the Intrusion Detection System (IDS), which
monitor and detect attacks, anomalies and misuse sniffing packets and collecting
data from all over the network. The IDS classifies the data into categories using
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different methods. It distinguishes normal from abnormal data. The abnormal
data of the system can be classified among different threats.

In order to train and test the performance, efficiency and accuracy of the
classifiers, there are public datasets available with real and simulated network
labeled samples including multiple attacks with many features. Once a model
has been generated to detect attacks, an online IDS needs to obtain the required
features from real traffic packets passing through a firewall to feed the detection
algorithm with data.

Many machine learning algorithms have been proposed for implementing the
classifier of IDS, including Artificial Neural Networks (ANN). An ANN is an
interconnected assembly of neurons (processing elements) that detect certain
patterns from complex data as the human brain would process information.

Currently, deep learning algorithms have appeared that achieve high level
abstractions in data by using a complex architecture or composition of non-linear
transformations. Using deep learning we can acquire a high detection rate.

In this paper we consider using a deep learning algorithm in an IDS: the
convolutional neural network (CNN). CNNs were created for image classification
or object detection. We adapt the features available in a network monitoring
system to be input of a CNN (an image) to exploit correlation between features.
We consider a binary IDS (normal traffic or attack). The optimal layout of the
input features in the image is a combinatorial problem with more than 20 input
features. We consider using a heuristic evolutionary algorithm to select a local
optimum solution to the feature layout problem.

In the remainder of this paper: the related work on IDS is introduced in
Sect. 2. Our proposal and the algorithms used in our study are explained in
Sect. 3. The experimental setup is depicted in Sect. 4. We discuss on the results
in Sect. 5. Some conclusions are drawn in Sect. 6.

2 Related Work

The most widely used dataset for IDS training is the KDD99 [1]. It was created by
processing nine weeks of raw tcpdump of the 1998 DARPA Intrusion Detection
System (IDS) evaluation dataset. It has five million connection records, contain-
ing 24 attack types that fall into 4 major categories. Each record includes 41
features and is labeled either as normal or as an attack, with exactly one specific
attack type. The NSL-KDD dataset was published [2] as a subset of the KDD99
dataset which does not include redundant records. Evaluating network IDS using
KDD99 and NSL-KDD presents two major issues: their lack of modern records,
including both attack and normal traffic scenarios, and a different distribution
of training and testing sets.

To address these issues, the UNSW-NB15 dataset was published [3]. This data
set has nine types of the modern attacks fashions and new patterns of normal traf-
fic. It contains 49 attributes or features that comprise the flow based between hosts
and the network packets inspection to discriminate between the observations,
either normal or abnormal. It has been recently used to evaluate different proposals
with simple or combined machine learning algorithms including ANN [4,5].
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For the last decades different ANN implementations have been proposed to
as classifiers in IDS. For supervised training, the Multi-layer Perceptron (MLP)
is the most popular proposal [6,7]. The MLP has been evaluated with KDD99,
considering new attacks [8], with NSL-KDD [9] and with UNSW-NB15 [4].

Modern proposals include the combination of machine learning algorithms
with MLP, extracting knowledge from the features with decision trees [10], or in
cascade [5].

Recently, more complex ANN for supervised training have been evaluated,
including GRNN, PNN, RBNN [11]. Deep networks have been evaluated using
KDD and NSL-KDD in [12], with only six features. Other deep networks with
discriminative architectures, Recurrent Neural Networks (RNN), have been pro-
posed using KDD based datasets in [13].

A two level detection approaches have been done on IDS. In [14] authors
use PCA for feature selection and SVM for multi-class detection. Reducing the
input features improves the detection accuracy for some classes, but reduces the
overall performance. In [15] authors consider Deep Belief Network for feature
selection, with 92.84% of accuracy, using NSL-KDD. In [16] authors use Self-
taught learning, which has 2 stages, with 88.39% accuracy for binary detection
and 79.10% for multi-class classification.

Genetic Algorithms have been recently used for feature selection in [17], for
a SVM based detection algorithm, and in [18] for an ANN. According to [19],
and to the best of our knowledge, CNN have not been evaluated for IDS, neither
stand-alone nor in conjunction with genetic algorithms.

3 Proposal

Our proposal is to implement an intrusion detection system for TCP connections
using CNN for classification. We consider that the order of the features in the
layout of the CNN input can be critical for its correct training and behavior. A
genetic algorithm is used when training the classifier for feature selection and
placement in the CNN algorithm. The following sections describe the CNN, our
approach for IDS and the hybrid approach using a genetic algorithm with CNN.

3.1 CNN

Artificial Neural Network (ANN) is a processing unit for information which was
inspired by the functionality of human brains [20]. Typically neural networks
are organized in layers which are made up of a number of interconnected nodes
which contain an activation function. Selected features are presented to the ANN
through an input layer, which has as many neurons as input features. The input
layer neurons are connected to one or more hidden layer neurons via a system of
weighted links. The hidden layers do the actual processing and then link to an
output layer for producing the detection result as output, with as many neurons
as desired outputs. The amount of hidden layers and hidden layer neurons is a
parameter that can be tuned for a better performance. The most basic ANN
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is the Multi-layer Perceptron (MLP), also knwon as a fully connected network.
Each neuron (node) in one layer has directed links to the neurons of the subse-
quent layer. The neurons apply an activation function (traditionally a sigmoid
function). Each neuron of the output layer corresponds to one of the classification
groups, having one normal and one abnormal output neuron.

In the training stage, the output values are compared with the known cor-
rect answer to compute the magnitude of the error made in the prediction, the
gradient. The error is then fed back through the network, modifying the weights
of the links backwards according to the gradient, sample by sample (stochastic
gradient descent). This process might be slow, as we do it offline.

In the classification stage, the output neuron with the highest value indicates
the class of the input trace. As there is no backward propagation, the evaluation
consists on a set of multiplications that can be processed online.

A Convolutional Neural Network (CNN) is an ANN inspired by the visual
cortex neurons. The CNN are used for emulating the human image process-
ing, where each layer extracts concrete information, being more accurate and
fine-grained as they are closed to the output. CNN are used in deep learning
algorithms to extract features from raw information, specially in image process-
ing [21] because they are more effective in artificial vision tasks. This kind of
ANN includes a previous convolutional step to generate features that are inputs
of a MLP. The convolution stride is used to preserve the spatial relationship
between pixels by learning image features using small squares of input data.

Figure 1a depicts the architecture of a CNN divided in two stages. First, a
succession of convolutional filters meant to extract and process the information
in the input. The second stage is a MLP. The number on neurons of the final
perceptron defines the different values or classes the complete CNN could classify.
This input must be an image or an image-type bidimensional matrix with a
global depth or the same number of values in each pixel. The applied filters are
convolutions of fixed weights that are shifted all over the image, as shown in the
example of Fig.1b. This method usually generates a new matrix with reduced
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Fig. 1. Convolutional neural networks
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size and increased depth from the previous one. At the end of each convolution
step it is common a pooling process. It consists of a new filter which takes the
maximum or the average value of the input matrix in its window range instead
of a convolution with its values. This filter is shifted all over the input just
as the convolutional one. Due to the nature of convolutions, the CNN extracts
information not only about the data itself but also about its location. This is the
reason why CNNs are mainly applied to images in computer vision. Nevertheless,
CNNs analyzes any kind of data ordered in a matrix configuration.

3.2 CNN on IDS

We propose to use a CNN to implement a binary classifier that distinguishes
connections that are performing an attack to an element of the network (abnor-
mal) from connections with regular traffic (normal). We start considering the
features available in the UNSW dataset. However, we detect some restrictions
on the system that imposes a feature reduction. First, the CNN exploits the
distance between values of the features. As the numerical distance between val-
ues of categorical features, such as the protocol, are not showing any distance
information, we decide to focus on a training a model for a concrete protocol
(TCP). We select TCP because 58.86% of the UNSW traffic is TCP. The pro-
cess we evaluate would be similar for other protocols, such as UDP or ICMP.
Using the protocol information, the correct model would be selected. Focusing
on TCP traffic, there are features for concrete application protocols, such as
FTP or HTTP. We remove this features to treat all the connection with the
same input features. Other categorical variables are IP addresses and ports. We
use them as an identifier to obtain information on connections (timing, packets
per connection), but not as input features to the CNN.

Second, the final goal is to implement an online attack detector that generates
the features from the traffic passing through a firewall. We implement a sniffer
and feature generation prototype to check which features to consider. There are
features which we weren’t able to obtain with our prototype, such as jitter. In
other features the values we are obtaining are not similar to the ones published
in UNSW, as it happens with TCP window, packets loss or load.

Therefore, we consider 23 connection oriented traces, a subset of the features
available in the UNSW dataset. They are basic features (duration, number of
bytes, ttl, packet count), TCP features (sequence number, mean packet size) and
the connection features. The connection features are intended to sort accordingly
with the last time feature to capture similar characteristics of the connection
records for each 100 connections sequentially ordered.

As a CNN needs a bidimensional matrix as input, we arrange each 23 feature
vector in a matrix of 5 by 5. We arrange the features following the UNSW order,
adding two zeros at the end of the matrix. The CNN we propose consists of a
filter convolution with 3 x 3 dimension and a depth of 4. This filter takes the
5 x5 input and outputs a new one of 3 x 3 with 4 values per pixel. A second
filter convolution filter has 2 x 2 dimension and a depth of 8. It takes the 3 x 3x4
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output and generates a new 2 x 2 x 8 matrix. Then, the CNN includes a max-
pooling layer that keeps the depth and reduces the dimensionality of each 2 x 2
matrix taking the maximum value of its range. Therefore, it generatesa 1 x 1 x 8
matrix. The maxpooling is followed by a dropout layer, which is a regularization
method that makes a more robust network. We tune a rate value of 0.25 that sets
the fraction of the inputs to drop. At this point we flatten the dropout output
and get a 1 x 8 vector that will be the input of the MLP. For the MLP, we use
one hidden layer of 64 neurons followed by a new dropout layer of 0.5, ended by
a softmax layer which give us the predicted class.

All neurons and filter convolutions include activation functions. We consider
two functions: the Rectified Linear Unit (RELU) and the hyperbolic tangent
(TANH). The RELU function requires less resources when processing and it
typically offers better results than TANH. However, with non-normalized input
features, the training of a RELU-based CNN might have problems of lack of
convergence to a stable solution, because its output is unconstrained. On the
other hand, the TANH function is constrained, granting the convergence.

As we propose a binary classifier, the kind of connection predicted can be
positive, for connections classified as abnormal, or negative, for connection con-
sidered to be normal. There are only four possible scenarios when classifying
the packets as attacks or not: True Positive (TP), which is a detected attack;
False Positive (FP), which is a regular packet classified as an attack. True Nega-
tive (TN), regular traffic considered regular by the classifier; and False Negative
(FN), which is a non-detected attack. Based on this four combinations there are
many metrics available to evaluate an IDS. We use the CAP metric [22], which
shows the behavior of the model considering the dataset distribution, related to
B (fraction of attacks in dataset), PPV (Positive Predictive Value) and NPV
(Negative Predictive Value).
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3.3 Genetic Algorithm on CNN

We tackle the problem of the layout of the features in the input of the CNN
using a Genetic Algorithm (GA). We propose using a GA to generate different
input features layouts, train CNN models for each of the generated layouts and
select the input layout which produces the best CNN model for IDS. The best
CNN model will be the one used for online classification of traffic.

GAs are heuristic methods to solve complex optimizations problems based
on modifications of existing solutions and evaluation of their fitness to select
the best solutions (survival of the fittest): the solutions with lower value in the
fitness function.

A GA starts with a set of individual solutions, called population. Each gen-
eration, the individuals evolve, by mutating and mixing with each other, to
create new individuals. Each individual is evaluated, and those that better fit
the objective will be selected for the next generation with higher probability.

In order to select the input configurations with better classification results,
we select a fitness function related to the accuracy metric, which top value is 1.
The accuracy is appropriate if the selected dataset is balanced, and it is faster
than the CAP. When there is no classification done, assigning every sample to
the same class, the value provided by the accuracy is 0.5. Therefore, the selected
fitness function of the GA is:

Fitness = 1 — accuracy (1)

We consider two different Genetic Algorithms according to the mutation
and mixing operations: restricted and random. The restricted version considers
only solutions including the 23 input features, while the random version consid-
ers solutions with reduce set of features, which in implementation would save
resources and time.

In the random version, the mutation consists on a random selection of one
feature for a random coordinate of the input layout. The mixing consists on
the random selection of a single point in the two parent solutions, exchanging
the trailing set of features, as depicted in Fig.2a. The random version might
reduce the number of different features selected for the CNN, allowing multiple
repetitions of features in different coordinates. This algorithm can perform a
feature reduction.

The mixing operation in the restricted version randomly selects a region of
the size of the CNN filter. That region is kept untouched from each of the parents
for the two new individuals. The remaining region is mixed, replacing the features
that are already in the kept region by features that are not present, as depicted
in Fig. 2b. The mutation operation swaps the features of two random selected
coordinates of an individual. Therefore, in the restricted version the 23 features
are always present, and the resulting layout keeps more than the random version
the structure related to the convolutional stage of the CNN and the filter.
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4 Experimental Setup

4.1 Dataset

We use the UNSW dataset with only 23 of the available 49 input features,
as introduced in Sect.3.2. Using only TCP traces the full dataset comprises
1495074 traces. In order to maximize the training fitness, the subset is balanced,
considering every attack trace and the same amount of regular traces. This
dataset includes 116368 traces. We divide the dataset in 10 subsets to implement
a K-fold cross validation to estimate, with K being 10, with 11636 traces each.

4.2 Setup

We conduct a set of experiments using genetic algorithms to optimize the input
layout of the CNN. Every experiment uses the CNN described in Sect. 3.2. First,
as a reference for our optimization, we consider the layout of the features fol-
lowing the appearance in the UWS dataset, adding two extra zero to fill the
5 x 5 input matrix. We consider two different mutation algorithms introduced in
Sect. 3.3: random, with repetitions and feature reduction allowed, and restricted,
where every feature is present. Moreover, we consider two sets of inputs: nor-
malized and non-normalized dataset. We consider a reduced set of experiments
using TANH activation function as a reference, relevant for non-normalized input
datasets.

Each RELU-based experiment has been executed using a 4 island approach
with random populations. The resulting populations are then joined together
in a last GA execution, which we call the hunger games. The TANH-based
experiments have been executed only in one-island.

The Genetic Algorithm uses an accuracy-based fitness function (1). The algo-
rithm evaluates 100 generations with a population of 500 solutions. We use a
subset of the balanced dataset (one of the subsets generated for 10-fold cross
validation). It increases the speed of the execution by reducing the quality of
the fitness function. The original solution, the solution after the island stage and
the solution after the hunger games have been 10-fold cross-validated and tested
with the whole non-balanced TCP dataset.

The experiments presented in this paper have been tested in a single com-
puter based on an Intel® Core™ i7-6700K CPU @ 4.00GHzx8, 16 GB, run-
ning Ubuntu 16.04 LTS. The process is divided in two different parts, client and
server, connected using a TCP socket. The server side implements the CNN,
both training and testing. It has been developed using Python3.5 with the fol-
lowing libraries: Keras version 2.1.2, TensorFlow version 1.1.0, Numpy version
1.13.0, Scipy version 0.19.0 and Pandas version 0.20.2. The code used is available
at github! The client side implements the genetic algorithms that generates a
population of different input layout and sends requests to the CNN server to
evaluate them using the accuracy. The genetic algorithm has been developed
using the Hero? library based in Java. The evaluation of a signle model trained

! https://github.com/greenlsi/HAIS18 code.
2 https://github.com /jlrisco/hero.
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with a subset of the 10-fold cross validation takes between 3 and 6 seconds, as
it includes training and testing a CNN model. Considering the full cross valida-
tion, the evaluation time is over a minute. Using the full non-balanced dataset
for testing increases the evaluation time of each classifier up to 40-50s (10 clas-
sifiers when doing cross validation). Once the best CNN model is found, using it
for classification purposes is similar to other ANN approaches, and it is suitable
for online IDS.
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4.3 Results

Figure 3 shows the results of the experiments. The results have three groups: first,
RELU-based experiments with normalized input dataset; second, RELU-based
experiments with non-normalized input dataset; third, TANH experiments. Each
of the RELU-based groups have five entries: the original (0), the best island
solutions using the random mutation algorithm (Rand) and using the restricted
algorithm (Rest) and the results after the hunger games (H.Rand and H.Rest).
The TANH experiments have four entries: the original layout with normalized
input (0.Norm) and with non-normalized input (0.N.Norm), and the optimized
solution for the non-normalized input using random algorithm (Rand) and the
restricted algorithm (Rest).

Each entry in Fig. 3 includes two columns: on the left, the CAP obtained using
the balanced dataset; on the right, the CAP obtained when testing with the full
TCP dataset. The bar shows the average CAP, while the candle sticks show the
deviation between the different executions in the 10-fold cross validation.

Figure 4 shows the detailed performance of the best solution, found using a
normalized input with the random algorithm. The results are obtained using a
10-fold cross validation including in the testing the full TCP UNSW dataset.
Each entry corresponds to one of the metrics described in Sect. 3.2.

5 Discussion

Using a CNN for IDS shows interesting results. The best solution is found for a
normalized input dataset, as expected. Figure 3 shows a CAP 0.87 (0.71 with the
whole dataset) for the original layout. Using our optimization GA, we improve
the performance of the CNN by optimizing the layout of the features. Both
mutation algorithms show good and similar results.

The best solution is found using the random mutation algorithm, with a
CAP of 0.92 (0.77 with the whole dataset), with a reduced deviation of the
performance depending on the input dataset. Adding training phases to the
CNN and increasing the amount of neurons in the hidden layer we obtain a
CAP of 0.93 (0.79 with the whole dataset).

Table 1 compares the capability to detect attacks of our approach with the
results obtained for the reduced dataset, with the same input features, using
algorithms available in WEKA. The CNN shows very similar results after tuning
it with the Genetic Algorithm.

Table 1. CAP comparative

Algorithm | J48 Rand. forest | MLP | Bayes net | Logistic function | CNN with GA
CAP 0.9356 | 0.9376 0.9344 | 0.929 0.9292 0.9309

Figure 4 shows the values of the different metrics. The True Negatives ratio
is perfect. However, the False Positives ratios is around 70%. As the Full dataset
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includes approximately 3.85% of normal traces, the impact in the accuracy is
reduced. The CAP considers multiple metrics to show a summary of the capacity
to detect. Adding a lot of normal traces that are not included in the 10-fold
cross validation introduces many False Positives, as some of them are classified
as abnormal traces.

Using non-normalized inputs we obtain worse results. The original layout
with the RELU activation function doesn’t converge. The net tends to assume
that all traces are regular connections, detecting no attack. Using the restricted
mutation algorithm, that includes every feature, on the RELU-based CNN, shows
the same behavior. The different ranges of values of the input features without
bounding the limits of the output makes it difficult to extract information with
the filter convolution. However, using the random mutation algorithm we find
a solution with a very good performance: a CAP of 0.88 (0.73 using the whole
dataset) with a reduced deviation, in spite of the magnitude variation between
features. The genetic algorithm finds an optimal layout discarding features with
incompatible ranges. This solution is interesting for online real-time anomaly
detection, as the input requires less preprocessing. Using the TANH activation
function the solution converges but it is useless, and after optimizing we obtain
worse results than with RELU.

Table 2 compares the features that appear more frequently in the best solu-
tions with the top 5 features evaluated with attribute evaluation algorithms
available in WEKA [23] that show a feature relevance ranking. The numbers
shown correspond to the UNSW feature notation.

Table 2. Feature relevance

Algorithm | SURF OneR InfoGain GainRatio Correlation GA

Top 5 11,10,34,35,2 | 11,10,35,34,2 | 11,35,10,34,2 | 11,10,34,35,29 | 11,10,35,34,42 | 11,24,34,36,10

All the algorithms have top features related to TTL, mean size and connec-
tion setup time, while only the GA emphasizes if the port is the same.

6 Conclusions

We propose using Convolutional Neural Networks (CNN) to implement Intrusion
Detection Systems (IDS) with a subset of the UNSW features. Our proposal
is to arrange these features to create a 5 x5 pixel image. Th