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Abstract. Restricted Boltzmann machines (RBMs) are widely applied
to solve many machine learning problems. Usually, the cost function of
RBM is log-likelihood function of marginal distribution of input data,
and the training method involves maximizing the cost function. Distri-
bution of the trained RBM is identical to that of input data. But the
reconstruction error always exists even the distributions are almost iden-
tical. In this paper, a method to train RBM by adding reconstruction
error to the cost function is put forward. Two categories of trials are
performed to validate the proposed method: feature extraction and clas-
sification. The experimental results show that the proposed method can
be effective.
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1 Introduction

Restricted Boltzmann machines (RBMs) [1] have been successfully used to many
tasks of machine learning, including collaborative filtering [2], feature extrac-
tion [3], dimensionality reduction [4], object recognition [5], classification [6],
and many others. RBMs usually extract features by unsupervised learning. The
RBMs could be initializers of other neural networks [7], solve classification prob-
lems with other classifiers [7,8], or form deep belief nets (DBNs) [9] and deep
Boltzmann machines (DBMs) [10].

RBM is an undirected graph model based on energy function, which consists
of two layers. The training objective of RBM is maximizing the log-likelihood
function of marginal distribution of input data. When the distribution learned
by RBM is identical to the distribution of input data, the training is complete.
However, reconstruction error always exists even if the distributions are almost
identical. So, a method which adds reconstruction error to the cost function
of RBM is presented to improve the performance of RBM. In fact, there are
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some literatures that use reconstruction error to improve the performance of
RBM [11-15]. [11] uses reconstruction error as the criterion for cutting down
the learning rate. [12] proposes an approach for RBM training. The approach
used a normalized reconstruction error to determine increment necessity and
compute the number of additional features for the increment. [13] proposes a new
training technique for deep belief neural network, which based on minimizing the
reconstruction error. [14] trains a new model by selecting a subset of the training
set through reconstruction errors. [15] trains a new model by using reconstruction
errors themselves. However, we use the reconstruction error as the part of the
cost function of RBM. In the case of ensuring that the distribution learned by the
model is identical to the distribution of input data, the reconstruction error is as
small as possible to achieve better performance. We make experiments on several
public databases to verify the effectiveness of the proposed method. Compared
with RBM, the proposed method could be better on feature extraction and
classification.

In the rest of this paper, we give an outline of the RBM in Sect. 2, introduce
the proposed method in Sect. 3, implement several experiments and analyze the
experimental results in Sect. 4, and provide the conclusion in final section.

2 Restricted Boltzmann Machines

RBM is a random neural network model, which consists of two layers: visible
layer and hidden layer shown in Fig. 1. Visible layer with |v| neurons represents
input data, and hidden layer with |h| neurons is representation of the input data.
W is the connections weight between the visible layer and the hidden layer.

Fig. 1. Restricted Boltzmann machine.

Energy function of RBM takes following form:

Ivi |h| |v| |h|
E(V7 h‘a) = - Z AmUm — Z cnhy — Z Z Wnhnvm, (1)
m=1 n=1 m=1n=1

where 6 denotes the real-valued parameters a,,,c, and W, and v, € {0,1},
hn € {0,1}. According to the energy function, the joint distribution of the RBM
is defined by

L _ v
p(V,h) = Ee E( 7h)a (2)
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where Z = >} e~ PR is a normalization constant. Conditioned on v, the
probability of hidden neuron n with the value of 1 has the form

vl

p(hn = 1|V) = U(cn + Z W?nnvm)a (3)

m=1

where o(y) = 1/(14e7Y) is the logistic sigmoid function. Conditioned on h, the
probability of visible neuron m with the value of 1 has the form

b
PV = 1h) = o(am + Z Wnhn), (4)

n=1
Given the marginal probability p(v), the cost function of the RBM is given
by L(6) = ﬁ Z‘Ql logp(v(;6), and # could be optimized by gradient ascent on
the log-likelihood. |T'| is the quantity of training data. In this formula, calculating
partial derivative of 1(8) = logp(v("); ) is the key. For any input data (v(*)), the

gradient of # has the form:

v(®) v
PO — 5 py) BB 5y PEC) )

h v,h

From Eq. 5, partial derivative of the parameter W,,,, can be obtained by

8l(9) = p(hn = 1|V(t))v,(£) - Zp(v)p(hn = 1|V>'Um- (6)

ann B

Because of the existence of normalization constant Z(6), the computational
complexity of the gradient is very high. In order to reduce the computational
complexity, approximate calculations are usually used, such as the contrastive
divergence (CD) [16] algorithm. The connection weight W learns the features of
the input data, and its gradients are relevant to the probability of h. Given h, we
can compute the active probability of v, then get reconstructions by sampling.

3 Improved Training Method

The objective of RBM is updating model parameters to make model distribu-
tion and input data distribution as identical as possible. In fact, the difference
between the input data and the reconstructions always exists, even if the dis-
tributions are almost identical. The difference is called reconstruction error, we
define the reconstruction error as € = ||v/ — v||?, where v is any one of the input
data, v’ is a reconstruction of v. Here we propose a method to make the distribu-
tions as identical as possible, while the reconstruction error as small as possible.
The basic idea of the improved training method is to add the reconstruction
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error into the cost function of RBM and generate a new cost function. The new
cost function of RBM could be defined as

17|

)= i 2 (foon(vs0) — 31 V). ™

where v’ can be computed by v, = o(am + Z‘hl Wonhy). In order to distin-
guish, RBM with the new cost function is called reRBM. To train the reRBM,
we should maximize L(6). The same as RBM, we define () = logp(v(®);0) —

%HV/ — v(®]|2, the updating formula of @ is:
h\@ E(v h\&) / o(v' —v¥)
) _y®
Eh p(h|v E p(v —(v' =v') 50 .

(8)
The reRBM uses CD-1 algorithm similar to RBM does. Specifically, the updating
formulas of the parameters W,,.,,, ¢, and a,, are:

|b|

Winn = Wann + €(p(hn = 1vO)ol0—p(hl, = 1[v' Yo, — (v —0$ )6 (arm + Z Winnhan)
(9)
Ih|
am = Qm + 6((”7(5) — V) — (v, — ”Ur(ﬁ))f'f(am + Z Winhn)), (10)
n=1
n = cn + e(p(hy = 1v?) = p(hl, = 1|v')). (11)
where &(am + S Winhn) = 0(am + S Wonho)[1 = o(am + I

Wanhn)], € is the learning rate of the reRBM The model keeps learnlng until
the gradients do not change or runs to the fixed number of epochs.

4 Experimental Results and Analysis

To evaluate the performance of the proposed method, we conducted two cate-
gories of experiments on several databases: one was carried out to extract fea-
tures on standard MNIST database and AR face database, the other was carried
out to classify on standard MNIST database, variation of MNIST database and
OCR letters database. The experimental results showed that the reRBM could
be more effective than RBM.

4.1 Features Extracted by ReRBM

We verified the efficiency of the reRBM using standard MNIST database and
AR face database. Standard MNIST database contains 28 x 28 images which
contains a training set with 60000 examples and a test set with 10000 examples,
each image is handwritten digit number from 0 to 9 with white character on a
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black background. AR face database contains 100 people’s faces which contains
a training set with 700 images and a test set with 699 images, each image is
of 60 by 43 pixels with different facial expressions, illumination conditions. In
this part, we only compare the features of input data extracted by reRBM and
RBM, the experiments were performed on the training sets of two databases.

Comparison of Features on Standard MNIST Database. We compared
the efficacy of reRBM and RBM on standard MNIST database. For fair compar-
ison, the parameters of the two models were the same. We set initial values of
bias to zero and set weight matrices to random values from uniform distribution
[-b795 5705] where b is the maximum value between the numbers of rows and
columns of the matrix, and set learning rate to 0.005. For a better illustration of
the features extracted by reRBM, we carried out the experiments using reRBM
and RBM with different number of hidden neurons. Because the initial values
of the weight matrices were random and the values of visible and hidden neu-
rons are sampled, the experimental results were processed 10 times to ensure the
effectiveness.

Figure 2 shows reconstructions for five examples. The results in row 1 were
generated by two models with 64 hidden neurons, the results in row 2 were gen-
erated by the models with 128 hidden neurons, and the last row were generated
by the models with 256 hidden neurons. The left displays the reconstructions
generated by the RBM, and the right is the results produced by the reRBM.
From Fig.2, we could find that the reconstructions of the reRBM are better
than those of RBM, especially, the reconstructions in row 1 generated by the
reRBM. But as the number of hidden neurons increases, the difference between
the two models is getting smaller and smaller. In short, it indicates that the
reRBM obtains a better performance on extracting features compared to the

RBM.
REEED BEEED

Fig. 2. Reconstructions for five examples from standard MNIST database (The left
generated by the RBM, while the right generated by the reRBM).

Figure 3 shows the energy of two models with 1024 hidden neurons, the mean
and standard deviation of reconstruction errors of two models with 6000 hidden
neurons. In order to illustrate the difference between the two models, the figure
only shows the result of the first 20 epochs. From Fig.3, we can see that the
convergence rate of the reRBM is faster than that of the RBM, and the reRBM
could be more competitive with the RBM when the number of hidden neurons
was small.
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Fig. 3. Two models on standard MNIST. (left) the energies. (middle) the mean of
reconstruction errors. (right) the standard derivation of reconstruction errors.

Comparison of Features on AR Face Database. We compared the perfor-
mance of reRBM and RBM on AR face database. Because the face database is
continuous data, the visible neurons of models are replaced by Gaussian units,
and the hidden neurons remain binary. The value of visible neuron m is to sam-
lnh:|1 Wmnhna
and the reconstruction data v’ is defined as v/, = a,, + ZLhz‘l W Bon -

The network is trained using the gradient ascent method (the learning rate
was set to 0.001, the weight matrices were initialized to W, ~ 0.1 x N(0,1),
and all initial values of biases were set to zero). Similarly, we performed the
experiments with different number of hidden neurons and carried out ten times
to ensure the effectiveness of the experimental results.

Figure 4 shows the reconstruction data for three examples. The faces in row
1 are generated by two models with 256 hidden neurons, the faces in row 2
are generated by the models with 1024 hidden neurons, and the last row are
generated by the models with 3000 hidden neurons. We could conclude that the
reconstruction results of the reRBM with Gaussian units are better than those
of RBM with Gaussian units from Fig. 4.

ple from a normal distribution with unit variance and mean a,, +3_

Fig. 4. Reconstructions for three examples from AR face database (The left gener-
ated by the RBM with Gaussian units, while the right generated by the reRBM with
Gaussian units).
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Figure 5 shows the energy of two models with 1024 hidden neurons, the mean
and standard deviation of reconstruction errors of two models with 3000 hidden
neurons. From Fig. 5, we can conclude that the reRBM with Gaussian units
obtains better performance on extracting features compared to the RBM with
Gaussian units.

+ Rem + Rem
—— rerBM|
9000 —— reRBM|
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Fig. 5. Two models on AR. (left) the energies. (middle) the mean of reconstruction
errors. (right) the standard derivation of reconstruction errors.

4.2 Classification Performance of ReRBM

For a classification problem, a label layer should be added on the RBM, and
matrix U denotes the connections among the label layer and hidden layer. In
the classification results, we focused on whether the reRBM could outperform
the RBM.

We verify the classification performance of the proposed method using stan-
dard MNIST database, variation of MNIST database and OCR letters database.
Each image of variation of MNIST database is handwritten digit number from
0 to 9 with black character on a white background, and the rest is the same as
standard MNIST database. OCR letters database contains images of handwrit-
ten letters from a to z. All training sets were divided into two parts: one part
is used for training and the other is used to validate. In this part, the number
of validation part of the three databases was set to 10,000, and the remaining
part of the training set is used for training.

The parameters of the two models were the same as those in the experimen-
tal setting used by Larochelle [6]. The results of the experiments are shown in
Table 1. Owing to the random initial values of the matrices and random sam-
pling, the trials were executed 10 times. The experimental result for the RBM
on standard MNIST database is 3.39% [6], the classification error rate of the
RBM on variation MNIST is 3.16% [15]. The rest values in Table 1 are given by
the mean of ten results. Table 1 shows that the classification results of reRBM
are better than those of RBM.
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Table 1. Classification error rates for three databases.

RBM |reRBM
Standard MNIST | 3.39% | 2.52%
Variation MNIST | 3.16% | 2.68%
OCR 15.33% | 13.36%

5 Conclusions

The RBMs have already been successfully applied to many tasks. Usually, the
objective of the RBMs is maximizing the log-likelihood to make the distribution
learned by the RBM as identical as the distribution of the input data. But
reconstruction error always exists even the distribution learned by the RBM
is identical as that of the input data. In this paper, a method to improve the
performance of the RBM by adding the reconstruction error to the cost function
of RBM was proposed. Two categories of experiments on several databases were
carried out, the experimental results on standard MNIST and AR showed that
reconstruction performance of the reRBM was better than that of the RBM, and
classification results on standard MNIST, variation of MNIST and OCR letters
showed that the reRBM was more competitive than the RBM. In future work,
we intent to use the proposed method to more databases or other applications
and apply the idea to other models.
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