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Abstract. This paper defines the problem of monitoring a specific net-
work, and more precisely — part of reporting process, which is responsible
for the transport of data collected from network devices to station man-
agers. The environment requires additional assumptions, as a specific
network related to the netBaltic Project is to be monitored. Two new
monitoring methods (EHBMPvU and EHBMPvF) are proposed, which
priority is full network coverage. Both are based on employing addi-
tional IPv6 headers. Methods have been ana-lyzed in dedicated simula-
tion environment and compared to classic monitoring solution — SNMP.
The results show, that one of the proposed solutions outperform the
current standard, but depend on traffic characteristics of the network.
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1 Introduction

Network monitoring is a term used to describe [1] systematic, continuous con-
trol the behavior of the network and all elements included in this network. The
process of monitoring network consists of five logical parts [2]: data collection,
data representation, reporting, data analysis and presentation of the results. Net-
work monitoring is the key process in the implementation of network manage-
ment tasks and supports, among other things like network functioning analysis,
problem and defects identification and the correctness of network configuration
changes verification.

By collecting data more frequently and gathering more and more various
types of data, more problems can be identified, but it also increases the network
load. This problem becomes more significant with the increasing bandwidth con-
sumption, rising IPv6 protocol popularity and the popularity of the Internet in
general [2] due to network traffic growth — and the volume of measurement
data grows with it. New system solutions for network monitoring should evolve
towards better scalability and performance provision [3], and this is why orga-
nizations are still developing better network monitoring systems.

One way to reduce both the consumption of network bandwidth and computa-
tional overhead in management stations (centers) is to increase the intelligence in
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devices, which gather monitoring data [4-6]. The first concept is to do some pre-
liminary analysis just in the data collecting devices. In this way these devices send
the partially analyzed data to management stations, instead of the entire set of
monitoring information. The increased intelligence refers also to replacing peri-
odical information sending with reporting performed only upon predefined events
occurrence [2].

Along with the mentioned device intelligence increase, changes in the way
of collected data reporting are also being proposed. An example of such a solu-
tion is the method of Intrinsic monitoring [7-9]. Its major feature is that it
can significantly reduce the generated network traffic [7]. The principle of this
method involves the use of an additional IPv6 header and the transfer function-
ality to decide about sending measurement data to network devices. Their task
is to make autonomous decisions in order to send the measurement data, e.g.
through the use of existing traffic (packets) in the network.

Section 2 describes the character of network monitoring, which is carried out
within the framework of netBaltic project [10,11]. The essence of this network
is that wireless links with a relatively low bit rates and high error rate are the
only available. Section 3 contains a description of analyzed solutions about how
to transport the collected monitoring data. In this section also the EHBMPvU
and EHBMPvF methods are presented. Section 4 is devoted to the comparison
of the developed methods and the classic solution to transport monitoring data.
Finally, Sect. 5 presents the results of the analysis along with the indicators when
and in what conditions should the particular method of reporting be used.

2 The Problem of Monitoring Specific Mesh Network
Topology

The netBaltic Project can be characterized as a heterogeneous, wireless, self-
organizing network with multi-hop transmission. In general there are wireless
links with relatively low bitrates and high error rates mainly due to wavy water
surface interacting with electromagnetic waves. Therefore, an important element
is to ensure the least possible bandwidth.

Reporting of measurements, that is, transporting of the collected data via the
network to the management stations, requires an additional traffic, which affects
the behavior of the network. In case of netBaltic system, it is important that the
monitoring system should provide supervision of all the network elements. This
means that the entire network should be monitored. Another important thing
is that the monitoring solution implementation should pose the least possible
overhead. Such assumptions stem from the nature of the network.

The aim of the netBaltic Project is to develop innovative mechanisms for self-
organizing heterogeneous wireless networks, allowing possibly fast data transfer
between vessels, ships and centers of storage and data processing, as well as the
public Internet access. Wireless data transmission at sea will improve the safety
of navigation through the realization of e-navigation services [10]. This project
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is being implemented by a consortium whose leader is Gdansk University of
Technology. The netBaltic system is intended to provide constant connectivity
with ships and vessels from the Internet. In case this is not possible, to provide
certain services operating in delay tolerant mode (e.g. maps updates, weather
forecast delivery, e-mail). It is important that the construction of the network
structure will be based on IPv6 protocol.

Due to the nature of the network and the characteristics of sea physics it
is essential to employ appropriate mechanisms for routing between nodes. The
priority is to minimize the consumption of bandwidth resources by both the
signaling (routing) and user data selection strategy, to avoid unnecessary trans-
mission. Hence, each netBaltic system node functions as a specialized router.

The routing solution proposed by the netBaltic Project consortium, is to use
two complementary routing protocols, i.e. proactive: TBRP (Tree-Based Rout-
ing Protocol) [12] and reactive: RM-AODV (Radio Metric Ad-hoc On Demand
Distance Vector) [12]. This combination of two complementary types of routing
can be called a hybrid routing. Such combination, known from the IEEE 802.11s
standard [13], is called Hybrid Wireless Mesh Protocol. TBRP routing protocol
employs a tree structure and does not provide full knowledge about the network
topology to each node. When TBRP routing does not guarantee knowledge of
the route between nodes, it is necessary to use the RM-AODV method, which
is a reactive routing protocol, used on demand.

3 Network Monitoring System Proposal

The bandwidth of NetBaltic system is extremely valuable and should be used
reasonably. For this purpose, this paper contains two different proprietary solu-
tions, both based on the mechanism of the additional IPv6 headers.

The first proposal for the monitoring system is called EHBMPVF (Extension
Header Based Monitoring Protocol version Forced), while the second proposal
is EHBMPvU (Extension Header Based Monitoring Protocol version Unforced).
Both solutions of transport monitoring data guarantee full network coverage [14].

3.1 EHBMPvVF Method

EHBMPvF monitoring works by sending special monitoring packets, which aim is
to visit specified list of nodes in a predefined sequence. The last address in the list
is the node from which the monitoring packet was sent. Single so-prepared package
allows to collect data from a certain number of nodes, depending on the data link
layer payload size and the size of monitoring data acquired from each node.

Monitoring messages can be sent at a specified time interval or on demand.
Monitoring is initiated from the network node that is monitoring center. The prin-
ciple of monitoring EHBMPVF is based on the additional routing header (type 0)
available in IPv6. This type of additional header, employing IPv6 addresses, allows
to define which network nodes packet has to traverse along its route.
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The mechanism of formatting lists of nodes’ addresses for packet monitoring
works in a similar way to the BFS (Breadth-First Search) tree (graph) — first the
nodes closest to the monitoring center are visited. As the TBRP proactive routing
protocol produces routing tables with just the number of hops to reach each node
(network prefix in general), this information is used to prepare the list of nodes to
visit in the specified order — from the closest to the most distant ones.

All of these routers’ addresses in the header must be visited in the specified
order, but other nodes may be visited on the way. To specify the list of nodes,
through which a monitoring packet is expected to traverse, it is necessary to use
information kept by the node that is the root of the tree, as it has information
about how to get to all the nodes assigned to it.

When a node receives such packet, it takes action aimed at checking whether
the node is the recipient of this message, i.e. the IPv6 datagram’s destination
address.

If it is not, the package is sent further, according to the route determined by
the routing mechanism. As there is the possibility that the node would not know
the route to the next node specified, the reactive routing protocol RM-AODYV is
used to find the route.

If the receiving node belongs to the list of specified addresses, it adds own
monitoring data to the received packet. The data is structured as in Fig. 1 and
belongs to the datagram payload.

TimeStamp Fragment Length Fragment ID

(32) (16) (16)

Fig. 1. The data structure placed in a package by the monitored node. In parentheses
is the length of the data fields in bits.

The fields” meaning is the following:

— TimeStamp — this field contains the time of transmitted data. Using a 32-bit
the information about the year (12 bits), month (4 bits), day (5 bits), hour
(5 bits) and minutes (6 bits) can be stored;

— Fragment Length — length in bytes of Data field (16 bits);

— Fragment ID — this is a field informing that the Data field carries only part
of the whole monitoring information. The value identifies the number of the
fragment. The value of 0 indicates that the data placed in the structure is not
fragmented (16 bits)

— Data — contains the collected data from a single node.

Along path traversal each such structure is added, successively one after another,
reflecting the order of nodes along the path specified in the header.
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Changing Network Conditions Mitigation. The EHBMPvF monitoring
uses the information contained in the TBRP root’s routing table of the tree,
which is updated in discrete time periods. Therefore there is possible situation
in which the node being on the list to visit, either loses the possibility to com-
municate, or fails completely, leading to the loss of even indirect communication
with off-shore infrastructure. This means that both the TBRP and RM AODV
protocols won’t be able to find the route. In such situation a modification of the
routing header should be made, by removing the node from the list and sending
the packet to the next node in the list.

Another undesirable situation that may occur, is when one of the nodes loses
packet with monitoring data as a result of an accident. To overcome this, the
TCP protocol is used for sending the monitoring packets for reliability. In case of
damaged link used in the created TBRP tree, besides using tree reconstruction
mechanisms, the other option is to perform RM AODV routing.

All these mechanisms are employed to ensure that the EHBMPvF monitor-
ing solution is resistant to changes in the network, i.e. upon a node failure, or
topology change, the monitoring will continue reacting to current conditions.

Network Coverage in EHBMPvVF. Each special packet sent by the monitor-
ing EHBMPvF contains the list of nodes to visit and to collect data from. The
network transfers this packet until each node listed adds its monitoring data,
and then the packet sent back to the monitoring center. The TCP protocol is
used for each step, which ensures that the transfer of packet is successful. In this
way the monitoring center obtains data from the specified part of the network
— the number of nodes is equal to the size of the address list.

Therefore, using the rule of deduction, it can be concluded that if one packet
allows for partial coverage of the network, then sending P packets with unique
node addresses on the list, the full network coverage can be achieved. This num-
ber is determined by the following formula:

P= hwﬂ , (1)

P — the required number of monitoring packets,

2 — total number of nodes to be monitored (value representing the size of the
routing table TBRP at the root of the tree),

w — the maximum size of payload data in the application layer of a single data-
gram in bytes,

z — the size of data collected from each node in bytes (the size should be shared
by all the nodes).

where:

The P value is calculated based on the current number of available network
nodes, taken from the routing table. Hence, the full network monitoring coverage
by the EHBMPvF method can be obtained, if and only if the monitoring center
sends P special packages.
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3.2 EHBMPvU Method

Collecting data from the nodes in the network using the EHBMPvU monitoring
method involves the use of existing users’ packets as the mean of transport. The
packet have to be addressed to the monitoring center’s IP address. One packet
allows to collect data from a certain number of nodes, depending on the size of
the data itself and available application layer payload space.

The rate of sending data depends on the frequency of nodes’ applications
communication. Monitoring is initiated by each node independently. The princi-
ple of operation in monitoring EHBMPvU is based on an additional new header,
named Monitoring Header, which aims to transport the data required for moni-
toring.

Adding data to the package is possible if and only of the three conditions
are met:

— packet must have a valid recipient. To reach the target data, it can only be
added to a packet, which will meet on its path the monitoring center node;

— the packet have enough space to add an additional header structure either
with the data or the data itself, if the header has been added by some previous
node along route;

— there must be the need to send monitoring data.

Monitoring Header and method of its placement in the packet is shown in Fig. 2.

Next Header = Segments Reserved

@) Count (3) (16) Reviead

Monitoring
Header

Fig. 2. Additional Monitoring Header and scheme of placing it in the datagram. In
parentheses is the lengths of the fields in bits.

The proposed Monitoring Header, which is shown in Fig. 2 has the four fol-
lowing fields:

— Next Header — identifies the next header following just after the Monitoring
Header. This field allows for compliance with the mechanism of the additional
headers in IPv6 (8 bits);

— Segments Count — determines the number of nodes, which added data to the
Monitoring Header. When adding data, increase this value (8 bits);
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— Reserved — field that was introduced to take into account possible future
modifications to this header. Currently it is being skipped during processing
(16 bits);

— Payload — field in which structure are added — contain data added by the
node, including monitoring data.

Figure 3 shows the data structure which is placed in the Monitoring Header.
Each new structure is included consecutively one by one.

IPv6 Node

Address TimeStamp Fragment Length Fragment ID

(32) (16) (16)

(128)

Fig. 3. The structure of the data placed in the Monitoring Header by the node. In
parentheses is the length of the data fields in bits.

Meaning of the fields of this structure is similar to the structure shown
in Fig.1 used by the EHBCMPvF method. There is an additional IPv6 Node
Address field at the beginning in the length of a single IPv6 address (128 bits),
which is used to identify the origin of the data. This field contains the IPv6
address of the node which added the data to the packet.

After adding the collected data to the packet, the node sends it towards the
monitoring center. Each packet which has an additional header can carry the
monitoring data from at least one node. The size of monitoring data depends on
meeting the three previously described conditions.

Changing Network Conditions Mitigation. The EHBMPvU monitoring
method is resistant to changes in the network, i.e. when a node failure occurs,
or it loses even indirect communication with offshore infrastructure, monitoring
will continue without this node. This is due to the fact that a damaged node has
no influence on the monitoring process of the other nodes in the network.

The only undesirable situation that may occur is when one of the interme-
diate nodes on the packet route towards the monitoring center lose packet with
monitoring data as a result of an accident. Such situation, however, is addressed
by the use of only TCP application protocol for piggybacking purposes. In case
of damaged link used in the created TBRP tree, besides using tree reconstruction
mechanisms, the other option is to perform RM AODV routing.

Network Coverage in EHBMPvU. Each node in the network operating
the EHBMPvU monitoring method is obligated to make an attempt to send
monitoring data in preconfigured periods of time. Prior sending the data all the
required datagram conditions have to be met, especially the destination address
and the available payload space.
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The use of just TCP segments ensures that the transfer of packet between
the nodes will be reliable. Finally, the packet reaches the target and monitoring
center receives monitoring data from at least one node. Using the rule of deduc-
tion, it may be concluded that if each node in the network behaves as described
above, full network coverage can be achieved. The worst case scenario requires
using the number of application packets equal to the number of nodes in the
network. The necessary number of packets can be specified as follows:

P<zx (2)

where:

P — required number of monitoring packets,
x — the number of nodes in the network.

4 Comparison of the Presented Methods with the Classic
Method of Monitoring

In order to determine the efficiency of two proposed methods for the netBaltic
system, the simulations was performed by using the devoted simulator [14] and
the results were compared to the typical monitoring use case — namely the SNMP
protocol. The latter was assumed to work in the send request and wait for
response mode of operation. Scalability, security and the overhead were taken
under consideration in the evaluation.

The amountof data generated by the tested methods of monitoring
WSNMP eEHBMPWU 4EHBMPVF
900000

800000
700000
600000
500000
400000

300000

The amount of data in bytes
|

200000
|

100000 Py L B 4 ® ® Py

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
Graf on June 6,2014. Hour:

Fig. 4. Comparing the amount of data generated by the methods EHBMPvF, EHBM-
PvU and SNMP (classic method).
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The experiment was performed on the data collected from the AIS system
by Baltica ship, dated on 6th June, 2014 [15]. The simulation was performed
for snapshots of ships’ positions taken in one hour intervals. Summary, which
provides information about numbers of nodes and links, as well as the sizes of
the root’s arrays of the trees (obtained by the TBRP protocol) for particular
hours, are shown in Table 1. The data for hours 19, 20 and 23 was unavailable,
because the node selected for the root of a tree in TBRP routing, did not contain
any record in its routing table. This is due to the fact that the data collected
by the AIS system by Baltica ship does not necessarily show all the ships in the
Baltic Sea region, because this system has limited range.

For each network snapshot, 15 iterations of the simulation were run during
which data transport methods used for monitoring were analyzed. The results,
which represent the total amount of generated data on all links of the network
are shown in Fig. 4.

Table 1. Hourly summary for number of vessels (nodes in the network) that have been
registered by the AIS.

Time Number |Number | The size of root’s
(hour) |of nodes |of links |routing table
0 124 3024 99
1 120 2604 116
2 121 3079 112
3 136 3427 134
4 135 3566 134
5 138 3382 136
6 139 3613 130
7 133 2559 126
8 75 685 67
9 60 352 54
10 57 237 47
11 68 339 58
12 64 306 58
13 70 395 64
14 63 281 55
15 59 253 52
16 60 268 45
17 50 200 38
18 54 279 47
21 58 271 47
22 66 371 59
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To perform monitoring using EHBMPvVFE method, the reactive routing RM-
AODV was used, due to the fact that the TBRP routing did not provide the
knowledge about the whole structure of connections in the network available at
each node. Therefore, the results of EHBMPvVF should be considered together
with the RM AODYV overhead.

The evaluation of EHBMPvF monitoring just without taking into account
the effect of RM-AODV protocol resulted in generating about 354% more data
on average in related to the EHBMPvU method. Comparing it with the classic
method gave on average about 61% more data. On the other hand, the classic
method generated on average about 233% more data comparing to the EHBM-
PvU method. Worth mentioning here is the fact, that typically SNMP monitoring
requires several send/receive operations for each OID separately. In our case it
was assumed to be a single request and single bulk response in the size of 128
bytes with monitoring data, which was equal for the other methods too.

The results taking into consideration the amount of data generated also by
the RM-AODV routing, it can be concluded that the EHBMPvFEF monitoring
required to genmerate on average about 17,600% of the data compared to the
EHBMPvU method and 4290% to the classic one. These are the worst case
values, because in typical scenario the network would also employ the RM-AODV
for application data routing, so it would reduce the number of on demand routing
calls dedicated purely to monitoring requests, thereby reducing the total amount
of data generated.

Scalability is a very important feature, which allows to assess whether the
future system expansion has a chance to succeed or fail. Analyzing the results
obtained in simulation environment, it was agreed that the EHBMPvU scales
much better than EHBMPvF monitoring. The classic method for network moni-
toring, known as send a request and wait for the response, is a popular solution,
but for the tested networks, it generated on average about 230% more data
compared to the EHBMPvU.

The actual, precise time consumed for collecting data from the whole network
(using presented monitoring methods) is impossible to determine, because of
multitude of factors that may run in parallel in the real system. However, this
time can be estimated.

In the case of EHBMPvF implementation, the duration of the monitoring
process consists of the time required for propagation of special data packets over
the network and delays related to the need for on demand RM-AODV routing.
The more times the RM-AODV on demand routing is called, the more total time
is required for EHBMPvF monitoring.

However, in the EHBMPvU method, besides the time associated with the
propagation of packets from a node to the monitoring center, significant influence
has the time to wait for the right TCP packet. The probability of occurrence an
appropriate packet (which can be used to transport the collected measurement
data) at the node at time T after the occurrence of the request specifying the
need to send the collected data can be represented by the equation:

~

T R
P(A) :P(Y)/O p(x)d:c/l h(z)dz (3
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where:

P(A) — the probability of an event A, the occurrence of the proper packet;
P(Y) — the empirical probability of (derived from statistical surveys) the event
y, where y event states that the packet is either addressed to the monitoring
center or has it along its route;

p(x) — empirical probability distribution, which specifies the possibility of passing
through or sending the packet by the node, where x is the packet arrival time;
T — time in which the proper packet occurs;

h(z) — empirical probability distribution which define the probability of a packet
that has a specified size of data field of link layer protocol, where z is the size of
the data field;

R — maximum size of the data field, decreased by size of added monitoring data.

The monitoring time in the classic version of the monitoring depends only on
the delay associated with the propagation of data packets from the monitoring
center to a node, and then back to the monitoring center.

The proposed EHBMPvU monitoring mechanism is not transparent to the
devices in the network, as it requires all devices to support the use of the proposed
additional IPv6 header mechanism. If all the nodes in the network have to be moni-
tored, this means that all the nodes must be able to recognize and process the addi-
tional monitoring header. Otherwise the packet is discarded by the router, because
the node will not know what to do with such header. In case of the EHBMPvF
mechanism, these issues looks different, because the Routing Header (Type 0) is
described in IPv6 [16], but for safety reasons, in the year 2007, the Routing Header
(Type 0) was withdrawn and marked by status of disapproval (deprecated) [17].
Therefore, it may not be supported by the routers. This is due to the fact that this
header can be used to perform DoS (Denial of Service) attacks. The issue has been
solved by introducing Routing Header Type II [18].

In the context of the necessary requirements to perform monitoring, one
should keep in mind the resources of devices in the network. The described
monitoring solutions require the ability to parse, process and send monitoring
data, so routers must have sufficient processing power to perform these tasks,
along with the other functions implemented in router. The busiest router is node
which is the monitoring center, because it collects data from all nodes in the
network. In the EHBMPvF method it is also responsible for sending requests
for collecting data. To send such packets, the router must perform additional
calculations associated with the optimization of the number of required packets
and must allocate a list of addresses to visit for each packet. The EHBMPvF
mechanism uses the RM-AODV on demand routing, which generates additional
traffic in the network and load to the nodes.

Hardware requirements for the classic method of monitoring are similar to
what EHBMPvU requires — the processing of monitoring data.

Security of collected data is also important as they should be kept confidential
and integral. To ensure these requirements, the use of IPsec (Internet Protocol
Security [19-21]) security suite is recommended in the netBaltic Project.
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5 Summary

To summarize the presented characteristics in Table2, one can come to the
conclusion that the best solution is to use EHBMPvU monitoring, which is well
scalable, provides full coverage in a short time, has small requirements and is
secured by the means for confidentiality and authenticity. The only problem
which may occur is the case when the application traffic characteristics would
a node require to wait long for the correct data packet. In the extreme case
where the traffic would be strictly limited or the total lack of it, the realization
of EHBMPvU monitoring would not be possible.

Knowing the characteristics of the traffic the probability of sending monitor-
ing data by each node can be estimated — after an event triggering this process
(at certain time or in the response to the identified event in the network).

EHBMPvU method should be used in networks where the characteristics of
the existing traffic does not cause unacceptable delays in providing data used for
monitoring. Longer delays may cause that the transmitted data can be regarded
as outdated.

The classic method of monitoring is the best choice if the network to be
monitored has an unacceptable traffic characteristics to use by the EHBMPvU
solution.

Table 2. Comparison of the characteristics of the analyzed monitoring methods.

EHBMPvEF EHBMPvU Classic
monitoring

Scalability n=1 n=1,2,34,5 n=1,2, 3,4

rating

(10™ nodes)

Full network | Yes Yes Yes

coverage

Real time to | From a few From a few From a few to

complete milliseconds to several | milliseconds to several | hundreds of

network minutes, hours — minutes, hours — milliseconds,

coverage depending on the depending on the depending on
characteristics of the |characteristics of the |the size of the
existing network existing network network
traffic traffic

Hardware Support monitoring Support monitoring Support

requirements | traffic and RM-AODV | traffic monitoring

(the number traffic

of operations

performed)

The security Yes Yes Yes

of transmitted

data
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Alternatively, you can use a hybrid solution using the classic method of mon-
itoring wherever the characteristics of traffic does not allow for acceptable time
to provide data to the monitoring center and EHBMPvU where the time is
acceptable.

The choice of monitoring method for netBaltic system requires testing the
characteristics of mobility. Then and only then it will be possible to unambigu-
ously identify the best monitoring method for this type of network. However,
yet at this early stage of testing, the EHBMPvVFEF method can be rejected due to
very large overhead related to monitoring.
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