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Abstract. In the paper, the problem of determining the optimal com-
munication structure (communication routes) for wireless or wired data
communication networks with predefined structure of usable communica-
tion links was considered. The procedure of determining such structure,
which is based on identifying and comparing of selected characteristics
of the dendrites describing the network nodes and communication links,
was developed. The correctness of the method has been confirmed by
results obtained by comparative simulation studies of different commu-
nication substructures (dendrites). Simulation tests were prepared and
implemented in Riverbed Modeler environment.
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1 Introduction

Determining the optimal communication structures is the issue raised in many of
research works focused on improving the reliability, performance, and usability
of transmission systems (multiprocessor systems, military computer networks -
wired and wireless networks of stationary or mobile nodes). A lot of research
focuses on the problems with networks of the hypercube structure and on the
problems with location and relocation of network resources ([1–7]). In the era of
IoT (Internet of Things), results of research on “energy-efficient” communication
structures, prolong the life time of the network with battery-powered nodes, are
particularly important ([8–10]). The work is focused on developing new routing
protocols, effective medium access protocols, selecting of nodes collecting and
processing information from other nodes, constituting the catchment informa-
tion nodes (sink nodes), meeting points nodes (rendezvous points) or acting as
coordinator nodes ([10–14]).

In this paper we introduce a centralized procedure for determining the optimal
communication structure. The result of the procedure is the shortest path tree with
the root in the specific node. We abstract from considering the role this node can
play (server, coordinator, collector of information from other nodes). We assume
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for example, as many articles on the same topic, that indication and use “our” opti-
mal communication structure in a network of wireless nodes, will result in reduc-
ing the number of packets generated by the nodes and exchanged between nodes,
thereby limiting power consumption and increase the life of network.

Our procedure for determining the optimal communication structure is cen-
tralized and we hope that it is universal, on the assumption that we will be able
to assess, based on various parameters (bandwidth of transmission channels,
delays, packets lost, etc.), the functioning of the network (wireless or wired) at
a given moment. We have assumed that we will get information about routing
and quality of communication connections (from sensors testing communication
channels). On this basis, we will be able to give an optimal (probably subop-
timal) communication structure resulting from the use of the best communi-
cation routes (dendrite of the best routes). These routes can then be entered
(distributed) into the configuration files of network devices. In our opinion, a
centrally determined suboptimal communication structure, considering not only
the number of hops from the source to the destination (in our procedure only this
characteristic has been taken into account), but also other important parameters
and regardless of the routing protocol used (whether for wired or wireless net-
works) will have a positive effect on the functioning of the network (minimizing
delays, energy consumption by communication nodes, etc.). We also assumed
that the analyzed network is rather small (cluster of whole network) and in our
assumptions it’s size is limited to ten nodes.

The paper is organized as follows. In Sect. 2, basic definitions were intro-
duced. The calculation of attainability for exemplary structures were presented.
In Sect. 3, the proposal of the method and the algorithm of determining opti-
mal communication structure was presented. In Sect. 4, the results of simulation
tests for proposed method verification were described. In Sect. 5, some conclud-
ing remarks were presented.

2 The Basic Definitions

Definition 1. The structure of a network is described by coherent ordinary
graph G = 〈E,U〉 (E – set of network nodes, U – set of bidirectional com-
munication link).

Let d (e, e′ |G ) be the distance (the number of hops) between nodes e and e′

in a coherent graph G, that is the length of the shortest chain (in the graph G)
connecting node e with the node e′.

Let r (e|G) = max
e′∈E(G) d ((e, e′) |G ) be the radius of a node, and D (G) =

max {d (e′, e′′ |G ) : {e′, e′′} ⊂ E (G)} be the diameter of a graph G. The radius
of node e is the largest number of hops from node e to any other node of G. The
diameter of G is the largest radius in G.

Denote by E(d) (e|G) = {e′ ∈ E (G) : d (e, e′ |G ) = d} for d ∈ {1, . . . , D (G)} ,
and by

ς (e |G ) = (ς1 (e |G ) , . . . , ςr (e |G )) (1)

for ςd (e |G ) =
∣
∣E(d) (e |G )

∣
∣.
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Definition 2 [6]. Let ϕ (e |G ) =
∑

e′∈E(G)

d (e, e′ |G ) for e ∈ E (G) be attainability

of the node e in the network G and Φ (G) =
∑

e∈E(G)

ϕ (e |G ) be attainability of

the network G.

Using (1) we have

ϕ (e |G ) =
r(e|G )
∑

d=1

dςd (e |G ) .

Definition 3 [7]. Let T = 〈E,U∗〉 be the dendrite i.e. such coherent acyclic
partial graph of G that:

∃ 〈e′, e′′〉 ∈ U =⇒ 〈e′, e′′〉 ∈ U∗ ⇐⇒

⇐⇒ [(d (ei, e′) 	= d (ei, e′′)) ∧ d (e′, e′′) = 1]

for r (ei) = min
e∈E(G) r (e).

Denote by T (e) for e ∈ E(G) the set of all possible dendrites determined for
node e.

Let Φmin (T (e)) = min
t∈T (e)

∑

e∈E(t)

ϕ (e |t ) be the value of minimal attainability

for T (e).
The dendrite T is a base to determine the communication structure of G.

The algorithm for determined dendrite T is presented in [7]. The method and
the algorithm for determined the optimal communication structure based on the
dendrites determination is presented in Sect. 3.

3 The Method and the Algorithm for Determining
the Optimal Communication Structure

The method consists of fourth stages. In the first stage for G, as the first node
we choose a node that r (e |G ) = min

e′∈E(G) r (e′) or ϕ (e |G ) = min
e′∈E(G) ϕ (e′). In the

second stage for the chosen node we determine all possible dendrites T (e) for
e ∈ E (G). In the third stage, for each dendrite determined in the second stage,
the value of attainability Φ (T (e)) is calculated. In the fourth stage, based on
the attainability calculated in the third stage, the dendrite T , which is an opti-
mal communication structure satisfying the condition Φmin (T (e)) is determined.
Based on the presented method the algorithm for determining the optimal com-
munication structure was developed.

The algorithm for determining the optimal communication structure.

Step 1. (first stage)
Calculate r (e |G ) and ϕ (e |G ) for e ∈ E (G).
Choose a node e∗ ∈ E (G) such that r (e∗ |G ) = min

e′∈E(G) r (e′) or
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ϕ (e∗ |G ) = min
e′∈E(G) ϕ (e′).

Selected node ei will be a central node of G.
Step 2. (second stage)

For the chosen node e∗ determine set T (e∗), wherein r (e∗|T ) = r (e∗|G) .
Step 3. (third stage)

Calculate Φ (t (e∗)) for t ∈ T (e∗).
Step 4. (fourth stage)

Choose a dendrite t such that Φ (t) = min
t′∈T (e∗) Φ (t′).

Step 5.
The end of the algorithm.

For illustrating the algorithm’s operation, consider the following example.

Example 1. Let the structure G1 (presented in Fig. 1) be the basis for deter-
mining the optimal communication structure.

Fig. 1. An exemplary communication structure G1

In the first step of the presented algorithm, the radius and the attainability
for each node of G1 must be calculated. In the Table 1 the results of calculating
radius (A) and attainability (B) of G1’s nodes are presented.

Table 1. The results of determining the radius (A) and the attainability (B) of G1

A B

e ∈ E (G1) r (e |G1 ) e ∈ E (G1)/d (e, e′ |G1 ) 1 2 3 4 ϕ (e, G1)

e0 3 e0 3 3 2 0 15

e1 2 e1 4 4 0 0 12

e2 4 e2 2 3 2 1 18

e3 3 e3 3 3 2 0 15

e4 3 e4 2 3 3 0 14

e5 4 e5 2 3 2 1 18

e6 3 e6 4 3 1 0 13

e7 4 e7 2 4 2 0 16

e8 4 e8 2 4 2 0 16
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Next, the node with a minimal radius or (if nodes with a minimum radius
value is more) the node with a minimal attainability is chosen. In the case of G1,
the node with the minimal radius, and minimal attainability is node e1. In the
next step, for chosen node e1, the algorithm determines the set T (e1) (presented
in Fig. 2) of possible dendrites and calculates the attainability (presented in
Table 2) for all of them.

Fig. 2. The set T (e1) of possible dendrites of the e1 node

The algorithm, as the optimal communication structure TOPT for G1, choses
the dendrite t15 shown in Fig. 3.

Fig. 3. The optimal communication structure TOPT for G1

In Table 3 the results of calculating radius (A) and attainability (B) of TOPT

are presented.
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Table 2. The attainability for dendrites of set T (e1)

ϕ (e)/T (e1) t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16

ϕ (e0) 17 17 15 17 15 15 15 15 17 17 17 17 19 19 19 19

ϕ (e1) 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12

ϕ (e2) 24 24 22 24 22 22 22 22 24 22 20 22 24 22 24 22

ϕ (e3) 17 19 19 17 20 17 17 19 17 15 17 15 17 15 17 15

ϕ (e4) 17 18 19 19 17 17 19 19 17 19 19 17 17 19 19 17

ϕ (e5) 24 24 22 22 24 24 24 22 24 24 22 24 24 22 20 24

ϕ (e6) 17 15 15 15 17 19 17 15 17 17 15 19 15 15 13 17

ϕ (e7) 24 22 22 22 22 22 22 22 24 24 24 20 22 22 20 24

ϕ (e8) 24 22 22 24 24 24 24 22 24 22 22 22 22 22 20 22

Φ (T (e1)) 176 173 168 172 173 172 172 168 176 172 168 168 172 168 164 172

Table 3. The radius (A), and the attainability (B) of TOPT

A B

e ∈ E (TOPT ) r (e |TOPT ) e ∈ E (TOPT ) / d (e, e′ |TOPT ) 1 2 3 4 ϕ (e, TOPT )

e0 3 e0 1 3 4 0 19

e1 2 e1 4 4 0 0 12

e2 4 e2 1 1 3 3 24

e3 3 e3 2 3 3 0 17

e4 3 e4 1 3 4 0 19

e5 4 e5 1 3 3 1 20

e6 3 e6 4 3 1 0 13

e7 4 e7 1 3 3 1 20

e8 4 e8 1 3 3 1 20

Φ (TOPT ) 164

4 The Results of Simulation Studies

Simulation studies have been realized in Riverbed Modeler environment. The
verification of method proposed and described in Sect. 3 was carried out in a
wired network environment (due to the rapid and easy modeling of many network
structures).

In this subsection, we present results for the procedure verification for T (e1)
set of dendrites. From section Sect. 3 we know that the best communication
structure for these set is t15 (TOPT for G1).

The conducted simulation tests certainly do not serve to verify the design
of any network. The tests were to authenticate the procedure for determining
the optimal communication structure. We decided that the simulation model
does not have to be or even should not be a model fully adequate to the real
network. We assumed that it would be acceptable to design any communication
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system with the minimal number of network services. We set the LAN model
with an unspecified shape of network traffic and the selected http service. In
our case, when assessing the impact of the routing method (corresponding to
the chosen subgraph) on how the chosen service works, we decided that it would
be the best solution, with transparent results. Therefore, we only took care of
the homogeneity of links and network devices. What was important for us is
that in the randomness of generating network streams and the randomness of
client-server connections, the simulation results confirm the correctness of the
theoretical arguments.

All dendrites were modeled as computer networks with routers with attached
LAN segment and servers. Routers play a role of a dendrite’s node. For example,
the network topology of the single scenario (single dendrite) was shown in the
Fig. 4.

Fig. 4. Network topology for single simulation scenario

Workstations within LAN segments (ten workstations in each segment) were
functioning as the server’s clients. The basic server’s service was http server
(quite enough to carry out research), with standard application [15]. Communi-
cation links bandwidth was set to 1,5 Mb/s.

We performed some tests with other settings of network traffic generators
and the number of tcp clients in each network segments (to saturate network
links), but the obtained results for the characteristics chosen by us (number of
hops and delay for tcp transmission) were comparable, i.e. have indicated the
communication structure chosen by the procedure, so we gave up the detailed
description of each experiments by selecting a representative one.

Selected results (for set T (e1) of dendrites), confirming the correctness of
the procedure for determining the optimal communication structure are shown
in the figures below.
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We used two important characteristics (in our opinion sufficient at this stage
of research). The first of them was global average Number of Hops (representing
an average number of IP hops taken by data packets reaching at a destination
node) and the second, average TCP Delay (representing delay of TCP packets.
This value is measured from the time an application data packet is sent from the
source TCP layer to the time it is received by the TCP layer in the destination
node for all connections).

We knew which communication structure for each set of dendrites is optimal
and we were looking for confirmation of the correctness of calculations performed
earlier. The collected results looked like this from Fig. 5. Figure illustrates aver-
age Number of Hops for the best dendrite t15 (the lowest drawn line) against
results for selected three other dendrites.

Fig. 5. Average Number of Hops for selected dendrites

Complete results, in the form of a bar chart, for all dendrites from set T (e1) are
presented in Fig. 6. The highlighted bar (No 15) refers to the best structure t15.

Fig. 6. Average Number of Hops for all dendrites of T (e1)

Similarly, for all dendrites from the selected set, average TCP Delay was
measured. The results are presented in Fig. 7.
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Fig. 7. Average TCP delay (in seconds) for TCP-based services

Results of simulation studies (we expected the lowest values of Average Num-
ber of Hops and Average TCP delay for TCP-based services) confirmed the cor-
rectness of the developed method of determining the optimal communication
structure, determined analytically in section Sect. 3.

5 Summary

Correctness of developed method and its usefulness for determining optimal
communication structure was confirmed by simulation tests. In analytical cal-
culations two essential characteristics, number of hops and attainability, were
used. According to our expectations, in simulation tests you could also use other
characteristics, reflecting real condition of the network (in our study we used
only TCP delay, but it was quite enough to confirm the correctness of analytical
argumentations). The authors believe that the developed method can be used to
determine the optimal structure also in wireless networks (for example to extend
its life or for the efficient collection of information from wireless nodes). In the
nearest future we plan to investigate the impact of such a network monitoring
procedure with a periodically scheduled routing plan on how a specific network
of wireless nodes works.

At this stage, for a small communication structure, complexity of the devel-
oped algorithm was not calculated. Our observations show that the efficiency of
the algorithm depends on the number of nodes, the structure diameter and the
radius of the node for which dendrites were determined. Currently, calculations
are performed on a PC and it does not matter the memory usage and CPU load.
We notice the need to modify the procedure (to be fast and not burdening the
system) if it is going to be implemented by a wireless network node.
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8. Niewiadomska-Szynkiewicz, E., Kwaśniewski, P., Windyga, I.: Comparative study
of wireless sensor networks energy-efficient. J. Telecommun. Inf. Technol. (2009)

9. Jindal, A., Liu, M.: Networked computing in wireless sensor networks for structural
health monitoring. In: IEEE/ACM Transactions on Networking (TON) (2012)

10. Brindha, L., Muthaiah, U.: Energy efficient mobile sink path selection using a
cluster based approach in WSNs. Int. J. Innov. Res. Comput. Commun. Eng. 3(3)
(2015)

11. Erzin, A.I., Plotnikov, R.V.: Using VNS for the Optimal synthesis of the commu-
nication tree in wireless sensor networks. Electron. Notes Discrete Math. 47, 21–28
(2015)

12. Rekha, G., AjeethaKumari, A.S.: High data aggregation in wireless sensor networks
using Rendezvous-Drina. Int. J. Emerg. Technol. Adv. Eng. 4(6), 139–144 (2014)

13. Ghotra, A., Soni, N.: Performance evaluation of ant colony optimization based
rendezvous leach using for mobile sink based WSNs. Int. J. Eng. Res. Dev. 11(07),
43–49 (2015)

14. Baby, S., Soman, M.: Rendezvous based techniques for energy conservation in
wireless sensor networks - a survey. J. Netw. Commun. Emerg. Technol. (JNCET)
3(3) (2015)

15. Sethi, A.S., Hnatyshin, V.Y.: The Practical OPNET User Guide for Computer
Network Simulation. Chapman and Hall/CRC, Boca Raton (2012)

https://doi.org/10.1007/978-3-319-07013-1_13
https://doi.org/10.15439/2014F159

	The Method of Determining the Optimal Communication Structure
	1 Introduction
	2 The Basic Definitions
	3 The Method and the Algorithm for Determining the Optimal Communication Structure
	4 The Results of Simulation Studies
	5 Summary
	References




