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Foreword

It has been more than a decade and a half since the first set of research papers on
wireless sensor networks came out in the early 2000s. Academic research through
the 2000s and 2010s has addressed many problems in the area rather comprehen-
sively—from communication and routing protocols to time synchronization and
localization, many problems that once appeared wide open have a number of
practical and efficient solutions that can be used by practitioners.

Another transformation that has occurred in this time is that researchers have
figured out how to place the problems of sensor networks within the broader
context of large-scale cyber-physical systems and the Internet of Things. And
entirely new areas of research have started to emerge, such as wireless charging,
robotic wireless sensor networks, vehicular networks, and drone swarms.

Mission-Oriented Sensor Networks and Systems: Art and Science is a first-rate
two-volume book with a collection of chapters contributed by experts, which
provide not only a broad overview of many of the mature topics in this field but also
a thorough introduction to some of the newer areas of inquiry. It is truly an out-
standing contribution to the literature that owes much to the diligent efforts of
Professor Habib M. Ammari from Texas A&M University-Kingsville, who has
single-handedly edited both volumes.

As indicated in its title, a running theme through the book is a consideration of
mission-critical applications where the dependability and security issues of sensor
networks must be given significant attention. After an introduction, the book begins
with an exploration of these mission-critical issues, from communication and
routing perspectives, in Part I (Chapters “Autonomous Cooperative Routing for
Mission-Critical Applications”, and “Using Models for Communication in Cyber-
Physical Systems”).

Part II of the book explores ideas at the transition to the Internet of Things, with
Chapters “Urban Microclimate Monitoring Using IoT-Based Architecture”,
“Models for Plug-and-Play IoT Architectures”, and “Digital Forensics for IoT and
WSNs” addressing topics from microclimate monitoring to localization, while these
topics have been at the heart of sensor networking research since the beginning.
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The shift toward IoT has highlighted the design of more ambitious applications
often spanning large areas and the use of wide-area networks.

Another aspect of interest in this domain has been the development of crowd-
sensing applications in the context of smart cities, treated in Part III. Developing
appropriate incentives for users contributing data remains an area with significant
open questions.

Part IV looks at wearable computing, which has been a trend on the rise for IoT
systems intended to be able to collect relevant meaningful information about and
from individuals that is relevant for many applications, while Part V of the book
looks at novel approaches to wireless charging and how they can be integrated with
real applications. Part VI of the book turns to providing an overview of robotic
wireless sensor networks, which bring to the fore new challenges and opportunities
associated with the added dimension of (often, decentrally) controlled mobility.
Finally, last but not the least, the seventh and final part focuses on reliability,
security, and interference mitigation.

These chapters collectively point to some of the most cutting-edge topics in
sensor networks today. I believe the prospect is bright for further enhancements and
developments, particularly as IoT and dependable cyber-physical systems become
an increasingly bigger part of smart city operation.

As one example of ongoing academic work relevant to sensor networks, at the
University of Southern California, together with my students and collaborators, I
have been exploring the design of IoT data marketplaces for smart cities. In such
marketplaces, buyers and sellers of data from IoT devices can interact with each
other systematically over an economic layer. We have also been exploring how
blockchain technologies can provide an additional layer of trust, robustness, and
ultimately decentralization, compared to traditional approaches. And finally, we
have been exploring how distributed computing and networked robotics systems
can be developed from the ground-up.

Something we are likely to see going ahead in this field is a greater focus on
systems rather than just algorithmic components or building blocks, and as these
systems develop and need to scale in a heterogeneous and distributed manner, there
will be new challenges such as the problem of interoperability and others. These
will provide opportunities for corresponding solution techniques to be developed by
researchers. Sensor networking as a whole is going to remain a relevant subject for
years to come. This book is making a valuable and timely contribution in helping
researchers catch up quickly with the latest advances in various aspects of the field.

Los Angeles, USA
October 25, 2018

Bhaskar Krishnamachari
Professor and Director

Center for Cyber-Physical Systems
and the Internet of Things

Viterbi School of Engineering
University of Southern California
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Introduction

Habib M. Ammari

Imagination is more important than knowledge. For knowledge
is limited, whereas imagination embraces the entire world,
stimulating progress, giving birth to evolution.

Albert Einstein, (1879–1955).

1 Mission-Oriented Sensor Networks and Systems: Art
and Science

The fast advances in both inexpensive sensor technology and wireless communica-
tions over the last two decades have made the design and development of large-scale
wireless sensor networks cost-effective and appealing to a wide range of mission-
critical situations. These include area monitoring (e.g., deploying sensors for enemy
intrusion detection, as well as geo-fencing of gas, oil pipelines, or work area), health-
care monitoring (e.g., using implanted, wearable, or environment-embedded sensors
for medical applications), environmental/earth sensing (e.g., using sensors for mon-
itoring air pollution and water quality, as well as detecting forest fire and landslide),
industrial monitoring (e.g., deploying sensors for monitoring machine health, data
center, data logging, water and wastewater, and structural health), to name a few.

Wireless sensor networking has attracted the attention of numerous practitioners
and researchers from both industry and academia. These types of networks consist of

H. M. Ammari (B)
Wireless Sensor and Mobile Ad-hoc Network Applied Cryptography Engineering
(WiSeMAN-ACE) Research Lab, Department of Electrical Engineering and
Computer Science, Frank H. Dotterweich College of Engineering,
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2 H. M. Ammari

a collection of tiny, resource-limited, low-reliable sensing devices that are randomly
or deterministically deployed in a field of interest to monitor a physical phenomenon
and report their results to a central gathering point, known as sink (or base station).
These tiny sensing devices suffer from their scarce capabilities, such as bandwidth,
storage, CPU, battery power (or energy), sensing, and communication. In particular,
the constrained power supplies of the sensors shorten their lifetime and make them
unreliable.More precisely,mission-oriented sensor networks and systems are viewed
as time-varying systems composed of autonomous (mobile) sensing devices (e.g.,
using mobile robots) that collaborate and coordinate distributedly to successfully
accomplish complex real-time missions under uncertainty. The major challenge in
the design of mission-oriented sensor networks and systems is due to their dynamic
topology and architecture, which is caused mainly by sensing devices mobility. The
latter may have significant impact on the performance of mission-oriented sensor
networks and systems in terms of their sensing coverage and network connectivity.
In such continuously dynamic environments, sensing devices should self-organize
and move purposefully to accomplish any mission in their deployment field while
extending the operational network lifetime. In particular, the design of mission-
oriented sensor networks and systems should account for trade-offs between several
attributes, such as energy consumption (due to mobility, sensing, and communica-
tion), reliability, fault tolerance, and delay.

Mission-oriented sensor networks and systems have been able to attract the atten-
tion of numerous people from scientific communities in both academia and industry.
Indeed, a large number of related innovative research papers to solve challenging
problems have been published in high-quality journals, conferences, and workshops.
Given the importance of this area of research, I found it is essential that an up-to-date
book on the abovementioned topics be provided to our sensor networks and systems
research community. This book series, titled “Mission-Oriented SensorNetworks and
Systems: Art and Science”, includes two volumes, namely, Volume 1 and Volume 2,
whose titles are as follows, respectively,

• Mission-Oriented Sensor Networks and Systems : Art and Science—Foundations
• Mission-Oriented Sensor Networks and Systems : Art and Science—Advances

These two books have been assembled with a goal to address challenging and/or
open research problems in traditional as well as new emerging areas of research in
mission-oriented sensor networks and systems, including sensor networking, cyber-
physical systems, and Internet of things, to name a few. It is worth mentioning that
all the book chapters in both volumes have been written as comprehensive review
of the state-of-the-art and state-of-the-practice of their associated topics. Precisely,
each book chapter is either a survey of existing work in the literature, or a survey
with emphasis on the related research done by their corresponding authors. In either
case, every book chapter presents a thorough review of the underlying theoretical
foundations, along with in-depth overview of the proposed approaches.

This book relates to the second volume, i.e., Mission-Oriented Sensor Networks
and Systems : Art and Science—Advances. It focuses on advances inmission-oriented
sensor networks and systems, including nonconventional sensor networks and sys-
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tems, which are not covered in the first volume. Thus, the second volume of this series
deals with advanced topics in mission-oriented sensor networks and systems, such
as cyber-physical systems, Internet of things (IoT), crowdsensing, wearable comput-
ing, robotics, and wireless charging systems. For instance, cyber-physical systems
(CPSs) have emerged as a promising technology to provide a bridge between the
physical and cyber worlds, where sensors, actuators, and embedded devices are net-
worked to sense, monitor, and control the physical world. Several applications of
CPSs, such as health care, transportation, and rescue applications, have been devel-
oped. Note that all of these CPSs applications leverage the data gathered by sensors
in order to bridge between the physical and cyber worlds. Following Albert Ein-
stein’s above-quoted-wise approach of being imaginative, all the book chapters in
this second volume emphasize real systems that can be designed mainly based on
sensors. These book chapters include up-to-date research work spanning various
topics in mission-oriented sensor networks and systems, such as autonomous coop-
erative routing formission-critical applications, communication ofmodels andmodel
updates as new paradigm in communication, IoT-based architecture, models for IoT
architectures, digital forensics, dependable wireless communication in IoT, local-
ization in IoT, mobile crowdsensing systems, smart cities, privacy and security in
wearable computing, wireless transfer of energy, robotics, middleware for robotics,
interference mitigation, radiation control, and encryption. Most of these major top-
ics can be covered in an advanced course on mission-oriented sensor networks and
systems. I believe that this book will be an excellent reference for graduate as well
as senior undergraduate students who are majoring in computer science, computer
engineering, electrical engineering, data science, information science, or any related
discipline. Furthermore, this book will a great source of information for computer
scientists, researchers, and practitioners in academia and industry. I really hope that
all readers will find this book very useful, nicely written, clear, exciting, and fasci-
nating. My ultimate goal is that all users of this book will enjoy reading it and using
it for any of their favorite research topics, as much as I enjoyed editing it.

2 Book Organization

This book consists of seven parts, each of which has two to four chapters. Next,
we provide a short description of each part through a brief summary of each of its
chapters.

In Part 1, titled “Mission-Critical Applications and Cyber-Physical Systems”,
Chapter “Autonomous Cooperative Routing for Mission-Critical Applications” dis-
cusses autonomous cooperative routing for mission-critical applications. It presents
the underlying networking challenges and practical remedies for this type of rout-
ing. Also, it shows that autonomous cooperative routing outperforms other rout-
ing schemes. Chapter “Using Models for Communication in Cyber-Physical Sys-
tems” describes a new paradigm in communication, which utilizes communication
of models and model updates instead of raw sensed data. Then, it demonstrates the
effectiveness of the model-based communication using the example of a vehicular
cyber-physical system.
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In Part 2, titled “Internet of Things”, Chapter “Urban Microclimate Monitoring
Using IoT-BasedArchitecture” presents various aspects related to Internet of Things-
based sensor node development for urban microclimate monitoring. It emphasizes
software development, relevant methodologies, hardware modules, and platforms.
Chapter “Models for Plug-and-Play IoT Architectures” reviews plug-and-play archi-
tecture along with its corresponding components. Then, it presents a survey of the
most important models that feature the capabilities of this type of architecture.
Chapter “Digital Forensics for IoT and WSNs” describes digital forensics chal-
lenges in the Internet of Things and wireless sensor networks environments. Also,
it analyzes available solutions to overcome some of those challenges from different
perspectives. Chapter “DependableWireless Communication and Localization in the
Internet of Things” surveys methods to increase the dependability of the Internet of
Things. It provides a comprehensive treatment of dependability issues across multi-
ple layers, from signal processing, over microwave engineering, to networking. Also,
it proposes to use a switchable ultra-wideband antenna system to enhance commu-
nication and localization in the Internet of Things. Moreover, it shows its potential
for multipath-resolved positioning.

In Part 3, titled “Crowdsensing and Smart Cities”, Chapter “User Incentivization
in Mobile Crowdsensing Systems” identifies basic design issues of mobile crowd-
sensing systems and investigates some characteristic challenges. Chapter “Vehicular
Ad Hoc/Sensor Networks in Smart Cities” introduces vehicular networks and their
challenges. Then, it discusses some existing routing protocols for vehicular networks.
Also, it describes some vehicular sensor applications in smart cities.

In Part 4, titled “Wearable Computing”, Chapter “AnOverview ofWearable Com-
puting” provides a high-level user-oriented overview of wearable computing. Also,
it gives a historical view of wearable computing devices, beginning with an abacus
ring from the seventeenth century and progressing to modern wearable computing
devices. Then, it discusses the lessons learned from this history and their implications
for future wearable devices. Chapter “Wearables Security and Privacy” discusses
security and privacy problems with wearable devices. It describes the components
in wearables, such as sensors, processors, software, and communications, and high-
lights the security issues related to wireless protocols, vulnerabilities, and privacy.
Chapter “Wearable Computing and Human-Centricity” focuses on the principles of
human-centric design, which have been used in the context of wearable comput-
ers. Those traditional concepts of human-centric computers need to be defined in
an adaptable framework. Indeed, wearable devices introduce an additional set of
requirements to those traditional concepts. This chapter shows that human centricity
is one of the major challenges to the ubiquity and future success of wearable devices.

In Part 5, titled “Wireless Charging and Energy Transfer”, Chapter “Wireless
Transfer of Energy Alongside Information in Wireless Sensor Networks” explores
techniques to simultaneously deliver energy alongside information during wireless
communications. It presents mechanisms to consolidate energy and information
transfer in wireless sensor networks. Also, provides an experimental evaluation of
the proposed iPoint communication system, which includes novel communication
protocols and optimization techniques to ensure efficient delivery of energy and infor-
mation. Chapter “Efficient Protocols for Peer-to-Peer Wireless Power Transfer and
Energy-Aware Network Formation” investigates interactive, “peer-to-peer” wireless



Introduction 5

energy exchange in populations of resource-limited mobile agents, without the use
of any special chargers. Then, it discusses protocols that address energy balancing
between agents, and distributively forming a network structure with an appropriate
energy distribution among the agents. Chapter “Next-Generation Software-Defined
Wireless Charging System” introduces an architecture for next-generation wireless
charging systems, called DeepCharge, which realizes a software-defined wireless
charging system through separation of controller, energy, and hardware planes. Then,
it demonstrates indoor and outdoor prototypes of DeepCharge with extensive exper-
imental measurement.

In Part 6, titled “Robotics and Middleware”, Chapter “Robotic Wireless Sensor
Networks” presents a literature survey of an emerging, cutting-edge, and multi-
disciplinary field of research in robotic wireless sensor networks. It identifies the
core problems, such as connectivity, localization, routing, and robust flow of infor-
mation. Then, it classifies the existing research on robotic wireless sensor networks.
Also, it analyzes what is missing in the literature and identifies topics for future
research. Chapter “Robot and Drone Localization in GPS-Denied Areas” discusses
many facets of robot and drone coordination in GPS-denied areas. Also, it addresses
issues associatedwith localization and coordination amongmultiple agents to accom-
plish a common goal. Chapter “Middleware for Multi-robot Systems” surveys state-
of-the-art in both distributed multi-robot system and middleware. Then, it provides
a taxonomy to classify the MRS middleware and analyze existing middleware func-
tionalities and features.

In Part 7, titled “Interference Mitigation, Radiation Control, and Encryption”,
Chapter “InterferenceMitigation Techniques inWireless Body Area Networks” ana-
lyzes the issues related to the coexistence amongst wireless body area networks
(WBANs) and between WBANs and other wireless networks. Also, it provides a
comparative review of the radio co-channel interference mitigation and avoidance
techniques that exists in the literature. Chapter “Radiation Control Algorithms in
Wireless Networks” focuses on two problems. The first problem, called minimum
radiation path, consists to find the lowest radiation trajectory of a person moving
from a source to a destination point within the area of a network of wireless devices.
The second problem is to efficiently charge a set of rechargeable nodes using a set
of wireless energy chargers, under safety constraints on the electromagnetic radia-
tion incurred. Then, it presents and analyzes efficient algorithms and heuristics for
approximating optimal solutions, namely, minimum radiation trajectories and charg-
ing schemes, for both problems, respectively. Chapter “Subspace-Based Encryption”
shows the weaknesses from a cryptographic point of view of the concept of blind
source separation, which has been used for speech encryption. It proposes to use
vectorial subspace concepts, leading to subspace-based encryption systems, which
are applied to speech and images. Also, it shows through experiments that the use of
subspace-based encryption systems yields performance enhancement.
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Autonomous Cooperative Routing
for Mission-Critical Applications

Ahmed Bader and Mohamed-Slim Alouini

Abstract We are entering an era where three previously decoupled domains of
technology are rapidly converging together: robotics and wireless communications.
We have seen giant leaps and improvements in computational efficiency of vision
processing and sensing circuitry coupled with continuously miniaturized form fac-
tors. As a result, a new wave of mission-critical systems has been unleashed in fields
like emergency response, public safety, law enforcement, search and rescue, as well
as industrial asset mapping. There is growing evidence showing that the efficacy
of team-based mission-critical systems is substantially improved when situational
awareness data, such as real-time video, is disseminated within the network. Field
commanders or operation managers can make great use of live vision feeds to make
educated decisions in the face of unfolding circumstances or events. In the likely
absence of adequate cellular service, this translates into the need for a mobile ad hoc
networking technology (MANET) that supports high throughput but more impor-
tantly low end-to-end latency. However, classical MANET technologies fall short in
terms of scalability, bandwidth, and latency; all three metrics being quite essential
for mission-critical applications. The real bottleneck has always been in how fast
packets can be routed through the network. To that end, autonomous cooperative
routing (ACR) has gained traction as the most viable MANET routing proposition.
Compared to classical MANET routing schemes, ACR is poised to offer up to 2X
better throughput, more than 4X reduction in end-to-end latency, while observing
a given target of transport rate normalized to energy consumption. Nonetheless,
ACR is also associated with a few practical implementation challenges. If these go
unaddressed, it will deem ACR practically infeasible. In this chapter, efficient and
low-complexity remedies to those issues are presented, analyzed, and validated. The
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validation is based on field experiments carried out using software-defined radio
(SDR) platforms. This chapter sheds light on the underlying networking challenges
and practical remedies for ACR to fulfill its promise.

Keywords Autonomous cooperative routing
Mobile ad hoc networks (MANET) · Mission-critical applications
Situational awareness · Real-time video streaming · Path-oriented routing
Geographical routing · End-to-end latency · Normalized transport rate
Cooperative transmission · Carrier frequency offset (CFO)
Software-defined radio (SDR)

1 Introduction

1.1 Team-Based Mission-Critical Applications

Broadly speaking, mission-critical applications are defined as those applications
demanding data delivery bounds in the time and reliability domains [1]. When a
critical mission is executed by a cluster or swarm of a human and/or robotic agents it
is typically referred to as a team-based mission-critical operation [2]. In the abstract
sense of things, a mission-critical agent is only able to execute its mission when
equipped with the right sensory and possibly actuation gear. Thus, mission-oriented
wireless sensor networks (the core subject of this book) and team-based mission-
critical operations clearly intersect.

Recently, there has been an unprecedented growth in the use of computer vision in
mission-critical applications [3]. The dissemination of live vision-based data feeds
offers great visibility into the underlying process being monitored, mapped, or con-
trolled [4, 5]. Live video streaming is believed to offer significant improvement in
the decision-making abilities in the face of unexpected events [6]. As a matter of
fact, the use of real-time video and vision-based data streaming for enhancing the
contextual awareness levels has been lately earning substantial interest in other rele-
vant domains such as telemedicine [7], paramedics [8], emergency and first response
[9], law enforcement, and tactical (military) operations [10].

The availability of live video feeds is crucial in boosting situational and contex-
tual awareness. It is argued that human decision-making failures during time- and
mission-critical scenarios can be caused by shortage of understanding of the underly-
ing situation and inability to understand the context [6]. Field commanders are con-
sistently required to take decisions in response to events occurring in the field. There
is appreciable evidence that acquiring access to live video feeds streamed from front-
end personnel diminishes uncertainty and therefore upgrades the decision-making
quality [9, 11]. It is not only raw-format video that proves to be useful, but other
formats can even have more utility such as thermal vision data during hydrocarbon
leak detection for instance.
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The virtue of real-time vision-based data sharing in boosting the operational effi-
ciency of mission-critical operations is hopefully quite intuitive. Human agents can
make better decisions when offered timely information and deeper visibility into the
ongoing physical process being treated [12]. Research has also shown that the avail-
ability of real-time video communications for paramedics and emergency responders
significantly enhances collaborative execution of a mission and reduces time to com-
pletion [11]. Therefore, we have seen more emphasis on real-time video streaming
for mission-critical operations in literature. For example, the U.S. National Institute
of Standards and Technology (NIST) has lately released a technical note [13] in
which the significance of real-time streaming for public safety operations is clearly
underscored.

Real-time streaming from the field can be well extended to additional use cases
in other industrial verticals. Two general categories of mission-critical applications
are addressed herewith:

(1) Defense and emergency response operations mainly encompassing tactical mis-
sions, law enforcement, firefighting, search and rescue, crowd management, and
telemedicine.

(2) Industrial field operations mainly in hydrocarbon exploration and production
(E&P), mining, and power generation. Within this context, it is often required
to dispatch crews of technicians and engineers to the field to execute a certain
time-critical maintenance routine, react to a process failure, or treat a chemical
spill.

In both categories, front-end field personnel are equipped with sensory that feeds
back critical information to the back-end decision-making central. Such information
is analyzed manually and/or automatically before commands and actuation instruc-
tions are fed forward to the front-end.

An example of a public safety mission-critical operation is illustrated in Fig. 1.
From a networking viewpoint, data flow in mission-critical applications is mainly
dictated by the underlying decision-making mechanism. Teams deployed into the
field typically followahierarchical commandchain [6].Attempting to process or even
just view the data by front-end personnel may cause distraction. Hence, decision-
making by far is largely concentrated at the back-end point. This implies that the
network has to generally operated according to a “convergecast” rather than peer-to-
peer mode.

Figure 1 also showcases a growing trend toward future mission-critical MANET.
It is envisioned that unmanned autonomous vehicles (UAV)will be deployed as front-
end agents [2]. Here, swarms of aerial or terrestrial UAVs are dispatched into the
field to execute a mission under human supervision and control. In mission-critical
applications, a paramount task is the joint planning and optimization of motion
trajectories of the human and robotic agents [14]. The timeliness of disseminating
path planning and control signaling messages is quite instrumental [2]. This places
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Fig. 1 An example of public safety MANET use case. Situational awareness data (video, thermal
imaging, pressure, and temperature readings) flows toward the field commander and eventually to
the back-end command and control center. Commands and actuation instructions are fed forward to
front-end personnel as well as unmanned autonomous vehicles (UAV). Actuation instructions may
include opening/closing a gate, controlling a valve, spraying of chemicals, etc.

yet an additional level of significance for designing low-latency MANET routing
schemes.

The introduction of UAVs is also expected to go mainstream in mission-critical
industrial operations. One example is the use of UAV swarms for thermal imaging
and remote sensing [15]. UAVs can be deployed in industrial facilities as a routine
maintenance measure, or as part of an emergency response operation. It is also
noteworthy to mention at this point that UAV swarms have been also considered
for 3D mapping, surveying, and other civil engineering tasks [16]. Again, the value
proposition of deployingUAVsalongside humanagents ismanifested in the reduction
of time to complete a mission, reduce injury rates, achieve better field coverage, and
improving accessibility into hard-to-reach spots.
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2 Mobile Ad Hoc Routing Revisited

By nature, real-time video streaming applications are typically delay-intolerant.
Needless to say that vision-based data is also bandwidth-hungry. From a wireless
networking perspective, it is indeed always desirable to capitalize to the maximum
extent possible on the economies of scale offered by off-the-shelf standardized tech-
nologies. Hence, the natural technology candidates are LTE andWi-Fi. Nonetheless,
there are unfortunately some inherent deficiencies in LTE and Wi-Fi systems which
render them less attractive, particularly for applications of mission-critical nature.

LTE as a cellular technology is ubiquitous but only to a limited extent. It is straight-
forward to argue that there will be situations and circumstances where adequate LTE
service is not available [17]. Examples include remote onshore industrialized sites,
offshore oil rigs, or deep mining pits. In fact, even in urbanized areas where coverage
does exist, field personnel may have to be deployed in hard-to-reach areas where LTE
does not penetrate indoors deeply enough.

Another interesting example where LTE is highly likely to fall short is massively
crowded events [18]. In such contexts, the sheer scale of the load that LTE networks
have to withstand has an adverse effect on the bandwidth and delay performance for
mission-critical applications. One may argue that mission-critical applications are
typically granted preemption on the radio access network (RAN) interface by mobile
operators [19]. This is a valid argument so long as themission-critical user equipment
(UE) has already managed to gain access to the network. However, gaining access to
the RAN in the first place may suffer from tremendous latencies and escalated rates
of failure [20]. This specifically true under high user/traffic intensities; something
which is quite expected inmassively crowded events. The same rationale also applies
during times of natural disasters when attempts to place calls on the network throttles
the network.

Unlike LTE, Wi-Fi is more of a portable technology. This is actually meant in the
sense that Wi-Fi hotspots1 can be deployed by field personnel right in the area where
action is taking place. However, due to regulatory and inherent design constraints,
Wi-Fi only offers a limited reach when deployed as a single-hop network.

Attempts to extend Wi-Fi service coverage span can be accomplished by means
of multihop networking. However, real-world deployments have repeatedly reported
some hard limits on the number of hops that Wi-Fi-based solutions can sustain [21].
This is in part due to the excessive medium access control (MAC) layer overhead
plaguing Wi-Fi. As a matter of fact, the IEEE 802.11ax standard (expected to be
released in 2019) is already working on means to streamline the MAC and reducing
the mean time to accessing the medium [22].

Having said that, the underlying MAC layer in Wi-Fi is not fully to blame. A
major contributor to the non-scalability of Wi-Fi in multihop contexts is the routing
overhead. This has been coined by some researchers as a cause of “capacity deficit”
[23] and recognized as amajor challenge by theDefenseAdvancedResearch Projects

1LTE-Unlicensed hotspots is obviously a very comparable option to Wi-Fi. In other words, it will
suffer more or less from the same scalability issues outlined herewith for the case of Wi-Fi.
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Agency (DARPA) [24]. Such a deficit or shortcoming tends to have a more profound
effect as the scale (number of users and/or traffic intensity) increases as well as with
increased mobility.

As a result, there is an obvious need for infrastructure-independent ad hoc net-
working with strong support for mobility. Clearly, this can be articulated as a quest
for a high-throughput low-latency mobile ad hoc network (MANET). Consequently,
proprietary tailor-madeMANET technologies are resurfacing again as viable propo-
sitions for mission-critical operations [25].

Undoubtedly, multihop MANET research literature has a mature legacy of work
that is at least a couple of decades old. However, the need for significantly more
bandwidth per user, ultralow end-to-end (e2e) latency, and tangibly better scalability
calls for going back to the drawing board [26]. This is true since classical routing
schemes are plagued by protocol overheads which have the tendency to substantially
throttle the end-to-end performance of the MANET [27, 28].

To alleviate the routingoverheadproblem, autonomous cooperative routing (ACR)
comes to rescue. In ACR, routing decisions are taking locally, i.e., wireless nodes do
not revert to cross-coordination between each other before a packet is forwarded [29].
In fact, ACR does not revert to the classical concept of point-to-point (PTP) routing
[26]. Rather than searching for the optimal path in a graph-based representation of
the network, ACR features a seamless flow of the packet from source to destination
based on a many-to-many communications paradigm [30, 31]. Any node receiving
a packet will inspect its attributes based on which it decides whether to forward the
packet or not. As such, the terms “routing” and “relaying” are used interchangeably
throughout this chapter.

TheMANETapplication scenarios consideredherewith feature trafficflowswhich
are predominantly convergecast. In other words, packets are unicast in the upstream
direction to a single sink. To that end, current ACR schemes are not fully autonomous
when it comes to unicast traffic. This is true since an end-to-end handshake must
take place between each traffic source and the network sink. Such a handshake is
necessary to define a “barrage” region (also referred to as a “suppression” region)
between each source–sink pair. The said region serves to confine the traffic flow
within certain geographical boundaries [28].

The handshake process required for spatial containment of traffic flows has to
be revisited whenever significant topological changes occur, e.g., due to mobility
[28]. To circumvent such a shortcoming, a novel method for constructing a fully
autonomous cooperative routing (FACR) scheme is presented in this chapter. The
method relies on the use of a novel physical layer (PHY) frame structure coupled
with geographical (position-based) routing criteria.

Recognizing the advantages of ACR/FACR in addressing mission-critical appli-
cation needs, this chapter unveils a few design challenges associated with these
systems. The chapter mainly focuses on those prime challenges which are essential
for any practical and technically feasible implementation of ACR/FACR. Practical
hardware and software solutions to those challenges are presented and discussed in
depth. The practicality of the proposed solutions is validated on software-defined
radio (SDR) platforms.
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The developed hardware and software is used to carry out field tests for the sake of
empirical assessment of the performance, primarily the PHY layer. The end goal is
to not only to offer a public-domain insight into how ACR/FACR can be practically
implemented, but also on the outstanding throughput and latency performance of this
class of MANET routing.

3 Autonomous Cooperative Networking Solutions

This section mainly aims to lay down the foundation for the subsequent discussion
on the virtues of autonomous cooperative networking, and in particular how routing
takes place. An analytical overview is provided with regard to why this relatively
new class of MANET technologies not only challenges a stagnant MANET R&D
ecosystem but also is better positioned tomeet the aspirations of team-basedmission-
critical systems.

3.1 Autonomous Cooperative Routing Background

The goal of this subsection is not to offer a detailed literature survey of ACR-driven
routing schemes. Rather, it aims at offering a brief historical background and some
insight into the motivations for ACR. In the next subsections, some of the most
prominent incentives for adopting ACR schemes are presented in more depth.

The field of mobile ad hoc networking (MANET) is a long-established field with
a broad coverage in research literature. One of themost important topics addressed in
MANET research is routing. For a long period of time, point-to-point (PTP) routing
schemes (also known as path-oriented schemes [32]) were prevailing in literature as
well as practical implementations [26].Within this realm, geographical routing (geo-
routing) has been widely accepted for routing in MANETs. This is mainly due to
its resilience to mobility and network topological changes [33]. In fact, geo-routing
was adopted by the European Telecommunications Standards Institute (ETSI) as a
standard MANET routing scheme for Intelligent Transport Systems (ITS) [34].

Notwithstanding early signs of success, current implementations of geo-routing
are highly likely to be plagued by an overhead that grows rapidly with node density
and/or frame arrival rate [29]. This indeed has a negative impact on latency and
throughput. Such an issue has already been identified as a priority to be addressed
for scalable MANETs [23, 24].

Generally speaking, classical geo-routing schemes belong to one of two groups.
The first is beacon-based whereby position beacons are exchanged between neigh-
boring nodes, so as to maintain up-to-date topological awareness. On the other hand,
beaconless geo-routing entails receiver-based contention to select the best packet
forwarder [31]. Nonetheless, both forms suffer from the aforementioned problem:
they are highly inclined to produce large overheads. This is either due to the repetitive
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exchange of neighbor discovery messages (true for beacon-based protocols) or due
to contention resolution overhead (applies to the beaconless case) [35].

Needles to reiterate that the routing protocol overhead must be decreased in order
tomeet the aspirations set forth formission-critical applications. To serve exactly that
purpose, cooperative transmission comes to rescue. From a conceptual point of view,
autonomous cooperative relaying was first introduced in [36, 37]. The forwarding
mechanism there was labeled as “randomized distributed cooperative transmission”.
Autonomous cooperative transmission was analyzed from the perspective of achiev-
able cooperative transmit diversity in great depth in [38, 39].

In essence, autonomous cooperative relaying entails the forwarding of physical
frames while not reverting to any relay selection process. The term autonomous
mainly stems from the fact that nodes within a cooperative cluster are actually
unaware of each other [26]. In other words, there does not exist any sort of cross-
coordination between nodes before the frame is relayed. Therefore, autonomous
cooperative routing is also often referred to as “blind cooperative transmission”
[40].

The transformation of ACR concepts into practice entailed the need to find means
for confining the packet flows spatially. Otherwise, unicast flows will quickly flood
the network and unnecessarily hijack the spatial and temporal resources of the net-
work [31]. As such, controlled barrage or suppression regions must be created by
means of request-to-send (RTS)/clear-to-send (CTS) handshake between any arbi-
trary pair of source–sink nodes [26]. Traffic froma source to a given sink is suppressed
and barred to spill outside the designated barrage region [30]. This line of work has
been holistically treated in a series of chapters in [10, 25, 26, 28, 41]. To guarantee
positive progress toward the sink, hop count to reach the sink is adopted as a routing
metric.

In case position information is available to nodes, then position-based routing
criteria can be used to streamline the forwarding process within narrow geographical
corridors [29]. One possible manifestation of such approach is illustrated in Fig. 2.
As shown in the figure, only nodes offering positive progress toward the sink take
on the responsibility of forwarding the packet. Once a node receives a packet, it
inspects the position attributes of the transmitters and compares them to its own. The
PHY header has to be designed in a way that supports such a functionality as further
described in Sect. 4.2. A simple geo-routing criterion is to for the receiver to forward
the packet if it is closer than at least a certain number of transmitters.

The concurrent transmission of the same PHY frame provides for an array gain
that is proportional to the number of transmitters at a given hop [30]. Such a gain
contributes to the increase in the average hop distance and consequently reduces the
e2e latency. Nonetheless, it also means substantially higher energy consumption per
frame at a single hop. This important trade-off is analyzed and treated rigorously from
an e2e perspective in [29]. It is shown there that for a given e2e energy consumption
target, ACR can be tweaked to offer tangibly lower e2e latency.
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Fig. 2 Illustration of the operation of an autonomous cooperative scheme. A source injects a frame
into the network. Receivers who are closer to the sink than the source will relay the frame. In
the second hop, each receiver reads the position information conveyed by the transmitters of the
first hop in order to decide whether to forward the frame or not. Any second-hop receiver offering
positive progress toward the sink will forward it. The forwarding process continues seamlessly until
the frame reaches its destination

3.2 Why Autonomous Cooperative Routing?

In this section, the advantages of ACR in comparison to path-oriented (i.e., PTP-
based) routing schemes are studied. Three prime metrics are considered herewith:
end-to-end latency, normalized transport rate, and maximum achievable throughput.
A list of all notations used in the chapter is given in Table 1.

3.2.1 Lower End-to-End Latency

The end-to-end latency is given by
∑Q

q=1 Thq . Here, Q denotes the expected number
of hops from source to sink assuming that a barrage (i.e., suppression) region has
already been allocated for a given traffic flow. Further, Thq is the duration of the
qth hop. In the case of ACR, the hop duration Thq is deterministic since there is
no contention among potential relays. Accordingly, Thq = Tp + Tt , where Tp is the
packet duration and Tt is the turnaround time corresponding to the change from
receiver state to transmitter state.

On the other hand, path-oriented routing schemes entail some overhead pertaining
to the selection of the optimal path. In the sequel, classical beaconless geo-routing is
considered as a representative example. The sender needs to select the best relay, typ-
ically the one offering largest positive progress toward the destination. The selection
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Table 1 List of notations

Tp Data packet duration Tt Time to transition between Tx and
Rx states

Tc Control packet duration Tw Waiting time before successful
channel access

Tb Fixed back-off timer Thq Duration of the qth hop

Q Average number of hops to
destination

d Hop distance

TR PHY header duration Pt Transmit power

Pn Noise power τ Threshold on outage probability

γt SINR for successfully decoding a
frame

α Large-scale path loss coefficient

γo Mean SINR a Hop distance gain of ACR over
PTP

I Number of cooperative
transmitters

N Number of nodes in the network

p(N ) Probability that a node is a
destination

A(N ) Area of the communications
footprint

Rmax Maximum achievable per-node
throughput

W Over-the-air bit rate

Pb Back-off probability D Source–destination separation

lA Packet arrival rate le Effective packet arrival rate in
case of path-oriented routing

λ Wavelength

ρ Node density M Average number of nodes backing
off

�f Subcarrier bandwidth Ns FFT size

Ts = 1
Ns�f

Sampling time t = nTs Discrete time representation

k =
− N

2 . . . N
2

Subcarrier index i = 1 . . . I Coop.transmitters

δi CFO of ith Tx with respect to Rx ak,nejφk,n QAM symbol time n and
subcarrier k

hi,m,m =
1 . . .M

Channel fading coefficients T Time between multipath channel
components

T
′
i Propagation delay plus

cooperative time offset associated
with transmitter i

Ts Signal sampling interval

xni Phase rotation of the ith
coop.transmitter

N
′

Number of nodes (barrage region
update)

TU Total duration to update barrage
regions

SR Number of times barrage update is
repeated

C(UV) Number of hops measured from
node U to V

BL Number of localization resource
blocks

Bq Number of relative position
quantization tones

pst Probability of successful
triangulation

F Number of trials before successful
triangulation

L Number of bits in a data packet Po Outage probability
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is established through a handshake process. At the bare minimum, such a process
consists of three transactions at each hop [35]:

(1) Request-to-send (RTS) message of duration Tc followed by a turnaround time
Tt .

(2) A clear-to-send (CTS) message from the optimal receiver with duration that is
also equal to Tc followed by Tt .

(3) Packet transmission with duration Tp.

The hop duration is therefore Thq ≥ Tp + 2Tt + 2Tc which is obviously always
greater than that of the autonomous case. Therefore, end-to-end latency as a perfor-
mance metric speaks in favor of ACR.

There is another factor that further boosts the latency performance of ACR. That
is related to the fact that ACR exploits cooperative transmission techniques which in
return feature array (power) gains [30].Moreover, with some precoding and transmit-
side signal processing, transmit diversity gains can be also attained [38]. Bymeans of
applying carefully selected randomization matrices to the transmitter vectors, such
diversity gains can be obtained. To some extent, this approach has similar effect to
the so-called phase dithering [42].

The array and diversity gains result in extending the average communication range
compared to path-oriented routing. Undoubtedly, this results in reducing the number
of hops Q, thus further contributing to the reduction of the end-to-end latency [43].
This is true since

∑Q
q=1 Thq is a decreasing monotone in Q. A rigorous analysis of

the progress made per hop in ACR networks can be found in [29].

3.2.2 Higher Normalized Per-Hop Transport Rate

The normalized transport rate (NTR) is defined as the average number of bits that can
be communicated at a given hop over distance per unit time using one unit of energy
[44]. The consideration of the normalized transport rate as a performance metrics
stems from its ability to capture hop distance (which eventually affects end-to-end
delay) as well as energy consumption.

Recalling that a contention phase ought to take place before a packet is routed in
path-oriented schemes, then the upper bound on NTR is dictated by two factors:

(1) The minimum duration of a contention phase.
(2) The maximum achievable hop distance.

The hop distance has many definitions in literature, but here it is assumed that
it refers to the positive progress made at a given hop along the line connecting the
source to the destination. In the case of path-oriented schemes, assuming the mean
hop distance to be equal over all hops is an acceptable approximation (especially in
dense scenarios) [32, 45].

The hop distance, denoted by d , is governed by the underlying outage model. In
a Rayleigh fading channel, the mean signal-to-noise and interference ratio (SINR)
is given by
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γo = 2Pt

Pn

(
λ

4πd

)α

, (1)

where λ is the wavelength, α is the large-scale path loss coefficient, Pt is the transmit
power, andPn is the noise power. The outage probability is given by Po = 1 − e−γt/γo ,
where γt is the below which the receiver will be in outage. Consequently, the hop
distance given a single transmitter d is expressed as

d ≤
(

λ

4π

)
α

√
2Pt ln 1

1−τ

Pnγt
. (2)

On the other hand, the duration of one complete contention phase cannot be
shorter than one RTS message from the sender, one CTS message from the relay,
plus the packet duration, Tp. As mentioned earlier, the half-duplex nature of the
devices entails a turnaround time of Tt . Accordingly, the NTR for PTP-based routing
is upper bounded by

NTRPTP = Ld
[
2(Tc + Tt) + Tp

]
Pt(Tp + 2Tc)

, (3)

where L is the length of a packet in bits. On the flip side of the coin, the NTR for the
autonomous case is given by

NTRACR = Lda

(Tp + TR)2IPt
, (4)

where I is the number of cooperative transmitters, TR is the duration of the PHY
header, anda is a gain factorwhich reflects the fact that the hopdistance in cooperative
transmission mode is generally larger than PTPmode. There are indeed many factors
affecting the value of a. Nonetheless, for the sake of simplification and conciseness of
the analysis, the special case of I equidistant transmitters can be considered here. In
such a case, a = I1/α . Accordingly, it can be shown from (3) and (4) that ACR-based
systems offer better NTR under the condition that

I1−
1
α <

[2(Tc + Tt) + Tp](Tp + 2Tc)

(Tp + TR)2
. (5)

The values of Tp, Tc, Tt and TR are mainly dictated by the underlying video trans-
mission quality of service (QoS) requirements as well as hardware constraints.

In Sect. 6, a proprietary PHY implementation developed for this project is
described in more detail. The implemented PHY is based on the use of orthog-
onal frequency division multiplexing (OFDM). The duration of one OFDM sym-
bol is set at 8 µs. The duration of the PHY header is equal to 1 OFDM symbol.
The preamble training sequence has the duration of exactly 38.4 µs. Therefore, the
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shortest frame (i.e., one that is sufficiently large to carry an RTS or CTS control
message) is Tc = 54.4µs. The turnaround time, Tt , is highly dependent upon the
underlying radio front-end. In this specific implementation, it was measured to be
around 180 µs.2 Finally, the payload portion was set to consist of 50 symbols.
While lower frames may be preferable from a frame error rate (FER) viewpoint,
they are associated with larger PHY overhead ratio. A frame of 50 symbols, i.e.,
Tp = 476.8µs, strikes the right balance.

Based on the above, and assuming a path loss coefficient of α = 3, then ACR out-
performs PTP-based path-oriented scheme for I < 3.02. In other words, autonomous
geo-routing offers higher NTR as long as is carried out by one, two, or three trans-
mitters at a given hop.

3.2.3 Higher Maximum Achievable Throughput

The end-to-end latency performance is indicative but not sufficient to establish with
evidence the superiority of ACR. Interference caused by other concurrent packet
flows indeed has an adverse effect on e2e latency since it causes transmission outages
and invokes back-off procedures. Hence, it must be taken into consideration. The
interplay between interference and medium access is best captured by studying the
maximum achievable throughput per node.

It was shown in [32] that ACR-based networks offer a per-node unicast capacity
which scales in the order of �(

√
N/ logN ). This is identical to the Gupta–Kumar

per-user capacity [46] that traditional path-oriented routing networks can offer.While
such a result is reassuring, asymptotic scaling orders donot suffice to benchmarkACR
against path-oriented PTP-based routing schemes. Furthermore, video streaming
traffic in a mission-critical MANET is predominantly convergecast. As such, this
must be taken into consideration.

Bisnik and Abouzeid provided a detailed throughput and delay analysis in a ran-
dom access multihop network [47, 48]. For a network of N nodes, an absorption
probability p(N ) is defined therewith as the probability that a traffic flow is termi-
nated at an arbitrarily chosen node. It is straightforward to state that p(N ) = 1/N in
a convergecast network.

Assuming a persistent back-off scheme [49], the mean waiting time before suc-
cessful channel access is denoted by Tw. The back-off footprint, A(N ) is defined
as the area around a given transmitter within which no other transmission can take
place due to interference. A(N ) is actually normalized by the total area of the net-
work. Finally, the maximum achievable throughput per node, Rmax, is defined to
be the maximum node throughput for which the end-to-end delay remains finite.
Subsequently, Rmax (in bps) is computed using [47], Eq. (22):

2A video capture of the turnaround time measurement is posted online for the interested reader
(https://youtu.be/lDYVHZ6GcIM).

https://youtu.be/lDYVHZ6GcIM
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Rmax(N ) = Lp(N )

Tw + L
W + 4NA(N ) L

W

,

= L

NTw + NTh + 4N 2A(N )Th
, (6)

where W is the bit rate.
The mean waiting time Tw is function of the back-off probability. The latter

can be expressed as Pb = M /N , where M is the average number of nodes that are
forced to queue at least one frame of their own during the entire multihop journey
of another frame [50]. Assuming Bernoulli distribution, the mean number of trans-
mission attempts before success is 1/Pb. As such, the mean back-off time can then
be expressed as

Tw = (1 − Pb)Tb =
(

N

N − M

)

Tb, (7)

where Tb ≥ Th is a fixed duration a node must wait before reattempting to retransmit.
To compute M , first the probability that exactly m nodes will back off during a

given hop is analyzed. Given n nodes exist in the back-off region and a packet arrival
rate of lA, then this probability is given by

pm(m|n) =
(
n

m

)
(
1 − e−ThlA

)m (
e−ThlA

)n−m
,m ≤ n. (8)

The probability that exactly n nodes actually exist in the region is

pn(n) = 1

n! (ρA)ne−ρA, (9)

where ρ is the network node density under the assumption of 2D Poisson point
process node distribution. Consequently, the probability distribution function of m
is given by

pm(m) =
∞∑

n=m

pm(m|n)pn(n). (10)

The next question to tackle: in light of the above, what is the probability, PM (M ),
that M sensor nodes backlog at least one transmission during the Q-hop lifetime of
the packet in concern? The different permutations for distributing those M nodes
overQ hops can be conveniently computed using integer set partitioning algorithms.
These permutations can be expressed in matrix format as

⎡

⎢
⎣

m(1, 1) . . . m(1,Q)
...

. . .
...

m(P, 1) . . . m(P,Q)

⎤

⎥
⎦ ∈ Z

P×Q, (11)
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where P equals the number of different permutations corresponding to the distribu-
tion ofM back-off nodes overQ hops. Consequently, the probability density function
is obtained as follows:

PM (M ) =
P∑

u=1

Q∏

i=1

pm(m(u, i)). (12)

Therefore, a compact expression for M can be obtained as follows:

M =
∞∑

M=0

P∑

u=1

Q∏

q=1

∞∑

n=m(u,q)

Mpm(m|n)pn(n). (13)

Substituting (13) into (7) gives the mean waiting time before successful channel
access, Tw. It is paramount however to note that listen-before-talk (and consequently
back-off procedures) is applied only once at the source in case of autonomous routing.
On the other hand, it is applied at each intermediate hop in case of PTP-based (i.e.,
path-oriented) routing. In otherwords, the back-off procedures are invoked every time
a node has a packet to send whether its own or an ingress packet from a neighboring
node. Hence, the effective packet arrival rate in case of path-oriented routing is
actually

le = lA
p(N )

= NlA. (14)

The computation of Tw and subsequently Rmax is highly dependent on the mean
number of hops, Q, as can be inferred from the analysis above. For a source–
destination separation of D, the average number of hops in PTP-based systems is

more or less Q = �D
√

π
A(N )

	. On the other hand, such an approximation does not

hold true in ACR-based systems. This is because in the long-term average sense, the
hop distance grows in size every hop [29, 30]. As such, it is mandatory to derive a
means to compute the probability mass function (PMF) of Q, which is the task to
tackle next.

The probability of hoppingQ times before reaching the destination is expressed as
pQ(Q) = P[xQ ≥ D], where xQ is the total progress made afterQ hops along the axis
connecting the source and the destination. The number of cooperative transmitters
at hop i is denoted by Ii. Further, the cumulative number of cooperative transmitters
from the first hop till the (Q − 1)th hop is given by SQ−1 = ∑Q−1

i=1 Ii.
An expression for the total progress made by the packet after Q hops was derived

in Eq. (9) of [29] and is recalled here for convenience:

xQ = ϕSQ−1 + (Q − 1)
β

U
1
α

+ x1. (15)
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In (15), ϕ and β are network-dependent parameters, α is the large-scale path loss
exponent, x1 is the progress made in the first hop, and U is and outage-dependent
constant that is given by [29]:

U = Pn

2Pt

(
4π

λ

)α
γt

ln 1
1−τ

. (16)

It was also demonstrated in [29] that the PMF of SQ−1 can be computed for a given
set of network parameters by recursion. Therefore, the PMF pQ(Q) can be computed
numerically using

pQ(Q) = P

[

SQ−1 ≥ 1

ϕ

(

D − β

U 1/α
(Q − 1) − x1

)]

. (17)

With the PMF readily available, the mean value of Q can be then easily computed.
The ratio of Rmax for ACR to that of PTP-based was computed using (6)–(17).

Results are shown in Fig. 3 in terms of the communication range gain, a. For a better
and more insightful perspective, the e2e latency reduction factor that ACR enjoys
over PTP-based routing is also plotted on the same figure. The plot in Fig. 3 is divided
into 3 segments corresponding to the number of cooperative transmitters covering a
given range of gain. Empirical results obtained fromfield testing and reported in Sect.
5 have been used to deduce the value of I (the number of cooperative transmitters)
corresponding to a range of values for a (the ACR hop distance gain).

Although a larger gain favors ACR in terms of end-to-end latency, it is not always
preferable in terms of throughput performance. It is evident from the figure that ACR
starts to lose its edge in terms of per-node throughput as the gain increases. This is
mainly because the coverage footprint of a packet transmission grows, thus blocking
other nodes from accessing the network [32]. As such, it is essential to tune down
the individual transmit power so that the gain is maintained within limits.

3.2.4 Summary

It is worthwhile at this point to summarize the key findings so far. To compare ACR
to classical path-oriented routing schemes, it is best to fix the NTR as a performance
constraint since it is the one that captures energy consumption. It has been already
shown that with I = 3, ACR and path-oriented schemes offer the same NTR. How-
ever, it is clear from Fig. 3 that ACR offers up to 2X improvement in the maximum
achievable throughput per node. It can be also inferred that ACR enjoys at least 4X
reduction in the end-to-end latency. A corollary to this statement is that if through-
put and latency targets are fixed, ACR will consume substantially less energy per
transported bit. Looking at it from either perspective, ACR outperforms classical
PTP-based path-orient MANET routing by far.
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Fig. 3 The performance ofACR is compared to PTP-based routing in terms ofmaximumachievable
per-node throughput as well as end-to-end latency. Using the analytical results of Sect. 3.2, the
computations were carried out assuming a network of 20 nodes at a density of ρ = 1

302
m−2. The

average PTP communication range was ≤20 m at a path loss coefficient of 2.8. Packet duration of
0.5 ms is assumed at an arrival rate of 100 s−1

A final note should be tailored for security aspects. Indeed, security is a paramount
concern in mission-critical applications and should not be overlooked. However,
it is quite an involved task to benchmark the performance of ACR protocols to
path-oriented ones in terms of susceptibility to malicious attacks. Recognizing its
importance, analysis of security aspects for ACR is left as future scope of work.

4 A Higher Degree of Autonomy

While autonomous cooperative routing (ACR) has been shown to offer an undeniable
value proposition, there is more that can be achieved within its realm. In this section,
we describe the motivation for developing a fully autonomous cooperative routing
technique. We also highlight some of the key design elements as well as practical
implementation considerations.
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4.1 Motivation

Route stability is defined as the probability that an end-to-end path connecting source
to destination is still available after a certain duration from being established [51].
Indeed, ACR has been shown to offer better route stability compared to path-oriented
MANET routing schemes under realisticmobilitymodels [28]. In other words, ACR-
basedMANETs are substantiallymore tolerant to topological changes. Nevertheless,
barrage regions still need to be maintained and regularly updated.

A barrage region must be initially created then regularly updated for each source–
destination pair. In a convergecast mode (which is typical in mission-critical appli-
cations), this mandates the execution of a round-trip end-to-end handshake between
each node in the network and the network sink. For a given node U , the handshake
process between U and the sink is essentially designed so that all other nodes can
measure how many hops away from U they are [25]. This is then used to carve the
barrage region from U to the sink. Denoting the hop count from U to another node
V with C(UV), then a simple rule is to have nodes with C(UV) > Q(U) suppress the
transmission of U’s packets [26].

While traffic in convergecast networks is predominantly upstream (traffic toward
the sink), there is the need to cater for downstream traffic encompassing control and
configuration messages. It is inaccurate however to consider that the barrage region
in the upstream direction is good enough to represent that in the reverse direction,
i.e., downstream. Reciprocity on weighted graphs (such as wireless networks) is
a highly contentious issue [52]. As such, routes are generally nonreciprocal, and
consequently, a barrage region has to be separately created for each direction of the
traffic.

There are surelymultiple approaches tomanage the barrage region update process.
It is important to note that the network can handle only one handshake process at
a time. This is true since messages emanate from or terminate at a single node.
Therefore, it is quite challenging to handlemore than one update process at a time due
to interference constraints. In other words, the network sink is required to orchestrate
the barrage region update process. Assuming the sink has prior knowledge of all
mobile nodes in the network, then one feasible approach consists of three phases:

(1) A broadcast message from the sink soliciting a response from node U . Inter-
mediate nodes relaying the response message increment a designated hop count
field in the packet as it traverses the network toward U .

(2) A response message which is broadcast from node U back to the sink. Any
intermediate node relaying the response message performs two tasks:

(a) Increments a designated hop count field in the packet as it traverses the
network toward the sink.

(b) Takes a decision whether it lies within or outside the downstream barrage
region of U .
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(3) To shape the upstream barrage region of U , the sink has to rebroadcast another
message containing the hop count Q(U) measured on the previous message.
As this message traverses the network, each intermediate relay node decides
whether it belongs within or beyond the upstream barrage region.

The process above is then sequentially repeated across the whole node population.
Putting things into perspective, as the number of nodes N gets larger, the barrage
region update process starts to have a tangibly significant overhead. This issue is
discussed next.

In mission-critical operations, it is reasonable to mandate that all of the nodes
complete the barrage creation/update process. Otherwise, nodes which are left out
(for one reason or another) will resort to broadcasting, i.e., flooding, all of their
frames. Undoubtedly, this causes substantial interference and unnecessarily over-
grazes the network’s spatial and temporal resources. As such, the barrage region
creation/update process should target a 100% reachability. Reachability is a metric
that measures the percentage of nodes which can be covered, i.e., are reachable, after
performingX broadcast rounds [53]. Reachability is denoted by a positivemonotonic
function R(X ) ≤ 1, where X = 0 . . .Xmax, R(Xmax) = 1, and R(0) = 0.

The barrage region handshake process has to be effectively executed with each
node as many times as needed to reach that node. This actually contributes to increas-
ing the duration of the barrage creation/update process. Subsequently, the effective
number of nodes can be essentially defined as the number of times the handshake
process is executed until barrage regions for all nodes have been established. Taking
into consideration the fact that the handshake process consists of three broadcast
phases, then the effective number of nodes is therefore given by

N
′ = N

(Xmax∑

X=1

X [R(X ) − R(X − 1)]

)3

. (18)

Another major factor to be considered relates to the fact that the hop count is
not a deterministic parameter but rather a discrete random variable. This is a fact of
crucial importance since the hop count from the source to the sink as well as to the
intermediate nodes is the sole parameter used in defining the barrage region [26].
The number of hops measured from the traffic source U to an intermediate relay
node V at around X is denoted by CX (UV). As a matter of fact, (17) can be used to
derive the PMF of C(U) by substituting Q with CX (UV) and making D equal to the
distance between the U and V .

Denoting the average hop count by C(UV), it can be demonstrated numerically
that the probability P[CX (UV) 
= C(UV] has an appreciable value. An immediate
conclusion can be drawn: the three-way handshake process must be carried out more
than once for each node, i.e., SR ≥ 2 times, in order to come up with an acceptable
estimate of C(UV). Analysis of SR and its relation to the confidence intervals of
C(UV) is actually left off as follow-up work to this chapter.
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Based on all of the above, the total time required to finish the barrage region
creation/update process is given by

TU = 3QmaxN
′
ThSR, (19)

where Qmax is the maximum number of hops required for the broadcast message
to reach all nodes in the network. It is insightful at this point to put things into
perspective using a numerical example. In [28] (Fig. 4), it was shown that path
availability probability drops below 95% after approximately 25–50 s.3 Tactical and
mission-critical MANETs can typically have as many 100 nodes [26]. Nodes are
spread out such that up to 10 hops may be needed for a broadcast message to cover
the network [28]. The hop duration can be assumed to be in the range of Th = 500µs
which includes a very short packet transmission time, processing time, and radio
turnaround time. The effective number of nodes is highly influenced by R(1) which
is typically in the range of 95% [53]. Taking R(X ) = [0.950, 0.990, 0.999, 1.000],
then N

′ = 119. Assuming SR = 2, then (19) yields a whopping TU = 3.57 s! This is
at 14–28% contribution to the protocol overhead.

The barrage region creation/update overhead should also account for cases of
network entry, i.e., new nodes joining the network. Join events will cut off the live
network operation for a non-negligible period of time. So based on all of the above,
there is sufficient rationale and motivation to fortify ACR with full autonomy, the
subject of which is discussed in the next section.

4.2 Full Autonomy Enabled by Geo-routing

What would it take for a node to locally decide whether it should forward a given
source’s packet or not? What if a node is equipped with the capability to qualify
whether its participation in the forwarding process is beneficiary to the packet’s
progress toward the sink? The availability of such a capability unleashes fully
autonomous cooperative routing.

Knowledge of position relative to the sink is sufficient to meet that goal. During
network initialization phase, the source sends a broadcast packet informing all other
nodes of its position. Each node is also required to acquire its position relative to
the sink. This can be done by means of an onboard global positioning system (GPS)
module. Contrary to the classical perception, low-power GPS modules have been
commercially available for quite some time. As a matter of fact, power consumption
by the GPS module is far less significant than other key components in wireless

3The choice of a value for the path availability metric is indeed relative and subject to the underlying
application. In mission-critical applications, robustness and high reliability are often stressed as
key performance indicators by end users. Thus, selecting 95% as a benchmark mainly stems from
feedback the authors accumulated through interactions with end users.
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Fig. 4 Various candidates for each component in the system have been surveyed by the authors
with low power consumption as a prime objective. The survey quickly revealed that the analog
front-end components (i.e., I/Q, PA, ADC/DAC) are the most power-hungry. Duty-cycling these
components whenever possible is not only a good practice but a necessity. The power budget of the
GPS module can be considered as insignificant

communications systems. For instance, the analog front-end is far more power-
hungry than the GPS module as illustrated in Fig. 4. Furthermore, the GPS module
can be deeply duty-cycled to further save power.

The availability of position information allows the coupling of geo-routing and
autonomous cooperative transmission. The result is full autonomy. This has been
already eluded to in the illustration offered in Fig. 2 in Sect. 3.1. Full-length GPS
positions are not really needed. Instead, each node needs to compute its relative
position vector (distance and azimuth) with the origin being the sink. Furthermore,
the system design has to cater for the very likely situation of weakening or complete
blackout of the GPS signal.

Fortunately, the timescale of node mobility is quite relaxed: losing the GPS signal
for a few seconds is likely to induce only intangible changes in the network topology.
So it is more of an opportunistic approach which is advocated herewith where the
position vector is updated whenever the GPS signal is accessible. Nonetheless, to
account for those cases where a subset of nodes may suffer from prolonged GPS
signal loss, a cooperative localization method is presented later in this section.

From a practical point of view, the challenge concerns the means by which coop-
erative transmitters can convey their position information to receivers (i.e., nodes
which are the potential next-hop forwarders). An inherently related challenge is
for this means to concurrently support the self-localization capability. The solution
addressing both requirements is presented in the next subsection.
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4.3 Random Access

To facilitate the communication of position information by transmitters, random
access resources are allocated within the PHY frame [54] as shown in Fig. 5. The
random access (RA) area consists of two distinct parts. The first one contains a total
of BQ tones which are allocated for progress quantization purposes. The second part
is consists of BL resource blocks distributed over bOFDM symbols and are allocated
explicitly for localization purposes. The design and processing considerations of the
localization part of the RA area is discussed in the next subsection.

Before a cooperative transmitter sends a frame, it quantizes the progress it offers
with respect toward the sink. There are BQ quantization levels such that resolution is
D/BQ, whereD is the distance between the source and the sink. Each step is allocated
exactly one tone in the randomaccess area shown in Fig. 5. The relay needs to indicate
the quantized progress it offers by simply energizing the corresponding tone whose
index is equal to its progress level. Simple on-off keying (OOK) binary modulation
is used to modulate the respective tone. At the receiver side, the BQ tones will be
routed from the output of the FFT stage toward the OOK demodulator as shown in
Fig. 6. Progress levels of the respective transmitters are extracted and fed to a routing
decision module.

Again, it is worthwhile to put things into perspective from a practical point of view.
Nodes can be assumed to be distributed over a finite 2D disk with diameter Dmax

according to a binomial point process (BPP) [55]. However, in a geo-routing context,
the progress along the line connecting source to destination is what really matters.
As such, the 2D BPP distribution can be projected or more precisely reduced to a 1D

Fig. 5 A random access (RA) area is inserted into the OFDM frame to support two capabilities: (1)
allow cooperative transmitters to indicate the progress they offer toward the sink, and (2) encode their
position information that can be used by receiver so as to perform a TDOA-based self-localization
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Fig. 6 A block diagram illustrating the processing of the quantization tones and localization
resource blocks, both part of the random access area illustrated in Fig. 5

distribution. Consequently, the average distance to the ith nearest neighbor along the
1D progress dimension is given by 1

2 IDmax/(N + 1) [55]. The progress quantization
level must be made sufficiently small to accommodate node displacement patterns.
One viable design criterion is to have the quantization step Dmax/BQ larger than the
distance to the I th nearest cooperative transmitter along the progress line. In other
words, it is to have

BQ ≥ 2(N + 1)/I . (20)

For N = 100 and I = 3 nodes, then BQ ≥ 68 tones which can be easily allocated
within the stretch of one or two OFDM symbols.

4.4 Self-localization Scheme

It has alreadybeen shownby [28] that it takes 25–50 s before the end-to-endpath starts
to become obsolete under realistic mobility models. A corollary to this is that nodes
can afford to lose their GPS signals for an equivalently long duration. Nonetheless,
there might be situations where some nodes may suffer from GPS signal blackouts
for even longer durations. Mission-critical systems have to incorporate higher levels
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of resilience and robustness by definition and therefore need to account for such
corner cases.

Nodes can capitalize on the presence of the random access area to carry out a
triangulation procedure [54]. Those nodeswhich enjoy clearGPS signals can transmit
their position information on regular basis so that others without GPS access localize
themselves. As shown in Fig. 5, the random access area incorporates BL resource
blocks just for that purpose.

The method proposed for self-localization is to compute time difference of arrival
(TDOA) [54]. Therefore, localization resource blocks need to cater two pieces of
information: position information of the transmitters and propagation delay differ-
ences. The first one is straightforward and entails each anchor node encoding its
position information into one of the localization blocks. A block is selected randomly
by an anchor node and therefore collisions may occur. This is further discussed at
the end of this subsection. Within this context, anchor nodes simply represent that
subset of transmitter nodes which still enjoy clear access to the GPS signal.

On the other hand, extraction of TDOA information exploits the fact that each
uniquely selected resource block contains a signal with a unique time signature. This
is further illustrated in Fig. 7. The time reference at the receiver is influenced by
the first energy arrival in the preamble portion of the frame. The BL time waveforms
must be reconstructed in order to detect the offset of each one from the zero time
reference.As such, theBL blocks are fed sequentially back to aBQ-point IFFTmodule
as depicted in Fig. 6. The TDOA can then be measured.

Relay I

Relay 1

Relay 2

Random access resource blocksReceiver training symbol(s)

FFT window applied
First energy 

arrival

Time domain

Fr
eq

ue
nc

y 
do

m
ai

n

Fig. 7 The localization random access resource blocks are offset from each other in time. This
is due to the fact that each block is modulated by a different transmitter (obviously as long as it
happens to be selected by one transmitter)
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Inherent to any random access methodology, collisions may occur. Therefore,
a sufficient number of resource blocks BL should be allocated. It has been shown
in [29] that when I nodes randomly access BL random access resource blocks, the
probability of at least z ≤ BL uniquely selected blocks can be evaluated recursively
using

pz = pz−1

(
B − z

B − z + 1

)I−z

, (21)

where po = 1. For triangulation purposes, at least three nodes are required. Subse-
quently, the success probability of self-localization for given received frame is given
by

pst =
3∏

z=1

(
BL − z

BL − z + 1

)I−z

,BL ≥ 3. (22)

The number of frames until the triangulation function succeeds is denoted by F .
Had I been constant, themeanF would have been represented by a geometric random
variable whose mean is E[F] = 1/pst . Nonetheless, I is also randomly distributed
and understanding its statistical behavior is nothing but trivial. This is true especially
since the value of I depends on a multitude of factors including packet forwarding
statistics and GPS signal loss patterns.

Having said that, I is expected to grow whenever the receiver is closer to the
network sink and/or the GPS signal is less likely to be blocked. If I tends to be large,
E[F] will also be, i.e., it will take a few frames before a node with lost GPS signal
can triangulate itself. Fortunately, however, when I tends to be large, this also implies
that the expected number of nodes with lost GPS signal is small.

In any case, one can obtain a practical flavor of E[F] by noting that it is upper
bounded by 1/pst (evaluated at E[I ]). This is true by means of Jensen’s inequality
since it can be directly shown using (22) that E[F] is strictly concave in terms of I .
The value of E[F] has been computed for a range of E[I ] and results are reported
in Table 2. The table clearly shows that with only BL = 5 blocks, there is ample

Table 2 Average number of frames required until triangulation succeeds.A total ofBL = 5 resource
blocks are assumed to be allocated in the random access area

E[I ] Situation E[F]
3 Node closer to the network

perimeter and/or heavy GPS
signal blockage

2.08

5 Node in the middle of the
network

13.02 and/or mild GPS signal
loss

7 Node close to the network sink
and/or low likelihood of GPS
signal loss

81.38
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time for nodes to adjust their positions. For the worst case scenario of E[I ] = 7, and
assuming 1-ms frames, it takes no more than 82 ms to update the position.

5 Practical Implementation Challenges

Thegoal of this sectionwill be tailored toward someof the practical challenges related
to the implementation of ACR/FACR.Most of these challengesmainly stem from the
nontraditional wireless channel characteristics in a cooperative transmission setup.
As such, this section starts off with the presentation of the channel model which
is cooperative by design. It then immediately delves into PHY design challenges
invoked by the cooperative channel. Remedies and solutions are highlighted as well
throughout the section.

5.1 Wireless Channel Model

From a PHY perspective, ACR in principle is a technique that allows multiple nodes
to transmit the same frame almost concurrently. This statement needs to be further
reinforced with respect to two different timescales. Concurrency is really true only
at the packet level. At the symbol-level, however, the cooperative transmitters are
not perfectly aligned in time and they need not be. In other words, the channel model
has to accommodate the case of asynchronous transmission case.

In most recent literature, the case of asynchronous cooperative transmission has
been referred to as the cooperative time offset (CTO) [56]. Even in the case of
perfect synchronization among the I cooperative transmitters (e.g., by means of
having access to GPS), there will still be time offsets from the receiver perspective
due to propagation delay differences. Both effects are captured in the cooperative
channel model by introducing the delays T

′
1 . . . T

′
I as illustrated in Fig. 8.

The channel between an arbitrary pair of nodes is represented by a generic wide-
band frequency-selectivemultipath tap-delay linewithRayleigh-distributed tap gains
[57]. On average, there areM such taps. Natural echoes due tomultipath are grouped
in intervals of duration of T seconds. Mobility speeds are with the pedestrian to slow
vehicular ranges such that the fading coefficients are assumed to be quasi-static, i.e.,
they remain constant during a single frame.

Orthogonal frequency divisionmultiplexing (OFDM) is employed as ameasure to
counteract that frequency selectivity of the cooperative channel. The duration of the
OFDM symbol is assumed to be larger than (M − 1)T + max{T ′

i }Ii=1 − min{T ′
i }Ii=1

ensuring that each subcarrier encounters approximately a frequency-flat fading [58].
Amending each OFDM symbol with a cyclic prefix eliminates inter-carrier interfer-
ence (ICI) and restores orthogonality between subcarriers. This enables decoupled
signal detection at each subcarrier.
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Fig. 8 Composite channel response capturing CFO plus Doppler spread, propagation delay differ-
ences, as well as multipath channel effects

Under the reasonable assumption that the fading coefficients hi,m are all mutually
independent, it follows that H (f ) is complex Gaussian such that H (f ) ∼ N (0, σ 2

S ),
with

σ 2
S =

I∑

i=1

M∑

m=1

E[|hi,m|2]. (23)

Furthermore, |H (f )|2 is exponentially distributed with a mean of 2σ 2
S . We note

that
∑M

m=1 E[|hi,m|2] represents the mean power content of the channel between
the receiver and the ith transmitter and is equal to (λ/4πd)α . Therefore, we obtain

σ 2
S =

(
λ

4π

)α I∑

i=1

1

dα
i

. (24)

It is assumed that the duration of the cyclic prefix of the OFDM symbol is long
enough such that all signal echoes (natural and artificial) arrive within the cyclic
prefix interval. Other ongoing packet relaying processes will rather contribute to
the interference signal. This interference, however, will be also Gaussian since the
individual channel gains are Gaussian [59]. The exact nature of such an external
interference is beyond the scope of the present work.

5.2 Cooperative Carrier Frequency Offset

The sampling frequency is 1/Ts, and n is a running sample index. The number of
subcarriers is denoted by Ns. Due to clock imperfections, a carrier frequency offset
(CFO)naturally exists between any arbitrary pair of nodes [43, 54]. TheCFObetween
transmitter i and the receiver is denoted by δ

(CFO)
i . The cooperative carrier frequency

offset (CCFO) is defined herewith as maxi δ
(CFO)
i − mini δ

(CFO)
i . On the other hand,
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all nodes are assumed to be mobile; thus, a frequency Doppler exists between the
ith transmitter and the receiver and is denoted by δ

(DOP)
i . The CFO and the Doppler

shift together have the combined effect of causing a phase rotation. Such an effect is
captured in the model of Fig. 8 by defining:

xi � e
j2πδi

1
N�f , δi = δ

(CFO)
i + δ

(DOP)
i . (25)

Hence, taking the individual CFO and Doppler shift effects into consideration, the
baseband signal transmitted by node i is expressed as

si(nTs) =
Ns
2∑

k=− Ns
2

ak,ne
jφk,nej2π(k�f +δi)nTs

= xni

Ns
2∑

k=− Ns
2

ak,ne
jφk,nej2πkn/Ns , (26)

where ak,nejφk,n is the transmitted symbol. Consequently, the frequency-domain
response of the composite channel is given by

H (n, f ) =
I∑

i=1

xi
ne−j2π f Ti

′ M∑

m=1

hi,me
−j2π f (m−1)T . (27)

From (27), it is clear that the channel is highly time-varying because of the CCFO.
This is true even though the fading coefficients are assumed to be quasi-static.

The time-varying nature of the channel mandates robust receiver design. As a
matter of fact, the detrimental effect of the CCFO is far more adverse than that of
the Doppler spread alone. This is true since the CCFO can be orders of magnitude
larger. This is better appreciated bymeans of an example.A1-ppm free-running clock
yields a CFO around±2400 Hz at a center frequency of 2.4 GHz. In comparison, the
maximum Doppler shift for a node moving at 10 km/hr, for example, is less than 25
Hz. Consequently, it is evident that the CCFO problem is order of magnitude more
challenging than the classical Doppler spread problem.

In the presence of CCFO, the channel coherence time (roughly equal to the 0.423
times the reciprocal of the maximum Doppler shift [57]) in case of free-running
clocks is comparable to the duration of just few OFDM symbols. The CCFO poses a
couple of serious challenges on receiver design which has to cater for such a highly
dynamic and fast-changing condition. Two of such challenges along with viable
remedies are outlined in the following.
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5.2.1 Automatic Gain Control Aging

The purpose of automatic gain control (AGC) in the receiver is to perform pream-
plifier gain adjustments. These adjustments are required in order for the signal to
be received within the dynamic range of the analog-to-digital converter (ADC) [60].
The AGC module typically operates on the preamble portion in the very beginning
of the PHY frame. It is in essence a feedback control loop whose goal is to maximize
the input signal within the linear range of the ADC.

The correlation coefficient between two time samples of the Rayleigh fading
envelope separated by τv is given by the zeroth-order first kind Bessel function
Jo(2πδiτv) [57]. For illustration purposes, the correlation coefficient for the case of
zero CCFO (i.e., in the presence of only Doppler shifts) is compared to a 500-Hz
CCFO on the same timescale in Fig. 9.

From Fig. 9, it is apparent that the AGC gain value will quickly become outdated
in the presence of CCFO. This is also referred to as AGC aging. By the end of the
frame, the outdated AGC value will be either:

(1) Too high, therefore driving the incoming signal to the nonlinear range of the
ADC and causing significant signal distortion.

(2) Unnecessarily too low, thus the received signal may suffer from a severe SNR
drop.

To address the AGC aging problem, there is the obvious option of using shorter
PHY frame durations. Nevertheless, this will indeed increase the PHY overhead ratio
and hence adversely affect the throughput. A more preferable option is to rerun the

Fig. 9 Correlation coefficient of the fading channel envelope in case of zero and 500-Hz CCFO.
In both cases, the Doppler shift is assumed to be 50 Hz. It is evident that CCFO produces a highly
time-varying channel, and consequently, the channel gains quickly become uncorrelated evenwithin
the timescale of a single PHY frame
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AGC module on pilots tones which are inserted within the PHY frame. The AGC
loop may take quite a few samples in the beginning of the frame to converge. This is
true since the channel variation from frame to frame may be unpredictably high. A
new frame is a new transmission with a new set of cooperative transmitters. Hence,
the power of the incoming signal is uncorrelated to that of the previous frame. On the
other hand, the convergence time of the AGC loop when run on pilots is much faster.
This is true since the channel variation within a frame is statistically correlated.

5.2.2 Aging of Channel Estimates

Similar to the AGC, channel estimation is typically performed on the preamble
portion as well. Specifically, the preamble includes a long training sequence (LTS)
symbol that is known a priori to the receiver. In OFDM systems, the LTS is used to
estimate the fading channel coefficients corresponding to each frequency subcarrier
[56]. Due to the highly time-varying nature of the channel, the estimates of the fading
coefficients obtained in the beginning of the frame quickly become obsolete. In the
presence of CCFO, the coherence time of the channel can be much shorter than the
frame duration. As such, channel estimates need to be updated more often.

One approach is to insert more training symbols (i.e., LTS symbols) within the
payload portion of the PHY frame. However, this will significantly increase the PHY
overhead. This is true particularly since the coherence time is too small. For example,
if the CCFO is 1000 Hz, then the coherence time of the channel is about 425 µs.
A good design practice is to ensure up-to-date channel coefficients at least at a rate
of 10 times per coherence window, i.e., an LTS symbol must be inserted once every
42.5 µs. For a symbol duration of 8 µs, this means that an LTS must be inserted at
least after every 5th symbol. Hence, the overhead contribution of channel estimation
is in excess of 16% which is quite significant.

In an attempt to relax such an overhead, one may argue for farther spacing LTS
symbols in the time domain. Such a proposition would entail the use of linear inter-
polation to compute the amplitude and phase of the channel coefficients for OFDM
symbols in between the LTS symbols. However, as Fig. 10 strongly suggests, the
level crossing nature of the cooperative channel is quite aggressive thus rendering
the linear interpolation option very risky.

A neater approach, on the other hand, is to autonomously estimate the channel
in a continuous fashion using the well-known decision-directed estimation (DDE)
method [61]. Each OFDM symbol consists of Ns samples. At the end of the LTS
(which is the first symbol in the frame), the least squares (LS) channel estimate at
subcarrier k is given by

Ĥ (1, k) =
∑Ns

n=1 s
∗(Ns − n, k)r(Ns − n, k)

∑Ns
n=1 |s(Ns − n, k)|2 , (28)
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Fig. 10 Cooperative transmission in the presence of CCFO induces significant fluctuations in the
phase and amplitude of channel fading coefficients. Thus, linear interpolation is by large infeasible

where r(n, k) is the received signal observed at the nth time sample at the kth sub-
carrier of the fast Fourier transform (FFT) stage output. In (28), s(n, k) = p(n, k)
when k is pilot tone, otherwise s(n, k) = ŝ(n, k), i.e., the decided symbol. To obtain
the channel estimate at any other arbitrary symbol z = 2, 3, . . ., recursive estimation
can used as follows:
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Ĥ (z, k) = ŷ(zNs, k)

Ŷ (zNs, k)
, (29)

where

ŷ(z + 1, k) = ŷ(z, k) + r(z, k)s∗(z, k) − r(z − 1, k)s∗(z − 1, k) (30)

Ŷ (z + 1, k) = Ŷ (z, k) + |s(z, k)|2 − |s(z − 1, k)|2. (31)

A DDE receiver was incorporated into the PHY implementation which is further
discussed in Sect. 6. Empirical results reported therewith offer clear evidence that
using DDE is quite viable in treating the channel estimate aging effect.

Finally, it is worthwhile tomention that the consistent availability of a global posi-
tioning system (GPS) signal would indeed help synchronize cooperative transmitters
and thus eliminate the CCFO problem. However, it is important also to emphasize
that losing the GPS signal for just a few seconds may cause transmitters’ clocks to
drift substantially, and therefore, the CCFO problem reemerges again. This is why it
is paramount to fortify receivers with GPS-independent algorithms.

5.3 Cooperative Power Delay Profile

The power delay profile (PDP) of the cooperative channel is unique in the sense that
it contains many strong yet slightly delayed signal arrivals [54]. This creates a power
spectral density (PSD) shape that is also fundamentally different from that corre-
sponding to the classical PTP channel. This is illustrated in Fig. 11.As a consequence,
the PDP of the cooperative channel brings forward two PHY design challenges as
explained in what follows.

5.3.1 Large Dynamic Range

Channel simulations have been carried out to characterize the dynamic range of the
PSD of the cooperative channel. Results are depicted in Fig. 12 where the cumulative
density function (CDF) of the PSD dynamic range is plotted for two cases, I = 1
and I = 3.

The dynamic range of the channel’s spectral response dictates the dynamic range
of the receiver’s FFT block. This is because OFDM receivers typically employ the
frequency-domain equalizers (FDE) to address the frequency selectivity of the chan-
nel. The FFT block must be able to cope with larger channel dynamic ranges.
Otherwise, it will cause severe degradations in the FDE performance due to clip-
ping, and consequently, it will adversely affect the overall receiver performance. In
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Fig. 11 The PDP and PSD of the cooperative channel (with I = 3) compared to that of the PTP
channel. The PSD is measured over a 10 MHz channel with 128-point FFT

conclusion, the fixed-point design of the FFT block must accommodate the dynamic
range requirements of cooperative transmission particularly in terms of memory
resources allocated.
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Fig. 12 The CDF of the dynamic range of the PSD. The mean dynamic range was computed to be
10.1 dB in case of one transmitter (PTP case) and 25.3 dB in case of three cooperative transmitters
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5.3.2 High Frequency Selectivity

Indeed, best design practice calls for inserting pilots within the PHY frame. These
pilots can be used to track phase and amplitude drifts of the channel coefficients. Pilot
tones carry training symbols that are known a priori by the receiver in order to update
the channel estimates. OFDM systems typically employ a comb-type pilot subcarrier
arrangement whereby pilots are inserted regularly in the frequency domain [62].

Linear interpolation is mostly used to estimate channel coefficients at subcarriers
between pilots. However, the frequency-domain response of the cooperative channel
is quite likely not to be linear between pilots. This is further illustrated in Fig. 13.
Accordingly, it is paramount to revert to nonlinear interpolation. In the implementa-
tion presented in this chapter, a three-point quadratic interpolation is carried out in
accordance with [63].

Lastly, it is worthy of noting that a modern robust forward error correction (FEC)
scheme is poised to address many of the challenges associated with cooperative
transmission. Low-density parity-check (LDPC) codes are great candidates for this
purpose [56]. The same argument applies to the use of Turbo decoders. However,
it is also important to note that the remedies outlined in this section are far less
demanding in terms of onboard resource utilization compared to LDPC or Turbo
codes. In one instance of implementation on field programmable gate array (FPGA)
platform, the inclusion of a Turbo decoder increases the resource utilization by nearly
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Fig. 13 Frequency-domain response of the cooperative channel measured at pilot tones over con-
secutive OFDM symbols. The subcarrier indices shown in the plots correspond to the pilots. There
are eight pilots allocated within the 128-point FFT
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40% compared to less than 10% for the suite of DDE, AGC update, and quadratic
interpolation.

5.4 Self-localization Random Access Blocks

At the receiver, the preamble portion of theOFDMframe consists of identical replicas
arriving asynchronously from I nodes. As shown in Fig. 7, the receiver aligns its time
reference to the first energy arrival of the first OFDM symbol. The receiver locks to
the first energy arrival of the LTS symbol, which happens to be that of the second
relay in this example. The picture is fundamentally different in the RA portion where
each non-empty block contains a unique signal (assuming no collisions).

RA signals are generally expected to be nonaligned in time, as illustrated in Fig.
7. Time misalignments of the RA blocks obviously occur due to the differences in
propagations delays between the relays toward the receiver in concern. Hence, for
some RA blocks, the FFT processing window at the receiver will not be aligned in
time to the actual start of the RA signal within that block.

The effect of time offsets in OFDM systems was studied in [64]. Here, the time
offset is “toward” the guard interval, i.e., the FFT window is partially applied on the
guard interval. It was shown in [64] that such an offset only introduces a phase error.
For this reason, OOKwas chosen as a modulation scheme for convenience since it is
indifferent to phase rotations. Reverting to OOK for the RA entails nearly negligible
increase in the FPGA resource utilization footprint. On the other hand, the use of
OOK modulation is surely associated with a 3 dB SNR penalty compared to using
binary phase shift keying (BPSK), for example. Nevertheless, there is an inherent
power boost on RA blocks. This is because all of the transmit RF power is focused
on the RA block of choice at each transmitter. This indeed helps compensate for the
SNR penalty.

On the other hand, it has already been mentioned that the reconstruction of the
localization waveforms is done sequentially. Such an approach is affordable since
the time budget of the localization process is not quite constrained. In other words,
it is acceptable for a node to take a few seconds to adjust its position information.
Therefore, dedicated FPGA resources need not be allocated for localization. Instead,
available resources can be exploited opportunistically. In fact, the relaxed time con-
straint allows to solve the hyperbolic equations associated with the triangulation
function in a more powerful microcontroller processing unit (MCU), as suggested
in Fig. 6.

Finally, it is worthwhile to have a peak under the hood on how the RA can be
practically implemented. For a 128-point FFT, BQ is set at 128 tones divided equally
and contiguously over two consecutive symbols. Setting and b = 6, and allocating 64
tones per localization block yields BL = 5 blocks. For 100-symbol OFDM frames,
this an overhead contribution of just 6%. If the localization capability is switched off
(i.e., in case of low likelihood of GPS signal loss), the overhead goes down to less
than 1%. This is tangibly better than the 14–28% incurred by ACR predecessors.



46 A. Bader and M.-S. Alouini

According to (20), 64 quantization tones are good enough to serve N = 95 nodes
with an average of I = 3 cooperative transmitters. At the other end, each OOK-
modulated localization block has 128 tones or equivalently bits. With a rate 1

2 FEC,
this leaves 64 bits out of which 4 can be used for parity. It can be straightforwardly
shown that the remaining 60 bits are sufficient to represent the GPS position offset
of a node from the sink.

On the other hand, the localization resolution is actually function of the sampling
rate and the number of subcarriers in each localization block. At 40Msps, and noting
that the number of samples per block is half of that of the whole OFDM symbol,
then the resolution that can be achieved is 30 m. A high-performance ADC capable
of higher sampling rates is indeed slightly more expensive but—if needed—can be
used to achieve better resolution.

6 Experimental Performance Evaluation Results

The main goal of the field experimentation is to validate the key building block of
ACR/FACR. This is to verify that multiple transmitters induce an array gain when
concurrently transmitting the same packet.

6.1 Development Platform

Off-the-shelf OFDM-based transceivers (e.g., standard-based IEEE 802.11a/g or
IEEE 802.16d/e) cannot be used for experimenting with cooperative transmission
schemes [56]. This is due to the fact that cooperation invokes substantial changes
to the PHY and lower MAC layers. Moreover, the challenges described in Sect. 5
mandate a more robust PHY design. Hence, it was decided to build the ACR/FACR
protocol stack completely from scratch so as to have a sufficient level of flexibility
and control over the design process.

To that end, a compact stand-alone software-defined radio (SDR) platform was
selected (Fig. 14). A complete 128-point OFDM PHY was developed entirely for
this project. The PHY supports channel bandwidths from 1 to 20 MHz with ADC
sampling rates up to 40 Msps. The cyclic prefix consists of 32 samples such that
the total number of samples per symbol is 160. The chosen SDR is home for a
40-KLE Altera Cyclone IV FPGA, an ARM9 microcontroller architecture, and a
reconfigurable radio frequency (RF) chip from LimeMicrosystems. An RF amplifier
fromTexas Instruments was also annexed to the platform. The OFDMPHYwas built
on the FPGA, while the rest of the protocol stack runs on the MCU.

The original plan was to install the SDR platforms on highly mobile stations to
test PHY performance. However, it was shown in Sect. 5.2 that the CCFO effect
produces a channel that is much more dynamic and time-varying than that produced
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Fig. 14 An SDR platform from Nuand was used to build the fully autonomous cooperative routing
scheme. The platform houses a 40-KLE Altera Cyclone IV FPGA, a Cypress microcontroller unit
(MCU), and a reconfigurable RF chipset from Lime Microsystems. An RF amplifier from Texas
Instruments was also annexed to the platform. The OFDM PHY was built on the FPGA, while the
rest of the protocol stack runs on the MCU

by Doppler spread, even at high speeds. A corollary to this is that empirical results
collected from the field under CCFOwith stationary nodes are sufficient to ensure the
implementation will successfully handle mobility. The key parameters concerning
the underlying PHY design are reported in Table 3.
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Table 3 Key OFDM PHY design parameters

Channel bandwidth 1–20 MHz

Frequency spectrum 0.3–3.8 GHz

Maximum RF transmit power 10 dBm

Antenna gain 3 dBi

FFT size 128 points

Maximum sampling rate 40 Msps

Preamble length (STS+LTS) 768 samples

Number of pilots 8

Turnaround time 180 µs

Useful symbol length 128 samples

Cyclic prefix length 32 samples

6.2 Equalizer Performance

The performance of the DDE implementation was investigated under a controlled
setup. A dedicated BladeRF board was configured to feed three other boards with
two common signals: clock and trigger, as shown in Fig. 15. The latter is used to
instruct the three relays to commence the transmission of a frame that is prestored
on the FPGA. The CFO is invoked locally at each transmitting node via a command
line interface (CLI) utility. Similarly, each node may be configured to introduce a
fixed delay after the rising edge of the trigger signal. This can be used to produce the

Fig. 15 Common clock and trigger signals are fed into the boards. The controlled test setup is used
to measure the performance of the decision-directed equalization method
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Fig. 16 DDE performance investigated for the case of concurrent transmission from three nodes
with CFO1 = 1000 Hz, CFO2 = 0 Hz, CFO3 = −100Hz. Here, the received I/Q symbols are plotted

Table 4 DDE performance results

Traditional equalizer Decision-driven equalizer
(DDE)

FER 81% 5%

EVM −6 dB 14 dB

Highest modulation BPSK 16 QAM

desired delay spread for the composite channel. In other words, it helps control the
propagation delays T1

′
, . . . ,TI

′
shown in Fig. 8.

In this test, the three transmitters were placed 12 m from the receiver. The CFO
values for the transmitters were set at −100, 500, and 1000 Hz. A 16 quadrature
amplitudemodulation (16-QAM)modulation schemewith FEC rate of 1/2 was used.
As expected, DDE is quite a viable tool to equalize highly time-varying channels.
Run over a large number of iterations, the average frame error rate (FER) plunged
from 81% down to less than 5% when the DDEmodule was activated at the receiver.
The error vector magnitude (EVM) of the baseband inphase/quadrature (I/Q) stream
was measured on randomly selected subset of frames in MATLAB (Fig. 16). The
average EVM ascended from as low as −6 to 14 dB. Neglecting transmitter I/Q
imperfections, the EVM is known to be tightly related to the receiver SNR. As such,
the DDE module can be said to offer a gain of nearly 20 dB while introducing less
than 5% in the overall footprint of the PHY code. These results are summarized in
Table 4.
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Table 5 Results from the array gain test

SNR (dB) RSSI (dBm) FER (%) reach (m)

Tx1 only 16.1 −88.2 2.9 70

11.2 −93.1 50.8 115

Tx2 only 16.5 −87.5 0.8 65

11.8 −94.1 76.2 115

Tx3 only 16.4 −88.0 1.1 65

12.4 −93.5 47.0 115

All three 16.3 −86.7 2.0 115

6.3 Array Gain

The goal of this test case was to measure the array gain as well as the maximum
reach gain that can be obtained by means of autonomous cooperative transmission.
The same setup presented in the previous subsection was used. To obtain the max-
imum reach gain, the CFO was forced to zero on all three transmitters. The three
transmitters were always kept equidistant from the receiver. The test was carried out
in an open space parking lot surrounded by light vegetation. All nodes were placed
one meter above ground level. Results of this test are reported in Table 5. Each result
corresponds to an average value taken over an ensemble of 10,000 frames.

The first stage of this stage was to measure the communication range for each
individual transmitter. The communication range here was defined as the maximum
reach such that an average FER target of ≤3% is maintained. The receiver was grad-
ually moved away in steps of 5 m. As reported in Table 5, the communication range
was around 65–70 m. The slight discrepancy in results is due to the different multi-
path channels since transmitters are not co-located. Another factor is the approximate
nature of any method for computing the SNR on the preamble signal.

Next, the communication range for the case of three cooperative transmitters was
measured by gradually moving the receiver away in steps of 5 m. The maximum
range was measured to be 115 m, i.e., the reach gain was 50 m or equivalently 77%.
Indeed, the reach gain highly depends on the propagation characteristics, which in
return relates to the environment where the test is performed.

Now in order to characterize the array gain, each transmitter was placed 115 m
away from the receiver and the SNR was measured. The array gain is computed
here as the difference between the SNR obtained under cooperative transmission
and the average of individual SNR values. It is clear from Table 5 that autonomous
cooperative transmission is able to offer nearly 4.5 dB of array gain. This result is
quite interesting since it is very close to the theoretical maximum array gain with
three transmitters, i.e., 10 log 3 = 4.77 dB.
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7 Conclusions

There is a growing trend for streaming live vision-based data from the field to
enhance visibility and assist decision-making during mission-critical situations.
The dissemination of live vision-based data feeds demands high bandwidth in addi-
tion to low latency.

Over-the-counter wireless technologies available today have been shown to fall
short in meeting the demands of next-generation mission-critical applications. As
such,mobile ad hoc networking (MANET) has resurfaced again as a viable contender
in place ofWi-Fi and LTE. Having said that, classical path-orientedMANET routing
techniques are notoriously known to accumulate substantial protocol overhead as the
network grows in scale. Subsequently, it has been shown that autonomous cooperative
routing (ACR) is well positioned to meet the goals and requirements of mission-
critical operations.

To that end, the implementation ofACRon commercial hardware platforms entails
a few practical challenges which have not been quite addressed in literature. The
foremost challenge concerns the receiver’s capability in handling the aggressive
nature of the cooperative wireless channel. The cooperative channel is highly time-
varying therefore causing channel estimates to become obsolete pretty quickly. A
robust channel equalizer based on the use of decision-drive estimation (DDE) was
presented to remedy this issue. On the other hand, the cooperative channel has been
shown to feature a high level of selectivity in the spectral domain which was handled
by means of optimized pilot signal processing. The chapter also presented a fully
astomous version of ACR. Practical implementation considerations have been also
highlighted offering some evidence of the advents of full autonomy.

Finally, the chapter presented an experimental setup that was developed specifi-
cally to validate the basic building blocks of ACR/FACR. A protocol stack was built
from scratch for that purpose. Field experiments were carried out and were able to
validate some of the performance enhancement propositions outlined in the various
sections of the chapter.
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Using Models for Communication
in Cyber-Physical Systems

Yaser P. Fallah

Abstract Oneof themain components of cyber-physical systems (CPS) is the under-
lying communication mechanism that enables control and decision-making. Com-
munication has traditionally taken the form of sensing a physical phenomenon, or a
cyber process, and then transmitting the sensed data to other entities within the sys-
tem. With CPS being in general much more complex than a single physical or cyber
process, the requirements on communication and data content are high. Therefore,
communication of all the required information for control of a CPS may become
a challenge. In this chapter, we present a new paradigm in communication which
utilizes communication of models and model updates rather than raw sensed data.
This approach, which transforms overall communication structure, has the potential
to considerably reduce the communication load, and provide a mechanism for richer
understanding of the processes whose data is being received over a communication
link. We take the example of a vehicular CPS that relies on communication for colli-
sion avoidance and demonstrate the effectiveness of themodel-based communication
(MBC) concept.

1 Introduction

Communication is one of the main aspects of cyber-physical networked systems and
sensor networks. The role of communication in such systems is to transfer knowledge
of a particular phenomenon from one system component to another. Such knowledge
is usually presented in the form of signals or samples of physical or cyber phenomena
in a CPS. Therefore, communication systems are structured in the form of sampling
physical or cyber phenomena and then transmitting the sampled data over a link. The
receivers of data are expected to know the meaning of the communicated samples,
and after estimation and correction, the received data is interpreted using preexisting
knowledge of the phenomena to which they belong. For example, when temperature
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value is sensed at a specific time and location, and transmitted in a sensor network,
the receiver is expected to know how to interpret temperature data and estimate
it for missing samples. While sensed data is simple in this and many other cases,
in some other scenarios, it may represent much more complicated dynamics. An
example is the movement of a vehicle. Representing movement data usually happens
through high rate sampling of several parameters, such as position, velocity, heading,
acceleration, etc., and communicating them to receivers which are expected to use
certain models to reconstruct the vehicle movement. The existing knowledge of
the models that describe system dynamics (in this case in the form of kinematic
equations) and frequent sampling and communication of the dynamics are two of the
main characteristics of networked systems with relatively high-speed dynamics. For
example, many vehicle safety or control applications require position data with less
than 1 m of error (95 percentile). The requirements are even higher when automated
applications are considered. The precision requirements on knowing the movement
of a subject vehicle (or a tracked dynamic system) determine the requirements on
communication and on model fidelity.

In traditional communication structure, models are already used at the receiver
side for the purpose of estimation and reconstruction of the original signal. In such
systems, the assumption is that the receiver has knowledge of a model that repre-
sents the source of communicated data and uses this knowledge to correct issues
that may exist in communication. For example, when position data of a vehicle is
communicated, missing position samples may be estimated using models of vehicle
movement. On the other hand, these same models may be used at the sender to selec-
tively sample and communicate data points that are more valuable for estimation
purposes [1, 2]. In all these designs, the assumption is that the sender and receiver
are aware of the models that represent the system of interest.

Overall, the communication system design in CPS, which is almost always in
discrete form, has to consider three aspects: how/when to sample a signal and transmit
it, how to estimate the source signal using the received samples (which may be a
subset of transmitted samples), and how to transfer data over a link. In this chapter,
we only discuss the first two aspects of sampling/communication and estimation;
the issue of how data is transferred over a link is a pure communication question
and is not specific to CPS. The sampling and estimation aspects are often dependent
on the specific CPS application or system. The challenge of designing these two
components is the main focus of discussion in this chapter.

To better describe the role of models in communication, we elaborate on the
example of vehicle tracking and applications such as cooperative collision warning
(CCW) here [3, 4]. CCW systems rely on vehicles broadcasting their position infor-
mation over a local wireless network, as in Fig. 1. Currently, dedicated short range
communication or DSRC [5] technology is being considered for establishing the
wireless connections. A vehicle that receives information from other vehicles in its
vicinity creates a real-time position map of all vehicles in its surrounding. The map is
built by estimating the position from received data. Communication and estimation
modules are the building blocks of the situational awareness component (Fig. 2).
The map is analyzed continuously to identify hazardous situations. Obviously, when
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Fig. 1 Cooperative safety systems, such as CCW, rely on the broadcast of vehicle movement
information over a local wireless network
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Fig. 2 Ablock diagram depiction of cooperative safety systems; communication and vehicle track-
ing modules constitute the situational awareness subsystem

communication loss happens, estimation of other vehicles positions and identifying
hazards become unreliable.

2 Using Communication for Tracking a Vehicle
(or a System)

Vehicle tracking in CCW relies on each vehicle sampling its movement data such as
position, speed, and acceleration on a regular basis (usually at 10 Hz) and commu-
nicating it over a local wireless network. The communicated data is a snapshot of
the sender vehicle’s state at the sampling time. While DSRC-based communicated
messages usually contain some additional information such as path history (refer to
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Fig. 3 Kinematic models can be used for estimation of the sender state when samples are not
available or between sample times

standards such as SAE J2735 for details [6]), in this chapter, we focus on current
state data to better explain the communication concepts. A receiver uses the received
snapshots of the state information to reconstruct and estimate the sender’s state at all
times. When some samples are lost, or for the times in between received samples,
models of the sender will be used to estimate its state at any given time (see Fig. 3).

Examples of vehicle models include first-order kinematic model (constant speed
model) and second-order kinematic model (constant acceleration model), which are
simple equations relating acceleration, speed, and position. Other estimation and
tracking approaches are also possible, for example, usingKalman filter. The common
factor in estimation is the presence of some formof amodel that is an accurate enough
representation of the vehicle dynamics (or the dynamic system that is being tracked).
Accuracy requirements for the model will be dictated by the application and may
vary widely.

The use of estimators requires the receiver to have access to the model, whereas
the sender may actually not need to know the model and only sample the state
of the system. However, some implicit knowledge of the model is assumed at the
sender, since relevant state variables (that drive the model at the receiver) need to be
sampled and communicated. The basic method of communication, which is used in
some early prototypes of cooperative safety systems, operates at a rate of 10 Hz (or
5 Hz) and includes broadcast of movement data (such as position, heading, speed,
and acceleration) in DSRC basic safety messages (BSM). We call this the “baseline”
method. Receivers usually utilize a constant speed or constant acceleration model to
reconstruct sender’s trajectory.

Senders’ awareness of the model and the receiver estimation process can be taken
one step further. A sender can use the same estimation models that are utilized by
receivers and locally reproduce a copy of the estimated state of the sender at the
receiver. This reproduced estimation can be compared to the actual signal at the
sender, in order to determine what the estimation error may be at the receiver at any
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Fig. 4 Error-dependent communication logic: recreating receiver’s estimator model in the sender
allows for determining when a new sample needs to be transmitted

given point in time. Such error may then be used to decide when new samples need
to be taken or communicated to the receiver. This method, which is called error-
dependent (ED) communication logic and depicted in Fig. 4, is in fact the basis of
the mechanism presented in [1] and adopted by SAE J2945/1 standard [7].

One obvious shortcoming of the structure in Fig. 4 is that the loss of information
in the network will impact the result of estimation in the receiver, but not in the
sender. If the loss of communicated data can be determined, i.e., the sender knows
which message was lost, the same loss can be applied to the input of the estimator
in the sender. However, determining the loss of packets is not always possible. In
particular, in broadcast wireless networks with no acknowledgement (e.g., the DSRC
networks for vehicular safety applications), there is no easymechanism for the sender
to identify lost messages at each receiver. To overcome this issue, the work in [1]
proposes to use a metric such as packet error rate (PER) and randomly drop the
packets that are input to the estimator in the sender. The overall effect of this simulated
packet loss will be similar to what the receivers experience. This structure is shown
in Fig. 5.

Using error-dependent communication logic, it is possible to reduce the commu-
nication load of applications such as CCW by a factor of 2–3 [8]. The main enabling
concept of the ED logic is the use of models of the dynamic system (vehicle) in
both receiver and the sender. The idea of model-based communication (MBC, [9])
transforms this concept to a new level, in which models are themselves also part of
the communicated content. With communication of models, there is no need for the
receiver to know the dynamics of the system a priori, since the sender will provide
the model and its updates in real time.

An important advantage of this feature is that models used for estimation do
not need to be very general and fit all possible behaviors of the dynamic system at
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Fig. 5 Adding a network loss simulator to the sender allows for a better approximation of estimation
error at the receiver

all times. The communicated models themselves could be updated and learnt at the
sender and adjusted as the system evolves. The sender can always provide the receiver
with updates or changes to the model. This feature also allows for considerable
reduction in the communication load, as more complex models or more precise
models can now be used without adding much to the overhead of communication.

To demonstrate how this concept works, the CCW structure can be imagined to
use more complex models of vehicle movement instead of raw movement param-
eters. Figure 6 depicts this vision. Here, each vehicle occasionally communicates
its movement model (e.g., at intervals in the order of tens of seconds), and more
frequently broadcasts updates to the model on state transitions, parameter changes
or model input changes. Using the ED logic is also possible here, and it is expected
that ED logic further reduces the communication load [9].

To fully realize MBC and its benefits, viable models of the dynamic systems of
interest need to be developed. For the case of vehiclemovement, the simple kinematic
equations need to be extended to models that can predict movement parameters for
longer horizons than few hundred milliseconds. Modeling and predicting vehicle
movement is a subject of its own and not the focus of this book. There are many
ongoing research activities that focus on this subject; readers interested in this topic
may refer to [10] and the references therein. Here, for the purpose of explaining the
MBC concept, we use some established car following models that are used in traffic
simulators to model driver and vehicle behavior (on an average basis). Later in this
chapter, a short discussion on other methods of modeling vehicle movement and their
implications for MBC are discussed.
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Fig. 6 Model-based communication relies on exchange of models and model updates instead of
raw sample data. Hypothetical multiple-mode models are used by each sender

3 Example of Models for Vehicle Movement

Car following models [11] have been developed for the purpose of simulating vehi-
cle movement in microscopic traffic simulators. These models capture movement
dynamics of a vehicle. These dynamics depend on many factors such as driver
behavior, dynamics of the vehicle itself, geometry of the road, traffic conditions,
etc. It is in general easier to model automated vehicles since their movements follow
known procedures, and human drivers add a significant level of uncertainty that is
not easy to model. The car following models that have been developed for simulation
abstract all uncertainties resulting from environment conditions and driver behavior
and provide mathematical forms that express vehicle movement in a few predefined
modes [12–14]. Given the wide variety of situations and driver behaviors that are
possible, the car following models tend to be too abstract. One method to achieve
higher fidelity in modeling is by expanding the possible modes, or tuning (training)
models to drivers and situations. Machine learning techniques are very useful in such
cases [10]. Communicating the time-changing models is intrinsically handled in the
MBC approach.

To see how MBC can adopt models, we start with the car following model from
[11]. The movement model from [11] is a relatively simple model that has been
used in simulation tools such as MITSIM (other tool such as VISSIM or SUMO
may use different models). This model describes how a human-operated car reacts to
changes in speed or velocity of the car in front. The reaction is modeled in the form
of the acceleration of a following vehicle (FV), in response to the known speed and
acceleration of a vehicle that is in front of it (called lead vehicle, LV). It is assumed
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Fig. 7 Example of a 3-modemodel of vehicle movement presented in a variation of hybrid automa-
ton format

that the speed and acceleration values of LV are available through either vehicle
sensors, DSRC communication, or driver’s visual sensing.

Themodel in [11] defines threemodes of driving behavior, with equations describ-
ing the vehicle acceleration in each mode. One way to describe this model is to use
a Hybrid System (HS) form, for example, as a Hybrid Automaton [15] (or in more
general term as a Hybrid I/O Automaton [16]). If transitions or other state informa-
tion take probabilistic forms then probabilistic (or stochastic) variations of hybrid
representation [17, 18] need to be considered. Figure 7 depicts a 3-mode HS in a
variation of hybrid automata form. Each mode represents a specific driving behavior;
the equations for the acceleration a in each mode of the HS are as follows:

Mode A (Emergency braking):

a �
{
min(a+, aLV − 0.5(v − vLV )2/g} v > vLV

min(a+, aLV + 0.25a−} v ≤ vLV
(1)

Mode B (following):

a � σ±.
vβ±

gγ ± (vLV − v) (2)

β, γ, and σ are model parameters,+or − indicate accelerating (v<vLV ) or decel-
erating (v>vLV ) situations, where v is the current speed of FV, and LV refers to the
leading vehicle.
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Mode C (free flowing):

a �

⎧⎪⎪⎨
⎪⎪⎩

a+i f v < Vtarget

0i f v � Vtarget

a−i f v > Vtarget

(3)

a+ or a− are typical max andmin accelerations for a car. These values are reported
in [11]. Vtarget is the target speed of a car (e.g., road speed limit) if there is no other
vehicle immediately in front of it. In the last mode, it is expected that the driver
smoothly adjusts vehicle speed until reaching the target speed, which may be the
speed limit.

The model is usually evaluated at a fixed frequency (for example every 100 ms)
and the mode appropriate for the situation is selected. Within each mode, the vehicle
will move with the calculated acceleration value using a constant accelerationmodel.
Transition between modes can happen due to the guard conditions being satisfied or
with probabilities in probabilistic models. The transition conditions (or probabilities)
are denoted in Fig. 7 asGij (for transition frommode i to j). The transition conditions
are evaluated based on environmental inputs, for example, from the parameters of
the vehicle in front (LV) or the situation of the FV. This is a natural choice since a
driver usually remains in the same mode until the traffic situation or the situation of
the following vehicle (FV) changes.

4 Using Models in MBC

The model in Fig. 7 can be used in MBC in several different ways. One of the main
principles inMBCallows for the entiremodel and its parameters to be communicated.
This is usually a step that happens occasionally andwith low frequency. For example,
consider the vehicles in Fig. 8. Here our focus is on the last vehicle denoted as host
vehicle (HV). We do not explicitly use the LV and FV notation in this example, since
this notation can be used for any pair of vehicles, and there are several LVs and FVs
in this figure. The remote vehicle (RV) is the vehicle that is being tracked by HV. For
the sake of our discussion on MBC, assume that RV us moving according to the car
followingmodel of Fig. 7. Thismodelwill be communicated toHVa shortwhile after
HV comes into communication range of RV. Before receiving this 3-mode model, a
default kinematic model is used for tracking RV at HV. It is therefore necessary that
model updates and some basic information are included in the frequent messages of
RV that allow it to be tracked at least using the default kinematic models.

Following reception of the 3-modemodel ofRV inHV, tracking inHVwill become
considerably more precise since acceleration values of RV can now be predicted for
a short time horizon in the future. For this purpose, inputs to the movement model of
RV (for example the speed of the vehicle in front of RV) can be used asmodel updates.
Such information may already be available at HV, since in a DSRC network, HV
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Fig. 8 Example of host and remote vehicles: HV and RV

will hear the messages from the vehicle that is in front of RV too. Nevertheless, that
information can be assumed to be included in “model updates” that are sent by RV.
Using the model and model updates, the tracking process in HV will in fact becomes
an emulation of RVmovement using the available model information. Methods such
as the error-dependent logic described in previous section can be utilized here to
determine when and what model updates are needed.

An error-dependent model for MBCwill operate at different levels. At the highest
level, the entire model (such as the HS in Fig. 7) will be transmitted occasionally
and only when models completely change. For example, when a vehicle exists a
highway into an urban area, or when traffic patterns dramatically change, we may
expect a full model change and update. The rate at which model inputs or transitions
are sent is expected to be much lower than the 5–10 Hz used for baseline. Model
transitions usually happen at a ratemuch lower than1Hz (perhaps every fewminutes),
while model input updates may need higher rate of around 1–10 Hz. With these
considerations, we layout the following rules for communication of models and
updates (some typical parameter values are provided):

1. Full model construct should be communicated at least every Tm seconds (e.g.,
Tm �30 s, m subscript refers to model), or when a change of model construct
happens.

2. Model parameter or transition updates should be communicated at least every
Tu seconds (e.g., Tu �10 s, u subscript refers to update), unless a change in
parameters or state transition that cannot be estimated is detected.

3. Model inputs should be communicated at least every Ti (e.g., Ti �1 s, i subscript
refers to input), or when estimation error using last input parameters is found to
be high.

The overall communication strategy, considering the error-dependent approach,
is depicted in Fig. 9. This framework applies to any model and modeling approach;
however, the difference operator in H(t) − H̃(t) needs to be defined for each type of
modeling framework. H(t) denotes the model and state of the sender at time t, and
H̃(t) is the estimated model and state generated locally at the sender. Together with
the difference operator, the error/cost calculation module in Fig. 9 is responsible for
quantifying the level of error in estimation that may result if a newmessage is not sent
(and estimation continues with previous model and data). This module implements
a cost function C of the difference, which is provided to the communication logic.
Communication logic is the component that implements the rules described for each
type of the modeling scheme (e.g., the three rules above).
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Fig. 9 General framework of error-dependent communication logic with MBC

Given the model presented in Fig. 7, and taking the example of Fig. 8, we can use
the above rules and set up an experiment to see the gains made byMBC. For a clearer
observation, we need to consider an application and a specific model form. The next
subsection describes, in a more formal way, how a hybrid automaton describing
vehicle movement can be presented. Later, we take an application such as collision
warning and evaluate MBC performance.

5 Using a Hybrid Automaton Model in MBC

The example here follows a hybrid automata concept, which is a well-knownmethod
for mixed discrete-continuous state system modeling. The model can be formally
described as follows:

H � (Q, X, I ni t,Σ, f, Dom, E,G) (4)

where Q is a finite set of discrete states (or modes A, B, C as in Fig. 7). X is a set of
continuous states and represents the equations for each mode as in (1), (2) and (3).
Any pair of (q, x) ∈ Q × X is referred as the state of the hybrid automaton.

∑
is a

set of discrete input symbols and events. I ni t ⊆ Q × X is the set of initial values
of the system (X̂ j , X̃(0)). f (. . .) : Q × X → p(X) represents the dynamic of the
system. Dom : Q → p(X) × � is the working domain of each state and defines
combinations of states, events, and constraints for which dynamical equations are
allowed; here p(x) is the power set of all subsets of X. E ⊆ S× S is the set of edges,
and G : E × � → p(X) is the set of transition guard conditions that enable the
transition between discrete states.
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The form in (4) can be encoded using standardized notations such as XML; the
size of the construct is expected to be small and less than 500–1000 bytes. This form
can usually be communicated in a single message. Further model updates and inputs
can use even smaller packets that only inform receivers of updated input values or
of a transition between modes. For the example of Fig. 7, the values of VLV , and aLV
are the input updates that will be communicated at a rate R. Noting Fig. 8, the LV is
the vehicle in front of the sender of the model which is shown as RV. RV may have
this information either through its own estimated model of the LV (LV may also use
MBC to send info to RV); it is also possible that the receiver (HV) directly hears the
position information that LV broadcasts through BSMmessages of baseline or MBC
communication.

It is noteworthy that the hybrid automaton formdescribed above is only an example
and other model forms can be used with MBC strategy. Later in this section, we
introduce an adaptive model form that can be constructed and updated using online
machine learning methods.

6 Evaluating MBC with Collision Warning Application

We next evaluate the utility of MBC in a cooperative collision warning application.
The sample application is a cooperative version of the Forward collision warning
(FCW) application which produces a warning to the driver if the threat of collision
with the car in front is detected. The crash detection method of FCW can be adjusted
for automated crash avoidance aswell. In FCW, a given vehicle (called aHost Vehicle
or HV) continuously analyzes the position and movement of its surrounding vehicles
to detect the possibility of a crash with other vehicles. The analysis happens on a
real-time map that is built using information received from other vehicles (called
remote vehicles or RVs as shown in Fig. 8). In an FCW application, the vehicle
immediately in front is the main subject of analysis for threat detection.

Traditional (noncooperative) FCW systems use ranging sensors (e.g., lidar or
radar) to detect others vehicles in front. In cooperative FCW, information available
through wireless communication (for example over DRSC) can be used to detect the
presence and position of other vehicles. Apart from forming a real-time map and
detecting other vehicles, the cooperative or noncooperative versions of FCW can be
the same. In this chapter, we look at a publically available algorithm for FCW, called
CAMPLinear [19] and assume that information from other vehicles is available in
this algorithm over a vehicular network.

Collision hazard detection in CAMPLinear is done by comparing the distance
between HV and RV (ds) with a variable warning range (rw). If the distance becomes
less than the warning range rw, a hazard situation is assumed (detected) and an
action needs to be taken (see Fig. 10 for an example of typical values). The main
component of CAMPLinear is the algorithm that produces a warning range value
based on the current situation and movement of HV and RV. Both the warning range
and the distance between HV and RV change over time and need to be continuously



Using Models for Communication … 67

Fig. 10 Example of warning
range derived from
CAMPLinear algorithm,
produced on data from a near
crash scenario from 100-car
dataset

calculated and monitored. Details of the CAMPLinear algorithm can be found in
[19]. While we do not repeat the details here, a summary of how this algorithm
works is described below.

6.1 A Sample FCW Algorithm

The CAMPLinear algorithm calculates the warning range rw using speed and accel-
eration data of RV and HV (i.e., vRV , aRV , vHV , aHV ). The rw value is computed as
the sum of a brake onset range (BOR) parameter and the distance traveled by the
vehicle during reaction time of the driver/system (denoted as td). Therefore, we can
write rw as

rw � BOR + (vHV − vRV )td + 0.5(aHV − aRV )t
2
d (5)

The value of td (driver and brake system reaction delay) is found to be
around~2.5 s. BOR is computed for several different scenarios for stationary or
moving RV. For the sake of the discussion in this chapter, we only show BOR for the
moving RV as follows; other cases are described in detail in [19]:

BOR � (vHV P − vRV P)2/
(−2

(
arqd − aRV

))
(6)

where vHV P and vRV P are the predicted speeds of HV and RV after a td time. The
assumption is that we have the values at the warning moment, so the predicted
values are for td second in the future are found as: vHV P � vHV + aHV .td and
vRV P � vRV + aRV .td . aRV . The value of aRV is the acceleration of RV; arqd in
Eq. (6) is the acceleration (deceleration) required at the HV for avoiding a crash and
is modeled in [19] using actual human reaction data, as follows:

arqd � −5.3 + 0.68aRV + 2.57U (vRV ) − 0.086(vHV − vRV P) (7)
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whereU (vRV ) represents the unit step function that results in 1 when the speed of RV
is positive, and 0 otherwise. We are using a slightly different notation in Eqs. (5)–(7),
than what is used in [19].

A vehicle that implements CAMPLinear FCW algorithm needs to continuously
(at regular intervals) run the algorithm to watch for possible hazards. The execu-
tion interval is usually set to 100 ms. The information used by the FCW algorithm
comes from several sources. It is assumed that a vehicle has precise information
about its own movement and position (thus, information about HV position, speed,
and acceleration is assumed to be correct). However, RV movement information
is only available as an estimate for the above calculations. Since data about RV is
received over a DSRC network, an estimation process is usually utilized to produce
more reliable information on RVmovement. In the baseline design, a constant speed
(or constant acceleration) model may be used for estimation of RV position using
data received over the network. With MBC, it is possible to use more complex or
dynamically changing models. For the example studied in this chapter, we assume
that RV movement can be modeled using a 3-mode car following model of Fig. 7.
With this model, and the communication rules described above, we can evaluate how
the FCW algorithm performs.

6.2 Performance Metrics

For performance evaluation, we first need to define a few metrics. Given the struc-
ture of the FCW system which utilizes an estimation process followed by a hazard
detection algorithm, we consider two metrics of estimation error for movement data,
and accuracy of crash detection (or alert generation). The estimation error can be
considered an intermediate measure since its impact is only indirectly seen on the
FCW algorithm accuracy (which is directly observed by a user of the system). For
the estimation metric, we focus on position tracking error which is often used in the
study of DSRC-based CCW systems [4, 1]. For accuracy of the FCW algorithm,
we consider an “alert accuracy” or “hazard detection accuracy” measure where the
accuracy of hazard detection in calculations that happen at 100 ms intervals is eval-
uated versus a ground truth situation. The ground truth is established by assuming
that HV has complete information about RV movement.

6.3 Communication Strategies

To evaluate the performance ofMBC, we consider three communication strategies of
(1) baseline, (2) MBC-1 with model input updates only, and (3) MBC-2 with model
input updates and transition updates. The baseline method is assumed to use constant
acceleration model which is more accurate than constant speed model for the dataset
used in our simulations. Both MBC options assume that each vehicle sends out its



Using Models for Communication … 69

movement model once at the beginning of the test (rule 1), and then updates to the
inputs of the model are periodically transmitted. With MBC-2 settings, all messages
of MBC-1 are transmitted, in addition to occasional messages when the driving
mode transitions happen (e.g., changing from following to emergency braking mode
in Fig. 7); such messages are very rare.

Themain difference betweenMBC-1 andMBC-2 is that mode changes are imme-
diately included in communications in MBC2. While it is possible that even with
MBC-1, the receiver estimates a mode change, the estimation may be delayed or
not estimated if the guard conditions do not depend on the state refinements. When
mode change is due to change in input values that are also included in model updates
and sent to the receiver, we expect the receiver to deduce the mode change from
its available data (perhaps with some delay). But when mode changes happen due
to other external inputs that may not be immediately available at the receiver (like
a driver’s visual input, or probabilistic mode changes), it is not expected that the
receiver estimates such transitions. If state transitions are included in regular model
updates, there will be a delay until they are detected at the receivers. In MBC-2, we
assume that a transition is assumed to be a large error in the error-dependent logic;
as a result, a transition causes an immediate message transmission to the receivers,
minimizing receiver’s delay in tracking sender’s current state.

7 Evaluation Using 100-Car Naturalistic Driving Data
and Car Following Models

Using the 100-car naturalistic driving data [20], a simulation study is set up as in
Fig. 8. Assuming a single lane, the first vehicle in the lane is moved according to
the trajectory of a vehicle from the 100-car dataset. There are over 800 scenarios of
near crash or crash recorded in this database. Movements of other vehicles in the
scenario of Fig. 8 used the 3-mode car following model from [11], also depicted in
Fig. 7. The simulation platform is a modified version of our earlier work in [8] and
depicted in Fig. 11.

The first performance metric, speed estimation error, is plotted in Fig. 12. To
clearly demonstrate the results and for a fair comparison, we set the message rate for
all three methods of baseline,MBC-1 andMBC-2 at a low rate of 2 Hz (with no loss).
It must be noted that a rate of 2–3 Hz is what is generally generated using a practical
method such as ED [1]. It is observed that MBC-1 and MBC-2 have significantly
lower number of large speed estimation error instances than baseline. With the use
of MBC-2, all large errors instances are avoided by communicating mode transition
information. The instances when speed estimation error is large appear to be around
points in time that the speed of vehicle changes significantly and at a high rate.
Such sudden changes are the result of drivers suddenly taking a different action like
hard braking. Transition between some other modes such as from free following



70 Y. P. Fallah

Fig. 11 CCW evaluation and modeling framework

to following does not cause large changes. In those instances, MBC-1 and MBC-2
behave more or less similarly.

Error in estimation (of position, speed, etc.) is an intermediate performancemetric,
since these estimated quantities are input to another component which is the FCW
algorithm. To evaluate the impact of this error on FCW performance, we look at a
measure called hazard detection accuracy (defined using a method similar to what



Using Models for Communication … 71

Fig. 12 Estimating speed of a remote vehicle using baseline and MBC methods

[21] presents). This measure, informally called “accuracy” in the rest of this chapter,
is calculated as the ratio of instances of correct identification of the situation as
hazardous (Ch) or safe (Cs) to all FCW execution instances for a scenario (M):
accuracy= (Cs+Ch)/M.Note that correct identificationof the situation iswith respect
to the ground truth results obtained from running CAMPLinear with full knowledge
of the movement of RV. Since movement information in real cases of the three
communication methods are only available as estimates, we expect that accuracy
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Fig. 13 Accuracy versus
PER and rate for baseline
method

to be always lower than 1. Wrong classifications of hazards are cases when false
positives or false negatives are produced by the FCW algorithm.

Here, to see the full impact of communication, and for a fair comparison, all
three methods are assumed to use the same communication rate of R Hz and the
same packet lengths for the messages. With MBC methods, occasional model and
transition information are communicated which in the scenarios studied here will
amount to less than 2 or 3 instances of communication in an average of 300–500
messages. Adding this negligible extra communication, which is less than 1%, to
the baseline method will not improve the baseline results in an observable way. All
different choices of rate are also tested under various network PER values between
10 and 90%.

Results are shown in Fig. 13 for baseline, and Fig. 14 for MBC. In these figures,
hazard detection accuracy is plotted versus all choices of Rate of information trans-
mission (from sender) and PER of the network. From these figures, it is obvious
that MBC has a significantly better accuracy at high PER and low rates. These are
the situations in which information at the receiver is available at a low rate due to
congestion or high packet loss [1]. As expected, in low PER and high rate situations,
the two methods perform well.

It is important to note that the hazard detection accuracy values should not be
interpreted in an absolute sense. Since accuracy is calculated as a ratio of (Cs+Ch)/M,
and moments when estimations are wrong are rare, the accuracy numbers are usually
high even when critical situations are missed. To put this in perspective, consider
the results in Fig. 12, for a 42-second trip. It is seen that for most of the trip time,
estimation error is very low, and only for a small number of instances, the error
becomes high. In safety applications, thesemoments are of high importance, however
their impact on the numeric value of accuracy will be low. Also, if the same scenario
of Fig. 12 continues by another 42 s but without sudden speed change (which is
normal in most of the driving situations), the difference in accuracy under different
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Fig. 14 Accuracy versus
PER and rate for MBC
approaches

situations becomes half. Therefore, we should see accuracy values in a relative sense.
In general, safety critical events in driving are rare events, so accuracy values should
be high to ensure that these rare but important moments are covered as much as
possible.

To see the difference between baseline andMBC results better, we plot the results
for thesemethods in one figure for two situations. The first situation, for PER of 0 and
rates varying from 1 to 10, is shown in Fig. 15. In Fig. 16, the rate is fixed at 10 Hz,
but PER values are varied from 0 to 0.9. It is observed that in both settings, MBC is
able to maintain a high value of accuracy, above 90%, when the rate of information
received at the receiver is as low as 1 Hz. As discussed above, the difference between
the accuracy of 80 and 90% can be very significant as safety events are rare and
80% accuracy may lead to unacceptable delay, missing of alerts, or too many false
positives. The baseline method can reach the same accuracy of 90% or above at
rates higher than 4 Hz. In addition, the accuracy of above 80% can be maintained
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Fig. 15 Accuracy versus
rate for baseline and MBC
methods, assuming PER�0

Fig. 16 Accuracy versus
PER for baseline and MBC
methods, (R�10)

at PER levels of up to 0.8 PER for MBC (this is equivalent of reception rate of
2 Hz), while baseline requires PER less than 0.4 (or reception rate of 6 Hz) for the
same performance. Another interesting observation in these two figures is the visible
improvement that is achieved by MBC-2 over MBC-1 at low rates and when losses
are not random (Fig. 15).

An interesting observation from Figs. 15 and 16 is that with the same rate of mes-
sage reception at around 1 Hz, MBC-2 performs notably better when the reduction
in rate is not random (in Fig. 15). In Fig. 16, where the rate reduction to 1 Hz is
due to random loss in the network, the results of MBC-1 and MBC-2 are almost the
same. Note that the rate of information received at a receiver can be calculated on
average as R*(1-PER). The reason for this difference may be due to the fact that with
very high random loss at 0.9, it is very likely that mode transition updates are also
lost. This points to the fact that error-dependent policy needs to be aware of network
situation (as in [1] and investigated in detail in [22]).

In addition, it can be observed from these figures that a given rate of reception
achieves a higher accuracy when PER is 0 and rate is reduced, compared to when
the rate is 10 Hz and PER increases. The reason for this difference is that irregular
packet losses (which are random) tend to create higher possibilities of miscalculating
warning situations, for example, when consecutive losses occur.

While MBC is consistently outperforming baseline, the amount of improvement
is different in the two situations in Figs. 15 and 16. Notably, it is seen that while
accuracy of 90% is achieved at rates 1 and 4 Hz for MBC and baseline, the same
accuracy requires 2 Hz (for MBC) and 6 Hz (for baseline) when sending rate is fixed
at 10 and PER varies. The reduced difference between these methods is perhaps
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due to the fact that in MBC, each packet has more importance and is carrying more
valuable information compared to baseline (since MBCmessages contain more sen-
sitive data). This means that at higher random loss, performance degradation will
be higher. Nevertheless, the MBC method needs much less data at the receiver and
is far more efficient in producing accurate results when the network is under con-
straints. In practice, high network losses are possible in many traffic situations [1,
22]; thus, a sending rate of 2–5 Hz is generally more acceptable than 10 Hz due to
congestion/scalability issues that exist in vehicular networks.

7.1 Improving MBC-Based Method with Network Awareness

An additional improvement to the MBC-based methods can come from network
awareness. The network awareness feature was introduced in [1] for the error-
dependent policy in DSRC vehicle safety networks, and studied in detail in [22]. The
main concept behind this feature was the employment of a network loss simulator
which would increase the error of the local estimator and lead to higher transmission
rate when PER was high. The same method cannot be directly employed with error-
dependent version of MBC, since there are multiple types of messages with different
levels of importance in MBC. Nevertheless, to show that the concept can still be
useful, we designed a simple addition to MBC-2 method to counter the effect of high
packet loss on important messages such as transition update messages. This simple
method uses the PER value as the failure probability and through a Bernoulli trial
guesses whether the transition update has been successfully received. If the sender
guesses that the transition update was not successful, it tries to retransmit the update
up toK (e.g.,K=3 here) times.We call this methodMBC-2+N.A.R (network-aware
redundancy); the plots in Fig. 17 show the resulting improvement. It is noteworthy
that the retransmissions are expected to increase the rate and communication load;
however, due to the rarity of transition updates, the increase in rate is negligible and
very small. It is seen that the accuracy is increased for values of PER greater than
0.5. Since this redundancy method may not be the best option for protecting the
high-value messages, we will not include it in the rest of the results in this section.
Further development of the network awareness feature is a topic of future research.

7.2 Improvements to Tracking Accuracy

The accuracy improvement that MBC provides (as seen in Figs. 15 and 16) is the
result of its more accurate tracking of a remote vehicle. Figure 12 showed a specific
example of how MBC reduces the estimation error. To do a more comprehensive
comparison, we recorded the estimation errors for the same scenarios of the above
experiment (with different PER and rates) and plotted the results in Fig. 18. The
error shown in this figure is an average measure computed as follows. First, the 95
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Fig. 17 Improving accuracy
at high PER values through
network-aware redundancy
feature in MBC-2+N.A.R

Fig. 18 Velocity and acceleration estimation error (95 percentile) for different communication
methods

percentile of error in each scenario of the simulation (built using 100-car dataset) was
recorded, and then the mean of all 95 percentile errors was taken as the estimation
error. We took the 95 percentile error since it is routinely used for evaluation of
position tracking error for safety applications [1]. The results show the same trend as
in Fig. 16. An interesting observation is that the improvement in estimation error is
more visible for acceleration estimation. We expect this to be due to the fact that the
3-mode movement models produce acceleration values directly, while speed is an
integration of acceleration and the improvements aremore indirect. Overall, given the
reliance of FCW algorithm on both acceleration and speed values, the improvements
are easy to note in measures like accuracy.

8 An Example of MBC with Model Construct Changes

The movement model example presented above, and used with MBC, assumed that
the model construct remains valid for the entire duration of the system run time (in
this case simulation time). In more realistic situations, where traffic conditions and
environment of a car changes significantly, it may be necessary to use a different
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Fig. 19 An adaptive SHS
with variable number of
modes, for modeling vehicle
acceleration profile
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model. In such cases, MBC requires an update to the model construct. In fact, we
expect MBC to demonstrate even more significant gains in such situations.

An example of models that change over time is presented in [10]. The approach
in this chapter is to use a stochastic hybrid system (SHS) form that comprises of
a hidden Markov model (HMM) with modes that use AutoregRessive eXogenous
(ARX) equations as state refinement. The HMM model is assumed to evolve over
time and is evaluated on a regular basis to determine whether new modes need to be
added to the model. The work in [10] assumes that with MBC, the adaptive model
will allow for the best ARX representation to be available at any given time. The
ARX formulation is used for modeling acceleration changes and for control purposes
in a model predictive controller. In this chapter, we demonstrate how MBC can use
the model in [10]; details of communication logic rules for updates on model and
model constructs are elaborated using this example in the rest of this chapter.

Themodel presented in [10] is shown in Fig. 19. In this HMM, transition probabil-
ities are shown as aij, and eachmode has parameters that describe the state refinement
as an ARX model for the acceleration (probabilities for output generation and ARX
parameters). Parameters θ ij are the regressor coefficients of the ARXmodel and ε(t)
is the ARX approximation error, and is expected to have a zero mean Gaussian dis-
tribution. While how the model in FIG is derived and trained is out of the scope of
this chapter, we need to specify how such a model can be communicated in MBC.

The changes that happen in this model are expected to be in the form of addition
(or removing) of modes. New parameters for an ARX model are usually accounted
for as a new mode in the adaptive SHS (HMM), and the parameters of existing
modes are kept intact. As a result, tracking this model requires knowing the set of
modes and their parameters (the model construct) as well as the current active mode.
Since transitions are probabilistic, the next transitions can be estimated based on
probabilities; nevertheless, transition updates can reduce the possibility of error in
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that estimation. When a new mode is added, the estimation error at a receiver that
is not aware of the new mode is naturally expected to be higher. Therefore, mode
additions are considered to be important events that require faster communication
and update.

8.1 Rules for Communication of Models

Assuming that a local modeler in the sender is maintaining a real-time accurate
model of the host vehicle, the communication logic for this model can be described
as follows:

• If there is an update to model construct, transmit a message containing the new
model

• If the current most likely mode (from HMM) is different from the previous most
likely mode, due to change in inputs, transmit the inputs and indicate the current
most likely mode.

• If model inputs (to ARX) do not result in change of mode but result in error greater
than a predefined threshold, update the receiver with the current inputs.

Note that the advantage of using the probabilistic multimodal form above is that
the mode changes can be estimated in many cases without the need for explicit
communication. The above rules, when applied to the ARX-HMM models, allow
the receiver to not only track the movement of the sender but also provides a model
(i.e., ARX in this case) which can be used for other purposes such asmodel predictive
control. Thework in [10] uses theARXmodels in an efficientMPC-based cooperative
adaptive cruise control method. As the details of such designs are outside the scope of
this chapter, we do not further repeat them here. However, a glimpse into the results
reported in [10] shows that the advantages ofMBC are twofold. First, communicated
models can help produce more accurate estimations or reduce the communication
load. Second, models available at the receivers can be used in model predictive
control for automated applications.

9 Concluding Remarks

Communication in cyber-physical systems is traditionally viewed from the perspec-
tive of sensing a physical or cyber process and reconstructing sensed signals at the
receiver side. Models of the physical or cyber phenomena are used at the receiver
to help reconstruct (or estimate) the original signal or recover from communication
losses through estimation. Recently several methods (such as the error-dependent
communication policy) have been proposed that utilize the models in the sender, in
addition to the receiver, to make communication events more efficient and relevant
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to signal variations. This chapter describes a transformation of the use of models to
a more general concept of Model Communication.

The concept of model-based communication transforms communication in CPS
to a model-based paradigm, where models and model updates replace raw sensed
data. This concept is beyond using models for the purpose of reconstructing sensed
signal, and aims also at communicating and reconstructing models (which in turn
produce signals). Communicated messages may include complete model constructs,
updates to model states, updates to model parameters, transition updates for multiple
state models, or simple data that is used as input to models.

It is shown that the concept of MBC can result in significant improvement in
accuracy of estimation, or equally in reduction of the communication load needed
for estimation. From a high-level perspective, the improvement is due to the sender
and receiver having better knowledge of the signal with the use of models. More
specifically, the continuous update of models ensures that the physical or cyber
phenomenon is better tracked over time. Another advantage ofMBC is the possibility
of receivers using current and real-timemodels of senders inmodel predictive control
applications. The compound effect of these two improvements (improved estimation,
andmodel predictive control) is shown in someof our recent papers,while this chapter
elaborates on the MBC logic and the basic concepts behind MBC.

Utilizing the concept of MBC requires determining models and rules for commu-
nication. The specific rules and algorithms governing communication under MBC
depend on the modeling approach and frameworks chosen for a given application.
This chapter described general rules for error-dependent communication underMBC;
specific rules for two example models were discussed in more detail. We took the
example of vehicle movement, and applications such as collision warning to demon-
strate howMBCcan be used in practice.While significant improvements were shown
in this example, we also note that the choice of models and communication rules
are very important and will have a significant impact on the outcome. In fact, the
challenges of determining modeling schemes, models and communication rules are
important challenges that need to be addressed when MBC is used. We expect a
formulated set of rules for general stochastic hybrid systems forms which will be
applicable to the above applications as well as many other CPS-related applications.
Such mechanisms are still under study.

Given that SHS models can be general enough for many CPS applications, a
natural next step in evolving the concept of MBC is to develop MBC rules specific
to SHS forms. It must be noted that models for specific phenomena do not need to
be predetermined or fixed. It is possible to learn models and update them even at the
sender side in real time (as demonstrated in [10]), the changes are then communicated
to receivers following MBC rules. This possibility further underscores the potential
of using MBC for highly dynamic systems.
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Part II
Internet of Things



Urban Microclimate Monitoring Using
IoT-Based Architecture

M. Jha, A. Tsoupos, P. Marpu, P. Armstrong and A. Afshari

Abstract In this chapter, various aspects related to Internet of Things (IoT) based
sensor node development for urban microclimate monitoring are presented. The dis-
cussion is focused on software development, relevant methodologies, hardwaremod-
ules, and platforms. A typical sensor node consists of sensors, computing/controlling
unit, and a communication unit. There is a large variety of environmental sen-
sors (temperature, wind, humidity, etc.), computing units (single-board computers
and microcontrollers), and communication units. With the rise of Internet-enabled
devices, the ideas of IoT are being incorporated into sensor node development.

1 Introduction

Climate can be defined as a set of specific characteristics or a pattern of weather
variables such as temperature, humidity, wind, precipitation, pressure, etc., of a spe-
cific region. Microclimate is the distinctive climatic characteristic of a relatively
small area or locality, such as a park, garden, or a particular section of a city. In
an urban setting, the microclimate is affected by various local conditions such as
traffic, building architecture, shading, presence of a waterbody, etc. In a microcli-
mate, the weather variables may vary from the ones that prevail in adjacent areas at
a given instant of time due to the difference in geographical/physical conditions and
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anthropogenic activities. The different microclimatic conditions in various areas/
localities inside a city constitute the city’s microclimate, i.e., urban microclimate.

According to the United Nations, the urban population will grow up to 6.3 bil-
lion and about 67% of the world’s total population will be living in urban areas
by 2050 [24]. As of today, the urban areas occupy only 2% of the earth landmass,
consume about 75% of the world’s energy and produce 80% of total greenhouse
gases [36]. When large areas are urbanized, urban climate is affected significantly
creating diverse microclimatic regions within the same city. Hence, a methodolog-
ical approach should be adopted to systematically study the urban microclimate to
understand the land use and land cover interactions with the local microclimates.

Human activities, infrastructure, landscape, and pollution have a major influence
on urban microclimate. In urban areas, weather variables like wind, temperature and
humidity, etc., are affected by high-rise buildings, shading, the road network, heat
exhausted from factories, air-conditioners, topography, and vegetation. The building
material also plays a crucial role in the urban microclimate patterns.

There are various examples of microclimates such as greenhouse, heat island,
inverse heat island effects, etc. Microclimates can be generated under various con-
ditions such as presence of waterbody which results in lowering the temperature
compared to surrounding, presence of slopes and contours which result in varying
sunshine on the landscape, presence of anthropogenic heat, and presence of vegeta-
tion.

Urban microclimate is very dynamic because of the number of factors involved
and the associated complexity of interaction among those factors. Hence, the first
step to study the urban microclimate is to measure several climatic variables and
study the correlations. The urban microclimate data will be further useful to validate
simulation-based urbanmicroclimatemodels being developed by various researchers
[37, 60, 62]. To study urban microclimate, a network of sensors needs to be installed
throughout the urban grid and acquire the sensor data. In traditional sensor network
paradigm, the data is acquired from the sensor nodes by physically accessing the
data logger or by routing data to a data collection center by intranet methods such as
ZigBee, Ad Hoc networks, etc. However, with the IoT paradigm, as the sensors are
directly connected as things within a broader network, the data should be accessible
instantaneously.

The study of microclimate is important because the insight generated frommicro-
climate study will enable policymakers, architects, and designers to create urban
infrastructure which will be conducive for human comfort. Urbanization process
has a significant impact on local climate [29, 30]. Study of urban microclimate
will facilitate various decision-making processes such as power demand, outdoor
thermal comfort, pollution status, etc., for the city planners [30, 37]. In dynamic
urban environments, the microclimate affects the quality of life. The other important
application of urban microclimate weather data is validation for urban microclimate
models proposed by various researchers [37, 60, 62]. One popular approach to study
urban microclimate is the use of satellite data. The problem with satellite data is low
spatial and temporal resolution. In situ sensor networks can overcome these issues by
installing high temporal resolution sensor nodes with the required spatial resolution.
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To enable the communication capabilities over Internet, we need to associate Internet
of Things paradigm with the sensor nodes.

Although the idea of Internet of Things (IoT) was first proposed in 1999, the Inter-
national Telecommunication Union (ITU) formally proposed the concept of IoT in
2005 in the “World Summit on the Information Society (WSIS)” [33]. Themain prin-
ciple of IoT is that “things” (i.e., sensor nodes in our case) should be able to identify,
sense, process, and communicate, without human intervention [33]. IoT presents a
new paradigm in the Information and Communication Technology (ICT) field. It
is a multidisciplinary concept which includes a wide range of technologies, device
capabilities, and application domains [20]. With the advent of IoT and correspond-
ing enabling technologies such as low-power hardware platforms, easy-to-use APIs
for application development and network integration, an increasing number of mod-
ern sensor networks are implemented based on the IoT paradigm [68]. IoT-based
microclimate monitoring is feasible in urban environments due to the ubiquitous
availability of telecommunication service and coverage. Wireless Sensor Networks
(WSNs) andMobile AdHocNetworks (MANETs) are key technologies for enabling
IoT applications in cities.

Considering the dynamic aspects of urbanmicroclimate, sensor network technolo-
gies, and the IoT concept, IoT-based urban microclimate monitoring architectures
pose as flexible solutions capable of covering the application requirements. Section2
presents the literature review on urban microclimate, IoT, and use of IoT for urban
microclimate monitoring. In Sect. 3, hardware and software design considerations of
IoT-based sensor nodes are discussed. Further, implementation details of an urban
microclimate monitoring wireless sensor network installed in the city of Abu Dhabi
are given in Sect. 4. Finally, conclusions are provided in Sect. 5.

2 Literature Review

Urban microclimate demonstrates distinct patterns related to local conditions and
surroundings such as human activities, infrastructure, and geographical characteris-
tics [13, 65]. The interaction between a variety of factors affects weather variables
and results in variations and specific patterns of wind and thermal flows.

Among the most common urban microclimate phenomena is the Urban Heat
Island (UHI) effect. UHI is defined as a physical phenomenon in which the main
city demonstrates higher air temperature than its surrounding rural or suburban areas
[64]. This effect was first described by Luke Howard in the 1810s [44]. Since then,
several researchers have studied the UHI effect using satellite images and in situ
measurements (Fig. 1).

A lot of researchers have utilized the Land Surface Temperature (LST) obtained
from satellite imagery as a proxy to calculate the various patterns of ambient tem-
perature [29, 50, 63]. Although LST and ambient temperature have been shown to
follow similar patterns, the full dynamic profile caused by various urban heat fluxes
cannot be captured throughLST. In order to study theUHI effect and investigateways
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Fig. 1 Urban heat island: the
temperature increases in the
areas with high urbanization

of mitigating it, in situ measurements of weather variables with high temporal and
spatial resolution are required. Common weather variables required for such analy-
sis are wind speed and direction, solar irradiance, ambient temperature at different
heights, etc. To perform reliable and accurate measurements of the aforementioned
variables multiple specialized weather stations have to be installed in the urban grid.

In [30], Lazzarini et al. observed that the urban areas can be cooler than the
surrounding rural areas in desert cities, i.e., inverse heat island effect. This observation
wasbasedon remote sensingdata of land temperature.The remote sensingdata source
does not have the required temporal and spatial resolution to perform a fine-scale
analysis of urban environment [30].

Sobrino et al. suggested that for proper study ofUHI, a spatial resolution of at least
50m is required [62]. The high-resolution satellite thermal data from LANDSAT has
a resolution of 60 m [29]. Also, satellite data only gives land surface temperature and
hence, temperature gradients based on height cannot be determined. Furthermore,
the relation between land surface temperature and ambient temperature is complex
in urban areas. These factors establish that satellite-based analysis of UHI effect
has limitations. This can further be extrapolated to the requirement of a network of
sensor nodes to study urban microclimate with high spatial and temporal resolution.
Further, many useful applications can be developed over citywide sensor network
such as dynamic waste collection, smart parking, efficient public lighting, etc.

IoT is a new paradigm in ICT advancements which is basically connecting the
things (i.e., sensors node in our case) to the Internet to facilitate data acquisition,
diagnose issues with sensors, and monitor the sensor node status, without active
physical intervention of human [33]. Since IoT-enabled sensor node is a multidis-
ciplinary concept which includes knowledge base from environmental, computer,
electrical, and electronic science domains, it calls for a collaboration between these
fields to develop successful IoT-oriented solutions.

IoT is one of the fastest growing technologies in the world as shown in the graph
Fig. 2. The International Data Corporation (IDC) [34], predicted that 28.1 billion IoT
devices will be installed by 2020, as shown in the graph Fig. 2.

Anagnostopoulos et al. [7] proposed an IoT-enabled dynamic waste collection
and delivery to processing plants system. It is essentially an urban citywide sensor
network which detects the status of waste bins and dynamically schedules the fleet of
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Fig. 2 IoT growth: by 2020
it is predicted that IoT
devices will be around 28.1
billion
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garbage truck in near real time. The rise of reliable sensors, actuators, and ubiquitous
mobile communications has enabled IoT to offer dynamic solutions aimed at opti-
mizing the garbage truck fleet size, collection routes, and prioritize waste pick-up [7].
In [35], a smart parking system based on the integration of various IoT enabling tech-
nologies, e.g., Radio-Frequency IDentification (RFID), Near Field Communication
(NFC), Wireless Sensor Network (WSN), Cloud, and mobile communication, was
proposed. The parking system proposed was essentially an application of a sensor
network. The parking system was able to collect the environmental parameters and
determine the occupancy state of parking spaces based on the sensors data input. It
further directed the drivers to the nearest vacant parking spot. In [53], an easy-to-
deploy low-budget IoT control system was proposed with the aim of allowing cities
to cut down on electricity costs that correspond to public lighting. Its implementation
was based on cellular networks and scalable Cloud computing architectures. Another
application of sensor networks could be livestock management. In Australia, all the
cattle are “equipped” with RFID tags as required by law [21]. Each cattle can be
individually monitored, and applications can be developed for maximizing pasture
utilization and preventing disease spreading by geo-fencing [21].

Various ICT projects on cities present many opportunities and challenges [42] for
diverse applications in multiple domains such as decision support systems, power
grids, and service-oriented architectures. These projects highlight the requirement
to equip the cities with a variety of urban sensors at multiple locations to monitor
the city in real time [41]. Such technologies become crucial to the emerging concept
of “smart cities”. The authors of [31] proposed a platform to manage urban services
which includes convenience, safety, health, and comfort. To enable some of these
services, a citywide microclimate monitoring system is required. Bellavista et al.
[11] argued that low-cost and easily deployable WSNs and MANETs are enabling
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wide-scale urban climatemonitoring. The convergence ofMANETandWSNenables
the development of IoT platforms which has the potential for wide range of applica-
tions in various domains such as urban microclimate monitoring. IoT-based sensor
node will facilitate sensor data collection from large number of collaborating sensors
installed at multiple locations of a city [11].

Postolache et al. implemented an air-quality measurement sensor network which
had an array of air-quality sensors connected to the sensor node [49]. These sensor
nodes were further connected to an acquisition center which in turn was connected
to a central monitoring unit (CMU). The CMU and sensor node communicated using
a router. This sensor network was based on intranet paradigm. The sensor nodes and
CMU needs to be within the range of the router. In urban microclimate, the sensor
nodes might be required to be installed at different locations with varying distances
between them. Due to high-rise buildings and other physical barriers, such city-
wide intranet sensor network implementation might not be feasible. Hence, cellular
communication can be used to acquire the data from the sensor nodes.

Merlino et al. [41] observed that several research activities are carried out for
infrastructure issues related to IoT and Cloud for Smart Cities but there is a lack
of framework to support the services in the infrastructure provisioning. They pro-
posed to extend the OpenStack framework to manage the sensing and actuation
devices in order to fill the gap between Smart City application requirements and
the underlying infrastructure. OpenStack is a framework for management of Cloud
computing resources. Merlino et al. [41] implemented the Stack4Things solution in
infrastructure-oriented approach. The Stack4Things uses OpenStack as the underly-
ing technology tomanage the IoT devices through Cloud infrastructuremanagement.
The Stack4Things approach can be used in managing the resource provisioning as
well.

IoT is also defined as a transition from Internet of content to the Internet of real-
world objects. These connected objects can communicate between themselves or
any other Internet-enabled device [39]. With the development of cheap and power-
efficient chipsets in semiconductor industry, the Machine-to-Machine (M2M) com-
munication is directing toward a future where billions of devices will be connected
through a range of communication networks and cloud services. With the increasing
mobile Internet service providers, cellular network coverage, scalable connectivity,
decrease in power consumption of chipsets, and cost-effective chipsets, the environ-
ment for “IoT-driven ecosystem” is being prepared [72]. IoT is one of the fastest
growing industries in the world [26]. The development of integrated modules of
computing, sensing storage and communication in a low-footprint integrated soft-
ware, and energy efficient and smaller hardware have enabled the design of IoT-based
sensor nodes [26].

Researchers have demonstrated the use of GPRS cellular modules in conjunction
with generic microcontroller [74] for Internet connectivity.

Such IoT enabling hardware support has multiple advantages to a sensor node
such as:



Urban Microclimate Monitoring Using IoT-Based Architecture 91

1. Small dimensions as compared to routers and conventional Internet enabling
hardware.

2. Interfaced with microcontrollers.
3. Built-in support for protocols relevant for Internet such as Transmission Control

Protocol (TCP), User Datagram Protocol (UDP), File Transfer Protocol (FTP),
Hyper Text Transfer Protocol (HTTP), etc.

4. Real-time data transmission capability.
5. Low power consumption.
6. Capability to upgrade sensor software over Internet.

While the hardware development is enabling IoT-based sensor nodes, there are
developments in low-footprint software to adjust accordingly. The data generated
from sensor nodes have to be methodically stored which facilitates the accessibility
and analysis by end users of the data [22]. With time, the amount of such data
collected will be excessively large to be stored locally in the sensor node. Hence,
cloud-based storage solutions are gaining popularity. It removes the requirement
to add extra physical memory in the sensor node. There are various lightweight
protocols and software being developed to target IoT-based device requirements,
such asExtensibleMessaging andPresenceProtocol (XMPP) [54],MessageQueuing
Telemetry Transport (MQTT) [47], MQTT For Sensor Networks (MQTT-SN) [46],
and Constrained Application Protocol (CoAP) [58]. These protocols are easy to
implement, lightweight, and open-source [46, 47, 54, 58]. It offers the conventional
server/client architecture such that the client (i.e., sensor node) has the requirement to
publish the data (i.e., weather data) and server disseminates it to the other interested
clients (i.e., users of weather data) [47]. If we use cellular Internet connectivity,
the cost is subject to usage of amount of data. This approach requires persistent
Internet connection and might result in high data budget. Alternatively, the data
can be collected periodically using native protocols like FTP or secure file transfer
protocol (SFTP), etc. Various lossless compression techniques such as Huffman
coding, Prediction by partial matching (PPM), Lempel–Ziv compression, etc., can
be utilized to decrease the data budget [43, 71].

3 Design of IoT-Based Architecture for Sensor Node

In Sect. 2, the requirement, feasibility, and rationale behind using IoT-based archi-
tecture for urban microclimate monitoring was explained. In this section, challenges
and generic approaches in the development of IoT-based architectures for sensor
nodes will be discussed.

Design of IoT-based architecture involves integrating technologies from various
domains. In a broader sense, the design of IoT-based architecture can be divided
into two domains, i.e., hardware development and software development. In the case
of hardware development, selection of sensors, computing unit, and communication
module is involved. For software development, new Software Development Life
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Cycle (SDLC) needs to be applied considering the constraints related to IoT-based
devices.

In general, the IoT-based sensor node design has many open technical issues to
be addressed:

1. Computing power,
2. Power budgets,
3. Bandwidth,
4. Hardware and software security, and
5. Lack of widespread WSN data collection standards.

While designing an IoT-based architecture, several issues need to be addressed
properly for proper functioning of the sensor node.

To be specific,monitoringmicroclimate has furthermultiple challenges associated
with it. To enlist few,

1. Sensor selection:
There are various types of sensors to measure a particular weather variable. For
example, to measure temperature, there are DHT22, DHT11, DS18B20, etc., as
shown in Figs. 4, 5, and 8. To select appropriate sensor to measure a particular
weather variable is one of the important aspects in sensor node design. One
should consider accuracy, communication interfaces, range, operating frequency,
etc., while selecting a sensor.

2. Computing hardware:
There are two types of computing units used in sensor node, i.e., Single-Board
Computer (SBC) and microcontrollers as shown in Fig. 3. The SBCs have oper-
ating system such as Linux or Windows. The drawback of using SBCs is that
their power requirement is substantially higher than microcontrollers.

3. Interfacing between sensor and computing unit:
The sensors come with a particular interfacing technique, and not all computing

Fig. 3 Major components of a sensor node: sensor collects raw data and sends it to computing unit,
which in turn processes it if required and then transmits to the base station using the communication
unit
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units support all the interfacing options. Hence, while selecting the computing
unit and sensor, the compatibility of interfaces should be checked.

4. Internet of Things (IoT) enabling hardware: In urban setting, we can use 2G/3G
cellular technique-based hardware such as SIM900, SIM5023, etc., to connect
the sensor node to the Internet.

5. Power source: One of the important principles of IoT-based sensor node design
is to operate with “minimum energy”. This principle should be considered while
creating IoT hardware and software components. If power requirement is low,
various energy sources such as solar power, wind energy, etc., can be used in
absence of power supply from the conventional energy grid to power the sensor
node to operate independently.

In most cases, sensor nodes are battery powered. Hence to minimize the power
dependency, the sensor node should be designed such that it consumes minimal
power. In the following subsections, we will discuss in detail about the hardware,
software, and IoT-based architectures.

3.1 Hardware

The typical hardware components of sensor nodes are sensors, computing unit, and
communication unit, as shown in Fig. 3. During the design phase of a sensor node,
every component should be selected such that it facilitates the final integration and
avoids possible compatibility issues.

3.1.1 Sensors

To measure a particular weather variable, there are various sensors with different
interfaces and varying accuracies. For example to measure ambient temperature, we
can use DHT11, DHT22, DS18B20, STS30, etc.; to measure surface temperature,
we can use MLX90621, MLX90615, etc., as shown in Figs. 4, 5, 8, 10, 6, and 7.
These sensors differ in accuracy, interfacing technique, and power requirements as
shown in Table1 (Fig. 9).

One important aspect of any sensor integration in a sensor node is the hardware
interface between the computing unit and the sensors. There are many hardware
interfaces used by sensors such as,

1. Universal Asynchronous Receiver Transmitter (UART):
UART is one of the oldest and most used protocols. Most SBCs and microcon-
trollers have embedded hardware UART [48]. It uses two separate data lines for
transmitting and receiving data. It uses a simple protocol. The data packet is
transferred between a low-level start bit and high-level stop bit. There is no fixed
voltage level; one can use 3.3V or 5 V. The speed of UARTs is relatively slow
as compared to other interfaces.
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Fig. 4 DHT11

Fig. 5 DHT22
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Fig. 6 MLX90621

Fig. 7 MLX90615
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Fig. 8 DS18b201

Fig. 9 LM95231

Fig. 10 STS30

Table 1 Various temperature sensors

Sensor Measures Hardware interface Accuracy

DHT11 Ambient temperature
(AT) and relative
humidity (RH)

Digital ±2 ◦C for AT and 5%
for RH

DHT22 Ambient temperature
(AT) and relative
humidity (RH)

Digital ±0.5 ◦C for AT and
2–5% for RH

MLX90621 Surface temperature I2C ±1 ◦C
MLX90615 Surface temperature I2C ±1 ◦C
DS18B20 Ambient temperature 1-wire ±0.5 ◦C
LM95231 Ambient temperature SMBus ±0.75 ◦C
STS30 Ambient temperature I2C ±0.3 ◦C
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Temperature sensors like TMP104, TMP107; pressure sensors like TPIC83000-
Q1; and obstacle-detection sensors like ultrasonic EV3 use UART interface.

2. Inter-Integrated Circuit (I2C):
I2C is a synchronous interface protocol. I2C is a two-wire protocol, i.e., one
wire is for the clock and another is for the data [57]. It works on master–slave
paradigm. The master and slave transmit and receive data over the same data
wire, which is controlled by the master. The master creates the clock signal
to synchronize the communication. I2C does not use a Slave Select to select a
particular device, but has 7-bit addressing space, i.e., one single I2C bus can have
127 unique addressed devices.

3. System Management Bus (SMBus):
SMBus is a two-wire bus. It is derived from I2C for low bandwidth devices.
Many sensors which have I2C interface can be interfaced with SMBus of the
microcontroller.

4. Serial Peripheral Interface (SPI):
SPI is a simple serial protocol based onmaster–slave paradigm. Themaster sends
a clock signal, and upon each clock pulse it shifts one bit out to the slave, and
one bit in, coming from the slave. The master uses Slave Select (SS) signals to
control multiple slaves on the bus [32].
Sensors such as MS5803-14BA, LIS3DH, MPL115A1, LIS331HH, and MPU-
6000 use SPI interface.

5. RS232:
For long-distance communication up to 50 feet, the 3.5V or 5 Volt UART is not
reliable. Hence, the UART is converted to a higher voltage, typically +12V for
“0” and −12V for “1”. This modified UART is called RS232. There are RS423,
RS422, and RS485, which differ in number of receiver/transmitter channels,
maximum cable length, data rate, driver voltage, etc.
Sensor such as HRLV-MaxSonar-EZ0, LV-MaxSonar-EZ0, etc., use RS232
interface.

6. 1-Wire: 1-Wire, as the name suggests, uses a single wire to transmit data. It is
used for low-speed and low-power communication sensors.
Sensors likeDS18B20,DS18S20,MAX31820, andDS2760 use 1-wire protocol.

7. Analog:
Many sensors reflect on the status of particular sensing variable based on the out-
put voltage or current. These analog output voltage/current values are converted
to digital readings by the computing unit based on the respective conversion
equations normally obtained using a calibration process.
Sensors like LMT84, DRV5053-Q1, IVC102, and OPT101 have analog
interface.
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3.1.2 Computing Unit

There are various available cheaper computing/controller units for development of
IoT applications ranging from low-power 8-bit microcontrollers to 64-bit multi-
core systems as the RaspberryPi 3. There are 8-bit microcontrollers (MCUs) such
as Arduino, Teensy, etc., and 32-bit processors-based SBCs such as Raspberry Pi,
OrangePi,BeagleBoardBlack, etc. These computingunits are basedonvarious archi-
tectures, such asMSP430, ARM, AVR, Cortex-M0, Cortex-M3, etc. Some examples
of microcontrollers and Single-Board Computers (SBCs) are shown in Fig. 3.

1. Single-Board Computers (SBCs): SBC is a single Printed Circuit Board (PCB)
boardwhich has embeddedmicroprocessor,memory unit, input/output channels,
and other required features to work as a functional computer. The advantages of
using an SBC are as follows:

1.1 It has an Operating System (OS) running on it.
1.2 It can handle multitasking operation.
1.3 It supports high-level language such as C, Java, Python, and Perl. There-

fore, software development time can potentially be decreased compared to
conventional and platform-specific low-level programming languages used
in embedded systems.

SBCs have been gaining popularity due to their significant computing power and
networking capabilities compared to traditionalmicrocontrollerswhilemaintain-
ing non-prohibitive costs. There are many commercially available SBCs such
as Raspberry Pi, C.H.I.P., and Beaglebone Black as shown in Figs. 11, 16 and 14.

There are a lot of examples in literature showcasing the use of SBCs inWSNs. [3]
presented an SBC-based sensor network systemwhich had two parts, i.e., Sensor
Node (SN) and Web Server (WS). In the system proposed by [3], SN functions
as Data Acquisition Unit (DAU), consisting of the processor board while WS
functioned as a storage unit. The SN and WS communicated using wireless net-
work technology. In [38], Katsuyoshi et al. proposed a home energymanagement
system based on an SBC. They demonstrated the applicability of SBCs in sensor
data gathering. Radiation hardened SBCs are used in spaceflights, CubeSats,
SmallSats, and satellite systems. In [40], a space-grade radiation hardened SBC
at a substantially lower cost, lower power, and smaller form factor as compared
to space-grade solutions available from aerospace manufacturers was presented.

On the other hand, there are certain drawbacks of using SBCs such as:

1.1 High power consumption compared to microcontrollers.
1.2 High-level operating system cannot guarantee real-time operation.
1.3 The majority of SBCs are mostly oriented toward computing power and

network interfaces, resulting in a limited amount of available controlling
peripherals found in microcontrollers (such as Analog-to-Digital Convert-
ers, Quadrature Encoders, etc.).
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2. Microcontrollers:
A microcontroller is defined as a single chip microprocessor which incorporates
data memory, program memory, and input/output ports on a chip. A micro-
controller is a compressed microcomputer designed to control the functions of
embedded systems such as robots, home appliances, wearable gadgets, etc. This
chip has integrated circuitry required for the Central Processing Unit (CPU),
Arithmetic Logic Unit (ALU), and memory access arrangements components
[59].
There are multiple vendors for microcontrollers, such as Microchip, Cypress,
Maxim Integrated, Intel, NXP, etc. There are various types of microcontrollers
available in market with different word lengths such as 4 bit, 8 bit, 32 bit, and
64 bit such as AVR8, AVR32, MARC4, PSoC1, MPC500, HT32FXX, MCS-48,
PIC, LPC800, MSP432, TMS370, and Stellaris.
To use a microcontroller, we can either design our own customized board, or
buy some development boards such as Arduino, MSP-EXP430G2, PSoC, etc.
A microprocessor development board is a printed circuit board which has inte-
grated microprocessor and some required support peripherals. Arduino is one of
the popular development boards, and it contains of an 8-bit AVRmicrocontroller
such as ATmega8, ATmega168, ATmega328, ATmega1280, or ATmega2560.
Typically, microcontrollers do not have an operating system. Microcontroller
programming is done in low-level languages such as assembly language,BasicC,
mikroC, etc. The program is loaded in themicrocontrollermemory andwhenever
it is powered on, it executes the loaded program. Recently, a number of real-time,
low-footprint operating systems have been developed for microcontrollers such
as Contiki [17], TinyOs [6], MagnetOs [9], and SensorWare [14].

2.1 SensorWare provides a lightweight scripting language which enables pro-
gramming sensors such that it utilizes computation, communication, and
sensing resources of the sensor nodes efficiently. SensorWare canbe installed
in XScale-based prototype sensor node platform.

2.2 Contiki is an open-source, multitasking, event-driven lightweight operat-
ing system which supports dynamic loading and replacement of individual
programs and services. This feature makes it apt for resource-constrained
computing units. It is designed for networked embedded devices. It can be
installed on a number of microcontroller architectures, including the Texas
Instruments MSP430, Atmel AVRs, and Zilog Z80 microcontrollers [17].
Contiki’s communication stack has support for a broad range of commu-
nication hardware. It supports IPv6 networking and a typical installation
requires less than 10 KB of RAM and 30 KB of ROM.

2.3 TinyOS is an open-source, component-based, flexible, application-specific
operating system for microcontrollers with limited resources. It supports
event-centric concurrent applications and low-power operation design. It is
written in Network Embedded Systems C (nesC), a variant of the C pro-
gramming language. It supports a range of different microcontroller such as



100 M. Jha et al.

AVR family of 8-bit microcontrollers, Texas Instruments MSP430 family of
16-bit microcontrollers, ARM cores, Intel XScale PXA family [6, 52], etc.

2.4 FreeRTOS is a real-time OS from Real Time Engineers Ltd., which can be
installed on multiple microcontroller architectures such as ARM Cortex-
M7, ARM Cortex-M3, AVR, PSoC, XMC1000 MSP430, etc. It supports
multiple threads and software timers. It is written mostly in C programming
language. It has a very small memory footprint of 6K to 12K ROM, low
overhead, and fast execution [10].

2.5 RIOT OS is designed to address the requirements of IoT devices. It allows
standardC andC++programming, providesmulti-threading, real-time capa-
bilities, and requires less than 1.5 KB RAM and less than 5 KB of ROM
[8].

2.6 Brillo OS is an operating system released by Google under the brand of
Android. This OS requires 32–64 MB of RAM to run and it can be used
smart home appliances such as TVs, refrigerators, light bulbs, and sensors
[70].

TinyOS is a better fit when resource preservation is a priority, whereas, Contiki is
selected when higher flexibility on the system’s control is preferred [52]. Mean-
while, SensorWare targets platforms with higher, but still limited, resources than
the aforementioned OSs [17].

IoT targeted operating systems are being launched by an increasing number of
mainstream companies such as Huawei (LiteOS) and Microsoft (Windows 10
IoT). Based on the available computing power, memory, and sensor types, one
should select the appropriate operating system.
There are few drawbacks of using microcontrollers such as:

2.1 Low computing power as compared to SBCs.
2.2 Only support low-level programming languages such as C, Basic C, Assem-

bly, etc., as compared to SBCs.

On the other hand, low-power microcontrollers are one of the most important
enabling technologies for IoT-based sensor node development.

3. Comparison of various SBCs and microcontrollers:
There are a number of different parameters on which a comparison between
SBCs and MCU development boards can be based.

Various factors have been selected as a basis of comparison and are presented
in the following tables. Cost and weight data are presented in Table2, power
requirement and computing power in Table3, input–output interface support in
Tables4 and 5, and programming support in Table6 (Figs. 12, 13, 14 15, 16, 17,
18, 19, 20 and 21).

From Table2, we can observe that there SBCs and microcontrollers have compa-
rable dimension, weight, and cost.
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Fig. 11 Raspberry Pi A+

Fig. 12 Raspberry Pi B+
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Fig. 13 Raspberry Pi zero

Table 2 Size, weight, and cost comparison

Name Size (mm) Weight (g) Cost per unit US$

Single-board computer

Raspberry Pi 85.6× 53.98 45 25–35

BeagleBone black 86.3× 53.3 39.68 45

C.H.I.P. 32 × 47.60 40 9–16

Microcontroller development board

Arduino Uno 68.6 × 53.4 25 24

Arduino Mega 102 × 53.3 37 45

MSP-EXP430G2 75 × 59 20 10
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Fig. 14 BeagleBone black

Table 3 Power requirement and computing power

Name Processor MIPS RAM Input voltage

Single-board computer

Raspberry Pi ARM BCM2835 1822–2451 256–512 MB 5V

BeagleBone
Black

AM335× 1GHz
ARM? Cortex-A8

2000 512 MB 5 V

C.H.I.P. R8 ARM
Cortex-A8

2000 512 MB 2.9–6V

Microcontroller development board

Arduino Uno ATmega328P 1 32KB 7–12V

Arduino Mega ATmega2560 16 256 KB 7–12V

MSP-EXP430G2 MSP430 8 128–512KB 5V
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Fig. 15 pcDuino

Table 4 Expansion connection

Name Analog inputs Digital I/O pins USB ports

Single-board computer

Raspberry Pi 0 14 1–4

BeagleBone Black 8 29 1

Microcontroller development board

Arduino Uno 6 14 0

Arduino Mega 16 54 0

MSP-EXP430G2 8 8 0

From Table3, we can observe that SBCs have more RAM as compared to the
microcontrollers.

In Table4, it can be observed that Raspberry Pi does not have any analog input pin.
In such cases, one can use Analog-to-Digital Converter (ADC) to convert the analog
input from analog sensors to digital output. Most of SBCs and microcontrollers have
plenty of analog and digital pins. There are specific functions associated with some
pins. For example, in Raspberry Pi B+ model, general-purpose input–output (GPIO)
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Fig. 16 C.H.I.P.

Fig. 17 Arduino Uno
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Fig. 18 Arduino Leonardo

Fig. 19 MSP-EXP430G2
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Fig. 20 Arduino Mega

Table 5 Input–output interface support

Name SPI I2C RS232 UART

Single-board computer

Raspberry Pi 2 2 0 2

BeagleBone
Black

2 2 0 1

C.H.I.P. 2 0 0 2

Microcontroller development board

Arduino Uno 1 1 0 1

Arduino Mega 1 1 0 4

pins 2 and 3 are assigned for I2C interface; GPIO 9, 10 and 11 are assigned for SPI
hardware interfaces.

In Table5, it can be observed that the SBCs and microcontrollers support various
hardware interfaces.

In Table6, we can observe that the SBCs support different variants of Linux
distribution such as Debian, Fedora, Ubuntu, etc. Some of the SBCs do support IoT
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Fig. 21 PSoC®4

Table 6 Operating system and programming support

Name Board operating system Programming
language/integrated
development environment
(IDE)

Single-board computer

Raspberry Pi Raspbian, Debian, NetBSD,
Windows 10 IoT Core

C, C++, Java, Phyton

BeagleBone Black Debian, Ubuntu, Fedora C, C++, Java, Python, etc.

C.H.I.P. Debian C, C++, Java, Python, etc.

Microcontroller development board

Arduino Uno TinyOS, Contiki C++, C, JArduino, Arduino

Arduino Mega TinyOS, Contiki C++, C, JArduino, Arduino

MSP-EXP430G2 TinyOS, Contiki C, Energia
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variation of Windows. The microcontroller boards can be programmed using the
IDEs like Arduino, Energia or programming languages such as JArduino, C or C++.
JArduino is customized java implementation for Arduino microcontrollers. Arduino
development boards are based on Amtel AVRmicrocontroller which is supported by
TinyOS and Contiki operating system.

3.1.3 Communication Module

The core requirements of IoT communication modules include low-power, IP-
enabled, security, and reliability [20]. There are various standardization bodies work-
ing toward the creation of IoT-specific communication protocol stacks taking into
account the constrained resources of IoT devices. There are many wireless protocols,
such as ZigBee, IPv6 over Low-Power Wireless Personal Area Network (6LoW-
PAN), WirelessHART, IEEE 802.15.4e, ISA100.11a, etc. Among these, commonly
used ones are Wi-Fi, ZigBee, and Bluetooth.

1. Wi-Fi:
Wi-Fi is a wireless networking technology based on the IEEE 802.11 standard.
It runs at 2.4GHz range and supports speeds of 1 to 11 Mbps. There are various
Wi-Fi modules available for microcontrollers and SBCs as shown in Figs. 22,
23, and 24.

2. Bluetooth:
Bluetooth is a wireless protocol designed for short-range, low-power communi-
cation. It is mostly used to avoid cabling for communication for cell phone and
computer peripherals such as headphone-audio, keyboard, mouse, and printers.
It is based on IEEE 802.15.1 standard. It enables electronics devices to com-
municate with each other over a short range of up to 10m at a data rate of 720
Kbps. It operates on 2.4GHz unlicensed ISM (Industrial, Scientific, and Med-
ical) band. There are various Bluetooth modules available for microcontrollers
and SBCs as shown in Figs. 25 and 26.

There are modules which have Wi-Fi and Bluetooth inbuilt as shown in Fig. 27.
3. ZigBee:

ZigBee is a standard which defines Wireless Personal Area Network (WPAN)
for a low data rate and short-range wireless networking. It is based on IEEE
802.15.4 standard. It has comparatively low power consumption as compared
to other short-range networking technologies such as Wi-Fi and Bluetooth. The
ZigBee module is shown in (Fig. 28).
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Fig. 22 Wi-Fi module

Fig. 23 Arduino Wi-Fi
shield

Fig. 24 USB Wi-Fi dongle

Fig. 25 Arduino Bluetooth
module
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Fig. 26 Bluetooth USB

Fig. 27 Integrated Wi-Fi
and Bluetooth module for
Raspberry Pi

Fig. 28 ZigBee

3.2 Software

Software is a crucial aspect of the operation and behavior of a sensor node. There
are various challenges, requirements, and development methodology associated with
software for IoT devices. Unlike conventional software development methodology,
IoT software development methodology needs to adapt to the dynamic and multiple
requirements related to constrained resources.

3.2.1 Requirements and Challenges for IoT Software Development

From programming perspective, the sensor node software should acquire, process,
and store the data or upload it to the cloud or server. As the IoT devices are resource
constrained and are bound to encounter unexpected failures, the software should
be resilient and able to handle unexpected hardware failures. The requirements and
challenges of software requirement can be enlisted as follows:

1. Security and privacy: Data security and privacy mostly depend on software
implementation and underlying protocols along with cryptography. Since IoT is
among evolving technologies, best practices for some technologies are not yet
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available. Also, IoT devices are resource constrained, so it is not recommended
to use computing intensive security and privacy protocols. New protocols, eas-
ier to implement, are being proposed in the literature taking into account the
resource-constrained nature of the IoT systems [16]. Furthermore, there is an
increasing number of MCUs utilizing hardware accelerated encryption.

2. Middleware and Application Programming Interfaces (API) design: There are
various IoT Middleware and APIs, which aim to integrate large numbers of
heterogeneous real-world objects [67]. Middlewares and APIs are key design
elements in IoT architectures.
The middlewares and APIs, which offer a lot of features for interoperability,
might be misused in unanticipated contexts; therefore, security concerns arise
[69]. Hence, while creating such web services, APIs, and middleware, security
poses as one of the core priorities.

3. Scalability: As the number of IoT nodes grow, the amount of data harnessed
will also grow. This will add burden on the cloud/server and the underlying
communication infrastructure. Hence, the large amount of data stream generated
from IoT devices needs to be managed effectively and efficiently and software
implementations should consider this aspect while building the software [67].

4. Resilient: The data collected from the sensor nodes might become invalid due to
multiple reasons such as failure of sensor interface, drift in sensitivity and failure
of sensors, etc. The IoT software should either try to notify such data corruption
or discard the invalid data from the sensor data stream or try to apply corrective
measures to the faulty data.

5. Power consumption: As the IoT devices are resource constraint, it is desired to
design software based on “minimum energy” concept, i.e., the software should
be designed such that it minimizes the overall consumption of the IoT system
by efficiently controlling the switching between idle and operational states.

3.2.2 Software Development Life Cycle (SDLC)

An SDLCmethodology is a collection of processes or methods which are applied for
the development of a particular software depending on the project’s aims, require-
ments, constraints, and goals. There are various SDLCmodels to address the various
requirements and objectives of different types of project such as thewaterfallmethod-
ology, spiral methodology, and iterative methodology.

1. Waterfall methodology: Waterfall methodology is one of the oldest methodolo-
gies in SDLC. In this methodology, the software is developed in a sequential,
linear, and predictable process. It consists of six stages. Each stage is followed
by the other as shown in Fig. 29. The stages are as follows:

• Requirement analysis: In this stage, all possible requirements of the system
to be developed are analyzed and documented in a requirement specification
document.
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• System design: Based on the requirement specification document from the
previous stage, the system design is prepared. In this stage, the specification
of hardware and overall system architecture is finalized.

• Implementation: Based on the requirement and system design, the various
independent components of the system are developed in small units.

• Integration and testing: All the independently developed units are integrated
and the overall functionality is tested.

• Deployment:Once the integration and the functional and nonfunctional testing
are successfully completed, the product is deployed.

• Maintenance: Despite rigorous testing, there are some issueswhich arisewhen
users start using the software. To fix the reported issues software patches or
hot-fixes need to be released. Maintenance is done to deliver the upgrades or
fixes to the users of the software.

All these stages are cascaded one after another such that if a phase is completed,
it is not feasible to revisit it. This means that once the initial requirement is
set, the new requirements would not be supported. Although this methodology
provides stability [19], it does not offer the freedom to go back andmake changes
in the previous stages while developing the system [51]. In case of IoT systems,
the technology is changing fast and needs to adapt to the continuously changing
hardware, communication protocols, etc. As the waterfall methodology has been
traditionally used for software development in mainstream computing systems,
it seems to lack the required flexibility for the dynamic environment of IoT
systems.

2. Iterative methodology: In the Iterative methodology, development of software
begins by specifying and implementing major part of the software, which can
then be reviewed in order to identify further requirements. Generally, if the over-
all major requirements of the complete system are clearly defined, this model is
preferred. However, some functionalities or requested enhancementsmay evolve
with time. This process is then iterated, producing a new version of the software
for each cycle of the model.

In this methodology, costly system reconfiguration or design issues may arise in
later stages of development because not all requirements are gathered in the start
of the systemdevelopment.Due to the dynamic nature IoT systems, requirements
of the complete system may not be clearly understood or defined. Hence, this
methodology, in its original form, does not address all the required features for
an IoT systems development life cycle.

3. Spiral methodology: The spiral model was proposed by Barry Boehm [12]. The
development and testing go on an incremental basis as shown in Fig. 31.
This methodology is useful for developing large and complicated projects. This
methodology combines some aspects of iterative prototyping with the design
sequences of the waterfall method. Based on the user evaluation, the develop-
ment enters into next phase, and then again follows linear approach to implement
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the requirements and feedback from the users.

There are four phases in the spiral methodology. These phases are as follows:

3.1 Identification: In this phase, the requirements are identified. As the devel-
opment cycle moves on and comes back to this phase again, the software is
reevaluated and new requirements are identified based on the interactions
from the software users and input from previous phases.

3.2 Design: In this phase, the conceptual and architectural design based on the
previous identification phase is created.

3.3 Construct or build: In this phase, based on design phase, the software devel-
opment is done.

3.4 Evaluation and risk analysis: In this phase, the software developed in previ-
ous phase is evaluated and risk accessed.

4. Agile methodology:
In the 90s, a new SDLC methodology called “Agile Movement” [1] was pub-
lished. Agile methodology is more flexible than traditional process methodolo-
gies. To develop reliable software for IoT systems at low cost, software develop-
ment paradigms such as agile methodology [4] is recommended. Agile method-
ology works on the principle of incremental and iterative software development
sequences as shown in Fig. 32.
Agile is composed of adaptive empirical small repeating cycles with short-term
planning and constant feedback and inspection. In thismethodology, the software
developers can adapt to the changing requirements. This methodology facilitates
collaboration with experts from various domains. There are various flavors of
agile methodology such as Scrum [56], Kanban and Disciplined Agile Delivery
[5].

5. Ignite and IoTmethodology: For IoT-related software development, themethods
for system engineering also need to be taken into account. In any IoT system,
the software needs to be fine tuned and intelligently integrated with the hard-
ware. There are some IoT-specific software development strategies discussed in
Ignite—IoTMethodology [25, 61]. Based on the IoT project of various indus-
tries such as automotive, energy, and manufacturing, Slama et al. [61] proposed
the‘Ignite—IoT Methodology’ as an IoT product management methodology.
The aim of this methodology is to continuously develop IoT best practices and
make them available to public in the form of a framework.
The IoT Methodology has two parts as shown in Fig. 33:

5.1 Ignite—IoT strategy execution: In this stage, the organizations to devise their
IoT strategy. It has more to do with overall strategy for the organization.

5.2 Ignite—IoT solution delivery: In this stage, the product andprojectmanagers
plan, build, and run the IoT project. The software development strategy is a
part of this stage.

6. IoT-A methodology:
In [61], the authors argued that IoT projects are multidisciplinary, and hence,
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their IoT methodology needs to combine multiple disciplines. Hence, the IoT
methodology needs to bemore interactive such that all the stakeholders are on the
same page. Since IoT projects have to deal with an IoT of new technology, there
is always a risk factor involved in this and to address this; a continuing review and
analysis needs to be done. They proposed a “Plan-Build-Run” strategy, which
can be integrated with various classic SDLC methodologies as shown in Fig. 34
Depending on the situation one of the approaches mentioned in Fig. 34 can be
used but as a general rule, a generic Plan/Build/Runperspective should be applied
to all of these different approaches for IoT-related project [61].

7. IoT-A methodology:
In [51], the authors proposed a hybrid software development methodology com-
bining relevant aspects from agile principles and the Spiral method. They argued
that the rigidity of waterfall method renders it inappropriate for IoT-related soft-
ware development. Since IoT is a fast-changing technology, the software might
need to adjust while developing based on new requirements.
The overall approach proposed by [51] can be enumerated as follows:
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7.1 The requirements are stored as a set of lists as shown in Fig. 35. As per
the agile methodology, any new requirement or change request from the
stakeholders can be added and implemented quickly.

7.2 To provide stability to the software development process, the requirements
list remains unchanged for a certain time period.

7.3 At regular intervals, a review and final validation of the requirements list
is done against the developed software with all the stakeholders. This is
an aspect of Spiral software development methodology. Depending on the
feedback of the stakeholder, change request, and priority of requirements,
the further development is influenced and planned, thereby developing the
software iteratively, as per the spiral model.

The process proposed in [51], all the primary features are developed first and
tested. Based on first cycle of development, the second iteration is planned,
thereby integrating the Spiral and Iterative methodology for IoT Software devel-
opment.

There are many other IoT software development methodologies proposed by vari-
ous researchers. In [73], Xie et al. proposed a new IoTSDLC approachwhich focused
on reducing the design complexity and development cost of IoT application software.
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Fig. 32 Agile model

Fig. 33 Ignite | IoT methodology

Broadly categorizing, the IoT-based projects are integration of sensing/actuating
components with computing and communication modules. The heterogeneity in
the sensing/actuating, computing, and communication components leads to rise in
complexity and thereby increasing the cost of developing of software. To address
these various issues and develop the IoT-based software efficiently, we need to adapt
to new emerging IoT centric SDLC methodology (Fig. 30).
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Fig. 34 Software development strategy proposed by ignite | IoT methodology

Fig. 35 General
requirements process

3.2.3 Cloud-Based IoT Platforms

One approach to develop IoT-based sensor network is using the cloud-based central-
ized platforms such as Cumulocity [15], ThingWorx [18], and Xively. These global
cloud-based platforms provide easy development, integration, and deployment of
IoT applications. This approach spares the developer to maintain the server side
cost. Some of the commercially available cloud-based IoT platforms are as follows:

1. Cumulocity: In this platform, sensor nodes act as agents and it connects to the
cloud using RESfull HTTP APIs as shown in Fig. 36. Sensor nodes are treated
as clients which can be accessed and manipulated. Users can be connected to
the cloud and via cloud, the users can run commands on the devices.

2. ThingWorx: In this platform, targets application are integration through model-
driven development as shown in Fig. 37.
This platform supports CoAP, MQTT, REST/HTTP and Web Sockets [18]. The
architecture of ThingWorx is shown in Fig. 37. It can be observed that Thing-
Worx is integrated with various cloud services such as Amazon Web Services
(AWS), Salesforce, Twilio, etc., and also integrated to social services as Twitter,
Facebook, Google Plus, etc.
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Fig. 36 Cumulocity architecture

3. Xively: This was formerly known as Pachube. It uses proprietary Xively API
for MQTT, HTTP, and Web Sockets as a connection to the cloud. It has fea-
tures to support fine grain access and works on client–server model as shown in
Fig. 38. Each device is associated with unique ID and some form of authentica-
tionmechanism. Once the device is working, it can authenticate itself and upload
time series data stream to the cloud and receive commands from the server. The
users can also access the data via their smartphones, desktops, etc.

4. Watson IoT platform: It is an IBM IoT toolkit which integrates the device and
management as shown in Fig. 39.
This platform supports in collecting the data from the connected device and real-
time analytics on the data collected. It provides communication to the IoT-device
using the MQTT and TLS protocols.

3.3 Testbed for IoT Applications

Atestbed is a platform for conducting rigorous and replicable testing of new technolo-
gies. IoT being one of the growing technologies which has potential for delivering
multitudes of application in various domains; it is required to have testbeds to evalu-
ate the applications developed for IoT. There are various issues that need to be tested
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Fig. 37 ThingWorx platform overview

Fig. 38 Xively platform overview

before the IoT systems are deployed in large scale, such as reliability of wireless
communications in dynamic environments, mechanism for allocation of constrained
resources, maintenance of the system, etc. IoT solutions need to be thoroughly tested
and fine-tuned before they are launched in the market. For robust development of
IoT systems, a citywide testbed facility is required [23]. There are some discus-
sions about how to construct robust and continuous IoT testbed platforms. Some
researchers have proposed their own experimentation platform such as City of things
[28], FIT IoT-LAB [2], and SmartSantander [55].

1. FIT IoT-LAB: It is an open-source testbed, which consists of 2728 low-power
nodes and 117 mobile robots. These nodes and robots are available for experi-
menting of IoT technologies and applications, ranging from low-level protocols
to advanced Internet services. This infrastructure accelerates the development
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Fig. 39 Watson IoT platform overview

of IoT applications as it relieves the developer from the testing deployment of
the application.

2. SmartSantander: It is one of the most advanced and active testbeds for IoT
application testing. This testbed has around 20,000-node network. It offers a
platform to conduct experiments at the scale of a city. The nodes are power
constrained since batteries are used, therefore, they provide a real-life scenario
of IoT nodes.

3. City of things: It is an integrated and multi-technology testbed for IoT experi-
ments in urban areas [28]. It is integrated with JFed, i.e., a Java-based framework
to support testbed; hence, it is compatible with a wide range of other testbeds
such as SmartSantander. It can be effectively used to emulate large-scale multi-
technology IoT networks and perform city-related big data experiments, etc.

These generic IoT testbeds can be further expanded with desired features for
IoT-enabled urban microclimate applications, such as:

1. The hardware module should be able to withstand environmental harshness of
the geographical region where it is to be deployed.

2. The testbed should provide mechanism to check the behavior of software under
various critical conditions such as failure of communication module, failure of
sensors, and its recovery.

3. The testbed should be able to measure the drift in the sensor reading over time.
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4. The IoT testbed for urbanmicroclimate should be able to provide themechanism
to measure the accuracy and precision of the sensors involved in the controlled
environment.

These testbeds provide mechanisms to test the IoT-based urban microclimate
monitoring software before actual deployment. Once the software is developed, it can
be tested for scalability, resilience, and reliability. There could be multiple problems,
bugs or unforeseen issues with software making testbeds an essential concept in
developing IoT applications.

4 Implementation of Urban Microclimate Monitoring
Using IoT-Based Architecture

Based on the IoT paradigm explained in the previous sections, a sensor network has
been developed and installed in the city of Abu Dhabi, UAE [27]. The schematic
diagram of the main portion of the typical sensor node is shown in Fig. 40, and a
typical installation is shown in Fig. 41.

Thedesign anddevelopment of IoT-based sensor node involve selectionof sensors,
integration of hardware, and development of relevant software.

4.1 Sensor Selection

The design process of a sensor node starts with the selection of climatic parame-
ters one wants to measure followed by the other considerations such as accuracy,
precision, cost, interface, etc.

Fig. 40 Urban microclimate
monitoring sensor node
schematic
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Fig. 41 Sensor node
installed to monitor urban
microclimate in Abu Dhabi

The modeling of the urban heat island relies on the application of the energy
and momentum conservation principles to the urban canopy layer—the air volume
immediately above the urban surfaces and extending approximately up to the height
of the tallest buildings [45]. The microclimate model requires the various heat and
momentum flux rates at the boundaries of the control volume (urban canopy layer).
To determine the vertical fluxes of sensible and latent energy from the ground, it is
also necessary tomeasure surface temperature, ambient temperature, and humidity at
different heights. Ideally, the soil temperature needs to bemeasured, but this cannot be
done systematically, for practical reasons. In [27], a single pixel infrared temperature
sensor (MLX90615) was employed to measure land surface temperature.

The temperature measured at various heights will give us a temperature gradient,
which can be correlated to the shear turbulence versus convective turbulence and the
stability/instability of the urban boundary layer atmosphere.

Based on these requirements, in [27], the following sensors are used:

1. MLX90621: This sensor is used to measures the vertical thermal gradient of the
buildings in the urban canyon.

2. MLX90615: This 1-pixel infrared temperature sensor is used to measure land
surface temperature.

3. DS18B20: Multiple DS18B20 sensors are used to measure ambient temperature
at various heights. This will give us a temperature gradient, which in turn can be
used to calculate vertical heat flux exchange.

4. S8369: This sensor measures the Global Horizontal Irradiance (GHI). The GHI
data be used to correlate with wind and temperature to establish the degree at
which it affects other environment variables.

5. Wind sensors: We use Windsonic WS1 sonic anemometer for accurate wind
measurements. In some of the nodes, we also employed 3-cup anemometers to
reduce the cost. This will result in less accurate wind measurements.
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Fig. 42 Intermediate
hardware between sensors
and controller unit

4.2 Hardware Development

The hardware of any IoT-based sensor node has typically four components, i.e.,
computing unit, sensors, communication unit, and power source. There are various
types of microcontrollers and SBCs, which can be used as control units. We need
to select an appropriate control unit based on their ability to interface with selected
sensors, power consumption, computing power, etc.

The senors with various types of hardware interfaces need to be integrated with
the selected control unit. In [27], the IR sensors (MLX90615 and MLX90621) have
I2C interface, DS18B21 has 1-wire interface, windsonic anemometer has RS232
interface, and S8369 outputs analog signal. To integrate various types of sensors
with the computing unit efficiently, a hardware layer was introduced between the
sensors and the computing unit as shown in Fig. 42.

4.3 Software Development

The software defines the behavior and operation of the sensor node. The IoT-related
software revolves around data acquisition, data processing, and transferring the data
to remote host over Internet. Generally, an IoT application consists of multiple sets
of sensing and actuating components. The heterogeneity in hardware induces com-
plexity in the development of software. The IoT software development differs from
the conventional software development in many ways due to heterogeneity of hard-
ware, reliability of connectivity to Internet, and multiple points of failure [66]. The
multiple points of failure impose the requirement of handling and recovering from
such failures on the software.
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The desirable features of software of an IoT-based sensor node are as follows:

1. Acquire and process data from the sensors: The sensors and the computing unit
can communicate over various hardware interfaces such as I2C, 1-Wire, digital or
analog, etc. Some sensors directly give the actual value of the physical parameter
it measures while some give a raw data which needs further calculation to get the
actual corresponding value of the physical parameter. Based on its application,
the computing unit can acquire the raw data from the sensor and process it, i.e.,
discard faulty reading and if required, calculate the actual corresponding value
from the raw data.

2. Store data efficiently: The sensor nodes are generally resource-constrained
devices, and they have a limited memory. The sensor nodes constantly gen-
erate high volume heterogeneous data. The data needs to be stored such that it
meets the memory constraint of the sensor node.
It is a good practice to periodically compress the data files, automate the deletion
of unwanted log files, and generate a notification before a specifiedmemory limit
is reached. Also, if the data files are uploaded to the remote host, they can be
safely deleted to prevent the sensor node from reaching the memory limit.

3. Upload data to server/cloud: The IoT-enabled sensor nodes are connected to
remote host over Internet. The sensor data needs to be uploaded to the server
periodically. There are various protocols such as FTP, SFTP, SCP, FTPS, or
WebDAV to transfer files to remote host. Based on one’s requirement and sys-
tem capacity, the sensor data collected needs to be periodically uploaded to the
server/cloud.
The sensor data can also be streamed in real time to remote server/cloud but it
will come at the expense of high bandwidth, power requirement, and increase
in cost. Based on the application of the sensor node data, the data can be either
streamed or periodically uploaded.

4. Recover from the sensor node failures: The software needs to handle the sensor
node failure. The most important aspect of recover is to preserve the data and
notify the cause of the failure.

5. Apply correction to the sensor data, if required: The sensors might show some
drift after certain time of operation. In such scenario, it might not be possible to
replace the sensor altogether. The software can handle this and apply correction
to the data in reference to some standard reading.

6. Monitor sensor node health: The software should monitor various important
aspects of the sensor node such as CPU usages, memory usages, power status,
etc., to keep a track of the health of the sensor node. As the sensor nodes are
bound to encounter unexpected failures, the software needs to monitor the health
of the sensor node to investigate the reasons for such failure after recovery.

7. Notify unrecoverable failure of sensor node: Due to certain unforeseen reasons,
if the sensor node stops uploading or communicating with the remote server, the
remote server should notify about such unrecoverable failures.
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Apart from the abovementioned desired features for the software for sensor node,
it needs to take into account the resource constraint nature of IoT-based sensor node.
It is advisable to keep the design of the software simple and minimalist.

There are various software development methodologies such as waterfall method-
ology, iterative methodology, spiral methodology and agile methodology, and IoT-A
methodology as explained in Sect. 3.2.2. For IoT-enabled sensor node, it is better to
use agile or IoT-A methodology because these methodologies offer adaptive, inter-
active, and constant feedback and inspection mechanism for the software develop-
ment. As these methodologies facilitate collaboration between the experts of various
domains, it is well suited for IoT-enabled sensor node.

In [27], agile methodology was used to develop the software. The software devel-
oped in [27], was able to validate and apply corrections, if required, to the sensor
data, periodically update the data to server, monitor sensor health, etc.

4.4 Communication Module

The communication module is one of the most important aspects of sensor node.
If implemented properly, the communication module can facilitate many desirable
features such as:

1. No need to physically access the sensor node for data acquisition.
2. Using methods like reverse ssh tunnel one can connect to the sensor node

remotely.
3. Periodically update and upgrade the software of the sensor node from Internet

code repository like github, bitbucket, etc.

In cities, Wi-Fi and 2G/3G/4G cellular networks are readily available, and hence,
Wi-Fi or cellular network can be used to connect the sensor node to Internet. For
remote locations, where Wi-Fi or cellular network are not readily available, multiple
sensor nodes can be connected to an Internet gateway using communication modules
such as Bluetooth, Zigbee, etc. There are different types of communication modules
explained in detail in Sect. 3.1.3.

It is imperative that the location of the sensor node should be such that it has a
reliable coverage of cellular network if the sensor node is to use cellular network.
In [27], 3G-cellular network was used to enable Internet connectivity in the sensor
node. The 3G-cellular network was used to upload the sensor data to the server. In
[27], Huawei E1750, a 3G-USB modem was used to provide Internet connectivity.
In cities, it is advisable to use Wi-Fi or cellular network which can provide Internet
connectivity.

One can also use Bluetooth, Zigbee, etc., as communication modules but these
communication modules do not provide connectivity to the Internet. To overcome
this, the sensor network designers can create a separate Internet gateway and connect
multiple sensor nodes to the Internet gateway.
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The operational duration of the communication unit might be detrimental for
the power-constrained sensor node. To minimize the power cost, and data cost, the
communication module can be kept operational duration as minimal as possible.
Another important aspect of communication module is its failure handling. If the
communication module of the sensor node fails, it will not be able to notify about
the failure itself. In such scenario, the remote server should generate notification if
a sensor is not communicating for a given threshold period of time. The software
should monitor the behavior of communication module and report any discrepancy
in its behavior.

4.5 Sensor Node Deployment

Once the hardware and software of the sensor node are developed, the sensor node
needs to be installed in the desired locations. Thedeployment of sensor nodes involves
the following factors:

1. Selection of locations: It is important to decide the locations for sensor node
installation. The locations should be selected such that the measurements can
represent the microclimatic profile. The locations in this study were selected
based on a preliminary computational fluid dynamics model of the thermal flows
in the city.
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2. Permissions from the authorities: Since the urban sensor nodes are deployed in
public areas, it requires getting permissions from the authorities based on the
laws and policies of the land.

3. Logistic arrangement: Installation of sensor node requires needs proper orga-
nization, planning, and management. It requires trained manpower which can
properly connect the sensor node.

4. Safety arrangements: The deployment of sensor node in urban settingmight have
some risk involved in it. The manpower involved in installation of sensor nodes
should be provided with proper safety gears.

In [27], based on the schematic shown in Fig. 40, sensor nodes were designed and
deployed at multiple locations of Abu Dhabi, UAE as shown in Fig. 41.

4.6 Data from a Sensor Node

The data from the sensor node is uploaded to server periodically. The data for a day
from a particular sensor node is shown in the following graphs, Figs. 44, 43, 45 and
46.

The data collected over a period of time can help find trends, patterns, and corre-
lation between various environmental variables of a microclimate. Figure47 shows
average daily temperature profile and average daily temperature gradient profile at
three different heights from 07/09/2016 to 13/02/2017. Figure48 shows the profile
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of the average daily UHI intensity (urban minus rural) as well as day-averaged UHI
intensity.

In connection with the Computational Fluid Dynamics (CFD) urban microcli-
mate models, the measured data can be used for validation purposes of the models.
Specifically, the simulated and measured values of the following quantities can be
compared to evaluate the model:

1. Wind speed and direction,
2. Temperature at different heights, and
3. Urban surface temperatures.

The data collected from the various nodes will be used to validate the urban
microclimate models. Also, the analysis of data can reveal insights which might be
useful in microclimate weather forecasting. There are various such applications of
this data.

5 Conclusion

In this chapter, we discussed the use of IoT-based architecture for urban microcli-
matemodeling. A detailed overview of the architectures is provided and guidelines to
implement the infrastructure to monitor the relevant environment variables are pro-
vided. The network developed in this work is now being used to develop advanced
models for urban microclimate monitoring in Abu Dhabi city.
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Fig. 48 Average daily UHI intensity (urban minus rural) and day-averaged UHI intensity

With growing IoT support framework, and advanced software development
methodologies, we can custom design and develop IoT-enabled sensor nodes to
effectively monitor urban microclimate. The advent of various standard sensors and
their easy interfacing capabilities make it possible to develop custom sensor nodes
instead of procuring expensive proprietary hardware and software for environment
monitoring. Further, IoT paradigm connects the sensor node as a “Thing” to the Inter-
net. This adds various features such as remote access to the sensor node via Internet,
near real-time data acquisition, updating software over Internet, etc., to enable easy
adaptation of hardware and software even after commissioning.
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Abstract The Internet of Things (IoT) is already counting more than 15 billion
devices connected to the web and over the following years, a rapidly increasing num-
ber of businesses and individuals are expected to become a part of this industry. In
this context, enabling technologies and services are needed in order to accommodate
this unprecedented interest. One of the major bottlenecks during the development
of IoT products and/or services has been the vast diversity and incompatibility that
exists among sensors, communication, and computation/controllermodules. The var-
ious modules operating on numerous communication buses and protocols requires
development of platform-dependent hardware and software drivers as well as vigor-
ous testing from the developer side. This process is nontrivial and time-consuming
and redirects the focus of developers from “what” to “how” to develop. In addition,
users/developers are discouraged when they are obligated to perform tedious man-
ual configurations before they are ready to use their products. Furthermore, there
is a significant heterogeneity in IoT network architectures and existing automatic
service discovery and configuration protocols. The majority of these protocols have
been developed for conventional computer systems and as a result, it cannot be used
by resource-constrained IoT devices. For the above reasons, various models of the
well-known concept in mainstream systems of Plug-and-Play (PnP), are being intro-
duced to the embedded systems world as well, to tackle the above issues. In the
following chapter, an overview of what a Plug-and-Play architecture consists as well
as a survey of the state of the art is presented.
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1 Peripheral Plug-and-Play (PnP) Definition
and First Attempts

The Plug-and-Play (PnP) concept, in terms of peripheral device integration, can be
defined as the ability of the system to automatically detect and configure internal and
external peripherals as well as most adapters. In personal computers, the manufac-
turers quickly recognized the tedious task of having to manually configure hardware
jumpers and software settings, and started to shift towards architectures that would
allow simple and automatic integration of peripherals.

1.1 NuBus

One of the first attempts of PnP architecture was the MIT NuBus that was intro-
duced in 1984, and was first standardized in 1987 [1]. In comparison to the existing
architectures at that time, featuring 8-bit or 16-bit buses, the Nubus was equipped
with a 32-bit backplane to accommodate future systems. The NuBus did not feature
a distinct bus controller which meant that all NuBus devices participated as peers to
system control functions and arbitration. Furthermore, an identification scheme was
present which allowed for automatic detection and configuration of NuBus cards
from the host system. The bus offered a form of geographic addressing, meaning
that each available slot had a small dedicated address with which was associated.
Specifically, 32-bit physical addresses were multiplexed with the data lines and this
address space was shared among all the existing slots. Up to 15 slots were available,
and each of them featured a 4-bit ID field with which every communication process
was qualified.

On the other hand, NuBus’s implemented addressing scheme along and low clock
speed (10Mhz) compared to other architectures of the time, rendered the bus slow.
Especially, the bus was not suitable for newer and faster I/O devices that did not have
enough local buffering capabilities.

The NuBus is perceived as one of the pioneers of PnP hardware architectures.
Texas Instruments acquired the project and developed a number of LISP and UNIX
systems based on the NuBus. Later, after its standardization, the architecture was
used in someApple projects (Mac II,MacQuadras) but eventually becamepractically
extinct when Apple adopted the Peripheral Component Interconnect (PCI) bus [2]
in their products.

1.2 MSX Bus

Another PnP architecture that was introduced in the 1980s, was Microsoft’s MSX
[3]. MSX was developed with the aspire to become the single industry standard for
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home computing systems. The idea was to enable hardware peripherals, software
applications, and computer systems, which is developed by different manufactur-
ers/organization to be interoperable when they were MSX compatible.

The MSX system was based on the Zilog Z80-family of CPUs which is intended
for home computing systems. MSX offered a very well-developed hardware abstrac-
tion layer which was implemented in theMSX-BIOS. This abstraction offered exten-
sibility, peripheral independence, and instant PnPwith zero user intervention. Virtual
addressing was implemented using various slot/subslots which avoided any possible
conflicts. The required drivers were already installed in the cards ROMs and were
able to be automatically configured. TheMSXwasmostly popular in Japan and acted
as the platform for many important Japanese game studios.

1.3 Micro Channel Bus

Last, theMicro Channel Architecture [4, 5] that was introduced by IBM in 1987, was
the successor to IBM’s ISA bus and proved to be the precursor to PnP systems known
to current date such as the widely adopted PCI bus. The Micro Channel cards were
32-bit but also allowed 16-bit implementations for back compatibility and featured
a unique 16-bit identifier which was software read. The OS/BIOS after reading the
identifier successfully, proceeded with the search for appropriate device drivers. The
IDswere stored inReferenceDiskswhich IBMhad to update in a regular basis.When
a new cardwas inserted, and the systemwas unable to find corresponding drivers boot
failures occurred. In the reference disks, along with the drivers further information
was provided, such as the card’s memory addressing and interrupts, which is crucial
for the functionality of the system.

Using this information, the system could configure a new card without any inter-
vention from the user. However, every time a new card was installed, the system
changes (interrupts, etc.) had to be saved to a floppy disk which then became neces-
sary for every subsequent hardware change. This proved to be an important design
flaw, especially when the bus was used by large corporations. Therefore, although
the Micro Channel was considered successful, soon after the release of the PCI bus,
it became obsolete.

Current dayPnP interfaces are IEEE1394 (FireWire),Universal SerialBus (USB),
PC card (PCMCIA), and PCI including its variants such as Mini PCI, PCI Express,
etc.

2 PnP Architectures

2.1 PnP Requirements in IoT

As mentioned in the chapter’s introduction, the vast variety of non-standardized IoT
modules has resulted in an enormous heterogeneity that hinders communication and
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Fig. 1 Towards open standards

interoperability among objects and architectures. Currently, the mainstream practice
in IoT development is based on vertical and proprietary solutions, in the sense that a
hierarchical bottom to top design (hardware–software-communication) is carried out
to suit the needs of each application. This model has to be transformed (Fig. 1) to an
open and horizontal structure thatwill act as a vessel for universal, interoperable, low-
cost, and innovative solutions. IoT-enabling tools and services should be developed
in a layered and easy to interconnect manner. Following this new model, a multitude
of well defined and open IoT-enabling technologies will become available to anyone
interested in the IoT sector.

PnP architectures are being developed with the aim of automating or reducing the
complexity of the task to configure a new “thing”. Configuration, here refers to the
procedurewhich startswhen a “thing” is physically connected to a system, to the point
that it is able to connect and interact in a network consisting of more “things”. The
interaction within the network can be either human or machine initiated. A “thing”
can be a sensor, an actuator, a communication module, or in general an embedded
system with a unique identifier that can communicate in a network either standalone
or through some host gateway.

Due to a number of considerations such as cost, size, and available power, things
that are used in IoT projects differ significantly frommodern day computing systems
in terms of resources. Even though there is a multitude of controller units available
in the market and one can choose the unit that best fits the application, Table1 shows
key characteristics of four controller units that are predominantly used in different
types of applications. As it is expected, a higher amount of resources is available on
more expensive and power hungry systems. To achieve a good balance between cost
and the set of features that an IoT solution will offer, it is necessary to develop an
efficient and effective IoT architecture.

This resource-limited nature of embedded IoT projects, imposes a number of
constraints and challenges on the hardware and software schemes that are required
for achieving PnP capabilities. Therefore, every IoT-PnP architecture needs to be
“lightweight” in a series of aspects. The most important of these aspects are:
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Table 1 Key parameters of popular IoT controller units [6–9]

MCU ATmega328P CC3200 SAM9G25 Raspberry Pi 3

Resource

Computation

Architecture 8-bit AVR 32-bit
ARM-M4

32-bit ARM
A-5

64-bit ARM
A-53

Max. frequency (MHz) 20 80 400 1200

Floating-point unit – – – Yes

MIPS 1/MHz 1.25/MHz 1.57/MHz 2.3/MHz

Connectivity

Wired – – USB/Ethernet USB/Ethernet

Wireless – Wi-
Fi/Bluetooth

– Wi-
Fi/Bluetooth

Memory

FLASH/EEPROM 32 kB/1 kB 64kB + SD
card

64MB SD Card up to
64GB

RAM 2 kB 256 kB 32 kB on chip 1GB

Max. power consumption (W) 0.06 0.9 0.4 2

Price 2.1 $ 12.1 $ 7.8 $ 35 $

• Power consumption: Numerous IoT projects are destined for battery-powered
applications. To decrease battery requirements and operational time, the total
power consumption of a PnP architecture has to be minimized.

• Cost: Cheap IoT modules have been the backbone of the industry’s rapid growth.
The hardware and software implementation of the architectures should not impose
excessive additional cost.

• CPU overhead: CPUs that are selected in embedded environments usually have
limited computation capabilities. The PnP service should not inflict major CPU
overheads that will burden the CPUs typical operations.

• Memory footprint: Both program and data memories are constrained. PnP proto-
cols have to be simple and effective.

• Communication footprint: In many IoT projects, excessive amount of header or
information related to the PnP architecture will result in increased costs (e.g.,
GPRS data plans.

• Implementation complexity: The PnP architecture has to be easily implemented by
both, hardware and software engineers.
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Fig. 2 The PnP process

3 PnP General Architecture

PnP can be defined as a three-step process as shown in Fig. 2. First, the newly inserted
to the system thing, is uniquely identified. This preconditions that an identification
mechanism is present, and it is compatible among the thing and the system. After
identification, appropriate software drivers are required to interface the system with
the thing. These are low-level drivers that act upon the control registers of the hard-
ware interface towhich the thing is physically attached. Last, users of the IoT network
should be able to discover and use the services that are offered by the connected things
in order to develop high-level applications. This process corresponds to the process
called remote service discovery and usage. In the following sections, each of the
above steps will be described in detail.

3.1 Thing Identification

As mentioned before, the identification of new peripherals is the first step for their
integration into a system. In mainstream computing systems, such as contemporary
desktops and laptops, peripheral identification is realized through custom Integrated
Circuits (ICs) that are required for the operation of the interface. These ICs contains
data for device identification in special purpose registers. For example, identification
in thePCI bus is performedwith the use of afile calledExtendedSystemConfiguration
Data (ECSD). This file contains information about the installed PnP devices such
as identification data, configuration parameters, etc. This information is read by the
BIOS and through the Operating System (OS) system handlers, the identification
process gets completed.

However, this approach can only be applied to resource-rich systems and not for
embedded IoT devices as it is optimized for performance and neglects CPUoverhead,
memory footprint and/or power consumption.

Common hardware interconnects in embedded systems for interfacing things and
systems are:

• Analog (voltage and current). This interconnection is used for things with analog
output. In this case, an Analog-to-Digital Converter (ADC) is required to convert
the analog signal to a digitized form is easily processed by the controller.

• Serial Peripheral Interface (SPI) [10]. SPI is a synchronous bus (sampled at a
specific clock rate) consisting of four lines: Master In–Slave Out (MISO), Master
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Out–Slave In (MOSI), Clock (CLK), and Slave Select (SS). Usually, input and out-
put pulses are positive and negative edge sampled which means that in some cases,
MISO and MOSI can be connected to the same line. The typical implementation
of the SPI interface uses 8-bit messages.

• Universal Asynchronous Receiver Transmitter (UART) [10] which can be half or
full duplex. As the name reveals, this is an asynchronous communication scheme
between two entities. Due to the asynchronous operation, single or double buffers
are required. Furthermore, the communication bit rate (baudrate) and data frame
have to be configured manually to match between the transmitter and the receiver.
Usually, UART is the TTL/CMOS voltage level application of the RS232/RS485
protocols which are more common in industrial and/or long communication lines.
In case of half-duplex operation with no hardware flow control, UART uses only
two communication lines Tx , Rx .

• Inter-IntegratedCircuit (I2C) andSystemManagement (SM)Bus [11]. These buses
feature a 7-bit addressing scheme making it possible for a total of 128 devices to
operate on the same bus. A single master is allowed, which is usually a controller
unit and is capable of initiating transactions with the slaves by broadcasting their
address. Both, (I2C) and SM buses require two lines (Serial Clock—SCL and
SDA—Serial Data) but differ in the amount of commands that they support; the
SM bus command protocol is a subset of the commands available in the (I2C) bus.

• General Purpose Input/Output pins. A number of sensors interact with the con-
troller unit through simple protocols that do not require hardware acceleration and
can be implemented only in software (bit banging). Furthermore, GPIOs can be
used by sensors to generate main CPU interrupts and/or to control other devices.

Although the above hardware interfaces and corresponding protocols offer simple,
lightweight and in some cases fast communication, they lack device identifiers that
are essential to a PnP architecture.

As the vast majority of today’s sensors are manufactured using one of the above
interfaces, a type of middleware which will provide an identification procedure is
mandated. After the identification is complete, a set of multiplexers has to switch
the peripheral to the appropriate interface bus in order to communicate with the host
CPU(s).

3.2 Thing Drivers

After the identification of a thing, the corresponding drivers need to be installed and
automatically configured. From a general perspective, there are three ways in which
this can be achieved.

First, the thing drivers can be potentially stored in a nonvolatile memory on the
thing itself. This is an approach that has been dismissed already by PnP technologies
intended for peripheral integration in mainstream computing machines. The reasons
were the additional memory required to store the drivers resulting in increased cost
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and the complexity deriving from the fact that the machine has to communicate with
the device and download the drivers. Furthermore, this is an approach that does not
allow for changes to the drivers rendering them outdated for a large span in the
device’s lifetime. Taking into account, the more cost-sensitive and dynamic environ-
ment of IoT projects, such amodel cannot be applied during the peripheral integration
procedure. The dual approach, i.e., to store the thing drivers on the controller side,
is also discarded because of the enormous and continuously increasing variety of
available things and hence corresponding drivers.

The current practice during driver development for IoT, is to write driver soft-
ware after reviewing in detail the thing’s datasheet and list of specifications. The
developed drivers are written in low-level programming languages in which register
manipulation and interrupt handling are required rendering them platform specific.
This is a cumbersome task, since the development of a set of drivers that will be
both reliable and also efficiently use the thing’s functions as a repetitive process.
Furthermore, this process leads to nonreusable IoT application code as even trivial
hardware changes require updating the driver software.

In modern computing systems, the most common scheme that is followed in PnP
peripheral driver integration is the following. Once a new device is connected to and
detected by the system, an OS service will start searching local drives and/or remote
repositories for the appropriate software drivers. If drivers that match the device id
are found, the OS service continues with their installation. After this point, the OS
is ready to fully use the peripheral.

In desktop computers, PnP capabilities were first introduced by Microsoft’s oper-
ating system Windows 95. Microsoft’s scheme followed the idea described earlier.
The process is illustrated in Fig. 3.When a new device that supports PnP is connected
to the system, the service called Plug-and-Play Manager follows a number of steps
in order to install the device [12].

• After the detection of a new device, the Plug-and-Play Manager checks the hard-
ware resources required by the device and allocates them.

• The Plug-and-Playmanager checks the device’s hardware ID and then searches for
matching drivers the hard drive(s), floppy drive(s), CD-ROM drive(s) and finally,
the Windows Update website.

• Further identification features such as driver signatures or the closest compatible
hardware ID used in case multiple drivers are found.

• After security and quality checks, the Plug-and-Play Manager installs the selected
driver and the OS is then ready to use the device.

While the above scheme is comprehensive and reliable, the identification and
validation layers are not optimized for resource-constrained systems. Identification
data are stored in formats (e.g., XML) that are optimized for performance and relia-
bility rather than minimizing CPU overhead and memory footprint. Similarly, in the
transport layer, the communication with the remote repositories is performed using
rich protocols such as HTTP over TCP/IP. The implementation of the above in a
resource-constrained system would be either impossible or would impose nontriv-
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Fig. 3 Microsoft’s PnP explained

ial CPU and memory overheads resulting in significant limitations to the range and
quality of the developed application.

Thus, it becomes clear that in order to move towards realistic and efficient
PnP architectures in the embedded environment of IoT products, simpler and more
lightweight protocols that are cross-platform have to be developed while maintaining
similar PnP characteristics with resource-rich systems.

3.3 Thing Network Discovery and Operation

After the thing is identified and the software drivers are installed, it is capable of
data transactions with its host system. However, the end goal is to create a horizontal
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PnP IoT architecture where developers will be able to write applications without
a comprehensive knowledge of the underlying hardware but only of their services.
For this, a scheme where things publish their available services over a network
and developers are able to discover and use them is needed. In mainstream computer
systems, this is realized through service discovery protocols. These protocols provide
mechanisms that allow to:

• Dynamically discover devices and corresponding services.
• Network users to search and browse the available services.
• Advertise service information crucial to users.
• Utilize an available service.

3.3.1 Service Discovery and Usage in Mainstream Computer Systems

Jini [13]
Jini is a distributed system based on the idea of federating groups of users and

the resources required by those users. In a simpler interpretation, the Jini architec-
ture is constructed by a number of hardware and software components that are the
infrastructure of distributed system; the Jini registrar provides unicast or multicast
detection of this infrastructure (services) by the client returning a proxy object to the
clients. This object besides pointers to services can also store Java-based program
code that will make use of the service easier to a client. The main mechanism respon-
sible for the communication between services and clients is called lookup service.
Each Jini device is assumed to have a Java Virtual Machine (JVM) [14] running
on it. Jini’s main advantage is that it allows users to connect with services without
previous knowledge of their address through the lookup service. On the other hand,
the existence of the lookup service to manage the interactions between clients and
services renders the architecture not suitable for large networks.
Universal Plug-and-Play (UPnP) [15]

Universal Plug-and-Play (UPnP) is a media-independent networking scheme
leveraging TCP/IP and other established web protocols. It is developed by an indus-
try consortium called UPnP Forum, which has been founded and lead by Microsoft.
Taking into account, the previous discussion about software drivers, UPnP extends
Microsoft Windows Plug-and-Play to devices that can communicate in a network.
Every device can dynamically join a network, obtain an IP address, announce its
services, and also communicates with other devices and services in the network
using multicast communication. UPnP is applicable on networks that run Internet
Protocol (IP) and on top, it utilizes protocols such as HTTP, SOAP, and XML [16] to
accommodate the interactions between the devices. UPnPs main difference with Jini
is that it can operate in a decentralized way in the sense that discovery and service
advertisement are modeled as events, and are transmitted as HTTP messages over
multicast User Datagram Protocol (UDP) [17]. However, this makes the network
chatty consuming a significant amount of resources.
Service Location Protocol (SLP) [18]
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Another protocol allowing clients to find services over a networkwithout any prior
configuration is the Service Location Protocol (SLP). SLP, as UPnP, uses multicast
routing in a decentralized way, at least in smaller networks. Each Service Agent
(SA)—in our case a thing—multicasts advertisement messages periodically which
contain a URL that is used to describe and locate the service. In scaled-up networks,
Directory Agents (DAs) exists and cache the information announced by the SAs.
User Agents (UAs) can discover services by either multicast requests to the DAs or
can listen directly to the announced messages in the absence of DAs.

All of the above architectures have worked well for mainstream computer net-
works but it is a burden for the proliferation of IoT systems as they are not resource
optimized. Jini requires a full-fledged Java Virtual Machine, UPnP operates on ver-
bose XML data representations and SLP mandates further filters due to the lack of
device identifiers.

3.3.2 Service Discovery and Usage Protocols in IoT

The Open Connectivity Foundation—IoTivity
Due to the vast expansion of IoT, various company groups have started to develop

service discovery and connectivity protocols designed as IoT enablers. One of
the biggest, is the Open Connectivity Foundation (OCF) [19] counting more than
300 member companies where among them are Samsung Electronics, Intel, and
Microsoft. Its purpose is to “accomodate the communication of billions of connected
devices (phones, computers, and sensors) regardless of manufacturer, operating sys-
tem, chipset, or physical layer”. IoTivity [20] is an open multi-layer framework
for IoT networks hosted by the Linux Foundation and acts as the reference project
implementing OCFs specifications.
Constrained Application Protocol (CoAP) [21]

CoAP, as the name unveils, is an application layer protocol designed for devices
with constrained resources in low-power and lossy networks. Typical applications,
as defined by the protocol, are wireless nodes that run on 8-bit microcontrollers with
low RAM and ROM capacities and slow, high packet error rate networks such as
IPv6 over Low-Power Wireless Personal Area Networks (6LoWPANs) [22]. The
CoAP design is optimized for Machine-to-Machine Communications (M2M). A
very important aspect of CoAP is the easy mapping with HTTP which makes web
integration much simpler.

CoAP has been mainly developed and standardized by the Internet Engineer-
ing Task Force (IETF) Constrained RESTful enviromnmets (CoRE) Working Group
and as complete standard was proposed in 2014. The protocol is maintained and
updated by IETF working groups to the current day. CoAP provides resource/service
discovery and usage as the aforementioned protocols and is based on the REST
model: servers/devices make services available under a URL and clients access these
resources through commands such as GET, PUT, POST, and DELETE. These com-
mand messages are kept as small as possible to support the use of the UDP protocol
in the transport layer and to avoid message fragmentation.
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4 Plug-and-Play Models for IoT Applications

4.1 MicroPnP

MicroPnP or μPnP [23–26] developed by the research group of iMinds-Distrinet in
University of Leuven, Belgium is one the first complete PnP platforms specifically
designed for the IoT industry. μPnP presents a holistic Plug-and-Play architecture
including custom hardware for peripheral identification and integration, platform
agnostic language for device driver development, and a network architecture for
automatic thing discovery and usage.

4.1.1 µPnP Thing Identification

The architecture uses a simple hardware solution to map a large space of addresses to
various peripherals. The custom-designed PCB ofμPnP contains a set of monostable
multivibrators that are capable of generating timed pulses whose length depends on a
resistor and a capacitor. On the other side, every μPnP compliant peripheral embeds
a unique set of resistors which in conjunction with the fixed value capacitors on
the μPnP PCB creates a unique train of pulses. Specifically, four short pulses are
generated and each of them is mapped to a single byte value and finally, results in
a 32-bit address space. This allows for more than 4 million unique device identi-
fiers. All μPnP peripheral identifiers are mapped to an open online global address
space. Identifiers become permanent only after software drivers are integrated in the
repository. After the inserted peripheral is identified, it is directed to the appropriate
communication bus through a multiplexer and is ready to be utilized by downloading
the software drivers.

In [27], the authors presented another model for thing identification. In this case,
instead of digitizing the length of pulses generated bymultivibrators, a voltage divider
technique is applied (Fig. 4). Specifically, the identification resistors (Rid ) of the thing

Fig. 4 Identification
technique of μPnP v2.0
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Fig. 5 μPnP peripheral identification hardware v2.0

are connected through a reference resistor (Rref ) to the supply rail. An ADC converts
the divided voltage (Rref ) to a number of bits. With the use of a��-type ADC, high
resolution can be achieved. The authors specify that for 24-bit ADC, the 16 most
important bits can be used as a unique tag for things. This creates a 4× 16 64-bit
address space for thing identification.

Furthermore, both identification schemes require significantly lower energy than
a typical USB during the identification process. The implementation of the μPnP
v2.0 controller board is shown in Fig. 5.

4.1.2 µPnP Thing Drivers

To achieve multi-platform driver development, μPnP has developed a high-level
domain-specific language (DSL). The run-time environment links the DSL with
native hardware libraries to the underlying physical interconnects such as ADC, SPI,
I2C, etc. The language is event based in order to accommodate the interrupt-driven
nature of IoT software.

Platform independence is achieved by compiling the DSL into bytecode instruc-
tions that can be interpreted by the μPnP execution environment. This technique
is inspired by and similar to Java virtual machines. The various abstraction layers
of μPnP’s run-time environment are shown in Fig. 6. Five separate elements can be
distinguished. The peripheral controller interfaces with theμPnP identification PCB
and identifies the inserted peripheral. The driver manager communicates with the
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Fig. 6 μPnP execution environment

peripheral controller and gets informed about the connected things and the drivers
that are installed. Furthermore, it is responsible for searching and installing available
drivers for the newly identified things. A stack-based virtual machine executes the
bytecode instructions derived from the interpretation of the DSL. Hardware-specific
native libraries implements the low-level communication with the things. Finally,
the event router routes the events coming from the DSL, the native libraries, and
the software stack. The events are handled asynchronously and do not collide. This
is achieved with the application of a FIFO queue for regular events, and a priority
queue for error messages.

The thing drivers are installed in the μPnP thing through an entity called Driver
Manager. Once the thing is identified, the driver installation process starts with a
driver installation request towards the anycast address of μPnP server. If a software
driver that matches the thing ID is found, the drivers gets downloaded to the μPnP
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system. Furthermore, as described in the previous paragraph, the Driver Manager
is allowed to query the connected μPnP things about the installed drivers. This is
realized by a driver discoverymessage from the host to the thingwhich awaits a driver
advertisement message from the thing to the host. The manager is also allowed to
remove software driver from a thing using a driver removal message. The removal
is complete when the thing responds with driver removal acknowledgment message.

4.1.3 µPnP Service Discovery and Network Architecture

μPnPs networking scheme features automatic and remote thing discovery and usage
like protocols is described earlier and are used in mainstream computer systems. The
architecture consists of mainly three software entities. The first entity is the μPnP
Thing software which runs on the resource-constrained local machine and allows for
automatic peripheral identification. Second, is the μPnP client software which can
run on an embedded device or a standard platform and realizes the remote discovery
and usage of peripherals that may exist on any node of the network. Last, is the
μPnPManager which runs on server-class machine and is responsible for the remote
dispatch and deployment of the thing drivers.

To leverage existing network technologies such as Ethernet andWi-Fi, the entities
are interacting on the network layer through IPv6 over UDP. The thing discovery
and usage is realized with three types of communication.

• Unsolicited peripheral advertisements. This source of this announcement is the
thing’s unicast IPv6 address and contains a set of fields describing it. The unso-
licited peripheral advertisements are multicasted to the set of μPnP clients every
time a new thing becomes available.

• Peripheral discoverymessages.Thesemessages are issuedby the clients containing
the type of peripheral that is searched. The destination of the messages is the
multicast address of all the μPnP things with the specific type of peripheral.

• Solicited peripheral advertisements. Thesemessages are sent in response to periph-
eral discovery messages. They contain the same information as the unsolicited
advertisements but are destined to the unicast address of inquiring μPnP client.

μPnP clients allowed two types of interactions with the things for data production:
(a) single value reading and (b) data streaming from the service provider to the client.
Writing data to a thing is also supported in case the thing has actuator capabilities.

The above transactions are realized with the following messages:

• Read allows a μPnP client to read single value from a peripheral. The μPnP thing
that the peripheral is connected to responds with a data message which contains
the result.

• Stream messages are send from clients to things when a client wants to subscribe
to a continuous stream of data. In this case, the thing responds with an established
message which contains the multicast address that the client should join. data
messages are send continuously from the stream address and a closed message is
broadcasted if the stream stops to inform all the μPnP clients.



150 A. Tsoupos et al.

• The control of peripheral is achieved with a write message. This message is sent
from a client to a thing. If the write process is completed successfully, an acknowl-
edgment message is given as response to the client.

4.2 IEEE 1451 Standard [28]

The IEEE1451 is a family of “smart transducer” interface standards developed by
the Institute of Electrical and Electronics Engineers (IEEE) and was first released
on 1997. A smart transducer is defined as the integration of an analog/digital sensor
or actuator, a processing unit, and a communication interface. According to this
definition in Fig. 7a, we can see the structure of a smart transducer. It consists of
(1) sensors/actuators, (2) signal conditioning and/or data conversion circuits, (3)
host processor, and (4) network communication. The communication paths in this
structure are two-way as data can flow from the transducer to the network in the case
of a sensor or from the network to the transducer in the case of an actuator.

An IEEE1451 smart transducer should have features like self-identification, self-
description, self-diagnosis, self-calibration, location-awareness, time-awareness,
data processing, standard-based data formats, and communication protocols. The
IEEE1451 aims to achieve the above with the design and integration of Transducer
electronic data sheets or TEDS. The architecture is shown in Fig. 7b. The modules
that constitute the architecture are: (1) a Network Capable Application Processor

Fig. 7 a A smart transducer model; b This architecture adds TEDS and the system partition into
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(NCAP), (2) Transducer Interface Module (TIM), and a (3) Transducer-Independent
Interface (TII) for communication between (1) and (2). The TII is defined by a com-
munication medium and a data transfer protocol with messages like read, write, read,
and write, etc. The smart transducer can be connected to the network through any
common Network Interface (NI).

The key feature of IEEE1451 is the TEDS. The TEDS can be stored in a non-
volatile memory space attached to the Smart Transducer Interface Module (STIM)
containing necessary information for the host system to interface with the transducer,
such as identification, calibration, and correction data. Also, a virtual TEDS can be
implemented, allowing legacy sensors and transducers without any storage space to
be included in the standard. Four kinds of TEDS are mandatory for the application
of the standard, and are as follows:

• Meta TEDS.
• TransducerChannel TEDS.
• PHY TEDS.
• UserTransducerName TEDS.

Optional TEDS includes Calibration TEDS, TransferFunction TEDS, Location
and title TEDS, and Frequency Response TEDS.

Since 1997, the standard has developed and improved in order to accommodate
modern miniature sensors and actuators as well as different communication/network
protocols. The full list of released protocols is:

• 1451.0-2007 Common Functions, Communication Protocols, and Transducer
Electronic Data Sheet (TEDS) Formats

• 1451.1-1999—Network Capable Application Processor Information Model [29]
• 1451.2-1997—Transducer to Microprocessor Communication Protocols and
TEDS Formats [30]

• 1451.3-2003—Digital Communication and TEDS Formats for Distributed Mul-
tidrop Systems [31]

• 1451.4-2004—Mixed-Mode Communication Protocols and TEDS Formats [32]
• 1451.5-2007—Wireless Communication Protocols and Transducer Electronic
Data Sheet (TEDS) Formats [33]

• 1451.7-2010—Transducers to Radio-Frequency Identification (RFID) Systems
Communication Protocols and Transducer Electronic Data Sheet Formats [34].

4.3 The TEDS Structure

The TEDS are encoded using specific templates to maintain a balance between the
provided transducer information and the amount of memory that needs to be occu-
pied. In the IEEE1451.4 standard, the TEDS is defined as multisection template.
These sections are chained together to form a complete TEDS (Fig. 8). The first
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Fig. 8 TED examples

section is the basic TEDS and contains essential identification information. Depend-
ing on the application and the complexity of the transducer, further sections can be
followed. The type of the following section is indicated by 2-bit selectors. The last
section, is an open user area where further information of instructions that are not
defined in the template can be given.
Basic TEDS

The basic TEDS has a length of 64 bits. The first 14 bits are reserved for the
Manufacturer ID, 15 bits for the Model Number, 5-bit character code for the Version
Letter, 6 bits for the version number, and 24 bits for the serial number of the device.
The assignment of Manufacturer IDs and other binary data are provided in ASCII
files either from IEEE or from the manufacturers.

Several researchers have proposed modular PnP-like models based on the
IEEE1451 standard for various applications [35–37]. In [38], the authors have lever-
aged the the standard in order to create a thermal comfort sensing system for build-
ings. In [39], a configurable Wireless Sensor Network (WSN) is developed based
on the IEEE1451 and a Complex Programmable Logic Device (CPLD). The authors
have used the CPLDs high parallel throughput and the interoperability offered by the
IEEE1451 standards to build a flexible and reconfigurable water quality monitoring
WSN.

In [40], a detailed example of how the IEEE1451 standard was practiced for
the needs of an application is presented. The transducer was an electrogoniometer,
which is a transducer crucial to physiotherapy applications, is designed based on the
IEEE1451 standard. Specifically, IEEE1451.2 and IEEE1451.0 were implemented.
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Fig. 9 Block diagram of
IEEE1451 compliant
electrogoniometer

The block diagram illustrating the implementation of the sensor is shown in Fig. 9.
The STIMconsists of two dual-axis accelerometers as sensing elements and anAtmel
AT90USB162 microcontroller. The embedded Microcontroller Unit (MCU) is pro-
grammed as a STIM using C and the TEDS is stored into its nonvolatile memory
(FLASH). Furthermore, it features integrated full-speed USB peripheral for commu-
nication between the STIM and the NCAP. IEEE1451.2 is implemented on top of
the USB interface to render the sensor IEEE1451 standard compliant.

Specifically, the interfacing sequence can be described as the following. Once
the STIM is connected to the NCAP, the STIM sends a Tim Initiated Message to
annouce its existence. Next, the PHY-TEDS information is announced to the NCAP
using the Publish–Subsribemethod. Several values such as, TIM identification, Com-
munication Module ID-Type-Name-Object, STIM Channel numbers-ID-name, etc.
Furthermore, theNCAPhanded the TEDS information includingMeta TEDS, Trans-
ducerChannel TEDS, User’s Transducer Name TEDS, Manufacturer ID, Version of
TEDS, Number of Channel, and Serial Number. Finally, the NCAP send the comm-
nad to acquire the sensor data.

TheNCAP in this case is developedwith the JavaDevelopmentKit and theEclipse
IDE, and it operates on a standard commercial laptop computer.
Reconfigurable Wireless Sensor Networks (WSNs)

In [41], the authors present a reconfigurable WSN with PnP capabilities regard-
ing the network architecture of the testbed. The proposed architecture allows auto-
matic configuration (Plug) of the network by utilizing a Zeroconf protocol that sets
up a multi-hop network. Furthermore, reconfiguration and experimentation (Play) is
achieved on the basis of RESTful interactions with each node. The node is composed
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of configurable transceiver(s), configurable/modular protocol stack, and a monitor-
ing/control module.

The configurable transceiver has to be low cost/power and support parameter
reconfiguration. In the author’s implementation, two transceivers were used for dual-
band communication. Thefirst onewas the reconfigurableTICC1101operating at the
868MHz RF band and the AT86RF231 operating at 2.4GHz. The latter, is 802.15.5
compliant which means it is suitable for low-power 6LoWPAN communication.

A configurable/modular protocol stack is selected for efficient development and
experimentation on existing protocols. Furthermore, the configurable/modular stack
has to reconfigure the management network making each device a uniquely address-
able and accessible network thing. The configurable/modular platfrom used was the
CRime stack [42] and Contiki [43] 6LowPan/IPV6 stack was used for the manage-
ment network. This management network stack is based on the Routing Protocol for
Low-power and Lossy networks (RPL) [44]. RPL is a protocol for automatic net-
work discovery and configuration. A dual-stack Contiki implementation is leveraged
to run both protocols in parallel.

The monitoring and control module operates using CoAP which is an HTTP-like
protocol redesigned for devices with constrained resources, as described in previous
sections. A set of CoAP handlers enables system users to remotely configure and
operate the testbed (Play). Specifically, the CoAP over UDP handlers (messages)
that were developed allows the user to perform the following interactions:

• Remote monitoring and diagnosis of the system.
• Remote parameter tuning.
• Over the air software updates and upgrades.

Reconfigurable Wireless Sensor Nodes
Mikhaylov and Huttunen [45], Mikhaylov and Paatelma [46] introduces a type

of PnP nodes for a Wireless Sensor and Actuator Network (WSAN). The concept
that the authors want to achieve in this work is the fully modular development of a
WSAN using modules which can virtually be anything; ranging from power sources,
wireless/wired communication hardware, and controller units to sensors, actuators,
encryption devices, localization hardware and/or additional memory. After physical
connection of the available modules, the Main Processing Unit (MPU) should be
able to identify all attached modules and download the necessary drivers using local
or network connection.

The proposed hardware architecture for achieving automatic peripheral identi-
fication and integration is presented in Fig. 10. A new interface called Intelligent
Modular Periphery (IMP) Interface (IMPI) is defined and is responsible for interfac-
ing the peripherals to the MPU. The IMPI can be disseminated in functional terms
in (a) the power supply lines which consist of the input voltage, output voltage and
ground (Vin, Vout, GND), (b) the IMP bus lines that are reserved for device iden-
tification and control, and (c) underlying interface buses that the peripherals may
require.

A Module Control and Identification Unit (MCIU) stores all the required infor-
mation about the module as well as about the peripherals hosted by the module. The
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Fig. 10 Hardware
architecture

MCIU is accessed through the IMP bus and can also provide rudimentary control
over the peripherals such as power management. Physically, the MCIU can be a
microcontroller, a PLD, or any other logic device with similar functionality.

The IMP bus is implemented by daisy chaining the well known and ubiquitous
SPI bus. Through the IMP bus, the MPU first discovers the total number of con-
nected peripherals. Then, it downloads the peripheral description data (PDD), which
consists of the Peripheral Connection Descriptor (PCD) and the Peripheral Service
Data (PSD). The PCD contains the required data for the MPU to map the particu-
lar communication interfaces to specific modules and peripherals. The PSD on the
other hand, contains information such as name, identifier, SW drivers, calibration
coefficients, etc. Using these information, the MPU can automatically discover and
use the attached peripherals.

On the software side, the dynamic underlying hardware requires a complex archi-
tecture in order to become fully functional and efficient. The proposed architecture is
presented in Fig. 11. Themain component of thismiddleware is calledResourceMan-
ager and has three major building blocks. The first one, is theModule manager, being
responsible for low-level operations such as identification of peripherals andmodules
and interrupt prioritization. The second building block is the Communications man-
ager and its task is to handle the communication of the node with the network. This
manager asserts the existing communication transceivers and decides which must be
used and under which parameters. Among the responsibilities of the Communica-
tions managers are also discovery of devices and networks, mapping/translating of
network addresses, etc. Last, the Applications manager supervises and controls the
launch/stop of every available application or service. The Applications manager also
acts as a broadcaster of the node services in a network scheme.
The PnP Web Tag

As it was mentioned in previous sections, the current required knowledge for
someone to develop a full-stack IoT application is low-level embedded programming,
networking mainly using low-power protocols and transceivers and web integration.



156 A. Tsoupos et al.

Fig. 11 Software architecture

These multidisciplinary skills hinder a lot of individuals and companies with low
resources from entering the industry. In [47], the authors aim to address this problem
by developing a PnP programming model for connecting IoT devices to the web.

The tool that is developed has many cores:

• A parser, that identifies IoT services in HTML pages. The parser is implemented
as a pure client-side JavaScript. The parser enables to support the new PnP web
tag.

• An HTML instrumenter, that refreshes in a dynamic way the HTML page as new
data arrives. The instrumenter is configured by the parser and is also realized in
pure-client JavaScript. Furthermore, it sends commands to the IoT devices from
the JavaScript applications.

• A proxy server that acts as the interconnection between the instrumenter and the
CoAP IoT services. It is implemnted in the IoT network gateway, and it bridges
the CoAP protocol and the WebSockets protocol that is used by the HTML and
JavaScript elements.

• JavaScript allows the web developers to ignore the low-level embedded program-
ming and build complex sensing and control software.

PnP transducers in Cyber-Physical Systems
However, in modern IoT networks which may contain thousands of things, the

added cost and the increased hardware complexity that is imposed by the standard,
poses a major burden to its proliferation and widespread establishment.

Specifically, the standard defines 16 TEDS templates. The number of transducers
available is increasing exponentially over the last years. A new template, requiring
by the user full knowledge of the complex standard has to submitted for a new
transducer to be included in the protocol. Furthermore, although IEEE1451 is an
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Fig. 12 Logical interfaces in the Plug-and-Play architecture

Fig. 13 a Data frame structure, b Control frame structure

open standard, a large number of these transducers contain proprietary information
leading to proprietary TEDS. Second, the standard includes byte-oriented messages,
thus requiring significant amount of memory for resource-constrained devices and
causing nontrivial CPU overheard.

Taking into account the above, the authors in [48], proposed a new trans-
ducer/interface independent and lightweightmethod for PnP transducers based on the
SPI bus. Over the physical SPI interface, two virtual interfaces are defined: a control
and a data one Fig. 12. The physical lines are distinguished with the use of headers
in the byte frames during communication. As shown in Fig. 13, the control frame
communication structure includes a 2-byte message type to distinguish it from the
data frame structure.With this 2-byte representation 65536 different messages can be
generated, a number that can support a vast majority of applications.Please provide
better clarity in the sentence “With this ... applications” and amend if ncecessary.

The identification of themodules from themain processor is implemented in three
steps. First, the controller sends a Description Request message to each available
slave bus. After sending the message, the controller expects a Description response
message. If this message is received, the master controller records the specific slave
SPI port as occupied and transmits a Description ACK message.
Plug-and-Play Software Components in Industrial Cyber-Physical Systems

In [49], the authors are using a service-oriented software architecture in order to
achieve PnP in industrial systems. Specifically, a paradigm transformation is targeted,
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Fig. 14 Device profile for
web services for
Plug-and-Play software
services in iCPS

from the current practice where software engineers have to develop the required
software for each device and then integrate it to the system, to a model that software
engineers can use directly services that are published from the devices to create
high-level applications ready for system integration.

To implement such an architecture, the first step is to define the protocols and
operating blocks for system level modeling. The authors propose IEC 61499 function
blocks [50] for the system level modeling and Web Service Description Language
(WSDL) [51] for the interface protocols.

WDSL is a language for accessing web services and is based on the Extensible
Markup Language (XML). A WDSL document can define a number of elements
required for service providers and users to communicate. Such elements are data
types, messages, portType, binding, and services.

The above are used to render the available functions of the installed devices as
callable services. For automatic service discovery, the authors select aWS-discovery
type protocol which is called Device Profile for Web Services (DPWS) [52]. In WS-
discovery type discovery protocols, the system services are stored dynamically in
distributed registries. The complete DPWS protocol stack is shown in Fig. 14. It
utilizes WS protocols based on SOAP, WSDL, and XML architectures. UDP or
HTTP/TCP over IP is used in the transport layer. To enable PnP, IEC61499 man-
agement commands are used in the application layer. The typical messages used for
service discovery are Hello, Probe, Bye, Resolve, Put, Get, Create, and Delete.
Generic Sensing Platform

Finding the right off-the-shelf platforms/devices for an IoT system can be a chal-
lenging and time consuming task. However, the design cost would be minimized if
reconfigurable and efficient (in terms of power, size, and communication protocol
compatibility) generic sensor node/platforms were available for IoT design.

In [53], the authors recognize the need of modularity and interoperability between
IoT devices and sensors, and proposed a reconfigurable RFID (Radio-Frequency
Identification) sensing tag as a Generic Sensing Platform (GSP) featuring PnP capa-
bilities. RFID is a technology that suits IoT applications well as it offers low-power
consumption and small size. On the other hand, RFID tags are significantly con-
strained in terms of sensing, computing, and data logging capabilities. Moreover,
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RFID sensing tags have to be accompanied by an RFID reader to be able to operate
and sense.

The authors present an approach for the design of a Gen-2 [54] compatible and
semipassive RFID GSP-tag. The GSP-tag is designed to accommodate a variety of
sensors, multiple sensing channels, and PnP. Furthermore, the tag can operate in two
modes (1) continuous data transmission mode (online) and (2) data logging mode
(offline). The first three memory blocks of the user memory have been reserved and
act as configuration bytes.

Specifically, the GSP-tag consists of two fundamental building blocks. An ana-
log front-end and a digital core as shown in Fig. 15. The analog front-end con-
tains the 915Mhz meandering antenna as well as the L-C matching network and
the modulation–demodulation circuitry. The analog front-end is power passive, so
the operation of the modulation–demodulation depends on the reader’s transmitted
power. The digital part is implemented using an ARM Cortex-M3 microcontroller
and it is battery powered. TheMCU is responsible for acquiring the sensed data from
the peripheral devices and performing the digital baseband communication through
Gen-2 protocols with the RFID reader.

The Serial Shipping Container Code (SSCC-96) [55] EPC standard was used to
perform data transmission from different channels and also act as GSPs identification
mechanism. The authors as there is no global standard for RFID sensing applications,
modified the EPC tag standard to provide identification for the GSP. Fields such
Header, Filter, Partition, Company prefix, and Serial No. comprises a typical EPC ID.
Among these, the Serial No. represents a secondary identity of the tag. Therefore, this
field was modified in order to carry the variable sensor data. With this modification,
automatic identification and sensor data transmission as well were achieved.
A Scalable and Self-Configuring Architecture for Service Discovery in the Internet
of Things

In [56], the authors recognize the need for an architecture capable of accommodat-
ing billions of IoT nodes with minimum human intervention and proposed a Scalable
and Self-Configuring Architecture for service discovery. In the paper, it is stressed
that a service discovery protocol should enable communication between (1) things
that are concentrated and for example, belong at the same subnetwork and (2) things
that can operate within a broader scale and multiple subnetworks. Furthermore, such
a protocol needs to be scalable taking into account the rapidly increasing number of
devices.

The enabler which the authors propose to render the above possible is a Peer-
to-Peer (P2P) network with zero-configuration (Zeroconf) mechanisms at the local
scale. A dedicated boundary node, called a “IoTGateway”, acts to gather information
about the resources of the locally attached nodes and create a Resource Directory
(RD). This information is stored and can be accessed by other clients among the P2P
network allowing for automatic Service Discovery (SD). Such a server-free approach
is scalable and makes the performance of the service discovery to depend only on
the size of the IoT network. To avoid application specific constraints, the archi-
tecture is designed to consist of format-of-service and resource-descriptor agnostic
components.
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Fig. 15 Implemented GSP-tag on a PCB with off-the-shelf components

The IoT gateway is responsible for providing to the nodes service discovery,
caching, proxying, and access control functions. The Proxy Function of the gateway
is performed on the application layer using CoAP. According to CoAP specifications,
the gateway may act as a CoAP origin server and/or proxy. A CoAP endpoint is
defined as an origin server when the resource has been created locally at the endpoint.
A proxy endpoint, implements both the server and client side of the CoAP, and
forwards requests to an origin server and relays back the response to the inquiring
node. A proxy may also be capable to perform caching and protocol translation.

An IoT gateway architecture can be distinguished in three elements as shown in
Fig. 16. Specifically, the architecture consists of the following:



Models for Plug-and-Play IoT Architectures 161

Fig. 16 Implemented GSP-tag on a PCB with off-the-shelf components

• An IP gateway capable of managing IPv4, IPv6 connectivity among things in
various networks.

• A CoAP origin server that can be leveraged by the CoAP clients to post resources
which are going to be maintained by the server.

• An HTTP-to-CoAP translation service for accessing services and resources are
available in an internal constrained network.

In the local environment, Zeroconf is used to automatically detect and configure
the new nodes that join the network. The implemented SD protocol supports in
general two cases for its application:

• A new thing that joins the network publishes new services.
• A client thing, already existing in the network, discovers available services offered
by other connected things.

On the first case, the process followed is different depending on whether the thing
is a CoAP origin server or a server client. When the thing is CoAP server it can be
queried directly about its services. On the other hand, when it is a CoAP client, it
pushes the information about the available services to the IoT gateway, which acts
as a RD.
Integrating Transducer Capability to GS1 EPCglobal Identify Layer for IoT Appli-
cations

The issues of resolving vast heterogeneity among IoT things is also addressed
in [57]. The authors propose the application of the Electronic Product Code (EPC)
global Identify Layer and IEEE1451 for building a uniform IoT architecture. The
uniformity relies on the representation of the raw data collected from the sensing
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elements in standardized format and the PnP capabilities offered by the IEEE1451
standard.

EPCglobal is a set of standards for sharing data within and across organiza-
tions while IEEE1451, as discussed previously, is a set of standards for communi-
cation betwwen smart transducers and networks. The authors propose the adoption
of IEEE1451 Smart Transducer Standard and its integration with an extension of the
GS1 EPCglobal architecture.

GS1 EPCglobal architecture is utilized by numerous supply chain management
systems to create track and trace applications throughRFID tags. TheGS1EPCglobal
is a three-layer architecture and consists of the: (1) identify, (2) capture, and (3) share
layer. The identify layer gathers identification and self-awareness data. According
to the architecture, the tag data coding protocols are defined at Tag Data Standards
(TDS) and Tag Data Translation (TDT) which are extendable. The modification
is made to the Serialized Global Transducer Item Number (SGXIN) [55] where
the TDT file is appended in order to transform it to a Thing Data Translation. In
this way, the new TDT can accommodate transducer and tag data concurrently. In
the capture layer, the raw data acquired from the identify layer are filtered by the
Application Level Events (ALE)middleware. The ALEmiddleware is an application
of the corresponding standard and specifies the interface through which end users
are able to obtain consolidated data and information about physical processes from
a multitude of sources. The extended version of the ALE middleware is capable of
handling raw data not only from the RFID tags but also from the smart transducers.

Finally, in the capture layer, the filtered and grouped raw data can act as input to
capture service and generate specific events. The events are inserted into an extended
EPC Information System (IS) which will be able to accept transducer functionalities.
Then, the extended EPCIS stores the events and renders them available for query.

The integration of the IEEE1451 compatible transducers to the EPCglobal archi-
tecture is the main focus of the paper. Metadata are gathered from IEEE1451 TEDS
structure and are appended to the identify layer of the EPCglobal standard (Fig. 17).
The authors have distinguished as minimum meta-TEDS the transducer ID, sens-
ing/triggering data, and other data required for handling all the relevant data as
a block. These include the Universal Unique Identifier (UUID) which consists of
metadata such as location (42 bits), manufacturer (4 bits) year (12 bits), and time (22
bits), summing up to a total of 80 bits.

The PnP nature of IEEE1451 is coupledwith thewell defined inRFID applications
EPCglobal series of protocols to create a flexible framework for developing IoT
produces/services.
SensorDiscovery andConfiguration Framework for The Internet of Things Paradigm

Perera et al. [58] proposes another platform for automatic sensor discovery and
configuration called SmartLink. The SmartLink architecture is based on a software
entity that the authors have named as Context-Aware Dynamic Discovery of Things
(CADDOT). The model consists of a total of eight phases that are performed either
by the SmartLink or a cloud-based IoT middleware.
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Fig. 17 EPCglobal extension with IEEE 1451 capability

The eight steps are:

• Detect: Here, the assumption is that the sensors are configured to seek for networks
(Wi-Fi/Bluetooth) to connect to without the need of authorization. SmartLink is
configured to act as an open wireless hotspot so that sensors connect to it in an
ad-hoc fashion.

• Extract: In this phase to bypass the heterogeneous messages that are needed to
identify every sensor, the authors propose to add an extra layer of communication
informationwithwhich every sensor connected to the ad-hoc network ofSmartLink
will be able to respond to the message “WHO”. The response to this message is the
minimum amount of information for a sensor to be identified such as the unique
identification number,model number/name, andmanufacturer. After this response,
the SmartLink has the required information to proceed with further interactions
with the sensor through the sensor’s native communication protocol. This approach
of identification is similar to the TEDS algorithm mentioned earlier.

• Identify: During this phase, SmartLink sends response from the newly detected
sensor to a cloud-based IoT middleware. The middleware queries its databases
and retrieves every data available regarding the sensor. With this procedure, the
sensor’s profile in identified completely.
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• Find: After the sensor module is fully identified, the IoT middleware pushed the
necessary software drivers from the its database to the SmartLink where they are
installed.

• Retrieve: At this point, SmartLink is capable of full communicationwith the sensor.
Using this capability, the sensor is queried on any additional configuration details
might contain such as schedules, sampling rates, data structures, etc. Further,
SmartLink, if possible, it will communicate with other online sources to retrieve
additional useful information related to the sensor.

• Reason: In this step, a context-aware sensing software is deployed. The IoT mid-
dleware takes into account the inputs frommultiple sources to evaluate the capabil-
ities, limitations, and operation details of every sensor. Following an optimization
process a comprehensive sensing plan for each individual sensor is designed.

• Configure: In this last phase, sensors and cloud-based IoT software systems
are going through final configurations. Schedules, communication, sampling fre-
quency, and other details that were designed in the previous step are installed
on the sensors. Communication between the sensors and the IoT cloud software
is established through direct connection or through network capable gateways.
Finally, communication configuration such as IP address, port, and authorization
are provided by the SmartLink.

The authors point out possible application of this architecture to home automation
and/or to agriculture IoT. A home automation system based using a Raspberry Pi as
SmartLink was developed to demonstrate the effectiveness of the scheme.
Agile Manufacturing

Authors in [59] discuss about Agile Manufacturing [60] and how IoT in conjunc-
tion with PnP models can act as a strong enabler for industrial systems that will be
easily configured and installed. Also, the notion of IoT@Work [61, 62] is mentioned,
in which large number of intelligent devices are automatically configured in a similar
manner to contemporary USB devices.

The discussion is about PnP systems and modules used in industrial premises.
After thorough analysis of numerous manufacturing processes and systems, the
IoT@Work project has been identified and is aiming to fulfill eight general require-
ments (A-Gx) towards PnP agile industrial systems:

• A-G1. System modification should be allowed during runtime, if the remaining
systems in the production process are not affected.

• A-G2. When modifications require the production system to be in an offline state,
rapid re-initialization should be possible.

• A-G3. When the system is modified during run-time, controlled initialization
should be realized.

• A-G4. In case of communication faults, automatic network rerouting has to be
supported.

• A-G5. Provision of a flexible and independent system bootstrapping.
• A-G6. Device migration and rapid device reconfiguration has to be supported.
• A-G7. Minimization of manual effort for configuration and initialization of the
system.
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Fig. 18 IoT@Work layered
architecture

• A-G8. Intelligent system responses to various events such as faults.

Furthermore, the initiative has identified four additional requirements specific for
automotive manufacturing systems.

• A-A1. Provision of a Graphical User Interface (GUI) for network configuration
and initialization.

• A-A2. Provision of a GUI for the network maintenance system.
• A-A3. Provision of flexible and reliable semantic addressing scheme.
• A-A4. Capability of remote control and maintenance, in case of external mainte-
nance contractors.

To address the aforementioned requirements, IoT@Work proposed a layered sys-
tem architecture. Each layer corresponds to a different functional group and the
abstraction of the layers begin with the low-level embedded devices and its end point
is automation applications. In particular, three functional groups are identified Fig. 18
and can be defined as:

• The lowest abstract layer includes all the devices and network infrastructure along
with theirmanagement functions. These functions are identifier assignment, device
semantic and context collection, communication interfaces configuration, etc.

• The middle layer refers to all the services and functions that become available
through the existing infrastructure and installed hardware systems. The abstraction
level of these resources are higher since a lot of details from single devices are
hidden.

• The top layer of abstraction refers to all the control schemes and scenarios that
can be developed to service specific applications. At this layer, the interpretation
of the application logic is performed during configuration time and runtime.
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An Integrated Device and Service Discovery with UPnP and ONS to Facilitate the
Composition of Smart Home Applications

Mitsugi et al.[63] proposes a complete PnP solution oriented towards smart home
applications. Specifically, the authors present a protocol with device and service
discovery capabilities by integrating the Universal Plug-and-Play protocol (UPnP)
with the Object Naming Service (ONS) [64].

UPnP can keep a list of the available devices and services using its simple service
discovery protocol. Every time that a new device joins the local network, it sends a
message ssdp:alive to the gateways of the network in order to inform its existence.
However, the gateway corresponds with the device using XML over HTTP. Such
an implementation in many cases might not be possible because of the resource-
constrained nature (computation, memory, and networking) of many devices used in
a IoT smart home environment.

To bypass this issue, the Object Naming Service (ONS) is integrated to UPnP
protocol. The ONS refers to the global service directory based on the EPC-GS1
standard (4.3). A control point (gateway) collects the device identifiers and then
retrieves the service through ONS. An ONS client installed locally, can query the
Root ONS with an EPC as key and find all services associated with the EPC. By this,
services are available to the developer to create smart home applications.

The integration of the EPC protocol with UPnP is possible using CoAP. Dur-
ing an ssdp:alive message in a CoAP frame, the URI option is used to determine
the device’s EPC, which will be its unique identity. The operation of the developed
protocol is shown in Fig. 19. To update its list of available service in the network,
UPnP has a feature called m-search. The authors, again taking into account the
resource-constrained devices on which the protocol will be implemented, developed
a transparent m-searchwhich has been shown to perform better [65] in such circum-
stances.

Fig. 19 A devices list is automatically generated in the control point. For constrained devices, a
part of capability description may be obtained through ONS
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5 Conclusion

In this chapter, an overviewof the general PnP IoT architecture and a detailed descrip-
tion of the corresponding components was given. Furthermore, a wide survey was
carried out and presented the most important models in the literature that feature PnP
capabilities. It is evident that the field has demonstrated significant progress and has
already showcased robust and complete PnP solutions. The main industrial players
have focused their efforts to develop feature-rich ecosystems that present more and
more components with PnP capabilities. However, the ecosystems support vertical
architectures restricting the number of applications and IoT solutions that can be
developed. In the following years, IoT manufacturers and companies are expected
to perform a paradigm shift to interconnected horizontal systems that will benefit
significantly the sector. Moreover, future development of PnP architectures will have
to tackle challenges with increasing interest such as cybersecurity.
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Digital Forensics for IoT and WSNs

Umit Karabiyik and Kemal Akkaya

Abstract In the last decade, wireless sensor networks (WSNs) and Internet-of-
Things (IoT) devices are proliferated in many domains including critical infrastruc-
tures such as energy, transportation and manufacturing. Consequently, most of the
daily operations now rely on the data coming from wireless sensors or IoT devices
and their actions. In addition, personal IoT devices are heavily used for social media
applications, which connect people as well as all critical infrastructures to each other
under the cyber domain. However, this connectedness also comes with the risk of
increasing number of cyber attacks through WSNs and/or IoT. While a significant
research has been dedicated to secure WSN/IoT, this still indicates that there needs
to be forensics mechanisms to be able to conduct investigations and analysis. In
particular, understanding what has happened after a failure or an attack is crucial to
many businesses, which rely on WSN/IoT applications. Therefore, there is a great
interest and need for understanding digital forensics applications in WSN and IoT
realms. This chapter fills this gap by providing an overview and classification of digi-
tal forensics research and applications in these emerging domains in a comprehensive
manner. In addition to analyzing the technical challenges, the chapter provides a sur-
vey of the existing efforts from the device level to network level while also pointing
out future research opportunities.
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1 Introduction

Wireless Sensor Networks (WSNs) have been initially proposed for military oper-
ations by the end of 90s [27]. However, with their potential in many applications,
they have started to be deployed in different civil applications in early 2000s. WSNs
have been touted to be used in many applications. These include but is not limited to
environmental monitoring, habitat monitoring, structural health monitoring, health
applications, agriculture applications, and surveillance [93]. Typically, in such appli-
cations, a large number of sensors are deployed to sense the environment and send
the collected data to a gateway or base-station for further processing. The communi-
cation is multi-hop and all the nodes are assumed to be battery operated with limited
processing and storage capabilities. There has always been incredible interest in
WSN research from node level to application level [3]. The bulk of WSN research
has focused on energy-efficient protocols at different layers of the protocol stack. The
goalwas tomaximize the lifetime of theWSNswhile enabling distributed operations.
Energy-efficient MAC, routing, and transport protocols have been proposed [2, 22,
89]. Later, these protocols were augmented with security capabilities [88]. Despite
the huge amount of research, the WSN market was not mature. In the early 2000s,
there were only a few sensor products (such as Mica2) and standardization efforts
were not adequate. Therefore, the use of termWSN has been diminished and efforts
are directed toward more personal sensor devices that came with the proliferation
of smartphones and other wearable devices. The attention has been shifted to these
devices, referred to as Internet of Things (IoT).

The term IoT was first phrased in the context of supply chain management by
Kevin Ashton in 1999 to get executive attention at Procter and Gamble [8]. Although
it was used in different and somewhat related concepts earlier, the definition has
become more comprehensive to comprise devices from health care to entertainment
and transportation to building management [80]. Therefore, the term might be used
to describe the world where other devices are uniquely distinguishable, addressable,
and contactable by means of the Internet. For example, smart homes are furnished
with hi-tech devices controlling such devices as the TV, refrigerator, microwave,
blinds, music system, air conditioning units.

Today, we have more than 5 billion “things” connected to the Internet and this
number is expected to be nearly 50 billion (there are also different estimates) by
2020 [86]. Taking the advantage of using RFID and sensor network technology,
physical objects such as computers, phones,wearable technologies, home appliances,
vehicles, medical devices, and industrial systems can be easily connected, tracked,
and managed by a single system Jiang et al. [37]. One of the many reasons to get
these devices connected is that most of the people want to take advantage of being
conveniently “online” in this age of Internet. On the other hand, we do underestimate
the downsides of being connected in every second of every day.

Although the expected number of connected devices is hypothetical, there is a real
issue regarding the existence of such a large collection of devices, which are mostly
vulnerable to cyberattacks. On October 21, 2016, we faced the reality of how our
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innocent household devices connected to the Internet could be part of an IoT army
committing Distributed Denial of Service attack (DDoS) to shut down websites
including Twitter, Netflix, PayPal, and Amazon Web services [91]. In addition to
being vulnerable, Syed Zaeem Hosain, CTO of Aeris—a pioneer in the machine-to-
machine market, has raised the concern that scalability in IoT is the biggest issue as
such a large number of devices will be generating enormously big data [33]. Hence,
the following questions are asked by Mr. Hosain:

• How will we transport such large data?
• How will we store it?
• How will we analyze it?
• How will we search/find targeted data in large collection?
• How will we keep the data secure and private?

All of these questions are part of our concerns about IoT today, however it is
urgent that these issues must be addressed in advance before we are faced with
serious scalability issues.

Miorandi et al. have discussed that IoT is a leading technology, which brings
various areas fromcyber and the physicalworld together bymeans ofmakingphysical
devices smarter and connected with one another [53]. By taking this into account, the
usage of the term IoT can be generalized into the following broad areas as discussed
in Atzori et al. [9], Peña-López [64]:

• the global network providing an ultimate interconnection ability to the smart things
(devices) via the Internet

• The collection of assistive technologies (e.g., RFIDs, Near-Field Communication
devices, and WISP.)

• The group of applications and services (e.g., Cloud services and Web of things.)

Although different terms have similar meaning the popularity of concepts has
changed over the time. Now we look at web search popularity of the terms IoT
(including Internet of Things), WSNs and Ubiquitous Computing (UC) as they are
used interchangeably. Figure1a is created using Google Trends and it shows how
fast the IoT popularity has increased in web searches compared to the terms WSNs
and UC over the decade. Similarly, Fig. 1b shows how the popularity of the terms
WSNs and UC has decreased (comparatively) since 2004.

Whether it is called IoT or WSN, there has been a lot of studies to secure these
networks starting from the node level to network level [96]. The security services
provided in IoT and WSN include confidentiality, integrity, authentication, access
control, anonymity, and availability.

However, with the increasing prevalence of these devices in many real-life appli-
cations, a need has emerged for conducting digital/network forensics to be able to
understand the reasons for failures and various attacks. Therefore, in recent years
also we have witnessed some studies on cyber forensics that relate to WSNs or IoT.
The goal of this chapter is to investigate such forensic research on WSNs and IoT,
and put them in a systematic manner for better understanding and future research.

This chapter is organized as follows: In the Sect. 2, we provide a brief back-
ground on digital forensics. Section3 presents related background in IoT andWSNs.
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(a) Search trends for IoT, Wireless Sensor Networks and Ubiquitous Computing

(b) Search trends for Wireless Sensor Networks and Ubiquitous Computing

Fig. 1 Google search trends between January 2004 and December 2016: The numbers represent
search interest relative to the highest point on the chart for all world and time. A value of 100 is the
peak popularity for the term. A value of 50 means that the term is half as popular. Likewise, a score
of 0 means the term was less than 1% as popular as the peak [30]

Section4 discusses how digital forensics can be applied to IoT and WSN environ-
ments.

2 Digital Forensics

Digital Forensics is a branch of forensics science particularly targeting identifica-
tion, collection (a.k.a. acquisition), examination, analysis, and reporting of digital
evidence in order to present it to a court of law. Figure2 shows the U.S. Depart-
ment of Justice’s digital forensics investigative process described in “A guide to first
responders” [24]. Digital forensics investigators deal with tremendous amounts of
data from numerous types of devices including computers, phones, wearable devices,
industrial controls systems, military deployment systems.

Preserving the integrity of evidence in an essential duty in order to make sure the
collected evidence is forensically sound.When a crime/incident occurs, incident first
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responders arrive to the scene to identify and secure the digital devices to preserve
the forensics soundness of the evidence. After securing the evidence devices digital
forensics investigators collect digital evidence for further examination and analysis.
This basically means to find crime/incident-related data on the digital device such
as finding traces of an attack and its timestamp on memory of hacked smart TV.
During the collection, examination, and analysis phases, investigators use digital
forensics tools (both hardware and software). These tools help investigators to locate
and recover digital evidence which can be both inculpatory (evidence that proves the
guilt) and exculpatory (evidence that proves the innocence). At the reporting phase,
investigators prepare a report to include in their testimony. When the investigator is
asked to testify and present the evidence at a court, the admissibility of the evidence
will be questioned based on the procedures followed by the investigator. The most
important factor for the admissibility is to verify that the evidence device has not
been altered during the investigation. In the case of the IoT environment, this may be
quite challenging as there is no universal standard to collect, examine and analyze
data from IoT.

Due to the accelerated advancement in technology, particularly in the past two
decades, huge numbers of (heterogeneous) objects became available for personal or
enterprise use. This also yields an enormous amount of heterogeneous data and thus
more sophisticated and more difficult digital forensics investigations.

3 Related Background on IoT and WSNs

The evolutionary background of IoT lies in the advancement of the technology on
microsensor devices in the later 90s. Specifically, the advancements in microproces-
sors, memory technology, and more importantly micro-sensing devices led to the
development of tiny sensors. These sensors are then equipped with radio commu-
nication capability on battery energy, which enabled unattended intelligent sensing
devices that can gather, process, and transmit data. In the early 2000s, many sensor
devices were built to fit the needs of various applications as seen in Fig. 3.

Of particular interest to these devices are their resources, especially in terms of
memory and storage. Early sensors have very scarce resources in terms of mem-
ory, which makes data storage almost impossible for forensics purposes. Typically,

Fig. 2 Digital forensics process model [39]
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Fig. 3 Various sensor platforms: Arduino, Particle, SUN Spots, and IRIS Motes

there were two cases where memory was used: (1) User memory used for storing
application-related or personal data; and (2) Program memory used for program-
ming the device. This memory also contains identification data if the device has any.
Table1 shows the memory sizes for these devices.

The other sensor component that is of interest due to forensics would be the
communication module. Early devices relied on energy-aware MAC protocols for
communication [22]. Some of them later became standards such as Zigbee [12], but
some of them were only adapted such as Bluetooth [13] as seen in Table2.

At the network layer, energy-efficient routing protocols were developed to provide
service to large-scaleWSNs consisting of thousands of nodes [6, 83, 90] and employ
multi-hop communication [2]. ZigBeeAlliance had also routing and application layer
protocols forWSNs [12]. Inmost cases, these protocols were distributed and required
sensor nodes to maintain a simple routing table for data forwarding. In some cases,
the routing protocol was managed by the gateway which is assumed to collect all
the sensor data from the sensors. In any case, there was enough information in the
sensors or gateway to be able to identify routing failures in real time, but this might
be challenging for cyber forensics purposes as will be discussed later.

The heavy research onWSNs later led to the development of some standards such
as ZigBee/IEEE802.15.4, IETF ROLL [42, 73], IETF 6LoWPAN [72], Wireless

Table 1 Memory size for different platforms

Devices Memory size

Passive tags O (100B)

Active tags O (1kB)

IRIS motes O (100kB)

Gateways O (100MB)

Table 2 MAC protocols and data rates for different sensors

Standard Rate Frequency

Bluetooth 2.1Mb/s 2.4GHz

ZigBee 250kb/s 2.4GHz/918MHz/868MHz

RFM TR 1000 (proprietary) 19.2kb/s 916.5MHz

Chipcon CC 1000
(proprietary)

100kb/s 433MHz



Digital Forensics for IoT and WSNs 177

HART [77], ISA100 [19] which accelerated the production of sensor devices. In the
meantime, there has been further developments to enrich the resources of sensor
devices and getting them connected to the Internet. The enrichment was in terms
of processor and memory capacity and the number of sensing modules. With the
proliferation of smart mobile phones, the idea of smart, connected, sensing, and
battery-operated devices have penetrated our everyday lives which has led to the
development of similar products to make our lives convenient. Within a few years,
a lot of sensing and communication capable devices such as smart meters, cameras,
thermostats, wearables, RFIDs, tags, bulbs, beds, speakers, locks, watches, cookers,
keypad, and appliances, have started to be seen which are referred to as IoT devices
in general [23].

With the enriched resources, these devices started to look like more of our laptops
with comparable memory/storage sizes and communication capabilities. In addition
to ZigBee or Bluetooth, WiFi/4G has also been started to be used for communication
purposes. Finally, the data collected from these deviceswas not stored in the gateways
but rather transferred to cloud storage where it can be accessed for later use.

The IoT era changed the needs of the WSN era and Digital Forensics was one
of the affected area as the devices are being used in a lot of daily applications by
humans. Therefore, we discuss how digital forensics is applied to the IoT andWSNs.

4 Applying Digital Forensics to IoT and WSNs

IoT and WSNs consist of sensitive data stored and processed hence, in theory, it is
suggested that the datawhich is processed and cumulated bywell-knownfirmswill be
the subject of future digital forensics investigations. The evidence that is provided by
IoT orWSNs to the forensics community will be far more finer compared to what the
community currently possesses. In addition, IoT andWSNs also offer new and better
opportunities for data that is at times misused, through growth and development in
the forensics community’s procedures. The techniques/algorithmsmethods that were
used and or developed were based on the digital forensics process model consisting
of collection, examination, analysis, and reporting of the data/evidence. Using these
practices not only data for evidence is identified in a myriad system, but is also
preserved for future references as the information presented is an intense fusion of
collection, extraction, processing, and interpretations.

Digital forensics in IoT/WSNs is a challenge, especiallywhen it comes to accuracy
due to the intensity of analysis. This results in data sometimes losing its granular-
ity as systems may store, use, or present different semantics, however, it does have
the ability to adopt dissimilar formats, and may hold a proprietary format. Taking
into the heterogeneity of data that IoT/WSNs devices generate it is even more chal-
lenging. The following questions must be answered before the investigation is being
performed in order to avoid inadmissibility of evidence. Can data be collected from
the devices using available tools? Is the data propriety? How can it be analyzed? Are
forensic tools compatible with this data?
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Most of the challenges in IoT forensics are also available to theWSNs particularly
at the device/data storage and network levels. The only difference in most cases is the
scale of WSNs because of the application-specific needs. Early WSNs works lacked
any security in regards to integrity and authentication because of the broadcast nature
of communication. There was no formal set of requirements for achieving forensic
readiness in WSNs. However, with the rapid tendency toward the usage of efficient,
low memory footprint, and low-power devices in the industry, devices will be less
likely to keep data stored in memory. Therefore, similar forensic readiness frame-
works that will be discussed in the following sections must be developed for such
devices in advance. Otherwise, forensically crucial data can be easily lost forever.

In the next section, we will discuss the challenges that investigators and practi-
tioners face when performing digital forensics procedures in both IoT and WSNs.
Although IoT and WSNs are different with respect to their structures, WSNs are
considered to be part of IoT [17, 38, 48, 50], a concept of worldwide connected ubiq-
uitous devices. The distinctions between two environments are not clearly pointed by
the research in the current literature and digital forensics efforts similarly applied to
both concepts, particularly research in IoT forensics are conducted with WSN char-
acteristics in mind. This makes some of the research efforts in both the environments
inseparable from the digital forensics perspectives.

4.1 Challenges in IoT and WSN Forensics

In this section, we discuss the digital forensics challenges for IoT and WSN as
specified by Hegarty et al. [32]. Note that most of the challenges we discuss in this
section are applicable to both IoT and WSN.

Different Interfaces and Storage Units: The IoT devices that are used in everyday
life have different interfaces, which allow users to use services or control the devices.
Example interfaces could be propriety software, mobile application, hardware, or
embedded firmware which provides an invisible interface. The variety of interfaces
makes digital forensics investigation a tedious process as digital forensics tools do not
automatically detect all types of interfaces, file systems, and even data itself. Similar
issues arise when WSNs are the forensically targeted environments. In addition to
the variety of interfaces, IoT devices store data in miscellany of storage units both
volatile and nonvolatile including internal and external memory units (e.g., eMMC,
eFlash, and DRAM) and cloud storage (e.g., HDD and SSD) [65]. As for the sources
of digital evidence, Table3 gives a broader view of where potential evidence may
reside in an IoT and WSN environment.

Differences in the interfaces and storage units cause investigators to perform
manual forensic methods on the devices if (at all) possible. This will also increase
the time required for the investigation as automated tools do not recognize propriety
interfaces. Another issue is that volatile data might be destroyed by the device after
they are used. In this case, data recovery may not be even possible. In addition,
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Table 3 Potential evidence sources in IoT and WSN environments [62]

Sources Example Expected evidence

Internal to network Hardware end nodes IoTware, e.g., game
consoles, fridges,
mobile devices, smart
meters, readers, tags,
embedded systems,
heat controller

Sensor data, e.g., IP
address, Rime number,
sensor ID

Network Wired and Wireless,
mobile
communications, e.g.,
GSM, sensor
networks, HIDS,
NIDS, HMS

Network, logs

Perimeter devices AAA server, firewall,
NAT server, IDS,
NIDS, HIDS

External Cloud Public, private, hybrid
cloud systems

Client virtual
machines; logs

Web Web clients,
webservers, social
networks

Web logs; user

Hardware end nodes Mobile devices, sensor
nodes and networks

Sensor data e.g. IP
address, rime number,
sensor ID

‘X’ Area Networks Home area networks
(HAN)

Network logs

data may also be destroyed due to the wear-leveling technology in flash memory
devices and solid-state drives. Every memory cell has a certain read/write lifetime
which varies between 10,000 and 100,000 depending on themanufacturer. Therefore,
internal firmware in the memory will distribute data stored in the memory to the
unused (unallocated) cells in order to level memory wearing in mostly used memory
cells. In this case, previously deleted data will be destroyed because unallocated
space also consists of the memory cells that has previously been used to store data
but later deleted.

Furthermore, data stored in the cloud raises serious issues in digital forensics
investigations performed in IoT and WSN environment. In order to identify these
issues, [69] defines cloud forensics in three dimensions (see Fig. 4). The two most
important problems in cloud forensics that are also highly related to IoT and WSN
forensics are multi-tenancy and multi-jurisdiction. Multi-tenancy allows cloud ten-
ants to access the software instance simultaneously [20], therefore, user ascription
and ownership for specific data become the investigators’ major concerns.

In order to provide efficient service availability and reduce the cost of services,
major cloud service providers such as Google, Amazon, and HP locate their data
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Fig. 4 Cloud forensic
three-dimensional model
[69]

centers all around the world. Different countries and different states have different
jurisdictions. A crime in one jurisdictionmay not be considered a crime in another. In
addition, law enforcement agencies having different jurisdictions may not be willing
to cooperate with each other. Due to all of these issues, investigators may have to deal
with multi-jurisdiction issues when data from IoT and WSNs are stored in cloud.

Lack of Universal Standard for IoT and WSN Data Storage Due to the charac-
teristics of IoT/WSN data, it is extremely difficult to create a universal standard for
data storage. Nevertheless, there have been efforts to create frameworks to provide
a unified way to store data for IoT. Li et al. [49] identifies the IoT data features as
follows:

• Multi-source and Heterogeneity: IoT/WSN data is sampled by various connected
devices including Radio-Frequency Identification (RFID) readers, cameras, smart
appliances, proximity, pressure, temperature, humidity, and smoke sensors. The
data collected from this vast category of devices have significantly different seman-
tics and structures.

• Huge scale: The IoT/WSN contains a large number of perception devices, these
devices’ continuously and automatically collect information leads to a rapid expan-
sion of data scale.

• Temporal–spatial correlation:As the data are constantly collected from IoT/WSN,
the data will consist both time and space attributes in order to correlate them with
respect to the changing location of device over time.

• Interoperability: IoT/WSN are currently evolving to achieve data sharing to facil-
itate collaborative work between different applications. For instance, in the case of
an on-road emergency, while the patient’s medical record is securely shared with
a nearest emergency center [67], the data related to road conditions may be also
assessed for timely arrival by an autonomous car.
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• Multidimensional: IoT application now integrates several sensors or WNSs to
simultaneously monitor a number of sensing devices, such as temperature, humid-
ity, light, pressure, and so on. And, thus the sample data is usually multidimen-
sional.

The availablemethods and techniques aremostly limited anddesigned for a certain
set of technologies. For instance, Li et al. [49] have proposed a solution to the storage
and management of IoT data named IOTMDB using NoSQL (Not Only SQL). In
addition to thiswork, Jiang et al. [37] proposed a data storage framework to efficiently
store big IoT data which is collected from the deployed devices (WSNs) into storage
units by combining and extending multiple databases and Hadoop (an open-source
framework that provides capability of process and storage of large data sets). In
addition, Gubbi et al. [31] introduced a conceptual IoT framework with Aneka cloud
computing platform–runtime platform and a framework for developing distributed
applications on the cloud [51]—being at the center. This framework integrates ubiq-
uitous sensors and various applications (e.g., surveillance, health monitoring, and
critical infrastructure monitoring) using aforementioned cloud platform.

From the forensics investigation’s point of view, analysis of data coming from
different sources will be a serious challenge. The only way to deal with the analysis
of such heterogeneous data is to use Hexadecimal editors (a.k.a HEX editors) as
they allow reading the raw data from storage units. However, it will be a tedious (if
not infeasible with large-scale data) process because of the amount of data collected
from IoT devices and WSNs.

Temporal–spatial correlation of IoT/WSN data may be useful for the investigators
when data includes geolocation information (e.g., GPS coordinates) readable by the
tools used. However, IoT/WSN space can be defined of any size and data may come
with custom space information. This also needs to be translated into intelligible data
by the investigators as evidence.

Interoperability of the devices will be a serious challenge for forensics investi-
gations as the data will be shared among the applications and the origin of the data
needs to be known to conclude the investigation. If the data being operated by dif-
ferent applications is not traceable then accountability or non-repudiation issues will
be raised. For instance, it will be difficult to answer the questions: What caused the
operation failure? Was there any attack? What data is produced by each applica-
tion/device?

Devices have different levels of complexity, battery life/source As discussed ear-
lier, IoT devicesmay vary depending on the duties they perform, how often the device
communicates, size of the data being transmitted, and available storage in the device
[75]. This variance is also reflected in the complexity of devices. While the device
may be as simple as a single sensor collecting environmental values from animals’
habitats, it may also be complex enough to consist of a processor, relatively large
memory units, and communication protocols with security mechanisms (e.g., Inter-
net refrigerator). In the former, battery replacement will be impractical, therefore
battery life is expected to outlive the animal [16]. In the latter however, the device
will need to constantly consume power to be available for its service.
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Table 4 Comparison tables for different IoT and WSN operating systems and supported protocols
[52]

OS
Min
RAM

Min
ROM

C
Support

C++
Support

Multi-
Threading

Modularity Real-Time

Contiki <2KB <30KB P N P P P

TinyOS <1kB <4kB N N P N N

RIOT ∼1.5kB ∼5kB Y Y Y Y Y

Linux ∼1MB ∼1MB Y Y Y Y P

OS IPv6 TCP 6LoWPAN RPL CoAP

Contiki Y P Y Y Y

TinyOS N P Y Y Y

RIOT Y Y Y P P

Linux Y Y Y Y N

Complexity and battery life/source of the device affect digital forensics investi-
gations from similar points of view as discussed above such as volatility of data,
availability of data, ownership, and user ascription. For example, the data in network
and volatile memory disappears in a short amount of time, thus recovery of such data
is often impossible unless the device keeps logs of data. This requires existence of
more nonvolatile memory and processing power hence larger battery.

Availability of Propriety Operating Systems The operating systems (OS) that are
used for IoT was originally designed for WSNs such as TinyOS [47], Contiki [25]
and OpenEmbedded Linux [61]. However, with the advances in the development of
more sophisticated IoT devices than small sensors, the need for new OSs for IoT
emerged. Hence, RIOT [11] was developed to bridge the gap between the available
OSs for WSNs and the new needs for IoT. Recent development of Android Things
[29] also move this trend to another level to provide leveraging the existing Android
development tools, APIs and resources to build an IoT environment. While Table4
depicts the comparison of different OSs for IoT and WSN, the details about these
existing solutions can be obtained from the given resources above. In Table4, P
means: Partial Support, N means: No Support and Y means: Full Support for given
points.

There has been digital forensics research on the protocols such as IPv6 [45, 46,
60], 6LoWPAN [46, 66], and RPL [46] that we mentioned in Table4. These research
efforts mostly provide frameworks for forensic readiness of IoT and WSNs. To the
contrary of the availability of forensic readiness frameworks,wide variety of available
protocols for both IoT and WSN creates a troublesome investigative process and
introduces a steep learning curve for forensic examiners.
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Fig. 5 IoT forensics [96]

IoT forensics can be divided into three categories depending onwhere the forensic
data is located and the investigation can take place (see Fig. 5) [96]. Specifically, these
are : (1) Device/Node; (2) Network where the data is collected; and (3) Cloud where
the data is stored. The forensic research onWSNs is conducted at the first and second
levels where sensor data is collected and transferred, and the communication takes
place. Next we explain each category.

4.2 Device-Level Investigation

IoT or WSNs deploy a variety of devices with certain characteristics. Typically
these devices employ processing units,memory, communicationmodule, and sensing
modules. The richness of the set of such devices increased significantly with the
developments in micro-electromechanical devices [28]. Examples of devices include
but is not limited to sensors, smartphones, smart meters, smart thermostats, cameras,
wearable devices, on-board vehicle devices, RFIDs, smart watches, and drones.
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Device-level investigation is necessary when data needs to be collected from
the memory of a device in IoT/WSN. As discussed in Sect. 4.1, IoT/WSN devices
may have propriety interfaces and storage units. Although it creates a burden on
investigators in terms of longer investigation time and increased learning curve,
evidence must be collected from these heterogeneous devices. Thus, the current
state of the research shows that there is a long way to standardize the device-level
investigations for both IoT and WSNs environments. In this section, we explain
general forensics techniques, which are used when data is not available through
device’s interface. We then discuss some of the techniques used to collect forensic
data from specific devices and their memories.

The National Institute of Standards and Technology (NIST) discussed different
digital forensics data acquisition techniques from mobile devices in “Guidelines on
Mobile Device Forensics” [10]. They recommend performing the following acquisi-
tion methods: manual extraction, logical extraction, hex dumping/JTAG, chip-off,
micro read. Manual and logical acquisition methods are usually available when
devices provide user interface and are not locked, password protected, and dam-
aged. In the case of IoT devices (other than smartphones and tablets), it is mostly not
the case. Therefore, investigators usually perform hex dumping/JTAG and chip-off
techniques (micro read is a special technique and it is out of our scope).

When smartphones or tablets are the interests of the investigations, examiners use
state-of-art digital forensic tools such asCellebriteUFEDPhysicalAnalyzer, Paraben
Device Seizure, XRY, and Oxygen Forensics for their data acquisition and analysis.
This is mainly because these devices come with a well understood operating systems
such as Android, iOS, or Windows. Therefore, physical and logical acquisition is
generally available to the investigators using aforementioned toolkits. Although we
discuss some data acquisition techniques from mobile devices in this section, we do
not elaborate more on the available forensic toolkits.

Forensically related data from a mobile device’s main storage unit is typically
available for acquisition, however volatile data acquisition could often be challeng-
ing. Therefore, particular research interest from the mobile forensics community
emerged for volatile memory acquisition. Anderson [5], Kollár [43], Sylve et al.
[82] proposed early forensic volatile memory dumping tools crash, fmem, and dmd,
respectively. The acquired data from these tools is then analyzed using other avail-
able tools such as hex editors. As a more recent research, Saltaformaggio et al. [70]
proposed an open-source tool called RetroScope, which recovers multiple previous
screens (from 3 to 11) from the volatile memory of a smartphone using a spatial–
temporal memory acquisition technique. This technique shows that investigators can
recover earlier content of an application (e.g., Facebook, WhatsApp, and WeChat)
after the data is not available through conventional techniques and tools. This tech-
nique can also be particularly effective when the investigators do not have access
to the smartphone’s data storage due to being password protected. Another recent
research on volatile memory acquisition tool development for mobile devices is done
byYang et al. [94]. The proposed tool, AMExtractor, collects volatile memory from a
wide variety of Android devices for forensic acquisition meaning with high integrity.
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Fig. 6 JTAG module for Samsung Galaxy S4 active smartphone

Hex dumping/JTAG technique allows investigators to access the memory content
by connecting special cables to the provided pins on the device. This is done by
loading a firmware to the device’s memory which is then used to access the informa-
tion in the rest of the device memory. Figure6 shows the JTAG module attached to
Samsung Galaxy S4 Active phone’s mainboard. Using the connectors available on
the module and forensic memory reading tools, data from the phone’s memory can
be easily accessed.

Chip-off is another technique used when phone data is not available due to several
reasons such as JTAG is not possible and phones being physically broken, burned,
or locked. In such cases, investigators can physically remove the flash memory from
the device using chip-off technique. Although this technique is described for mobile
phones, it can also be used pretty much for any IoT device or a sensor in WSNs
which stores data in flash memory (NAND, NOR, OneNAND, or eMMC) [35]. It
is also important to note that chip-off techniques may damage the memory and may
cause permanent data loss even though all the precautions are taken [81].

Chip-off is a delicate and challenging method of data acquisition, therefore, it
requires extensive training in both electronic engineering and file system forensics.
After the memory is removed from the phone, investigators are able to create binary
image (bit-by-bit copy) of the removed memory. Figure7a shows removed NAND
flash memory from iPhone 5c and Fig. 7b shows an example of how removed NAND
chip is mirrored using a test board. Finally, Fig. 8 shows the raw data acquired from
the removed memory via chip programmer and reading program.
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(a) iPhone 5c with removed NAND (b) Test board for copying NAND chips

Fig. 7 Chip-off and NAND memory mirroring for iPhone 5c (both figures are from [76])

Fig. 8 Data acquired from iPhone 5c NAND via reading software [76]

Zaharis et al. [95] propose an architecture which provides remote live foren-
sics protection and eliminates malicious code execution in WSNs using sandboxing
methods. Using the proposed architecture, one may dump the volatile memory from
the sensor device. However, this architecture does not provide full memory dump
for analysis, instead it extracts data selectively due to power efficiency constraints.
The collected data is only used for verification of the integrity of the program that
each sensor device is running. Nevertheless, this is not considered complete forensics
analysis of sensor device memory.

In order to close the gap discussed above, Kumar et al. [45] propose an archi-
tecture of memory extraction from devices that are used in both IoT and WSNs
environments. The main goal of this work is to investigate the extracted data in
order to determine the reasons which could have caused the security breaches. This
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Fig. 9 The Fitbit system components: attack surface is partitioned into five regions, a–e [21]

architecture is specifically designed to extract, analyze, and correlate forensic data
for IPv6-based WNS devices, which run Contiki [25] operating system and is pow-
ered by 8051-based, 8-bit microcontrollers. Contiki is a lightweight and open-source
operating system for IoT and WSN devices. It is important to note that the analysis
done by the authors is purely hardware based and does not depend on WSN traffic
analysis.

This work is divided into three steps which are extraction, analysis, and co-
relation. In the first step, a copy of memory is extracted from the device memory. In
the second step, the acquired data is analyzed in a fully automated fashion in order
to reduce the investigation time. In the final step, a set of new data is looked for by
co-relating retrieved data from one device to another device in the case of multiple
devices being used in the network.

As wearable IoT devices are becoming part of our everyday life, especially fitness
trackers, they started to appear in the crime/incident scene and also being used in
court cases [4, 59, 74]. This resulted in the need for forensic data collection from
fitness trackers with different interfaces. Cyr et al. [21] have studied security analysis
of Fitbit, a wearable fitness device. Although they mostly focused on the security
issues in both device communication and mobile application, its importance is also
negligible from the digital forensics perspective. This ismainly because theirmethods
can be used by forensic investigators.

Figure9 shows each component in Fitbit system when synchronization is per-
formed between a Fitbit device, mobile device or computer, and Fitbit cloud service.
This system is also partitioned into possible attack surfaces in the figure. In addition
to security analysis, the same partitioning can also be used for forensic investigation
as well. The device’s memory can be extracted from Fig. 9a and analyzed using JTAG
or chip-off techniques, and a chip reading software. Figure9b, c can be attacked to
read communication between both devices shown in Fig. 9a, c. Fitbit cloud data,
however, can be retrieved using similar methods discussed later in Sect. 4.4.

In most of the wearable fitness devices, memory is packaged with waterproof
material. Therefore, it is impossible to physically access thememorywithout destroy-
ing the packaging (see Fig. 10). Once the memory device is accessed, then JTAG or
chip-off can be used to retrieve raw data from the memory.
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Fig. 10 Fitbit Flex teardown process [34]

4.3 Network-Level Investigation

In some applications, IoT devices or sensors form a network of collective sensing
and action. Therefore, in addition to device- level data, there will be data collected
at the network level regarding the flow of data, routing, and tracking of lost packets.
This IoT-related network may utilize one or more of the following networks:

• Body Area Network (BAN),
• Personal Area Network (PAN),
• Home/Hospital Area Networks (HAN),
• Local Area Networks (LAN),
• Wide Area Networks (WAN),
• Cyber-Physical System (CPS).

For each type of network, there needs to be customized mechanisms to be able
to conduct cyber forensics after an incident. This forms a new form of research area
that is different from the existing traditional wired networks.

Regardless of which form of network is used, most of the data in networks are
volatile, and volatility of data causes serious issues in forensic investigations.Most of
the hardware used in networks record transmitted data itself or some other informa-
tion about that data in logs. These logs are indispensable to the forensic investigators
as they may contain information which can eventually be used as evidence.

Firewalls capture and record the information about network traffic and keep the
logs of events and transmitted data, which goes through themwhile preventing unau-
thorized access to the systems. Jahanbin et al. [36] proposed a design of autonomous
intelligent multi-agent system in order to collect, examine, and analyze firewall logs,
and report possible evidence related to an ongoing or previous criminal activities in
WSNs.

The proposed architecture is designed to be located between the firewall and the
end user, and it consists of three cognitive agents.

• The collector agent: This agent is used in collection step and responsible for
collection and processing of the firewall logs that are recorded for a given WSN.
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(a) A graphical representation of a wireless
sensor network [55]

(b) A graphical representation of the net-
work layout with digital forensics readi-
ness implemented [56]

Fig. 11 Adding a digital forensics readiness layer to an existing Wireless Sensor Network for
digital evidence collection

• The inspector agent: This agent is used in the inspection step and is responsible for
identification of suspicious events from the given log files. It is also responsible
for transmission of suspicious events to the next agent.

• The investigator agent: This agent is used in both investigation and notification
steps. In the investigation step, it examines the forwarded suspicious event by
the inspector agent and evaluates its effects and importance. It eventually decides
whether it is malicious or not. In the notification step, the decisions are reported
as security alerts to the security administrator in details.

It must be noted that, in order to preserve forensic soundness, the firewall logs
must be checked for integrity purposes as users (either an administrator or adversary)
might alter the logs and destroy the evidence (intentionally or unintentionally).All the
agents mentioned the above work on the exact copy of the firewall log files and keep
the originals as evidence in order to preserve integrity and provide reproducibility of
forensic evidence.

AlthoughWSNs have received the attention of security researchers, digital foren-
sics research is still lacking in the discipline. In order to at least prepare WSNs for
forensics investigations, Mouton and Venter [56] proposed a digital forensics readi-
ness prototype in IEEE 802.15.4 WSNs. This prototype is designed based on the
description made by Tan [84], who defines two digital forensics readiness objectives
as follows:

1. Maximizing an environment’s ability to collect credible digital evidence, and;
2. Minimizing the cost of forensics in an incident response.

Although Tan [84]’s objectives are sufficient enough for general digital forensics
investigations, Mouton and Venter modified these objectives to be better suited to
WSNs. Their objectives are threefold and aim to perform the investigation in the
shortest amount of time, spending the least amount of time, and without causing dis-
ruptions in the networkwhichmay performmission-critical tasksMouton andVenter
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Fig. 12 Wormhole
attack [7]

Fig. 13 Proposed WSN architecture [87]

[56]. As digital forensics investigations require the original source of evidence being
protected against alterations, the last objective is critical for forensic soundness. In
order to avoid inadmissibility of evidence and make the implementation of digi-
tal forensics readiness, the authors created additional independent forensics WSN
referred as fWSN (see Fig. 11(a)), along with the original WSN referred as oWSN
(see Fig. 11(b)).

Mouton and Venter also discuss the list of requirements (see Table5), which can
be used as a preliminary approach and need to be considered in order to implement
digital forensics readiness in an IEEE 802.15.4WSN environment. Note that the first
column in the table shows some important factors, which makeWNSs environments
unique and different from WLAN.

In another work, [87] propose a solution to digital forensics investigations when
wormhole attacks take place in a WSN. This solution ultimately aims to collect
digital evidence, detect colluded nodes, and reconstruct the events which occurred
during the wormhole attack which allows attackers to transmit a packet from one
point to another point in the network by creating “tunnels” (see Fig. 12). This will
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Table 5 Requirements in order to achieve digital forensic readiness in a IEEE 802.15.4 WSN
environment [57]

Factors Detailed requirement list

Communication protocol 1. The fWSN ensures the collection of all data
packets by motes in the field utilizing a receipt
acknowledgement packet protocol

2. In order to make sure that the data packets
are not changed, oWSN’s broadcasting
communication should be intercepted

3. All poWSN ossible communication that is
originating from oWSN

Proof of Authenticity and Integrity 4. While fWSN captures the data, the
authenticity and integrity of all the data packets
should be preserved

5. Authenticity and integrity of the captured
data in the fWSN should be preserved while
they are being stored

6. Verification on the authenticity and integrity
of all the data packets should be available when
digital investigation takes place

Time stamping 7. The data packets should have a time stamp
assigned to them in order to preserve their
authenticity and integrity

8. The order of the captured packets should
reflect the correct sequence when compared to
the data transmitted from the original network

Modification of the network after deployment 9. It should be possible to implement the fWSN
without any alteration in the oWSN

Protocol data packets 10. fWSNs operation should not be affected by
the routing protocol or the network topology
being used by oWSN

Radio frequencies 11. The fWSN should be able to communicate
on the same radio frequencies that are available
to the oWSN

12. All communication within the fWSN should
occur on a frequency not utilized in the oWSN

13. Data packet should be captured forensically
by the fWSN when an intruder WSN is in the
area and communicates on a frequency that
influences the oWSN

(continued)
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Table 5 (continued)

Factors Detailed requirement list

Power supply 14. In order to ensure that the fWSN captures
all forensically relevant packets, the fWSN
should have at least the same or a longer
network lifetime than the oWSN in terms of
battery power. Also, the fWSN should not
increase power consumption in the oWSN

Network overhead 15. While intercepting communication, the
oWSN should be free of extra network overhead

Data integrity 16. The fWSN should by no means be able to
influence the oWSN or influence any sensory
data transmitted within the oWSN

allow attackers to distribute the packet to other nodes from the second point in the
network (see [7] for attack details).

The proposed solution suggests creating a virtual network called observation net-
work, which consists of a set of investigator nodes and base stations. The nodes in
this secondary network are called observers. Each observer has a limited coverage
and they are responsible for monitoring the communication between observed nodes
located in the sensing network (see architecture in Fig. 13). Observers collect infor-
mation about the suspicious nodes such as traffic between nodes, routing path of data
packets, and identity of those nodes. The aggregated evidence data is then broadcast
to base stations.

Base stations are responsible for several activities which are defined in the fol-
lowing two groups [87].

1. Sensing-based activities such as:

• Analyzing collected data from sensors
• Creating decisions by correlating and filtering the data
• Transmitting configuration to sensors
• Activating sensors dynamically to reduce battery usage.

2. Investigation-based activities such as:

• Collecting forensic information about the observed nodes from observation
network

• Analyzing, correlating, and merging the evidence in order to determine mali-
cious nodes and rebuild the attack scenarios

• Communicating with observers about configuration of their locations.

This proposed architecture is able to detect all types of wormhole attacks as
the observer nodes and the observation network is designed in such a way that
no observed nodes are left behind in the sensing network. In other words, all the
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observed nodes are clustered into groups and each cluster is constantly observed by
observer nodes.

CyberForensics forCPSandSCADA. Recently, IoT has also started to be deployed
in control systems for actuation purposes, which led to the concept of CPS [40, 68].
In such systems, IoT devices are involved in sensing, communicating, and acting.
The difference from the above networks is that there are nodes which do actuation
and thus this creates another venue for forensics investigation. One form of CPS is
in the area of control systems for critical applications such as energy, transportation
and industry. In such systems, the network is referred to as Supervisory Control and
Data Acquisition (SCADA) [14] and failure or attacks in such systems is crucial to
be detected and investigated for the applications to sustain [44]. SCADA systems,
are used for the collection and analysis of real-time data from Industrial Control
Systems (ICS). Most of the CPSes rely on computer and control systems in order
to provide reliable operations to safeguard the infrastructure. Therefore, forensic
analysis of SCADA/ICS systems has been an important tool which was considered
in some works. In the remainder of this section, we also discuss these approaches as
they relate to a network-level investigation.

SCADA systems consist of a field site and control center. In the field site, there
are IoT devices which are considered as intelligent such as Programmable Logic
Controllers (PLCs) or Remote Terminal Units (RSUs). These are typically attached
to physical processes such as thermostats, motors, and switches. The control center is
responsible for collecting data related to the state of field instruments and interacting
with the field sites. Components found at the control center typically consist of a
Human Machine Interface (HMI), Historian and Master Terminal Unit (MTU). All
of these are connectedwith aLAN that can run various protocols includingMODBUS
[54], DNP3 [18], and Ethernet.

The information security vulnerabilities of ICS have been studied extensively,
and the vulnerable nature of these systems is well known [63, 71, 79]. However,
in the case of a security incident (e.g., denial of service attacks), it is important
to understand what the digital forensics consequences of such an attack are? What
procedures or protocols are needed to be used during an investigation? What tools
and techniques are appropriate to be used by the investigator? Where can forensic
data be collected and how?

In the rest of this section, we discuss various research efforts aimed at assisting
SCADA forensics procedures by proposing tools, techniques, and forensics investi-
gation models.

SCADA Live Forensics: SCADA is originally deployed to non-networked environ-
ments, therefore there has been a lack of security against Internet-based threats and
cyber-related forensics. Over time, there has been a huge increase in the vulnerability
of threats caused through connectivity allowing remote control over the Internet. The
attacks necessitated SCADA system a forensic investigation in order to understand
the effects and cause of the intrusion. Taveras [85] focuses on detecting the abnormal
changes of sensor reads, illegal penetrations, failures, traffic over the communica-
tion channel, and physical memory content by creating a software application. The
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challenging issue is that the tool should be developed in a way that it should have
the minimal impact on the SCADA resources during the data acquisition process.

The problem involved in this process is that SCADA systems should not be turned
off for data acquisition and analysis as it is being continuously operational. There
has not been a single forensic tool to preserve the hardware and software state of a
system during investigation. Research continued to provide a computing module to
support the incident response and digital evidence collection process. Experiment
is performed on the SCADA system by performing live data acquisition and then
performing subsequent offline analysis of the acquired data.

Based on the live forensic analysis of the data collected from the SCADA system,
it is concluded that traditional information security mechanisms cannot be applied
directly as these systems cannot tolerate delays in performance which eventually
require a lot of memory to perform long processes. Thus, SCADA systems should
consider a special operating paradigm. This also paved the way to improve the infras-
tructure of the systems and provide appropriate tools for forensic analysis over inter-
connected SCADA systems.

Limitations of forensic analysis tools on SCADA systems: As Ahmed et al. [1] notes,
currently available traditional digital forensics tools are not capable of performing
data analysis on SCADA systems. The main reason is that state-of-the-art tools are
designed to work on deterministic systems and devices such as hard disk drives,
mobile phones, network traffic captures saved in pcap files. However, SCADA sys-
tems generate propriety log data depending on the make and model the hardware. As
discussed above, investigators are in need of creating new scripts for their own par-
ticular needs to overcome this issue. Hence, there is an expectation from the research
community and forensics tools developers to design SCADA forensics tools or patch
currently available tools in order to respond to this demand.

Developing Forensics Investigation Models for SCADA: Once the vulnerabilities and
the possible attacks on the SCADA/ICS systems are analyzed, it is crucial to perform
forensically sound forensic analysis on SCADA/ICS. The current literature shows
some efforts of developing forensic analysis frameworks and models.

One of the early frameworks is proposed by Wu et al. [92]. In addition to this
framework, Stirland et al. [78] proposed a methodology to analyze the problems
involved in SCADA/ICS systems proposed (see Fig. 14). The authors in this work
particularly categorize a set of forensic toolkits (both commercial and open source)
to support each stage of an investigation and structure of the control systems. The
proposed methodology involves a clear process of investigation, which includes the
following phases:

1. Identification and preparation of the requirements and the problem involved in
extracting the evidence.

2. Identifying data sources—this phase involves gathering the data from sources
and analyzing if the system supports the data sources.

3. Preservation, prioritizing, and collection this phase works depending on the
priority of data and different data capturing techniques are involved to ensure all
devices are captured or not.



Digital Forensics for IoT and WSNs 195

Fig. 14 Cyber forensics model for SCADA/ICS by Stirland et al. [78]

4. Examination and analysis—this phase involves in performing the analysis
depending on the data sources, methods and provides a timeline in preparing
the data and logs on it and allows to extract data.

5. Reporting and presentation- this phase involves in providing a report to all the
details performed in the above phases including the outcome of the analysis
which also includes documentation of the further recommendations for future
study.

Security is of high importance for the control systems and there are many recom-
mendations for further improvements in incident response to support investigation
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Table 6 Forensic toolkit application to SCADA systems

SCADA device Phase Forensic tool

Network Phase 3 TCPDump

Phase 4 Network Miner, Wireshark, AlienVault

HMI Phase 3 Write Blockers, FTK Imager, EnCase, Helix, SHA-256/MD5
Hashing tool

Phase 4 EnCase, XWays, Accessdata FTK, Volatility

PLC/RTU Phase 3 Besope PLC Flashing Software

Phase 4 XWays

Engineering
computer

Phase 3 Write blockers, FTK Imager, EnCase, Helix, SHA-256/MD5
Hashing tool

Phase 4 EnCase, XWays, Accessdata FTK, Volatility

Database server Phase 3 Write Blockers, FTK Imager, EnCase, Helix, SHA-256/MD5
Hashing tool

Phase 4 EnCase, XWays, Accessdata FTK, Volatility

OPC Phase 3 Write Blockers, FTK Imager, EnCase, Helix, SHA-256/MD5
Hashing tool

Phase 4 EnCase, XWays, Accessdata FTK, Volatility

Historian Phase 3 Write Blockers, FTK Imager, EnCase, Helix, SHA-256/MD5
Hashing tool

Phase 4 EnCase, XWays, Accessdata FTK, Volatility

and increase the level of complexity for attacking the systems by attackers. It is con-
cluded that the proposedmethodology for developing a forensics toolkit is considered
based on the requirements of SCADA systems. Various suggested tools are shown
in Table6. There are already existing tools, which support the elements of SCADA
forensic investigation and further research and progress in this area is needed in order
to identify more evidence and artifacts.

Moreover, Ahmed et al. [1] discuss the challenges for forensics investigators in
SCADA systems and their potential solutions. In order to address some of these
unique challenges of SCADA forensics analysis, a recent framework was proposed
in Eden et al. [26]. This framework aims at identifying necessary steps for incident
response as well. Figure15 shows the SCADA forensic incident response model
consisting of six main stages: (1) Prepare; (2) Detect; (3) Isolate; (4) Triage; (5)
Respond; and (6) Report.

This proposed model suggests that the preparation phase must be performed prior
to incident the happening. In this first stage, an investigator must understand the
system’s architecture with respect to its configuration and hardware devices used
in the system. This step is crucial to the first responders to avoid complication,
when the recovery from an incident is time sensitive. In this stage, it is made sure
that all the hardware used in the system is well documented. In addition to the
system architecture, the forensics investigator is also expected to know the SCADA
system’s requirements with respect to availability of the system. This is essential
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Fig. 15 Forensics model for
SCADA systems

particularly if the system is mission critical and running states of a certain device
must be preserved while the investigation is in progress. Therefore, prior knowledge
of system requirements plays a critical role. Finally, the investigator is also expected
to understand potential attacks targeting hardware, software, and the communication
stack of the SCADA system. Such knowledge will allow the investigators to better
perform in the following phases.

In the second stage of the model, the investigator is expected to detect the type of
attack and potential infected areas in the system. This detection will be performed
based on the real-time data available in the system such as network packages and log
files. Once the type of attack has been determined, investigators will be able to locate
infected areas based on the behavior of the attack. As long as the infected areas are
detected, it will be easier to know the type of data in the next stage.

The isolate stage is critical for the investigation with respect to the importance of
SCADA system in the CPS. In most of cases, infected areas in the network must be
isolated so that further contamination and disruption to the system can be avoided.
The success of the isolation will be dependent on the success of the detection of
potential infected areas.

Despite the classical forensics investigations, triaging is different in SCADA net-
works. Forensics investigators must identify the data sources in order to triage the
available data. This will also be dependent on the information (e.g., device make,
model, and serial number) provided in earlier stages, particularly preparation and
detection stages. Once the data identification is performed, then data sources ought
to be prioritized with respect to the value, volatility, and accessibility of data. This
will allow investigators to acquire as much evidence as possible.

In the respond stage, investigators perform actual data acquisition from the
SCADA system (network) by using the priority list created in the previous stage. As
a rule of thumb, data must be acquired from the SCADA system by using forensically
sound tools and techniques. As discussed before, this will prove the admissibility
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of evidence in a court of law (when needed). In order to acquire data from various
devices and network, aforementioned forensics acquisition techniques can be used.
Once the data acquisition is completed, then analysis of data is performed using
available forensics tools or by creating new special scripts for unconventional data.
Eventually, the aim is to find a forensics artifact to be presented as evidence from
the large set of unrelated system data.

Finally, similar to the traditional investigations, the reporting stage requires inves-
tigators to document all the steps taken, tools used, evidence collected, and challenges
faced. When they are documented systematically, then the investigator may create
a timeline of events by reviewing the findings to support the evidence found and
determine the source of an incident/attack. The final report must comply with the
chain of custody by providing validation and verification of evidence found.

Our final discussion in this section is briefly on accurate modeling of the
SIEMENS S7 SCADA Protocol for intrusion detection and digital forensics using
real-life data. Siemens S7 is used in SCADA systems for communications between a
HMI and the Programmable Logic Controllers (PLCs). In Kleinmann andWool [41],
Intrusion Detection system (IDS) model is designed for S7 networks which analyzes
the traffic to and from a specific PLC.A uniqueDeterministic Finite Automata (DFA)
is used to model the HMI-PLC channel traffic whether it is highly periodic or not.

SCADAsystems have its own strategy in analyzing the fault ormalfunction. In this
paper, it is defined that the research based on traffic simulation has several risks such
as lack of realism which effects the use of SCADA systems. Three different traces
of datasets are collected in order to perform the experiments which are collected at
ICS facilities. The first S7 SCADA trace was collected from a manufacturing plant,
where a single channel is observed between theHMI and an S7 complaint VIPAPLC.
Next, two traces are collected from a water treatment facility which has control over
specific levels in tanks. A Wireshark program is used to collect the traces with HMI
running in background in the operating system. The authors show that, based on the
analysis of the traffic from two ICS plants, some key semantics of the proprietary of
S7 protocol can be reverse engineered. It is also observed that previously developed
Modbus showed successful results in the same way DFA-based approach is very
successful with high accuracy and extremely low-false positive rates; IDs is further
extremely efficient which works at line speed to detect the anomalies.

4.4 Cloud-Level Investigation

As discussed in the previous sections, forensic investigation in cloud environments
has its ownchallenges such asmulti-tenancy andmulti-jurisdiction. Since IoTdevices
have limited storage and computational resources, the actual data is processed and
stored in the cloud. This causes investigations being conducted in the cloud environ-
ment especially when data in physical storage and network does not result in useful
evidence. Hence, similar investigative challenges in the cloud exist when forensic
investigations in IoT are conducted. Although current research efforts in IoT foren-
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sics are in their very early stages, there are some successful models suggesting easier
investigations in the cloud environment. In this section, we will specifically focus on
IoT forensics investigation models proposed for cloud environments.

According to Zawoad and Hasan [96], the term IoT forensics was not formally
defined until they proposed forensics-aware model (see Fig. 16) for IoT infrastruc-
tures called FAIoT. This model supports digital evidence collection and analysis in
the IoT environment by providing easiness and forensic soundness. Such a model
might also allow cloud service providers addressing the needs of law enforcement
officers when a search warrant is obtained to collect data from cloud environments.

Secure Evidence Preservation Module: This module provides constant monitoring
of the registered devices for forensics evidence in the form of logs files or data
collected by sensors. If evidence is recognized, it is then stored in the evidence
repository. Evidence repository database is designed on top of Hadoop Distributed
File System (HDFS) in order to provide scalable and reliable data processing of large
data. The data kept in the database will be categorized based on the IoT device and
its owner in order to reduce multi-tenancy issues and avoid commingling of data in
cloud [96].

SecureProvenanceModule: Thismodule provides a chain of custody for the evidence
stored and kept in the database. This is made possible by using Provenance-Aware
File System (PASS) introduced by Muniswamy-Reddy et al. [58]. PASS is a storage
system which performs automated collection, management, storage, and search of
provenance an object [58]. Secure Provenance Module provides provenance record
of evidence stored in provenance database by using PASS.

Finally, investigators can access the evidence and its provenance record using the
proposed APIs which makes sure the confidentiality of evidence by using encryption
algorithms. In order for this to be possible, investigators need aWeb Server to access
the requested data through the API.

In another work, Oriwoh and Sant [62] propose a more specialized model called
Forensics Edge Management System (FEMS), which is specific to smart home envi-
ronments. FEMS is an automated system which can be integrated into smart homes
in order to perform initial forensic investigations while providing basic security ser-
vices [62]. Figure17 shows the architecture of the FEMS and all the security and
forensic services provided by FEMS.

Oriwoh and Sant also proposed a digital forensics framework called IoT Digital
Forensics Framework (IDFF) (see Fig. 18). This framework presents step-by-step
operation presented in the flowchart in order to show how FEMS operation is per-
formed. As stated by the authors, usage of FEMS provides automatic, intelligent, and
autonomous detection and investigation, and indicates the source of security issues
in smart homes to its users.
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Fig. 16 The proposed
model of IoT forensics [96]



Digital Forensics for IoT and WSNs 201

Fig. 17 The FEMS architecture [62]

Fig. 18 Detailed flowchart of the IoT digital forensics framework (IDFF) [62]

4.5 Future Research

As digital forensics in IoT and WSNs is a relatively new concept particularly for the
digital forensics community, the current research reveals important future work to be
conducted. It is quite obvious that newer investigative techniques will be soon needed
as Google has announced Android Things [29] a new operating system to develop
new IoT devices and there is a growing number of IoT devices being deployed in
our daily applications. It is worth noting that as WSNs are now widely considered
under the IoT concept, most of the endeavors for digital forensics research will be
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also applicable for WSNs. In addition, digital forensic solutions and frameworks
also will be needed due to the availability of low memory footprint and low-power
requirement devices used in WSNs.

Despite this inevitable demand in the very near future, once they are developed,
these newmethodswill ultimately help investigators to performstandard investigative
processes. Until then, it could also be possible to use some of the available tools
and techniques that are readily available for current Android operating systems. In
addition to the existing research literature, we believe some of the areas for further
work could be listed as follows:

• Standardize data storage units and interfaces in similar devices. Forensically valu-
able IoT devices (e.g., fitness trackers) could be designed and manufactured with
data storage units which can be analyzed using state-of-the-art forensic tools.
Using known interfaces such as JTAG connections for IoT devices is also critical
for faster and reliable investigations.

• Develop automated decision-making systems on forensically sound data for spe-
cific IoT technologies such as smart homes. It is well known that artificial intel-
ligence techniques have been applied to many digital forensic domains to intelli-
gently automate duties performed by human entities. Therefore, as an example, it
can be very useful to adapt machine learning techniques to classify evidence in IoT
domain or expert systems can be used to create intelligent tools to make decisions
based on knowledge collected from both investigators and IoT environments.

• Build a model that would correlate evidence found in IoT environments. Digital
forensics evidence correlation is an important concept especially when heteroge-
neous data is involved in investigations. Case et al. [15] have developed a frame-
work for automatic evidence discovery and correlation from a variety of forensic
targets. We also believe that similar models can also be built for IoT environments
in order to use unrelated data leading to actual evidence through correlation.

• Analyze Android Things and develop new forensics models and tools for data
acquisition, examination, analysis, and reporting. This brand newoperating system
needs immediate attention from the researchers as it is projected to be used inmany
IoT devices in the near future.

• Create new digital forensics investigation models (e.g., Electronic Discovery Ref-
erenceModel, see http://www.edrm.net) for specific IoT environments. Due to the
heterogeneity of data and hardware in IoT devices, it could be useful to develop
IoT specific investigation models. Because, currently available models are mostly
designed for storage, network, and cloud specific, however, IoT environments may
necessitate all three environments being used.

• Collaboratewith data analytics and fault-tolerance experts to cooperatively analyze
data from IoT devices not only related to user activity but also related to hardware
and embedded systems. This opens up opportunities for insurance companies as
they would like to investigate issues regarding failures while some of these failures
might be due to actual attacks from external attackers.

http://www.edrm.net
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• Create robust and standard solutions particularly for live data acquisition, auto-
mated data collection, recovery of memory and processes from live units in
SCADA systems.

• Develop legal solutions to the issues including preservation of the chain of custody
and admissibility of IoT evidence. In digital investigations, it is critical to preserve
chain of custody for evidence admissibility. However, it may not be possible in
IoT environments because of their designs. Involvement in legislative processes
regarding IoT forensics investigations is needed to determine solutions from the
legal aspects.

4.6 Conclusion

The IoT and WSNs offer a significant source of potential evidence, however due to
their heterogeneous nature and the ways in which data is distributed, aggregated,
and processed, there are challenges that the digital forensics investigations must
overcome. For this purpose, new techniques are required to not only overcome the
hurdles, but also influence the architecture and processes in order to gain access to this
rich source of potential evidence in the IoT and thusWSN environments. In this book
chapter, we explained digital forensics challenges in IoT and WSN environments.
We also analyzed and explained currently available solutions to overcome some of
those challenges from different perspectives. As discussed in the Sect. 4.5, there are
still many open research problems in this new area.
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Abstract Wireless technologies suffer from physical and man-made impairments
(e.g., multipath propagation and interference from competing transmissions, as well
as from the effect of temperature variations and other environmental properties):
this impairs the reliability, timeliness, and availability of IoT systems. At the same
time, we see a wave of new safety-critical IoT applications that require performance
guarantees. This chapter surveys methods to increase the dependability of the IoT,
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specifically focusing, first, on increasing the frequency bandwidth from narrow-
band, over wideband, towards ultra-wideband to better handle multipath effects and
interference. Second, the chapter focuses on increasing the adaptability such that a
networked system can compensate disturbances also dynamically, eventually striving
for cognitive abilities. A distinguishing feature of this chapter is its comprehensive
treatment of dependability issues across multiple layers, from signal processing, over
microwave engineering, and to networking.

1 Introduction

Wireless technologies enabling the Internet of Things (IoT) are gaining momentum
and pave the way for applications with high societal relevance and impact. Appli-
cation domains include smart cars communicating to each other and with the road
infrastructure for a safer drive, smart factories controlling and optimizing production
processes, smart grids improving the efficiency of the distribution and consumption
of energy, as well as smart buildings maximizing the comfort of its inhabitants while
reducing the monthly energy bill. All the aforementioned applications impose vastly
diverse requirements on system performance, ranging from highly efficient operation
in order to maximize the lifetime of battery-powered devices, to ultra-low communi-
cation latency in order to enable high responsiveness. As an example, safety-critical
IoT systems used to build smart cars, smart cities, or smart factories, require a high
reliability and timeliness, as opposed to IoT systems for long-term monitoring that
instead demand energy-efficient operations and hence a high availability. Reliability
(continuity of correct and accurate service), availability (readiness for correct ser-
vice) and timeliness (continuity of timely service) are key dependability attributes
affecting the performance of an IoT system. Combined together with safety, confi-
dentiality, and integrity, those attributes summarize the properties of a system and
specify how much a user can rely on and trust its operations [1, 2].

Both research community and industry have long striven to produce solutions
at all ISO/OSI layers to maximize these three key dependability metrics. At the
physical layer, the focus has been on the design of highly efficient radio transceivers
minimizing energy consumption and bit error rate, while maximizing range and
throughput. This includes the design of reconfigurable filters as well as antennas
operating on an increasingly broader frequency spectrum.

At the signal processing level, significant work has been carried out to increase
the robustness of wireless communication and minimize the influence of multipath
propagation and fading, as well as to achieve accurate indoor localization. The accu-
racy of the latter particularly affects the reliability of IoT applications that combine
accurate positioning information with business logic. Examples of such applications
include dynamic personalized pricing, product placement, and advertisement [3], the
estimation of the popularity of exhibitions [4], as well as supply chain management
and logistics.
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At the networking level, a “soup” [5] of communication protocols have been devel-
oped in order to allow multiple devices sharing the same medium to communicate in
a dependable fashion. These protocols address not only efficient operations allowing
to increase the system lifetime and hence its availability, but also the ability to avoid
collisions with other devices operating in the same frequencies, hence increasing the
reliability and timeliness of communications.

All this work led to a plethora of wireless technologies and standards being pro-
posed and commercialized in the last decade specifically for IoT devices. Tech-
nologies such as Bluetooth low energy (BLE), DigiMesh, and Z-Wave address IoT
applications requiring low-range ultra-low-power communications. Newly devel-
oped standards such asWi-FiHaLow (IEEE802.11ah), LoRA, SIGFOX,Weightless,
On-Ramp Wireless, and NarrowBand IoT allows to form wide area networks on a
large scale. WirelessHART, ISA100.11a, ANT+, and IEEE 802.15.4e, instead, focus
on reliable and timely communications and hence specifically target safety-critical
and industrial settings, whereas IEEE 802.15.4a explicitly supports ranging and is
hence, well-suited for IoT applications requiring accurate localization.

In this chapter, the broad spectrum of solutions that have been developed in the
past decades to achieve dependable wireless communication and localization in the
Internet of Things is analyzed. Different from works that address the design of
dependable IoT solutions only on individual layers, this chapter gives a compre-
hensive view that spans across different disciplines: from microwave engineering,
over signal processing, to networking. This broader scope allows us to show that
the efforts in increasing the bandwidth and the adaptability of the system (i.e., its
ability to adapt and react dynamically to changes) do help in increasing the overall
dependability of an IoT system. This concept is highlighted by outlining the design
space of the solutions developed within the aforementioned disciplines. The dis-
cussions relate the adaptability of the solution (i.e., whether it is static, switchable,
reconfigurable, reactive, predictive, or cognitive) to the employed bandwidth (i.e.,
narrowband,wideband, or ultra-wideband), and describe the different trade-offs from
a high-level perspective. It is observed that dependability generally increases as the
level of adaptability increases. For example, a networked systems that is aware of
specific disturbances in the environment can adapt to counteract these disturbances.
While a switchable or reconfigurable system can be adjusted by the operator to fit a
certain environment, reactive systems do automatically perform such an adjustment
based on past observations, and predictive systems employ sophisticated models to
extend the time horizon across which disturbances can be anticipated. Ultimately,
the aim is to strive for cognitive networked systems that perceive their state and envi-
ronment and adjust its behavior in a smart way. The second dimension, bandwidth,
is also crucial for dependability. By moving towards higher bandwidths, narrowband
disturbances and signal propagation effects, such as multipath fading, can be better
handled. The chapter shows that the ongoing efforts towards the design of cognitive
solutions operating on ultra-wideband promise to increase the dependability of IoT
communication and localization even further, although plenty ofwork is still required
in this direction.
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This chapter proceeds as follows. Section2 provides a description of how the
propagation of radio signals affects the robustness of a wireless link, and shows how
these effects are related to two parameters of the design space, namely signal band-
width and radio adaptability. Section3 follows up with a description of the signal
processing task for a single radio link, on the one hand, to enable reliable communi-
cation over the link, and on the other hand, to determine the position of the involved
IoT devices. Section4 provides an overview of modern transceivers which are used
to build IoT applications and their most important building blocks, namely filters
and antennas. Section5 discusses the impact of medium access control layer proto-
cols on key dependability attributes such as timeliness, availability, and reliability.
It then introduces the design space in the networking domain, showing that there is
still plenty of room to improve the dependability of IoT systems operating at high
bandwidth. Finally, Sect. 6 wraps up our analysis and summarizes our conclusions.

2 Fundamentals of Wireless Propagation Channels

The reliability of a wireless link between two IoT nodes is mainly influenced by two
factors: the physical radio channel (including multipath propagation and additive
white Gaussian noise (AWGN)) andman-made interferences (from competing trans-
missions and unintended radiations). In this section, the focus is placed on the former,
showing how multipath propagation affects the radio signal sent from a transmitter
(TX) to a receiver (RX). In typical IoT application scenarios, it is intended to use
low-cost and low-power devices which are faced with cluttered environments result-
ing in dense multipath that significantly deteriorates the transmitted signals. Hence,
to develop dependable IoT systems, it is crucial to take the multipath propagation
effects into account. Without modeling these channel imperfections and without tak-
ing them into account in the design process, it is not possible to give guarantees on
the overall performance of the system. The discussion will lead to a system classifi-
cation with respect to the signal bandwidth, demonstrating that this parameter has a
major influence on the reliability of a wireless link. The need for adaptability is also
highlighted, addressing temporal and spatial variations of the channel. The signal
processing required to implement a reliable wireless link is discussed in Sect. 3.

Interfering radio signals will undergo similar propagation effects. To mitigate
the interferences, a typical IoT radio will rely on the transceiver front-end (which is
discussed in Sect. 4) and theMACprotocol (see Sect. 5). This is themost efficientway
forward to achieve low-power operation and low complexity and thus availability.

2.1 Modeling of Multipath Channels

When one examines the radio signal seen by the receiver, it can be observed that a
change of the receiver position relative to the transmitter results in fluctuations of
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the received signal power. These fluctuations are referred to as fading [6, Chap. 2.1].
The covered distance between TX and RX in relation to the used carrier wavelength
λ determines different scales of fading.

For a distance variation greater than approximately 10λ, the power variations
are denoted as large-scale fading, which is characterized by two mechanisms, path
loss (PL) and shadowing. PL indicates how much the received signal is attenuated
with increased distance d between TX and RX. PL is described by an exponential
decrease of power, which can be defined by a loss of n · 10 log(d) dB. The loss
exponent n depends on the considered environment. For example, in free space,
without any interacting objects, the loss exponent would be n = 2 described by Friis’
equation [7, Chap. 3.9]. In line-of-sight (LOS) indoor scenarios, it can be below 2
due to constructive interference of reflections, while for environments with many
obstacles, values between 2 and 6 have been observed [8, Chap. 3.6].

Shadowing is caused by obstacles in the environment blocking off signal paths
and thus, leading to deviations from the deterministic PL law. It causes variations
in the received power that are often described by a log-normal distribution, i.e., a
Gaussian distribution in dB. For more details on large-scale models, the reader is
referred to [6–8].

For small distance changes of less than approximately 10λ, the resulting received
power fluctuations are called small-scale fading (SSF) which is due to multipath
propagation. Multipath is caused by reflections and scattering of the transmitted
signal within the physical environment. The receiver sees the signal from the direct
path—the LOS component, overlappedwith reflections calledmultipath components
(MPC). These MPCs have different phases resulting in constructive or destructive
interference, which is known as multipath fading. Mathematically, the multipath
propagation can be described by the time-variant channel impulse response (CIR):

h(τ ; t) =
∞∑

i=0

αi (t)e
jφi (t)δ(τ − τi (t)), (1)

given in baseband equivalent form,where τ describes the delay timewhile t describes
how the channel (the environment) changes over time. This formula describes the
effect of (theoretically) infinitely many signal paths between TX and RX. The length
of each path determines its time delay, denoted by the Dirac pulses δ(τ − τi (t)). This
delay also determines the phase shift φi (t) = −2π f0τi (t), where f0 is the carrier
frequency, and the amplitude αi (t) that decreases due to PL. Both amplitude and
phase also experience variations due to interactions with the physical environment,
i.e., reflections from different materials [8, Chap. 5].

The impact of the CIR (1) on radio signals can be analyzed by probing the channel
at frequency f0 + f , using the (baseband) signal s(t) = e j2π f t . Convolution with
(1) yields the received signal r(t) = h( f, t)s(t), where h( f, t) is a time–frequency-
variant channel gain which describes the multipath interference experienced as SSF.
The MPCs add up with different phases. Small movements of the RX change each
phase differently, which causes rapid fluctuations of the channel gain as illustrated in
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Fig. 1 Channel gain variations in time/frequency domain (left) and the resulting Doppler
shifts/delay dispersion (right)

the top left of Fig. 1. The channel gain is similarly influenced by a shift in frequency,
illustrated in the bottom left of Fig. 1.

To characterize the SSF, statistical models are used, justified by the large number
of MPCs. For the assumption that the MPCs have uniformly distributed phases and
there is no “dominant” MPC with exceedingly large amplitude, the SSF can be
described with a Rayleigh model: The central limit theorem states that the channel
gain will be a complex Gaussian random process because it is the summed effect of
a large ensemble of MPCs [9]. Correspondingly, its amplitude distribution will be
described by a Rayleigh probability density function [6]. It is needless to say that
the amplitude (and power) gain of the radio channel is of key importance for the
performance and thus the dependability of a wireless link between IoT nodes.

Time variations of the channel gain are (for example) caused by movements of
the TX or RX. The upper left of Fig. 1 shows such variations caused by the RX
moving at a constant velocity v. The Fourier transform of this time-variant gain is
shown in the top right part of the figure. It can be seen that frequency shifts, so-called
Doppler shifts, are introduced for each MPC i . Each Doppler shift is determined by
νi = v

λ
sin(θi ), where θi describes the angle of arrival (AoA) of the i-thMPC. Hence,

it is related to the speed of movement, the carrier frequency (which determines the
wavelength λ = c/ f0), and the AoA. The dashed line shows the Doppler power
spectrum (DPS) which quantifies the mean power output of the channel at a certain
Doppler shift and thereby characterizes the time variations statistically.

An important parameter that can be derived from the DPS is the coherence time of
the channel. It is indirectly proportional to the width of the DPS and determines how
long the time frame is in which the channel gain is (widely) unaffected by Doppler
effects. For system design, this sets an upper limit on packet duration before the
TX/RX needs to readapt to a new channel gain. The illustrated example corresponds
to a maximum Doppler shift of ±3 Hz and a coherence time of about 0.5 seconds.
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In the same fashion, one can regard variations of the channel gain in the frequency
domain as shown in the bottom left of Fig. 1. Applying the Fourier transform results
in the impulse response shown in the bottom right, the shown impulses are related
to the MPC delays τi and amplitudes αi which were described before. It should be
noted that the term excess delay on the axis means that the time when the LOS arrives
at the RX has been set to zero.

The dashed line indicates the statistical characterization of the impulse response,
named the power delay profile (PDP). The PDP determines the average power output
of the channel as a function of the delay time. The broadness of the PDP, and thus the
dispersiveness of the channel indicates how long-lasting and powerful reflections and
scattering in the environment are, i.e., it shows how much a transmitted waveform is
spread out in time. This is called time dispersion.

The frequency variations are characterized by the coherence bandwidth related
to the reciprocal of the PDP broadness. It indicates how fast the channel changes
in the frequency domain due to multipath propagation. This parameter will be used
later to distinguish narrowband and wideband systems, which have flat-fading and
frequency-selective channels, respectively. The shown example relates to a coherence
bandwidth of about 10 MHz.

Spatial variations can be regarded similarly since a movement of the TX or RX
also leads to phase variations of the MPCs and, therefore, to multipath fading. The
amount of the variations is related to the wavelength and the distribution of the
AoAs. The coherence distance of the channel is a parameter which is important for
designing antenna placements in multi-antenna systems as will be shown later.

2.2 Signal Classification in Terms of Bandwidth

The impact of the propagation channel on a transmitted signal can be classified
with respect to the signal bandwidth. The propagation of a transmitted signal s(t) is
described as a linear filtering with the time-variant channel impulse response h(τ ; t)
or—in frequency domain—as a multiplication with the channel gain h( f ; t). The
signal is modulated onto the carrier f0 and B denotes the biggest deviation in the
band, thus the signal bandwidth ranges from f0 − B

2 to f0 + B
2 .

When a narrow bandwidth (NB) is used for the transmitted waveform with a
bandwidth less than the coherence bandwidth, the channel response is flat over the
respective band.More specifically one has h( f ; t) ≈ h(t) for f ∈ [

f0 − B
2 , f0 + B

2

]
,

which means the only effect of the channel is an attenuation of the original signal
by h(t). This is called flat fading. However, the value of h(t) fluctuates due to the
Rayleigh fading as described before. Figure2 indicates the flat-fading case on the
left-hand side, with a nearly constant spectrum in the (small) region between the
dashed lines.

When a signal with a significantly wider bandwidth (WB) is used, a filtering
(multiplication of spectra) results in a larger part of the channel frequency response
being “visible” or “cut out”. The resulting spectrum is not flat anymore, which is
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Fig. 2 Effect of propagation channel on NB (B = 10 MHz) andWB (B = 100 MHz) pulses in the
frequency domain. Vertical dashed lines show the frequency range of the transmitted signal

known as a frequency-selective channel. An example is shown in the right-hand side
of Fig. 2. In time domain, the effect corresponds to linear distortions which will
introduce, for example, intersymbol interference (ISI) that has to be dealt with in
receiver systems. In terms of system design, the coherence bandwidth defines the
limit between NB and WB.

For even higher bandwidths, the region of ultra-wideband (UWB) is reached.
Standardization bodies have introduced definitions of absolute UWB for bandwidths
ofmore than500MHzand relativeUWB for bandwidths larger than 20%of the carrier
frequency [10, 11]. These definitions are not clearly related to physical properties
of the radio channel in contrast to the boundary between NB and WB. However, the
average power over a bandwidth in this range is almost constant (indicated by the
dashed line in the right-hand side of Fig. 2), regardless of the channel realization, i.e.,
the small-scale variations of the power gain become negligible, thus a dependable
link can be provided.

The UWB boundary is also related to time resolution properties. One can speak of
UWB when MPCs can be resolved in time domain, e.g., when the LOS component
does not overlap with any MPCs arriving later. This is illustrated in Fig. 3, where the
effect of the channel onto a WB and a UWB pulse is shown in time domain. The
red, dashed curve shows the transmitted pulse, which indicates its length in relation
to the CIR. It can be seen that in the WB case, resolvable time taps equivalent to
the pulse width still contain many MPCs and thus they are strongly influenced by
multipath fading.

3 Physical-Layer Signal Processing

Following up from the discussion on the wireless channel in Sect. 2, the main signal
processing task in an IoT radio concerns overcoming the impact of physical propa-
gation effects, in particular, multipath fading. Compared to traditional wireless sys-
tems, IoT systems may operate in cluttered environments with lots of obstacles. This
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Fig. 3 Effect of propagation channel on WB (B = 100 MHz) and UWB (B = 1 GHz) pulses in
the time domain

produces a high amount of multipath components which could interfere destructively
with the line-of-sight component and possibly results in weak links.

Two related receiver signal processing tasks will be addressed, namely the recov-
ery of the transmitted data in multipath-rich environments (see Sect. 3.1) and the
measurement acquisition for positioning (Sect. 3.2). For each, the design space will
be outlined, showing how the bandwidth and adaptability influence the reliability
and availability of the wireless links and position estimation. It will be argued that
the adaptability is related to the channel knowledge of the radio nodes, which is used
to adapt the RX and/or the TX to the current channel state.

3.1 Signal Processing for Wireless Communications

To address the data recovery, it will be shown how communication systems can be
designed to deal with fading effects. Figure4 presents the design space, classifying
physical-layer processing schemes regarding their bandwidth and adaptability. The
bandwidth is represented by the classification given inSect. 2.2,while the adaptability
is related to the channel knowledge that must be available at the RX and/or the TX
in order to obtain a reliable radio link. A cognitive radio also takes interference of
competing users into account, which is denoted as “environment” knowledge. This
box (and the “time-reversal” scheme) are shown in gray because these approaches
are considered to be “less practical”, in particular, under the complexity constraints
of an IoT. An increase of bandwidth and/or adaptability helps in general to overcome
the fading effect, mitigate interferences and thus leads to an improvement of the
reliability of wireless radios.

Narrowband transmission will be predominant in many IoT applications, due to
their low complexity. In fact, a “fixed” RX architecture can be used in this case,
shown in the bottom left corner of the design space. The optimum receiver design
for this case would be a matched filter (MF) with impulse response h(−t) = s(t)
[12, Chap. 7.5], [13, Chap. 5.3], matched to the transmitted waveform denoted by
s(t) which is the only thing that must be known at the receiver. The sampled output
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of the MF can be modeled by:

r = √
Esh · s + n, (2)

with h describing the complex-valued gain of the flat-fading (NB) channel, the energy
Es of the transmitted symbol s, and a noise sample n. Due to themultipath fading, the
gain |h| exhibits a Rayleigh distribution. Figure5 depicts the required signal-to-noise
ratio (SNR) to reach certain average symbol error rates (red curve) in comparison to
a nonfading (h is constant) AWGN channel performance.1 It can be seen that there is
a large gap. For example, to achieve an error rate of 10−3, one needs approximately
20 dB more SNR for the (Rayleigh) fading channel. Hence, the multipath fading
has a strong impact on the availability and reliability of wireless links and thus its
treatment is also highly relevant for designing dependable IoT applications.

1The AWGN is characterized by a flat double-sided power spectral density of N0/2.
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3.1.1 Overcoming the Fading Effect: Diversity Principle

This subsection considers how to overcome the previously described performance
gap. The fading is addressed by diversity schemes, which make use of multiple
observations of the TX signal over independent paths (or branches) with channel
gains hi , i = 1 . . . M . When the channel gains of each branch are known at the RX,
the observations can be processed according to themaximum ratio combining (MRC)
principle [14, Chap. 9.1], which can be seen as “correcting” the received branches for
their suffered phase shifts through the Rayleigh channel, allowing to add the branch
contributions coherently. Furthermore, proper weighting is applied to maximize the
resulting SNR (diversity gain). Making use of independent channel gains is essential
for exploiting diversity. It results in a significant reduction of the performance gap
as illustrated in Fig. 5. Independent channels can be found in various domains, as
outlined in the following.

Time/Frequency diversity. Depending on the coherence time and bandwidth, dif-
ferent observations spaced in time or (carrier) frequency can be combined. However,
this means that the same signal is sent multiple times, thus, assuming one has the
energy Es available, the SNR effectively decreases by 1/M .

Antenna (RX) diversity. In the spatial domain, multiple receiving antennas (spaced
farther than the coherence distance) can be used to combine their measurements and
obtain the diversity gain. The advantage here is that the SNR is not decreased; a
single transmission is sufficient. However, more hardware and thus complexity is
needed with MR RX antennas.

TX diversity. At the TX side, using MT transmit antennas, one has to prepare the
transmitted signals to be able to separate the individual branches at the RX. There
are two different methods:

• Pre-coding: Using encoding and transmission sequences, the branches can be sep-
arated even without channel knowledge available at the TX [15].

• Pre-filtering: This method is equivalent to the RX diversity scheme, the ratios from
the MRC scheme are applied before transmission, hence, channel knowledge is
required at the TX.

Systems that use multiple TX and RX antennas are called Multiple-Input Multiple-
Output (MIMO) systems. Concerning diversity, aMIMO system is capable of achiev-
ing a diversity gain related to the product MT · MR . However, it can also multiplex
(min[MT , MR]) parallel data streams to the same frequency band at a given time.
A prerequisite for MIMO signal processing is channel knowledge at the TX and
RX. The more channel knowledge available, the higher the spectral efficiency and
reliability of the radio link. However, the required high adaptability to the channel at
the TX and RX comes at the cost of higher complexity. The application of (adaptive)
directive antennas can yield—in principle—similar gains. Directive antennas could
thus be a low-complexity alternative to multi-antenna systems for the IoT.
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3.1.2 Wideband Systems

Instead of introducing multiple antennas, one can also exploit frequency diversity
from aWB signal to increase the reliability. In theWB case, the effect of the channel
is described by a linear convolution with the CIR, leading to linear distortions of
the transmitted signal, ISI, and (still) multipath fading. For these signals, channel
knowledge is always required to efficiently deal with the channel effects.

The received signal is spread over different delay bins because of the delay dis-
persion. A bank of correlators which is called rake receiver [6, Chap. 18.2.4] can
be used to collect the energy at different delay bins (rake “fingers”). At each finger,
the received signal energy will still suffer from multipath fading because each finger
sees the combined effect of a large number of multipath components as shown in
Fig. 3 (left-hand side). However, the rake receiver can combine these delay branches
using MRC. It thereby exploits frequency diversity and can thus decrease the per-
formance gap of the symbol error rate. The rake receiver is usually employed with
spread spectrum signals which occupy more than the minimum Nyquist bandwidth,
given some desired data rate. Spread spectrum systems are also robust with respect
to NB interference, hence improving the dependability [16].

Orthogonal frequency-division multiplexing (OFDM) is a multicarrier technique
where the transmitted WB signal is split into NB subchannels, which are densely
packed in frequency, exploiting orthogonality properties [17]. It is the method of
choice for high-rate transmission at high spectral efficiency, avoiding the ISI, fad-
ing, and signal distortion issues in an elegant way. Again, frequency diversity is
exploited to increase the robustness to frequency-selective fading, using coding and
interleaving to correct for deep fades affecting certain subchannels. OFDM is used
in state-of-the-art high data-rate communication standards, e.g., in wireless LANs
according to IEEE 802.11a, g, n, ac [18] and in LTE [19, Chap. 3].

When channel knowledge is also available at the TX, an adaptive (“waterfilling”)
OFDM technique can be used [20] where the modulation order of the data symbols
is adapted to the SNR at individual subchannels. OFDM is also the method of choice
to implement MIMO systems in frequency-selective (WB) channels [21].

3.1.3 Ultra-Wideband Systems

Moving to the top row in the design space, sufficient bandwidth is available to achieve
the time resolution to resolve individual MPCs and mitigate multipath fading to a
large extent. For communications, the same principles can be used as in the WB
case (rake, OFDM). The available frequency diversity will be high enough to reach
a performance close to the AWGN channel, which is a key characteristic of a UWB
system (see Sect. 2.2 and [22, 23]). Hence, it is not needed to implement multiple
antennas in order to overcome the multipath fading. However, the practical hardware
implementation is still problematic. The RX processing requires high sampling rates
leading to high power consumption (see Sect. 4.1).
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Systems that tackle the high-cost problem are situated in the top left corner of
the design space: noncoherent UWB receivers with simple structures like the energy
detector (ED) or the autocorrelation receiver (AcR). The basic function of these
systems is to multiply the received signal with itself (or a delayed version, in case of
the AcR) followed by an integration over a certain time frame. Via themultiplication,
the carrier phase information is lost and only the envelope of the signal is obtained.
The integration yields an accumulation of energy for a specific time window. Hence,
transmitted symbols can be detected in certain time frames, enabling time-hopping
schemes for multiple access [24, 25]. In case of the AcR, the delay is an additional
tuning parameter which allows for more sophisticated transmission schemes such as
transmitted-reference [26, 27] where time-hopping pulse sequences can be detected.
The ED method is also supported by the IEEE 802.15.4a standard (see Sect. 5.2)
which describes a UWB air interface for sensor networks and (indoor) positioning.

Moving towards the top right of the design space means that on top of high
bandwidths, more channel knowledge is available. This allows the application of the
conceptual method of time reversal (TR). It is assumed that the TX knows the CIR,
which is then time reversed and is used as a prefilter to transmit a pulse. This results
in all MPCs arriving at the same time instant and adding up in a constructive way,
resulting in a high SNR with simple processing at the RX [28].

Finally, the concept of cognitive radio should be mentioned. Radio nodes are
assumed to be aware of their surroundings (in this case, the radio environment) and
adapt their state to it. In addition to channel state information, cognitive radio also
takes interferences of other radios into account, which again increases the amount
of available information and also the dependability of the wireless links [29–31].

3.2 Signal Processing for Wireless Localization

Localization (or positioning) describes the process of estimating the position of
mobile devices in a defined coordinate system. Radio signals transmitted between
“agents” and “anchors” can be used for positioning, in environments where satellite-
based systems are useless, for example, indoors. Such radio positioning systems
“measure” parameters of the received signal which are related to the geometry of the
arrangement of the radio nodes, for example, the time of flight (ToF) or the received
signal strength (RSS) which relates to the distance, or the angle of arrival (AoA).

It remains a tremendous challenge to obtain a dependable (indoor) positioning
system, one that has sufficient accuracy and reliability so that for example, the nav-
igation of an automated vehicle could rely upon it. Multipath propagation is a key
reason hindering the implementation of an accurate and robust positioning system.
In this section, the impact of multipath propagation on the measurement acquisition
and positioning tasks is discussed.
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Fig. 6 Design space for dependable positioning systems

3.2.1 Overview of Dependable Positioning Systems

A taxonomy of positioning approaches is found in Fig. 6 in a design space that again
spans the signal/system bandwidth and the adaptability of the system. The great
advantage of a large bandwidth (UWB) system lies in the fact that the line-of-sight
(LOS) component of the channel response can be separated from themultipath, hence
its parameters, in particular, the ToF and the free-space path loss can be measured
accurately. At a lower bandwidth, many MPCs will interfere with the LOS, which
will introduce fading and pulse distortions and thus reduce the potential accuracy.
These properties of the radio channel have already been introduced in Sect. 2.2. An
in-depth analysis of the influence of bandwidth on ToF ranging will be given below.

With anRSS approach, one can for instance use fingerprinting, an approach rooted
in machine learning. In the first step, a database is created that maps certain posi-
tions to RSS values from multiple anchors. This map then allows wireless nodes
to associate any measured RSS values with a certain position [32]. The system is
configured for a certain environment. Map matching is an approach, where prior
information about a building floor plan is used to avoid position fixes that disagree
with the geometric constraints of an environment. Multipath-assisted indoor navi-
gation and tracking (MINT) also uses floor plans. More specifically, it associates
reflected MPCs with the environment requiring UWB signals to achieve sufficient
time resolution [33]. A simultaneous localization and mapping (SLAM) approach
learns a suitable feature map online, exploiting past measurements of the environ-
ment, which is then used for the self-localization [34–36]. More prior information,
in general, enhances the performance and thus supports the goal of dependable posi-
tioning.

A cognitive positioning system, finally, also learns environment information on its
own [31, 37]. It goes beyond the capabilities of a SLAM algorithm in that it imple-
ments “cognitive” features such as active feedback on the environment, attention,
and memory. It can for instance, schedule measurements in a way that the expected
information gain is maximized, it can focus on relevant information—consider a
system that has to deal with an abundance of clutter measurements—and it can use
a hierarchically structured memory to allow for different layers of abstractions. This
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Fig. 7 Correlator outputs for different bandwidths (BW) and positions (realizations of the channel)

approach is found to the very right of the taxonomy. It is a research topic that is
widely unexplored as of today, in particular, under the low-power constraints of the
IoT.

3.2.2 ToF Positioning in a Multipath Environment

ToFmethods are robust in the sense that the accuracy depends only little on the actual
range between transmitter and receiver, as long as the SNR of the received signal is
sufficient. In the following, the impact of multipath on such ToF-based positioning
systems is explored. While the focus lies on ToF, some of the conclusions will
generalize to other measurement methods as well.

The bandwidth of an RF signal determines its time resolution. An optimal estima-
tor for the ToF in AWGN simply correlates the RX signal with the transmitted signal
that is assumed to be known for this purpose (consider, e.g., a training sequence).
The duration of the main lobe of the correlation function is directly linked to the time
resolution.

Figure7 shows examples of correlator peaks for different bandwidths and different
channel realizations. The differences in the waveforms are due to variations of the
multipath. It should be noted that the time-scales—encoded in terms of distance in
meters—vary heavily according to the signal bandwidth. For comparison, the LOS
without multipath is shown by the thick, dashed curves.

In the NB case, it can be seen that the transmitted signal has a length of hundreds
of meters, which means that the LOS component overlaps with all later arriving mul-
tipath components, resulting in a flat-fading case as discussed before. Even though
there is no pulse distortion here, the rise time of the TX signal is extremely long,
spanning hundreds of meters or more, thus an NB signal is not suitable for accurate
positioning. One could try exploiting the carrier phase for ranging instead of the NB
envelope. This would tremendously improve the accuracy, but the big issues with that
approach is the need for synchronized oscillators and calibrated radios, ambiguity
among successive cycles of the carrier, and the random phase shift of a Rayleigh
channel.
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Considering a bandwidth increase towards WB, the dispersiveness of the channel
becomes visible which unfortunately distorts the pulse. Depending on the channel
realization, this can significantly shift the correlation peak.

Going towards UWB yields an extremely narrow pulse and hence resolves the
LOS component from other MPCs as described before. This would allow for an
accurate measurement of the arrival time corresponding to cm-level accuracy.

A mathematical quantification of the BW dependence yields deeper insight. The
Cramer–Rao lower bound (CRLB) [38] defines the theoretical lower limit on the
variance of the estimated arrival time of the LOS component. In a dense multipath
channel, the CRLB can be written as [39]:

var{τ̂ } ≥
(
8π2β2

˜SINR
)−1

,

where β2 is the mean-squared bandwidth of the signal and SINR is a signal-to-
interference-and-noise ratio that accounts for the power of the interfering multipath
and is thus limited by the physical propagation environment. The error variance scales
reciprocallywith theBWβ2. Furthermore, the interference frommultipath also scales
reciprocally with bandwidth, which additionally affects the ranging performance. An
illustration of this result is given in Fig. 8. Between 10MHz and 1 GHz, the Ranging
Error Bound (REB) (consider the “SISO” curve) scales by more than a decade when
changing the bandwidth by a factor of ten. At very low bandwidth the slope reduces
[39], but here the accuracy is not at a useful level any more.

According to the REB, a bandwidth of 100MHz is needed to obtain an accuracy in
the 10-cm region.However, a simplematched-filter (MF) estimator of the ToF (which
computes the cross-correlation with a known training sequence) cannot achieve this
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bound as also illustrated in the figure. The MF will produce many positively biased
outliers that cause a deviation from the theoretical bound.

Again, diversity can be exploited to improve the performance, assuming that
multiple measurements are obtained over independent channel branches. It has been
discussed in [39] that the number of independent branches multiplies—and hence
increases—the available SINR. That is, a lack of bandwidth can be compensated
to some extent by a diversity scheme. Note from Fig. 8 that also the simple MF
estimator performs now closer to the theoretical bound. Indeed a standard deviation
below 10cm can now be achieved at a bandwidth of 100 MHz.

It is concluded that a higher bandwidth in particular, but also diversity frommulti-
ple measurements improves the reliability of a ToF estimator. Another advantage of
the diversity approach lies in the availability that is improved by considering a larger
set of independent measurements. While a single UWB link may provide the same
accuracy, the risk of a severe outlier would be much higher, e.g., due to an obstruc-
tion of the LOS. The availability can be tackled with so-called multipath-assisted
methods [40]. The solution is to “turn the enemy into an ally”; the enemy is multipath
propagation that usually acts as a disturbance for ToF positioning.Multipath-assisted
methods make use of detectable MPCs and treat them as separate observations origi-
nating from virtual anchors (VAs) [40]. These VAs can be determined when, e.g., the
floor plan is known, moving towards the top right of the design space. Each surface
that causes a clear specular reflection (such as a wall) yields a mirror image of the
actual anchor which can be represented by the position of a VA. Hence, a single
anchor “creates” a multitude of virtual sources as long as the pulses are short enough
to be distinguishable. For longer pulses where less bandwidth is used, it was also
shown that directional antennas could be used at the anchor to additionally explore
the angle domain [41].

4 Hardware

This section elaborates on the hardware components that are an integral part of wire-
less IoT nodes. The section presents different transceiver structures that are used in
wireless nodes and, in particular, their respective radio frequency (RF) stages and
some of their most important components, i.e., filters and antennas that consider-
ably mitigate interfering signals and thus enhance the IoT nodes’ dependability. The
presented discussions focus on these hardware components to realize dependability
and in particular, on the components’ impact on key dependability attributes such
as availability, reliability, and timeliness. In Sect. 4.1, starting with an overview of
modern transceivers used today inwireless IoT nodes, different transceiver structures
and their specific RF stages are discussed based on the hardware design space, which
is shown in Fig. 9. This discussion leads to the conclusion that dependable wireless
nodes in IoT systems should ultimately rely on software-defined radio (SDR)-based
or rather cognitive radio (CR)-based transceivers that are able to sense the whole
frequency spectrum and adapt the wireless communication scheme in real time, thus
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Fig. 9 Hardware design space for the transceivers of wireless IoT nodes

providing a high reliability and availability. To realize such transceivers, their filters
and antennas also have to provide a continuous adaptability for the operation over
a specific frequency range. These aspects of filters and antennas are discussed in
Sects. 4.2 and 4.3, respectively, leading to the description of advanced filters and
antennas for wireless IoT nodes, which enable different degrees of dependability for
wireless IoT nodes.

4.1 Transceivers

The transceiver is a major component of wireless IoT nodes and thus, is a critical
component to ensure dependable wireless communication and localization in IoT
systems. Figure10 shows a block diagram of a basic modern transceiver, i.e., the
most commonly used transceiver configuration in wireless nodes nowadays [42].
The data of the node that is transmitted wirelessly to adjacent nodes in the network
is generated and modulated using a dedicated digital signal processing hardware.
The digital-to-analog converter (DAC) then converts the digitally modulated signal
to the analog domain. The signal is then up-converted to the respective operating RF
frequency of the wireless node by the RF transmitter and radiated by the antenna.
Typically, one common antenna is shared by the RF stages of the transceiver, i.e.,
the RF transmitter and the RF receiver; an RF switch is used to provide decoupling
between the transmitted and received signals. The received signal at the antenna of
the wireless node is down-converted to baseband by the RF receiver, converted to
the digital domain using an analog-to-digital converter (ADC), and demodulated and
processed using dedicated digital signal processing hardware. In the following, the
RF stages of the transceiver are discussed in detail, while the aspects of digital signal
processing are discussed in Sect. 3.
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RF transmitter and RF receiver. The RF transceiver stages of most wireless sys-
tems have a high degree of commonality, even though there are many variations in
practice [43]. Figure11a shows the detailed block diagram of the RF stages of a basic
modern transceiver typically used in IoT nodes. At the RF transmitter, the digitally
modulated baseband signal is filtered by a low pass filter (LPF) and shifted up in fre-
quency, i.e., the signal is up-converted to the desired RF operating frequency (e.g., to
2.45GHz, see Sect. 5.2), using a mixer and a local oscillator (LO). A bandpass filter
(BPF) allows the desired operating frequency to pass, while rejecting undesired fre-
quencies generated during the upconversion. Subsequently, a power amplifier (PA)
is used to provide the required transmitter output power, defined by wireless com-
munication standards and regulations. Finally, the antenna converts the modulated
carrier signal from the transmitter to a propagating electromagnetic wave to commu-
nicate wirelessly with an adjacent wireless node. The RF receiver retrieves the data
transmitted by the adjacent wireless node, essentially reversing the functions of the
RF transmitter components. The antenna receives electromagnetic waves radiated
from many wireless nodes over a relatively wide frequency range. An input BPF
provides some selectivity by filtering out received signals at undesired frequencies

RF transmitter

LPF Mixer BPF PA

LO

Mixer LNA BPFLPF
RF receiver

(a) RF stages of a basic modern transceiver

RF transmitter

RF receiver
LNA BPF

BPF PA

(b) RF stages of a SDR

Fig. 11 Block diagram of the RF stages of a basic modern transceiver and for the common imple-
mentation of the SDR concept as shown in [42]. See Fig. 10 for whole transceiver structure
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and passing signals within the desired RF frequency band. The BPF is followed by
a low-noise amplifier (LNA) that amplifies the possibly very weak received signal,
while minimizing the noise power that is added by the amplification. Also, by plac-
ing the BPF before the LNA, the possibility is reduced that the sensitive amplifier
will be overloaded by interfering signals of high power, generated, for example, by
colocated wireless nodes that would impair the reliability of the IoT system. Next,
the received RF signal is down-converted to the baseband by a mixer and the LO and
filtered by an LPF.

4.1.1 Transceiver Adaptability

In this section, different transceiver structures for IoT nodes are investigated with
respect to their adaptability, following the hardware design space introduced in
Fig. 9. In particular, the investigation highlights two key attributes with respect to
the dependability of wireless nodes, i.e., their availability and their reliability. In
the following, the transceiver adaptability is defined by the adaptability of the RF
operating frequency of the transceiver. The transceiver structure is static and pro-
vides no adaptability, if the transceiver operates at a fixed operating frequency or at
multiple fixed operating frequencies. The transceiver provides a discrete adaptabil-
ity, if the transceiver is able to switch between a fixed set of operating frequencies,
to support, for example, blind and adaptive channel hopping network protocols and
thus to enhance reliability. The transceiver provides a continuous adaptability, if the
transceiver is able to operate at any frequency within a certain range that supports,
for example, adaptive and predictive channel hopping protocols and high reliability
(see Sect. 5.3.5).

With respect to a static transceiver structure,RF transmitter and receiver structures,
as shown in Fig. 11a, are used that operate at a fixed operating frequency. Transceivers
providing a multi-frequency operation can be realized by the design of an array of
such RF transmitters and RF receivers, each operating on a specific frequency. Their
combinations allows to operate at multiple fixed operating frequencies [44], thus
providing no adaptability.

Transceivers for multi-frequency operation can also be designed using a single RF
transmitter and receiver with a swept LO2 [44], thus achieving a discrete adaptability.
The RF stages shown in Fig. 11a can provide such a discrete adaptability using a
swept LO. Using these RF stages with a swept LO, makes it necessary to design and
realize BPFs, a PA, an antenna, as well as an LNA that supports the operation at the
respective operating frequencies.

Continuous transceiver adaptability is provided by so-called SDRs. Currently, a
lot of research effort is devoted to realize SDRs [42, 44–52]. The concept of an SDR
has been first introduced by Mitola in 1995 [29], who proposed to create a radio
that is fully adaptable by software in terms of operating frequency, bandwidth, and

2The RF operating frequency of the transceiver is switched between a fixed set of frequency values
using a swept LO.
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communication standard. A block diagram of the RF stages for a common imple-
mentation of the SDR is shown in Fig. 11b. The baseband signals are generated and
up-converted by dedicated signal processing hardware, converted into analog wave-
forms by a DAC, filtered by a BPF, and amplified by a PA, before passing through
an RF switch to be radiated by the antenna. The signal received by the antenna is
routed to an LNA through the RF switch and a BPF and is then digitized by an ADC.
Down-conversion, demodulation, and decoding are accomplished by dedicated sig-
nal processing hardware. To realize an SDR, a high sampling rate DAC has to be
used at the transmitter side of the transceiver, as presented in [44]. At the receiver
side of the transceiver, a so-called bandpass sampling receiver [42] has to be used
exploiting a high sampling rate ADC.

Next to the high reliability given by the continuous adaptability of an SDR, another
benefit of SDRs in IoT nodes are the possible hardware cost savings [42]. Currently,
the drawback of SDRs in IoT nodes is their negative impact on the availability of the
wireless nodes due to the use of power-consuming components (e.g., high sampling
rate ADC) [42], considerably reducing the battery lifetime.

4.1.2 Transceiver Bandwidth

In general, the transceiver bandwidth is defined by the RF operating frequency band,
which can be NB,WB, or UWB (see Sect. 2.2). Following the hardware design space
in Fig. 9, this section presents two general transceiver concepts that provide a wide
or rather ultra-wide transceiver bandwidth and thus may pave the way to dependable
IoT systems, highlighting the IoT nodes’ availability and reliability.

One UWB transceiver concept relies on transceiver structures that perform fre-
quency sweeping. In comparison to the second concept presented below, a frequency
sweeping-based UWB transceiver is currently the preferred implementation due to
its more practicable architecture (i.e., balanced complexity of the RF transmitter
and receiver structures). The transceivers divide the spectrum into several frequency
bands, using, for example, a stepped-frequency continuous wave (SFCW) transmit-
ter [53]. A SFCW-based transceiver transmits a series of discrete tones in a step-wise
fashion to attain a large effective bandwidth. In frequency sweeping- based UWB
transceivers, so-called sweeping receivers are used [54], exploiting a swept LO and
thus a discrete transceiver adaptability. This kind of receiver uses electronically
reconfigurable RF components to receive a large bandwidth by continuously sensing
smaller portions of it [48, 53]. Examples of key reconfigurable RF components for
these receiver architectures are reconfigurable BPFs for dynamic signal-band selec-
tions and reconfigurable notch filters for interference mitigation [47] as presented in
Sect. 4.2. A major challenge within this type of receiver is the loss of phase informa-
tion due to the sweeping operation [54]. To preserve this information and reconstruct
the time-domain wideband waveform, an accurate calibration and special hardware
design is required that is rather expensive [54], being a major drawback with respect
to the low-cost requirements commonplace in the IoT.
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Another UWB transceiver concept relies on transceiver structures that per-
form time sampling, also known as impulse radios. Time sampling-based UWB
transceivers transmit a sequence of single, very short pulses at the whole bandwidth
instantaneously [53]. This kind of UWB transceiver features a simple transmitter
architecture with a low-power consumption. However, receiving the short duration
UWB signals presents a considerable challenge. In these kind of UWB transceivers,
sampling receivers are used, which capture instantaneously all the frequency com-
ponents of the waveform by taking samples over time [54]. Within such receivers,
the required high ADC sampling rate for signals occupying UWB frequencies often
rules this approach out due to their high power consumption. This issue can be par-
tially circumvented by means of properly conceived receiver architectures such as
mixed-mode wideband receiver architectures, which hybridize the analog and digital
domains [47] (e.g., the ED and AcR discussed in Sect. 3.1). The main advantage of
sampling receivers is that the whole spectrum of the incident waveform is sampled at
once [54]. Among many other things, this is important to acquire impulse response
measurements as discussed in Sect. 3.2.

4.1.3 SDR/CR-Based Transceivers

Ultimately, future transceiver developments for wireless IoT nodes will evolve
towards UWB transceivers that provide a continuous adaptability, realizing SDRs
or rather CRs. A CR combines all the features of an SDR and adds more intelligence
by sensing the radio environment and by tracking and adapting to changes in the
wireless IoT system in real time [44]. The concept of CRs has also been introduced
by Mitola [55], who states that SDRs provide an ideal platform for the realization
of CRs. This concept has driven many researchers to study CR approaches [45–49].
Following the vision of SDR/CR-based transceiver in IoT nodes, most of the compo-
nents of the RF transmitter and RF receiver stages will be shifted towards the digital
domain (cf. Fig. 11a, b). However, some important components of the transceiver
stages have to be still implemented in the analog domain as, for example, the BPFs,
the PA, the antenna, the LNA, aswell as theDACand theADCof the transceiver. This
means that a lot of effort has to be put into the design of these components in order
to provide highly reliable, highly available, and low-cost wireless IoT nodes. In the
following subsections, filter and antenna realizations are investigated in more detail,
which will be crucial to realize dependable wireless communication and localization
in the IoT.

4.2 RF and Microwave Filters for the Internet of Things

As presented in Sect. 4.1, wireless transceivers rely on microwave and RF filters for
different functions. Figure11 shows that both RF transmitters and receivers make
use of two types of filters: lowpass- (LPF) and bandpass filter (BPF). The reader is
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to characterize a filter response

reminded that LPFs are circuits that block high frequencies and pass low frequencies,
whilst BPFs let through only signals within a certain frequency band. Since the
latter has a stronger link to dependability, the present section will be focused on
BPFs, presenting their general aspects and potentials in the IoT domain. Challenges
regarding their synthesis, physical realization, performance and tunability will be
described in Sects. 4.2.1 and 4.2.2.

The main parameters used to describe the response of a BPF are:

• Passband (PB) which defines the range of frequencies transmitted (ideally without
attenuation), its width is expressed by the bandwidth (BW).

• Center frequency ( fc) defines the frequency at the middle of the passband.
• Insertion Loss (IL) describes the losses between the input and the output at fc.
It is the value of the transmission coefficient (represented by the black curve in
Fig. 12) at fc expressed in dB; values close to 0 dB are sought.

• Return Loss (RL) describes the portion of the signal that is reflected back by the
filter. It is the highest value of the reflection coefficient (represented by the gray
curve in Fig. 12) in the passband and it is expressed in dB; typical values are lower
than −10 dB.

• Fractional bandwidth (FBW) is defined as the ratio between the center frequency
( fc) and the width of the passband.

The reader can refer to Fig. 12 where the example of a filter response is reported
along with the parameters defined above.

A comprehensive review onmicrowave filter technology has been reported in [56,
57], whilst filter design concepts and practical aspects can be found in [58, 59].
The main building block of a bandpass filter is termed resonator. The number of
resonators employed determines the order of the filter (a filter with N resonators is
termed an N th-order filter). For instance, Fig. 13 shows the structure of a 6th-order
filter having six resonators coupled one to the other. A resonator is characterized
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Fig. 13 Block diagram of a 6th-order filter showing the building elements (resonators) and the
energy transfer between them (couplings Cij)

by its resonant frequency which ultimately determines fc of the filter. The unloaded
quality factor (Qu) of a resonator which describes how much energy is stored in the
resonator compared to the dissipated energy determines the performance of the filter.
For instance, in order for the filter to have a low IL, the resonators need to have a
high Qu . In the normal working condition of a filter, it is required that the energy is
transferred from one resonator to the adjacent one (simplest case). The entity of this
energy transfer, referred to as inter-resonator coupling,must be designed opportunely
since it determines the bandwidth (i.e., also the FBW) of the filter. From the theory
of coupled resonators, it is possible to demonstrate that the higher the coupling (also
termed inter-resonator coupling) the wider the FBW [60]. The Qu together with the
FBW determines the IL of the filter, as shown by the formula [61]:

I L = 10 log(e)
1

FBW

1

Qu

N∑

k=1

gk, (3)

where the coefficients gk depend on the approximation used to synthesize the filter
(Chebyschev, Butterworth, etc.,) and N is the order of the filter [62].

According to this formula, when the quality factor is fixed, wideband filters
achieve lower IL compared to narrowband filters. This means that in WB and UWB
filters, Qu is not a critical aspect. Vice versa, narrowband filters exhibit high IL when
the quality factor of the resonator is low.

Such considerations are independent of the technology employed to implement
the filter. However, the technology used to implement a bandpass filter does have
an influence on the quality factor of a resonator and the maximum bandwidth that
can be obtained. Indeed, while it is usually not a problem to achieve low coupling
coefficients between resonators (which results in narrowband filters) it is not always
possible to obtain strong couplings between resonators which would lead to a wide
and ultra-wide band filter response. This is the case for instance with dielectric-
based resonators, often employed in order to shrink the size of the filter. In such
resonators, where the electric field is strongly confined in the dielectric material
the coupling of energy with adjacent resonators are difficult to obtain and so are
strong couplings (wide and ultra-wide band filters cannot be obtained) [63]. This
effect becomes more and more evident as the dielectric constant of the material
increases. The considerations expressed so far are basic concepts valid for static
filters but hold true also for tunable (or reconfigurable) filters that are key elements
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for tunable transceivers and will be described in detail below. The discussion will
start with narrowband filters and continue with the description of wideband and
UWB bandpass filters, where the latter may have adaptive notches in their response.
A notch is a narrowband bandstop filter. The latter typology of filter aims to block
narrowband interferences at the front-end stage to increase reliability by preventing
the saturation of the LNA (the reader may refer to Fig. 11 where the building blocks
of RF receivers are shown).

4.2.1 Tunable Bandpass Filters

The tunability of a bandpass filter, for the most common cases, can be implemented
in terms of center frequency and/or bandwidth. Their function enables dependability
since the transmission of the signal is shifted to the most suitable frequency band
at the time of the transmission. This is useful for example, in case of interferences
from external sources which may cause the LNA to saturate. In other words, BPFs
enable the implementation of frequency diversity schemes (see Sect. 3.1.1). The tun-
ing elements employed for this purpose are usually switches and variable capacitors,
to mention two representative examples. When switches are employed, the result
is a filter response with a finite number of configurations, i.e., realizing discrete
reconfigurability, given the nature of switches of having only two possible states.

When variable capacitors are employed, instead, the result is a continuous varia-
tion of the filter response, i.e., a continuous reconfigurability is achieved.

Both switches and variable capacitors can be realized in different technologies,
e.g., they can be mechanical-, magnetic-, MEMS-, or semiconductor-based. The
technology determines the switching speed which has a direct impact on the timeli-
ness of the system. As an example, pin diodes provide very high switching speed and
reliability (since the technology is very well established) therefore they are usually
preferred. However, a trade-off between performance and power consumption must
be observed. Indeed, the high current required by pin diodes (order of fewmA)might
have a negative effect on the availability of a wireless node due to excessive power
consumption. MEMS represent a valid alternative, although researchers have been
working in the last decade toward more reliable solutions for this technology [64].

The highest possible frequency/bandwidth shift is termed tuning range. Tunable
filters that have a wide tuning range are very appealing since they can execute the
function of several filters with a single device which reduces the size of the system.
The main challenge in tunable filters is achieving a wide tuning range and preserving
high performance (a high quality factor value within the entire tuning range, which
ultimately results in maintaining IL and selectivity performance of the filter at an
acceptable level). As already introduced, resonators are the building blocks of BPFs.
By introducing a tuning element in a resonator that allows one to change its resonant
frequency, it is possible to control the center frequency of the filter implemented with
this resonator [65]. Similarly, if tuning elements are used to modify the coupling
between resonators, the bandwidth of the filter is tuned. Such techniques are valid
from NB up to UWB filters. However, for WB and UWB filters employed in IoT
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systems, another type of tunability finds application, namely tunable notch filters
which are presented in the next section.

4.2.2 Tunable Notch Filters

The last case of tunability presented in this section is that of WB and UWB filters
with a reconfigurable notch in their response, referred to as tunable notch filters.
UWB has emerged as a fast growing technology, however, a major impediment to the
employment of UWB systems is the issue of narrowband interference thatmight exist
in the same spectrum region. In UWB transceivers, this results in the saturation of
the LNA. For these reasons, UWB filters able to reject specific frequencies are being
developed [47]. Tunable notch filters contribute to achieve dependability as they
enable notches (also more than one at the same time) in order to mitigate interference
in a dynamic way. Depending on the way they are implemented, they can have a
discrete or a continuous reconfigurable behavior which means they employ switches
or variable capacitors, respectively [66, 67]. The attenuation of the interference
provided by a notch usually ranges from −15 to −20 dB whilst IL is usually not an
issue in such filters given their wide FBW (e.g., in [66] IL is better than−1.1dB). The
latter statement can be verified referring to Formula (3) where the FBWappears in the
denominator. Thanks to the fact that IL is not an issue, such filters can be implemented
in technologies that usually provide low Qu , for instance based on silicon processes
which is a good candidate for integrated UWB RF front-end modules [66]. This
represents a big benefit since, technologies that provide high Qu (e.g., waveguide
or cavities in general) are not suitable for IoT applications due to the unreasonable
dimension of their hardware (e.g., a standard waveguide for 2.4GHz signals has a
cross-section of 86× 43 mm).

4.3 Antennas

As presented in Sect. 4.1, antennas are indispensable devices that enable IoT nodes to
communicate with one another [68]. Antennas can be defined as a one port network
passive device enabling the transition of electromagnetic waves from a guided wave
to a free-space wave, or vice versa. Antennas have a strong impact on the depend-
ability of a wireless communication link because of their direct influence on two
main impairments, the multipath propagation and the interference from other radio
sources. Antennas that are able to dynamically reconfigure/adapt their behavior by
modifying one or more of their characteristics (frequency band, radiation properties,
polarization, etc.,) enable therefore a higher reliability and timeliness [69, 70]. The
directivity of an antenna can for instance, influence the fading distribution by sup-
pressing strong multipath components (see “antenna diversity” in Sect. 5.3) or block
interfering signals. Furthermore, increasing the antenna bandwidth contributes to
increase the nodes’ reliability by offering frequency diversity, see Section 3.1.1.
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This section is devoted to an overview of antenna aspects and potentials in wire-
less IoT systems. Following the hardware design space shown in Fig. 9, challenges
for increasing the antennas bandwidth are briefly highlighted in Sect. 4.3.1 while
the antenna adaptability is discussed in Sect. 4.3.2. The main parameters used to
characterize antennas are [71]:

• Antenna efficiency: is the ratio of the total power radiated by an antenna to the
power delivered to the antenna.

• Directivity: is a measure of how directional an antenna is compared to an isotropic
source (an isotropic antenna has zero directivity). The directivity characterizes the
radiation properties of the antenna.

• Radiation pattern: is a mathematical function or graphical representation of the
antenna radiation properties (gain, directivity, etc.,) as a function of space coordi-
nates.

• Bandwidth: is defined as the difference of two frequencies on either side of the
operating frequency ( f0) at which the antenna can radiate/receive energy.

• Polarization: is defined as the plane where the electric field oscillates while propa-
gating. An antenna is called to be linearly (i.e., vertically or horizontally) polarized
if its electric field is perpendicular or parallel to the Earth’s surface. Circular or
elliptical polarization occurs if an antenna electric field propagates in all planes
(vertical, horizontal, and in between planes).

In order to guarantee an efficient transmission/reception, all aforementioned char-
acteristics must be examined and suitably designed for an antenna to work properly.
For example, the impedance between the antenna and the transmission line should
be matched to obtain a maximum power transfer and thus radiation. It is usually said
that an antenna is matched at a return loss of more than 10 dB over its operating
frequency band, an example of an RL response can be seen in Fig. 12. Similarly,
polarization matching is required for efficient transmission/reception as a vertically
polarized antenna is not able to communicate with a horizontally polarized antenna.
A detailed review of antenna design concepts and practical aspects can be found
in [72–74].

4.3.1 Antenna Bandwidth: Towards Higher Bandwidth

Antennas can be classified in terms of bandwidth into narrowband, wideband, and
ultra-wideband antennas (see Sect. 2.2). The theory of narrowband antennas have
reached a certain level of maturity where many off-the-shelf products for IoT appli-
cations are already available. Wire and microstrip antennas are widely used in nar-
rowband IoT nodes as they can be easily designed to operate at a predefined center
frequency and bandwidth with low profile, cost, and ease of integration on printed
circuit board materials. Narrowband antennas are typically resonant devices operat-
ing at a single resonance frequency at a time with a certain bandwidth, quality factor
(see Sect. 4.2), and radiation efficiency. Chu and Harrington [75–77] investigated
the fundamental limitation of electrically small antennas for achieving a broader
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impedance bandwidth. It was found that to increase the antenna bandwidth, its qual-
ity factor has to be reduced, and thus the antenna radiation efficiency will degrade
as well. In addition, the reduction in the antenna size will lead to a rapid increase in
the antenna quality factor and thus limiting its bandwidth. It can be concluded that
the antenna quality factor, bandwidth, efficiency and size are related and a trade-
off between them is unavoidable to achieve an optimal design. Several techniques
have been proposed to increase the antenna bandwidth. For instance, thickening the
wire antennas and increasing the substrate thickness of microstrip antennas can lead
to improvements of the impedance bandwidth by a few percents. Another way to
obtain wideband antennas is by overlapping two or more resonant parts operating at
their own resonances or by introducing multiple resonances within the same struc-
ture such as U-slot microstrip antennas, parasitic microstrip antennas, and stacked
microstrip antennas [78]. UWB antennas can be designed by a combination of one
or more of the following techniques [79]: electrically small antennas, frequency-
independent antennas, multiple resonance antennas, traveling wave structures, and
self-complementary antennas.

The main design challenges in UWB antennas for IoT applications are to realize
a high radiation efficiency, linear phase, low dispersion, large bandwidth, compact
size, and compatibility with integrated circuits. While the radiation of high power
is allowed in narrowband applications, UWB transceivers’ transmission power is
below the noise floor level (in fact below −41.3dBm/MHz as shown in Sect. 5.2)
which requires antennas with high radiation efficiency, i.e., conductor and dielectric
losses have to be minimized, while maintaining good impedance bandwidth match-
ing. In general, UWB transceivers use impulse radio signals for communication (see
Sect. 3.1). The high reflection coefficient in ultra-wideband antennas can lead to a
nonlinear phase and thus to a high distortion in the transmitted signal. In comparison
to narrowband antennas where phase is considered constant, UWB antennas’ radi-
ation properties are frequency-dependent. The distortion might make it impossible
to recover the transmitted pulse at the receiver. This reduces the IoT nodes depend-
ability, as more computational processing power is required to recover the distorted
pulse.

A detailed review of UWB antennas, potentials, and challenges can be found
in [80–82]. An example of a UWB antenna with a continuously tunable and inde-
pendent notch filters integrated on the same structure suitable for IoT applications
can be found in [83]. In [84], a planar UWB antenna with an improved radiation
performance versus frequency suitable for IoT applications is presented.

4.3.2 Antenna Adaptability/Reconfigurability

In general, a reconfigurable antenna can be realized by an antenna or an array of
antennas and is capable of adapting its behavior by modifying one or more of its
parameters (operating frequency, bandwidth, and radiation properties) in real time via
electrical, mechanical, or other means. This section focuses on the reconfigurability
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of the antennas’ radiation properties (directionality), which contributes to spatial
diversity utilization (see Sects. 3.1.1 and 5.3.6).

Reconfigurability of antenna radiationproperties considers steering themainbeam
of directional antennas towards the desired direction of communications and, in the
most advanced cases, nulls in the direction of unwanted signals. This is equivalent to
spatial filtering to reduce interference and thus the IoT node reliability is improved.
However, the use of reconfigurable antennas can degrade availability and timeliness
when large numbers of switches, phase shifters and/or complex signal processing
are used. The reduced battery lifetime might impair the availability of the sensor
node drastically, as reconfigurable antennas’ energy consumption depends on their
complexity. Also, the IoT nodes timeliness might degrade drastically because of the
delays caused by complex signal processing and/or mechanical antenna rotation. The
main challenges in designing reconfigurable directional antennas lies in the system
complexity (expertise is needed in different areas such as in antenna design, feed-
ing networks, signal processing, complex measurement, and steering/beam-forming
algorithms), cost, size, and power consumption.

As indicated in Fig. 15, several realizations of reconfigurable directional anten-
nas (depending on their level of adaptability) are existing. The classical approach
is switchable antennas, which are switching between antennas with fixed radiation
patterns. To focus the power in another direction, the antenna has to be eithermechan-
ically rotated or a different antenna element has to be electronically switched on or
off. Figure14 shows an example of an electronically switchable directional antenna
system for UWB-based IoT applications. It consists of four directional UWB anten-
nas and an RF switching network controllable via two GPIO ports.

The disadvantage of switchable directional antennas is the limited degrees of
freedom and typically also a higher form factor. An alternative is smart antennas,
consisting of an array of several antenna elements and additional signal processing
capabilities, which results in more degrees of freedom, like directional and adaptive
beamforming. This advantage typically comes at the cost of high computational
power for the adaptive excitation of the antenna elements (which is typically done
in a microcontroller or digital signal processor), as well as a bigger size of the
antenna system. In the simplest implementation of a smart antenna, the phase shifts
of each antenna element to achieve a certain beam are preprogrammed in thememory
of the processing unit (switched smart antenna). In a more adaptable system, the
beam can be formed dynamically depending on the current interference sources and
environment (adaptive smart antenna). In the most adaptable and cognitive cases,
several adaptive smart antennas are necessary to exploit multipath components and
achieve highest diversity gain (MIMO), as described in Sect. 3.1.1.

Additional challenges arise when ultra-wideband antennas are employed as
radiating elements to form an array. As mentioned in the previous section, ultra-
wideband antennas are frequency-dependent devices. Thus, the design of frequency-
independent feedingnetworks is required to guarantee the IoTnodes’ availability. The
design of phase shifters and beam-forming algorithms becomes more challenging
with increasing bandwidth. A detailed review on reconfigurable directional antennas
can be found in [86–88].
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Fig. 14 Switchable antenna system for UWB-based IoT applications [85]

For more details about using switchable and smart antennas in wireless IoT net-
works and their positive impact on the dependability of IoT systems please refer to
Sect. 5.3.6.

5 Networking

The previous sections described the wireless propagation channel and its character-
istics focusing on a pair of communicating devices (i.e., considering only a single
transmitter/receiver and the necessary hardware implementation). In most wireless
systems and IoT applications, however, a large number of devices is forming a net-
work in which nodes can broadcast information to several nodes, or in which pairs
of nodes concurrently communicate with each other at the same time. This section,
hence, investigates how multiple devices sharing the same medium can communi-
cate in a dependable fashion. Section5.1 first reviews the tasks of the medium access
control layer in the context of IoT systems, and discusses its impact on key depend-
ability attributes such as timeliness, availability, and reliability. Thereafter, Sect. 5.2
gives an overview of the wireless communication technologies used to build IoT
applications to date, and highlights how the community has, so far, mostly focused
on lower bandwidth. Finally, Sect. 5.3 introduces the design space in the networking
domain, and shows that there is still plenty of room to improve the dependability of
IoT systems by increasing the bandwidth and adaptability.
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5.1 Impact of Medium Access Control on Dependability

Wireless communications are inherently broadcast. Therefore, the wireless channel
has to be effectively shared between devices to ensure a dependable data transfer.
Towards this goal, themedium access control (MAC) sub-layer of the data link layer3

plays a key role, as it controls the access of the devices to the shared medium and is
hence responsible for avoiding collisions and interference between multiple nodes.
Furthermore, as IoT devices are typically resource-constrained and operating on bat-
tery, the MAC layer has often also the responsibility to minimize the time in which
the radio transceiver of a device is listening for incoming packets in order to increase
the availability of the system. The remainder of this subsection briefly reviews the
role of the MAC layer with respect to the three dependability attributes introduced
in Sect. 1: availability, timeliness, and reliability.

Availability. The majority of IoT applications employs battery-powered devices
embedding a radio transceiver. The latter is a power-hungry component (typically, by
far the most power-consuming component in a wireless sensor node) and it is impor-
tant tominimize its active time toguarantee energy-efficient operations. Traditionally,
this task is fulfilled by duty-cyclingMAC protocols, that efficiently control the time
in which a radio transceiver is turned on and off and increase the energy efficiency of
the system and hence its availability. A large group of researchers has worked inten-
sively on the design of energy-efficient duty-cycling MAC protocols since the early
2000s [5, 89, 90]. Influential examples are Sensor-MAC (S-MAC) [91], Timeout-
MAC (T-MAC) [92], and X-MAC [93].

Timeliness. Periodically turning off the radio to save energy may increase avail-
ability, but may at the same time also have a strong impact on the ability of an IoT
system to meet timeliness requirements. As an example, in vehicular communica-
tions, it is essential that information about the road conditions are received in a timely
manner from a central server. Similarly, in a smart parking application, the end user
may demand updates about the current parking situation from a smartphone in real
time. This requires resource-constrained wireless sensors deployed in the streets to
be reactive to such requests and hence to poll for incoming packets quite often (i.e.,
to frequently turn on the radio). This poses a sort of catch-22 dilemma between
low latency and high availability when meeting the application requirements—a
very well-known problem that the research community is still trying to properly
address [94]. For applications that clearly privilege only one of the two requirements
(e.g., high availability over low latencies), quite a number of solutions have been
proposed, such as Dozer [95] and BailighPulse [96].

Reliability. The MAC protocol also plays a crucial role in providing a high delivery
rate and in satisfying minimum reliability requirements imposed by the application.
In particular, the medium access control layer is often responsible for recovering

3Second layer in the OSI reference model.
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from transmission errors and avoiding collisions caused by interference. Sources
of interference can be internal to the network of interest or external [97]. External
interference is traditionally caused by colocated wireless devices or appliances that
radiate electromagnetic energy in the frequency bands used by the network of interest.
Internal interference, instead, is caused by concurrent transmissions of other wireless
devices operating in the same network. An overview of the solutions investigated by
the community to mitigate external interference can be found in [97]. To solve the
internal interference problem between devices operating in the same network, MAC
protocols can either adopt a contention-based or a schedule-based approach.

Schedule-based MAC protocols assign the medium exclusively to a specific set
of wireless devices. Frequency-division multiple access (FDMA) protocols [98, 99]
subdivide the available bandwidth into smaller bands and assign each device to
one of these frequency bands to communicate. Although this approach minimizes
interference and maximizes the bandwidth available for communications, it may not
scale to dense networks. Time-divisionmultiple access (TDMA)protocols [100, 101]
employ the same frequency band for all transmissions, but split the time domain into
several time-slots. A time schedule indicates which device(s) may transmit frames
during a certain time slot: the larger the frame size and the number of wireless
devices, the higher are the delays before a node can get access to the medium.
Protocols based on code- division multiple access (CDMA) use the same frequency
and time-slot throughout the network, but employ simultaneous transmission by
means of orthogonal codes. Typically, multiple access schemes can also be combined
into hybrid approaches: the time-slotted channel hopping protocol (TSCH) is an
exemplary protocol using a combination of FDMA and TDMA [102].

In contention-based approaches, instead, the medium is shared by multiple
devices simultaneously. The simplest example of contention-based protocols is the
so-called “pure” or unslotted ALOHA [103], which allows each device to transmit
packets as soon as data is available. However, as the transmission time can be cho-
sen arbitrarily, it is likely to generate collisions when several transmitters want to
communicate simultaneously. In a slotted ALOHA system, instead, the transmission
is just allowed in specific time-slots. Each transmitter can pick one of these slots,
i.e., it synchronizes with the beginning of a time-slot, and a collision can only occur
if multiple devices are sending during the same time-slot. This reduces the prob-
ability of collisions and doubles the maximum achievable throughput of unslotted
ALOHA [6]. ALOHA, however, is particularly inefficient in crowded channels. To
reduce the number of collisions, carrier-sense multiple access (CSMA)-based proto-
cols have hence been introduced [104]. CSMA is based on clear channel assessment
(CCA), which senses the wireless channel to check if there is an ongoing transmis-
sion. If this is the case, the transmitter backs off and postpones its transmission. If
instead, the channel is not occupied, the packet can be transmitted immediately. A
clear advantage of CSMA is that it does not require a close coordination among
nodes (such as time synchronization), which is typically the case for TDMA-based
protocols. One of the biggest drawbacks of CSMA protocols, however, is the “hid-
den node” problem [105] that occurs when a node A is visible from another node
B, but not from other nodes communicating to B. A countermeasure to overcome
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this problem is to carry out a handshake with special request-to-send/clear-to-send
(RTS/CTS) messages, as introduced by MACA [106]. By sending an RTS message,
the transmitter signals that it has a packet to be sent and includes the duration T of the
planned transmission. If the receiver is ready to receive the message, it answers with
a CTS message and all nodes receiving this message postpone their transmissions to
avoid generating collisions.

5.2 Impact of Bandwidth on Dependability

Today, most of the deployed wireless sensor networks (WSNs) and IoT applications
are based on the IEEE 802.15.4 standard [107], which defines the physical (PHY) and
mediumaccess control layers for low-cost, low-power, and low-ratewireless personal
area networks (WPANs). The last revision of the standard defines 19 different PHYs,
most of which use globally reserved industrial, scientific, and medical (ISM) radio
bands. Among those bands, the most popular and used ones are:

• 868–868.6 MHz (Europe), one available channel
• 902–928 MHz (America), 10 available channels, channel spacing: 2 MHz
• 2400–2483.5 MHz (Worldwide), 16 available channels, channel spacing: 5MHz

IEEE 802.15.4 is not the only wireless technology employing these frequencies.
In recent years, quite a number of standards, addressing IoT systems, have been
specified, such as Bluetooth Low Energy (BLE),4 LoRa, SIGFOX, Z-Wave, andWi-
Fi HaLow, just to name a few. Each of these technologies has different strengths
and fields of application. BLE, for example, has the advantage of being ubiquitous
nowadays, as most commercial tablets, smartphones, and laptops support it. LoRa,
SIGFOX, and Wi-Fi HaLow offer long-range communication over several kilome-
ters. However, all these technologies share a common limitation: they are inherently
narrowband communication technologies. This causes these systems to be highly
susceptible to multipath fading (see Sect. 2.1) and cross-technology interference,
which reduces throughput and leads to an increased amount of network traffic due
to retransmissions [97, 108, 109].

A promising alternative to tackle these limitations is the shift towards higher
bandwidth. The high bandwidth (allowing short pulses) results in beneficial prop-
erties such as a high immunity to multipath fading, a very good time-domain reso-
lution allowing for precise localization and tracking, as well as possible high data
rates. The IEEE 802.15.4 working group recognized this potential and published in
2007 the IEEE 802.15.4a amendment. The latter specifies additional PHYs to add
a ranging capability with an accuracy of one meter or higher, an extended com-
munication range, as well as improved robustness and mobility support as com-
pared to the IEEE 802.15.4-2003 standard [110]. One of the added PHY layers

4BLE is marketed as Bluetooth Smart and was originally introduced as Wibree by Nokia. It is
merged by the Bluetooth special interest group (SIG) into the Bluetooth Core Specification v4.0.
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is the impulse radio ultra-wideband (IR-UWB) technology. As briefly introduced
in Sect. 2.2, UWB-based devices spread the signal power over a wide bandwidth
(≥ 500 MHz) yielding extremely low-power spectral density and, as a consequence,
reduce interference to other systems. In February 2002, the Federal Communications
Commission (FCC) allocated the 3.1–10.6 GHz frequency band for unlicensed use
with amaximumequivalent isotropically radiated power (EIRP) of−41.3dBm/MHz,
which is also the limit for unintentional radiators (e.g., TVs andmonitors). Gradually,
also other countries—with slight differences to the FCC spectrum mask—defined
their own UWB regulations [111].

In the wireless sensor networks and IoT research communities, UWB communi-
cation systems have drawn significant interest in the past, but without making the
breakthrough andwithout finding theway into off-the-shelf consumer products [112].
For this reason, as shown in the next subsection, most work on dependable network-
ing has been focusing on narrowband technologies only. However, thismay change in
the coming years, especially after the publication of IEEE 802.15.4a standard and the
commercialization of the first low-cost IEEE 802.15.4-compliant UWB transceiver,
the DecaWave DW1000 [113]. These two key factors, together with the outstanding
localization performance of UWB technology [114, 115] (which was also proven in
harsh environments such as mines [116]) aroused the enthusiasm for UWB technol-
ogy and its potential for dependable IoT applications.

5.3 Impact of Networking Design Space on Dependability

Thedesign space of the networking section holds, as before,adaptability on the x-axis
and bandwidth on the y-axis as shown in Fig. 15. The x-axis is subdivided into static,
switchable, adaptive/reactive, cognitive/predictive, whereas the y-axis is subdivided
into narrowband and ultra-wideband. The presented design space covers state-of-
the-art technologies in the networking domain while presenting their impact on the
dependability of a wireless system. In particular, each of the techniques shown in
Fig. 15 is treated separately and analyzed in relation to bandwidth and adaptability, as
well as exemplary MAC protocols are discussed. Finally, it is highlighted that there
is significant room for future work in the region of higher bandwidth and higher
adaptability (indicated by the red rectangle) and it is argued that future research
should address this area.

5.3.1 Static Channel Assignment

When designing a wireless system, it has to be defined which frequency bands and
wireless channels should be used for communication. In the simplest case, a static
channel is assigned during the deployment phase and is not to be changed through-
out the lifetime of a network. The selection of the channel may take communica-
tion range or surrounding interference into account. As indicated in Fig. 15, static
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Fig. 15 Networking design space. State-of-the-art techniques used in the networking domain

channel assignment in a wireless system is used by all technologies regardless of
their bandwidth. Still, the external interference in the narrowband case and the usage
of preamble codes in ultra-wideband motivate a few important remarks.

Narrowband. Especially in the crowded 2.4 GHz ISM band, several technologies
and devices are coexisting in the same frequency range [108]. In the likely case
of concurrent wireless transmissions in the surroundings (e.g., caused by a Wi-Fi
access point or a Bluetooth-enabled smartphone), the quality of the statically defined
channel may decrease significantly and, as a result, the link could become highly
unreliable [97]. The only degree of freedom to increase the reliability within this
approach is the selection of a channel with minimal overlap to other technologies.
For example, several WSN applications employ IEEE 802.15.4 channel 26 to escape
at least the interference of surrounding Wi-Fi devices operating in the 2.4 GHz ISM
band [117, 118].

Ultra-wideband. UWB-based applications typically use a static channel. Neverthe-
less, as specified by the IEEE 802.15.4 UWB standard, several networks can coexist
on the same channel using different preamble codes. The preamble code is sent before
the physical header and data field of the IEEE 802.15.4 packets for synchronization
and channel estimation. The low cross-correlation between several preamble codes
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allows simultaneously operating networks. In the case of a decentralized multiple
access technique, a smart way to assign preamble codes to the devices and networks
is required. The following three code assignment approaches can be found in the
literature [119, 120]:

1. Common code: the simplest principle is that just one code is used for all trans-
missions. If several nodes are transmitting simultaneously, collisions may occur.

2. Receiver-based code: each user has a unique receiving code. Therefore, the
receiver has to monitor only its receiving code. Collisions are possible when
several users try to transmit data to the same receiver.

3. Transmitter-based code: each user is assigned to a unique sending code. Colli-
sions between different transmitters do not appear anymore, but it is necessary
that the receiver knows with which code to listen.

Practical implementations often use a hybrid approach, such as common-transmitter
(C-T) or receiver-transmitter (R-T) codes.These are then combinedwith theRTS/CTS
mechanism to form the so-called MACA/C-T or MACA/R-T protocols [121]. In
MACA/C-T, RTS/CTSmessages are transmitted via the common code approach and
the data via the unique sending code (transmitter-based). In MACA/R-T, a unique
receiving and sending code is assigned to each node. RTS is sent with the destina-
tion’s receiving code, whereas CTS and data are transmitted with the appropriate
sending code.

5.3.2 Redundancy

Regardless of the employed bandwidth, a classical approach used to increase the
dependability of a communication link is to mitigate the impact of errors in the
data transmission by means of redundancy. The simplest example is to repeat the
whole information multiple times (see time diversity concept in Sect. 3.1.1): this is
for example, done by default in the IEEE 802.15.1 standard (Bluetooth), and also
proposed in IEEE 802.15.4 (in the context of packet headers) to mitigate the impact
of surrounding external Wi-Fi access points [122] . A more efficient approach is
forward error correction (FEC), in which additional information is added to the
original packet and is then used to detect or even correct possible errors. If the
latter are corrected directly at the receiver, no packet retransmissions are necessary.
However, embedding redundant information in a packet results in a larger overhead
in terms of a longer transmission time, as well as additional time for encoding and
decoding of the error-correcting code. Therefore, FEC is used when retransmission
is costly or even impossible, i.e., in unidirectional or multicast communications.

Another way to introduce redundancy is the so-called backward error correction
(BEC). In BEC, the additional message types acknowledgement (ACK) or negative
acknowledgement (NACK) are used to inform the transmitter whether a packet is
successfully received or lost, respectively. Depending on the implementation, the
transmitter has to decide whether a packet should be retransmitted.



Dependable Wireless Communication and Localization in the Internet of Things 245

Basic FEC techniques are clearly static approaches, which is indicated in Fig. 15.
Whereas, BEC techniques include some adaptive elements, since the amount of sent
ACKs is depending on the quality of the link and the reception rate. Furthermore,
several BEC algorithms are, for example, adaptively determining the timeout before
re-transmitting a packet [123]. In the bandwidth domain of the design space, the
redundancy block covers thewhole axis,which indicates that the usage of redundancy
techniques is in theory not influenced by the bandwidth.

5.3.3 Multiple Radios

As indicated in Sect. 4.1, a cost- and space-intensive solution is to increase the number
of transceivers embedded on a wireless device to improve the dependability of a net-
work. In this regard, it has to be differentiated between having transceivers using the
same radio technology (as an example,Draves et al. [124] use two 802.11 transceivers
per node, where the individual radios are tuned to different, non-interfering channels)
and having independent radio technologies (as an example, the BTnode from ETH
Zurich [125] is equipped with a Bluetooth radio and a low-power sub-GHz ISM band
radio that can be operated simultaneously or independently powered off).

Although the introduction of Bluetooth Low Energy may have diminished the
need for a low-power technology in addition to Bluetooth, the concept of dual-
or multi-radio is widely used in the research community. As also indicated in the
design space in Fig. 15, so far, this technique was mainly used in narrowband appli-
cations. However, because of its outstanding ranging performance, UWB radios are
increasingly used as a localization technology, mainly in combination with an addi-
tional narrowband communication module (see Sect. 5.3.7). Individually switching
between different radio models requires a certain level of adaptability. For this rea-
son, this technique is placed in the cross-section between static and switchable in the
design space.

5.3.4 Transmission Power and Rate Control

The control of transmission power and data rate is a useful tool tomanage the interfer-
ence level and network reliability. Transmission power control is a well-known tech-
nique in narrowband applications. Lin et al. [126] have presentedATPC, a lightweight
algorithm to adapt the transmission power and minimize internal interference in a
wireless sensor network. Similarly, Shen et al. [119] and Cuomo et al. [127] have
also shown the importance of transmission power control for higher bandwidth. The
technique, therefore, covers the whole y-axis of the design space depicted in Fig. 15.

It is important to highlight that transmission power control has also an impact
on network availability, as it often allows to decrease the transmit power levels of
the devices in the network to the minimum amount necessary to reach the intended
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receiver(s). Additionally, in IEEE 802.15.4-compatible UWB transceivers, physical
layer parameters such as pulse repetition frequency (PRF) or preamble length can be
changed, depending on the application and environment [128].

5.3.5 Channel Hopping

Instead of transmitting on the same highly congested frequency band, a device can
hopacross different channels.Channel hopping reduces fadingbymeansof frequency
diversity [129]. This assumes that the channels are spaced apart by more than the
coherence bandwidth to reduce the probability of a simultaneous deep fade at both
channels (see Sect. 2.1 for further details). Depending on their level of adaptability,
one can differentiate between blind, adaptive, and predictive hopping [97].

Channel hopping is essentially exploiting frequency diversity, and implies that a
higher bandwidth w.r.t. the static channel approach is used, which is also mapped in
Fig. 15 accordingly. It is important to highlight that accurate time synchronization in
the network is traditionally necessary in order to allow all nodes to hop in unison.
Blind channel hopping. In blind hopping, the wireless nodes follow a pseudo-
random sequence to hop continuously between the available channels, and there is
no prior knowledge of the link quality of the channels necessary. If not all channels are
highly congested, the average interference level should be significantly decreased.
However, if most of the channels are crowded, blind channel hopping is ineffec-
tive. Since the IEEE 802.15.4e amendment was released in 2012 [102], also the
IEEE 802.15.4 standard explicitly supports channel hopping. The employed proto-
col is called TSCH, and supports time-slotted access together with channel hopping.
Other standards that make use of continuous hopping are WirelessHART [130] and
ANT+ [131].
Adaptive channel hopping. To avoid hopping back to congested channels, a device
can store and remember the number of the congested channel and hop accordingly
in the next hopping cycle. This technique is also called blacklisting. An adaptive
version of TSCH was presented by Du et al. [132]. Since version 1.2 (2003), also
Bluetooth supports adaptive hopping by avoiding the use of crowded frequencies,
called adaptive frequency hopping (AFH). The challenge is to identify whether a
channel is sufficiently “good” or not. This requires an efficient and well-performing
CCA, which is difficult to achieve for impulse radio ultra-wideband (see Sect. 5.3.7).
A drawback of adaptive channel hopping is the necessity for sharing the list of black-
listed channels throughout the network.

Predictive channel hopping. Before blacklisting channels and adapting the hop-
ping sequence to the interference in the surroundings, the wireless device has to first
estimate the quality of available channels. This may require to periodically send or
(attempt to) receive one or more sample packets for each frequency band. However,
sampling interfered channels may cause significant packet loss or trigger a number
of retransmissions that may significantly degrade performance. For this reasons, the
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most desirable concept is to predict the deterioration of channel conditions before-
hand. This is typically referred to as predictive or proactive channel hopping [97]. A
fundamental role in this regard is played by channel quality estimation metrics that
can detect an early degradation of the channel [133, 134], as well as by an efficient
link quality ranking algorithm [135] and interference classification schemes [136,
137]. Although a number of predictive protocols have been proposed for wireless
sensor networks operating in the 2.4GHz band [138, 139], the main disadvantage of
these approaches is that they heavily rely on high-rate and accurate energy detection,
which is very costly in terms of energy consumption.

5.3.6 Antenna Diversity in the Networking Domain

The key idea behind antenna diversity is that the received signals of different anten-
nas are uncorrelated, which is either achieved by spacing the antenna elements suffi-
ciently far away from each other (see Sect. 3.1.1), or by making use of reconfigurable
directional antennas (see Sect. 4.3.2).

The majority of wireless networks in use nowadays are still using omnidirec-
tional antennas, i.e., the radio signal is transmitted in each direction equally (in
the idealized case of isotropic radiation) and no other network user is allowed to
transmit to avoid collisions, which results in a low spatial reuse and a reduced net-
work capacity. For this reason, several research groups are investigating directional
antennas. Advantages such as reduced contention and increased throughput [140],
reduced interference [141], minimal packet error rate, as well as improved energy
efficiency [142] were already shown for narrowband applications.

All the aforementioned work is using the classical approach of switchable anten-
nas, which is the least adaptable version of directional antennas, as shown in Fig. 15.
Antenna systems with a higher level of adaptability, such as smart antennas, and
their design challenges are presented in Sect. 4.3.2. But the usage of switchable and
smart antennas, despite their enormous potential, not just complicates the design
of the physical layer in terms of size and computational complexity, but even more
the design of the upper layers, e.g., the MAC layer [143]. Most MAC protocols are
indeed using CCA to detect if a channel is free and packets can be transmitted. Also,
the receiver has to sense the channel and, in the case of an incoming message, has
to wake up the CPU. However, the receiver does typically not know the direction of
an incoming message, which is why it either activates all antennas (and hence loses
the advantage of directionality), or it activates the beams one after each other (which
comes at the price of a higher power consumption and latency). This implies that the
antenna beam has to be focused in the appropriate direction before the transmission
and reception of packets in order to reach the highest quality of the communication
link and escape interference. This task is even more challenging in dynamic and
highly mobile networks with frequent node movements [144].

While setting up a network, users have no knowledge of when and in which
direction they have to point their beam. Therefore, when using directional antennas
a proper localization of each node is crucial. In this regard, several concepts are
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presented in Sect. 3.2 and joint communication and localization is covered in more
detail in the next subsection. Besides self-localization, wireless devices also need
information about the position of the neighboring nodes in the network (neighbor
discovery). Using directional antennas at the receiver and transmitter increases the
complexity of this operation [143].

5.3.7 Ultra-Wideband MAC Protocols and Joint Localization
and Communication

Several survey papers on existing MAC protocols for narrowband communication
technologies have been published in the last decade [89, 90]. However, only limited
work has been published about the influence of higher bandwidth on the design of
low-power and reliable MAC protocols. As shown by Radunovic et al. [145], simply
reusing MAC protocols that have been originally designed for narrowband systems
might not be a good idea. Nevertheless, UWB MAC protocols can benefit from
existing narrowband solutions, although the unique characteristics of ultra-wideband
have to be properly addressed.

Because of their success in narrowbandMAC protocols, it is a logical step to con-
sider CSMA-based protocols also for ultra-wideband technologies. For this purpose,
however, achieving accurate clear channel assessment is necessary (see Sect. 5.1).
Typical narrowband receivers perform this by means of energy detection of car-
rier waveforms, so the channel is considered as clear as soon as the received sig-
nal strength is below a predefined threshold. Realizing this impulse radio UWB
transceiver system is a challenging task, as the extremely low power density of a
UWB spectrum causes an energy level that is typically below the noise floor. Hence,
a conventional energy detection method based on a threshold does not work for
UWB systems [146]. Consequently, a CSMA-based protocol without the ability to
sense the channel results in a simple ALOHA-based protocol. As an alternative CCA
procedure for UWB systems, the received preambles that are sent in IEEE 802.15.4
packets for synchronization and channel estimation can be used as an indicator for
an ongoing transmission [111]. Such a preamble-detection-based CCA technique is
presented by Qi et al. in [146]. Preamble symbols are inserted also in the header
and payload parts of the IEEE 802.15.4 packet. This technique was adopted by the
IEEE 802.15.4a standard.

Joint localization and communication. In many applications for the IoT, knowing
the exact position of wireless nodes and their neighbors is a key aspect. Several
measurements and sensor data collected from deployed wireless devices, indeed,
just make sense if they include temporal and spatial information. However, RF-
based narrowband localization technology cannot provide enough accuracy for most
IoT applications. That is why current implementations use a radio technology for
communication (e.g., BLE,Wi-Fi, and IEEE 802.15.4) and a different, more precise,
technology for localization (e.g., ultrasound or light), which unfavorably affects the
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form factor and costs of the devices. For example, Lazik et al. [147] use a combination
of BLE and ultrasound to achieve decimeter-accurate localization.

Ultra-wideband technology can possibly provide a solution for both communi-
cation and localization purposes [148] to enable location-aware networking with a
single wireless technology. Because of its physical properties, UWB technology has
the ability to provide centimeter accuracy for ranging between nodes, and therefore,
outclasses all of its narrowband competitors (see Sect. 3.2.2). The compatibility to the
IEEE 802.15.4 standard makes it suitable for communication purposes. Still, UWB
transceiver manufacturers typically motivate developers to use their chip either for
communication or ranging, one at a time. But Alcock et al. [149] have already shown
that also synchronous communication and positioning is possible using specialized
ranging packets. They havemodified the contention-based low-powerMAC protocol
FrameComm to make also use of distance measurements. This has the advantage that
ranging does not consume additional energy and does not degrade the throughput,
because existing messages are used for calculating the distance. Additionally to the
communicating nodes, other devices in the network overhear the communication
and can react with a ranging acknowledgement. In this way, ranging information to
more than one node can be collected. Another location-aware UWB MAC protocol
is presented in [150]: the proposed protocol (PMAC) is TDMA-based, distributed,
and supports a dynamic network topology.

6 Conclusions and Future Work

The design space presented in the previous sections has shown the gradual shift of
the research community towards highly configurable solutions targeting the vision
of fully cognitive systems. This shift allows to design IoT systems that can satisfy
the stringent requirements imposed by safety-critical applications on a large scale.
Furthermore, the community also started to increase the bandwidth and exploit the
resulting high time resolution for improved ranging and localization applications.
Although the employment of ultra-wideband and highly configurable systems is
challenging in terms of hardware requirements (as shown in Sect. 4), the research in
the networking domain should expand to this area.

Indeed, despite the enormous amount of techniques and technologies that have
been proposed so far, still significant work remains to develop energy-efficient fully
cognitive radios and protocols. Especially in the networking domain, as shown in
Fig. 15, there is still significant room for futurework in the region of higher bandwidth
and higher configurability, which would push the dependability of IoT communica-
tion even further. Towards this goal, the author’s research is aiming at employing
location-resolved models of the environment together with adaptive ultra-wideband
radio front-ends (i.e., tunable filters and antennas) to support low-power operation
and to increase reliability on a large scale [2]. By mapping the problem to a model-
predictive control system that includes the adaptable radio front-ends, physical-layer
signal processing for environment modeling and localization, and communication
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protocols for distributed control of the radio transceivers, one can gain control over
and satisfy the required dependability attributes. The low-cost and low-power UWB
transceiver DecaWave DW1000 [113] enables the use of UWB technology in IoT
deployments. In [151] this device was analyzed in terms of localization performance
in comparison to a high fidelity measurement system. As an initial step, the authors
proposed the application of a switchable UWB antenna system to enhance IoT com-
munication and localization [85] and showed its potential for multipath-resolved
positioning [41]. Future work will focus on extending the capabilities of this RF
front-end using antenna arrays to decrease the degrees of freedom and provide a
higher form factor. Furthermore, the antennas will be combined with tunable filters.

As shown in Sect. 4, in the hardware domain, the efforts are leading towards
SDR/CR-based transceivers for IoT nodes [67, 152]. These nodes will then operate
by dynamically sensing the frequency spectrum, finding the available bands in a
target spectral range, and then transmitting immediately without introducing harm-
ful interference to other nodes. Consequently, this allows efficient energy use of
RF devices, which results in a high availability by maximizing the lifetime of IoT
nodes [46].

This book chapter illustrated the complexity of providing dependable communi-
cation and localization for future IoT applications and emphasized the need for close
cooperation between different domains, like signal processing, microwave engineer-
ing, and networking. Furthermore, aiming towards highly configurable and cognitive
techniques, as well as higher bandwidth, was motivated by highlighting that current
and past research shows a substantial gap in that area.
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User Incentivization in Mobile
Crowdsensing Systems

Constantinos Marios Angelopoulos, Sotiris Nikoletseas, Theofanis P. Raptis
and José Rolim

Abstract In this chapter, we present basic design issues of mobile crowdsensing
systems (MCS) and investigate some characteristic challenges. We define the basic
components of anMCS (the task, the server and the crowd), investigate the functions
describing/governing their interactions and identify three qualitatively different types
of tasks. For a given type of task, and a finite budget, the server makes offers to the
agents of the crowd based on some incentive policy. On the other hand, each agent
that receives an offer decides whether it will undertake the task or not, based on the
inferred cost (computed via aCost function) and some join policy. In their policies, the
crowd and the server take into account several aspects, such as the number and quality
of participating agents, the progress of execution of the task and possible network
effects, present in real-life systems. We evaluate the impact and the performance
of selected characteristic policies, for both the crowd and the server, in terms of
task execution, budget efficiency and workload balance of the crowd. Experimental
findings demonstrate key performance features of the various policies and indicate
that some policies are more effective in enabling the server to efficiently manage its
budget while providing satisfactory incentives to the crowd and effectively executing
the system tasks. Interestingly, incentive policies that take into account the current
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crowd participation achieve a better trade-off between task completion and budget
expense.

1 Introduction

During the past years, high adoption rates of truly portable smart devices, such as
smartphones and otherwearable devices (e.g. smartwatches [1] and glasses [2]), have
shaped a new technological reality [3]. Nowadays we are capable of freely moving
around carrying in our pockets technological artefacts with significant computational
and communication resources, while exchanging large volumes of data among us.
This ubiquitous presence of smart devices, that have the capability of being always
connected from everywhere, offers an unprecedented ability of augmenting tradi-
tional computer networks and systems with crowdsourced resources; i.e. with smart
devices provided by the public. In this context, recently a new paradigm has emerged
for distributed sensing systems and applications.

Mobile crowdsensing systems (MCS) instead of relying on special-purpose dis-
tributed systems, like Wireless Sensor Networks, they exploit the embedded sensory
capabilities of modern smartphones (and of other similar devices) in order to col-
laboratively perform data collection [4]. Collecting data in a distributed manner
from a set of autonomous devices available in an area of interest is not a novel
idea. In fact, several aspects of such systems, like efficiency, robustness, scalability,
and network lifetime, have been extensively studied during the past years. Even the
notion of unpredictable and highly diverse mobility in such systems is not novel.
However, the envisioned mobile crowdsensing systems demonstrate several charac-
teristic attributes that clearly distinguish them from well-studied sensing systems,
like Wireless Sensor Networks.

First, eachnodeof aMCS (a smartphone, a tablet or other devices) has significantly
more computational capabilities than a corresponding node of a traditional sensing
system such as a sensor mote. Second, typical sensor motes only support one type of
wireless interface (e.g. IEEE 802.15.4), thus requiring a gateway to act as a liaison
between the network and the rest of the world. On the contrary, modern smartphones
(and several tablets) are equipped with three or more, qualitatively different types
of wireless communication interfaces. Last but not least, a major difference between
traditional sensing systems and the envisioned MCS is the human factor. In MCS,
each sensing point is controlled by a person that has to consent in order for its
device to participate in the system. This need for consent adds a high degree of
unpredictability and unreliability and raises the need to design incentive mechanisms
in order to engage the owners of the devices,while taking into account their individual
preferences and behaviour.

Furthermore, significant challenges are posed with respect to the ownership of
several smart devices. In fact, smart devices and gadgets such as smartphones and
smart wearables raise significant challenges in terms of trust, security and privacy
for their owners. This is a factor that can potentially hinder successful, long-term
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engagement of the crowd, alongwith concerns regarding use of device resources (e.g.
battery drainage or data usage charges). Finally, challenges are raised with respect
to data ownership and the role of commercial parties such as hardware providers
(Apple, Samsung, etc.), service providers (e.g. Google, Apple, etc.) and third-party
application developers. Such issues are dealt with not only on a technical but also
on a regulatory and legislative level. For instance, via data protection laws, such as
Directive 95/46/EC of the European Parliament and of the Council of 24 October
1995 on the protection of individuals with regard to the processing of personal data
and on the free movement of such data. Such initiatives clearly define the operation
framework of platforms that collect, store andmanage data and safeguard the interests
of the general public by establishing concepts such as the ‘Right to be Forgotten’. In
this book chapter, we focus on the design aspects of MCS from a Computer Science
perspective.

In this chapter, we present some key design issues of a mobile crowdsensing
systemand identify itsmain characterizing challenges, coming fromour recent line of
work (presented in [3–8]). We particularly focus on the line of research implemented
in [5, 6], and we review the basic components of an MCS—the task, the server and
the crowd—and investigate the functions that describe/govern their interactions.

In particular, motivated by real-life applications [7, 8], we first review and provide
examples of three qualitatively different types of tasks; (a) those whose added utility
is proportional to the size of the task, (b) those whose added utility is proportional
to the progress of the task and (c) those whose added utility is reversely proportional
to the progress of the task. Then, we define the crowd as a set of autonomous agents
each of which follows its own join policy and is characterized by its own attributes,
such as a quality indicator and a personal threshold, based on which the incentives
provided are evaluated. The server abstracts a stakeholder that wishes to utilize the
augmented sensory capabilities provided by the crowd in order to perform a task. A
finite budget B is at the disposal of the server for providing incentives to the crowd.
The budget abstracts either monetary incentives, access to premium services (such
as more Internet bandwidth) or any other kind of incentive. The budget needs to be
managed efficiently in order to yield as much payoff from the crowd as possible and
the server does so via a utility function and an incentive policy.

With respect to the identified types of tasks, we evaluate and identify the most
suitable incentive policy the server should follow. Our performance evaluation is
conducted via selectedmetrics, such as the percentage of task completion, the overall
spent budget and the corresponding trade-off between the two, the workload balance
of the network and the achieved cumulative quality of the performed task.

2 Related Work

During the past few years, smartphones and other truly portable devices (such as
tablets, smart watches [1] and smart glasses [2]) have evolved into sophisticated
multi-sensory computing platforms. In [9], an overview is provided of the current
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state of applications that are based onMCS systems. Themain challenges recognized
refer to resource limitations, such as available energy, bandwidth and computational
power, privacy issues that may arise due to correlation of sensor data with individuals
and the lack of a unifying architecture that would optimize the cross-application
usage of sensors on a particular device or even on a set of correlated devices (e.g.
if they are located in the same geographical area). In [10], the authors recognize
the opportunity of fusing information from populations of privately held sensors
as well as the corresponding limitations due to privacy issues. In this context, they
describe the principles of community-based sensing and they propose corresponding
methods that take into consideration the uncertain availability of the sensors, the
context-sensitive value of sensor information and sensor owners’ preferences about
privacy and resource usage. The authors present efficient and well-characterized
approximations of optimal sensing policies in the context of a road traffic monitoring
application.

In more recent works, in [11] the authors use the notion of Participatory Sensing
(PS) to describe such systems. They consider the problem of efficient data acquisition
methods for multiple PS applications while taking into consideration issues such as
resource constraints, user privacy, data reliability and uncontrolled mobility. They
evaluate heuristic algorithms that seek to maximize the total social welfare via sim-
ulations that are based on mobility datasets consisted of both real-life and artificial
data traces. In [12], the authors propose a utility-driven smartphone middleware for
executing community-driven sensing tasks. The proposed middleware framework
considers preferences of the user and resources available on the phone to tune the
sensing strategy thus enabling the execution of tasks in an opportunistic and passive
manner.

In [13] the sensing capabilities of smart devices are classified into three distinct
categories; inertial sensors (such as accelerometers and gyroscopes), positioning and
proximity sensors (like GPS and information correlated to wireless access points)
and ambient environment sensors (e.g. cameras, microphones, magnetometers, etc.).
Data coming from such sensors can be used in order to extract several types of
features regarding physical activities, social interactions and the environment. The
feature extraction is achieved by employing a variety of techniques including among
others discriminative models, decision trees, fuzzy logic and Bayesian classifiers.

By taking advantage of these capabilities, several proof-of-concept applications
have been developed in a variety of topics including transportation, health, envi-
ronmental monitoring and other. For instance, VTrack [14], developed in MIT, is a
system for travel time estimation using smartphone sensor data. By utilizingmethods
like the hidden-Markov model and sparse data interpolation to process the sensory
data, the system is able to provide accurate location estimates and corresponding
delays for delay-aware routing algorithms. In [15], a crowdsourced approach of
detecting and localizing events in outdoor environments is presented. Each smart-
phone user simply has to point his device towards the direction of an event in order for
the application to collect and report sensory data including accelerometer, compass,
GPS and time. By combining data from multiple users, the application is capable
of successfully localizing events taking place nearby. What is of great interest is the
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fact that although each individual measurement may be inaccurate, the final preci-
sion of the application is proportional to the number of total measurements; in other
words, there appears a network effect. In [16], the authors present a scalable Internet
system, designed for continuous video collection from crowdsourced devices such
as smartphones and Google Glasses [2]. By decentralizing the collection infrastruc-
ture using virtual machines, the system achieves scalability while also providing
a privacy-preserving mechanism that automatically removes sensitive information
from the videos. In [17], the authors present a crowdedness detection scheme for
mobile crowdsensing applications; i.e. a duty cycle adaptation scheme that provides
an estimation of how dense the neighbourhood of a smartphone is. Finally, [18] refers
to more crowdsensing applications while also providing a survey on mobile phone
sensing.

Few programming frameworks have also been introduced in an effort to facilitate
the design and development of crowdsensing applications. In [19] theMEDUSApro-
gramming framework is introduced that is specifically designed to address the partic-
ular requirements of crowdsensing applications. By providing high-level abstractions
of commonly used subtasks the description of a crowdsourcing task is reduced by
two orders of magnitude, while at the same time a distributed runtime system coor-
dinates the task execution between several smartphones and a cluster on the cloud. A
second development framework is PRISM [20], that adopts a pushmodel that enables
timely and scalable application deployment while ensuring a good degree of privacy.
It manages to do so by enabling the application developers to package their appli-
cations as executable binaries that are then automatically deployed to smartphones
based on some specified predicates.

The role of socialmedia has also been studied as a crowdsourcingplatform. In [21],
the authors investigate the advantages and disadvantages of crowdsourcing applica-
tions applied to disaster relief coordination. It also discusses several challenges that
must be addressed to make crowdsourcing a useful tool that can effectively facilitate
the relief progress in coordination, accuracy and security. A similar work on [22]
studies the effect of employing social media and other crowd-driven platforms on
the World Wide Web. Although also referring to crowdsourcing, these works do not
relate to the specific paradigm of MCS. Albeit a crowdsourcing paradigm, MCS
provision data collection via mobile and portable devices; therefore, an MCS system
is affected by and takes advantage of the geographical distribution of people and the
corresponding spatiotemporal dynamics. Also, most commonly, MCS provision the
collection of ambient data, usually related to the physical surroundings of people via
corresponding sensors. On the contrary, the aforementioned works examine the role
of social media as enablers in information exchange or crowd collaboration.

Apart from specific applications and application development frameworks, sig-
nificant effort has been made to define models for the crowdsensing paradigm. In
[23], the authors consider two system models; namely the platform-centric and the
user-centric models. By using game-theoretic analysis for the first and auction the-
ory for the latter, corresponding incentive mechanisms are designed for each model.
Although the provided incentive mechanisms are well designed (e.g. for the user-
centricmodel themechanisms are efficient, rational, profitable and truthful), however,
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they are based on the assumption that the agents and the server have full information
regarding the task allocation procedure (e.g. what is the total task to be executed, what
is the total available budget, etc.). Also, in [24], the authors study incentive mecha-
nisms for a mobile crowdsensing scheduling problem, where a mobile crowdsensing
application owner announces a set of sensing tasks, then human users (carrying
mobile devices) compete for the tasks based on their respective sensing costs and
available time periods, and finally the owner schedules as well as pays the users to
maximize its own sensing revenue under a certain budget. In contrast to the above
works, we study online scenarios for crowdsensing systems; i.e. the server does not
have complete knowledge on the system and in some cases, the policies followed
by both the server and the agents are adjusted to the way the task allocation and
execution evolve over time.

In [25], the authors investigate the problem of task pricing and scheduling on
crowdsourcing markets. Trying to maximize the likelihood of a proposed task to
be accepted for execution by the crowd, a survival analysis model is employed to
provide an algorithm for determining the optimal reward for a crowdsourced task.
Again, here the server is assumed to have access to full market information. Finally in
[26], twomechanisms for validating the tasks performed in crowdsourcing platforms
are studied in terms of cost and accuracy. The first mechanism decides whether the
reported results are truthful based on a majority decision while the second one relies
on a control group to perform the validation.

Table 1 Notation used

The crowd C
Ai An individual agent of the crowd

N Size of the crowd (total number of agents)

N (t) Percentage of the crowd participated in task execution until time t

qAi Quality indicator of agent Ai

mAi Number of times Ai has already contributed in task execution

thresi Threshold of Ai regarding the evaluation of offers

cAi Inferred cost to agent Ai for executing a task segment

The server S
B Initially available budget

B(t) Residual budget at time t

uk Expected utility gained by S from task execution

Ik Incentive provided by S for executing task segment Tk
The task T
T Task of size λ

Tk Task segment of size λk

K Total number of task segments

λ(t) Total size of task segments completed by time t
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In contrast to the above works, we here study some key issues of a mobile crowd-
sensing system and identify its main characterizing challenges. We define the basic
components of an MCS—the task, the server and the crowd—and investigate the
functions that describe/govern their interactions. Our focus is not on developing a
prototype system, rather than (with respect to the identified types of tasks), on eval-
uating and identifying the most suitable incentive policy the server should follow.
We provide a well-designed theoretical model and several tasks, utilities, incentive
and joint policies. We note, however, that it is difficult to use this model as generic
framework so as to serve all possible MCS applications (Table 1).

3 The Model

We view crowdsensing as the practice of utilizing the embedded sensory capabilities
of smart devices provided by a community in order to perform a task.

Definition 1 ([5, 6])Wedefine amobile crowdsensing system as adistributed system
consisting of:

1. the crowd; i.e. a set of devices inside an area of interest that are equipped with
embedded sensory capabilities and are carried by people.

2. the server; i.e. a stakeholder that seeks to utilize the augmented computational,
communication and sensory capabilities of the crowd in order to perform a task.

3. a set of functions governing the interactions among the crowd and the server (i.e.
incentive mechanisms, join policies, etc.).

In the following, we refer to amobile crowdsensing system comprising of a crowd
C and a server S. C consists of agents that abstract people carrying smart portable
devices (one device per agent), while S abstracts a stakeholder that seeks to exploit
the sensory capabilities offered by the crowd in order to perform a task T . The
process of executing T takes place in rounds. At the beginning of each round, the
server publishes offers to the crowd consisting of task segments of T along with
corresponding incentives. The agents evaluate the offers and either accept to execute
the task segment being offered and receive the corresponding incentive or they reject
the offer. If at the end of the round there are any task segments left unexecuted, the
same process is repeated until either all task segments are executed or the entire
budget available to S has been spent.

3.1 The Task

We define by T the task of total size λ that server S seeks to execute by exploiting
the sensory capabilities of the crowd C. Depending on the context, the size λ of T
may refer either to processing effort (e.g. in FLOPs) or to the time interval (e.g. in
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seconds) needed by the crowd in order to perform T (for example consider a target
tracking application or an application monitoring an environmental attribute for a
given amount of time).

Whether S has one or several tasks to be performed, without loss of generality we
can assume that the server is able to break a given task T into several task segments
Tk : k = {1, 2, ..., K } such that T = ⋃

k={1,2,...,K } Tk and λ ≤ ∑
k λk . This implies

that the task segments could be overlapping over time. However, in this chapter, we
consider the special case where T λ is partitioned into equally sized, non-overlapping
task segments. Finally, by λ(t) we denote the cumulative size of task segments that
have been executed by time t .

The server S tries to make the most out of the MCS, in terms of task execution,
by efficiently managing the available budget B. In fact, S will provide incentives to
the agents by first evaluating the expected payoff gained by the execution of a task
segment and second by offering a corresponding fraction of the budget to the agents.

Comment. At this point, wewould like to note that, as stated before, the individual
threshold thresi based on which each agent Ai evaluates the offers made is unknown
to the server. Also, in this chapter, we do not investigate any strategies that the
server could employ in order to infer thresi for each agent. Therefore, thresholds
are unknown and unpredictable to the server and as such are considered random.
Furthermore, we also consider that each task T is broken down to K equally sized
and non-overlapping task segments. Therefore, we consider the server to allocate
task segments and make the corresponding offers to the crowd by selecting agents
uniformly at random.
The task utility. Depending on the type of the task T , the server may have a different
assessment of the expected payoff provided by the execution of a task segment. For
instance, in one scenario it may suffice to receive live-streaming video regarding an
event from only one agent; in this case, the expected utility from each consequent task
segment gained from a second participating agent would be much less if not zero. On
the other hand, in a localization scenario the more agents participate, the higher the
accuracy of the tracking; here, the expected utility is proportional to the number of
participating agents. In general, we consider that the expected utility of S received
by the execution of task segment Tk is of the form uk = f (λ, λk, qAi ). Following,
we identify three different qualities of utility functions and provide corresponding
indicative task examples.

1. Utility proportional to the task completion ([5, 6]):

uk = λk

λ
(1)

i.e. the expected utility gained forS is proportional to the size of the task segment
to be executed. As an example consider an environmental monitoring application
(e.g. monitoring background noise), where λk corresponds to the amount of time
the crowd will be providing noise measurements. The longer the time interval
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(corresponding to more task segments), the more information the server will
collect.

2. Utility proportional to the progress of the task ([5, 6]):

uk = (λ(t) + λk)
δ

λ
(2)

where 0 < δ < 1, i.e. the expected utility gained for S is increasing over the
overall task progress. As an example consider a video rendering application in
which if one task segment is not executed, then the entire taskT fails. In that case,
as the spent budget on already executed task segments is increasing, the expected
utility for the remaining task segments is also increasing. For instance, consider
the case where the very last task segment fails to be executed; then the server
will have spent almost the entire budget while the entire taskwill also have failed.

3. Utility reversely proportional to the progress of the task ([5, 6]):

uk = λk

λ(t) + d
(3)

where d positive constant and λ(t) the percentage of task completion by time t ,
i.e. the expected utility for S decreases over the progress of the execution of the
overall task T . In other words, as more and more task segments are executed, the
expected utility from the remaining task segments is less. As an example consider
a target tracking application; initially, as the first agents join the application the
tracking accuracy is significantly improved, thus the expected utility is high.
However, once the number of agents has reached a point that provides the desired
tracking accuracy, the utility gained from any additional participating agents
decreases since their participation does not provide additional information.

3.2 The Server

We define as server S a stakeholder that seeks to exploit the sensory and computa-
tional capabilities provided by the MCS in order to perform a task T . A task could
be, for example to monitor the background noise level for a given period of time or to
remotely overlook an event by collecting live-streaming video. The server also has
at its disposal a finite budget B that can freely manage in order to provide incentives
to the agents of the crowd in order to participate in the execution of task T . The
nature of B can either be monetary or it may come in the form of a service, such as
increased internet bandwidth allocation. We denote by B(t) the residual budget of
the server at time t .
The incentive policy of the server. There are several strategies based on which the
serverS canmanage the available budgetB. In general, we consider that the incentive
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provided by S is of the form Ik = f (uk, N (t),B(t)). Following we identify four
indicative incentive policies.

1. Proportional incentive policy ([5, 6]):

Ik = ukB(t) (4)

Following this policy, the incentive allocated by S to each task segment is pro-
portional to the expected utility and the current residual budget.

2. Participation-aware incentive policy ([5, 6]):

Ik = 1

c(N (t) + 1)
ukB(t) (5)

where c a positive constant. Following this policy, S initially provides high
incentives in order to stimulate the crowd and achieve a minimum percentage
of participating agents. Then S becomes more conservative, trying not to attract
new agents but to sustain the already participating ones.

3. Quality-aware incentive policy ([5, 6]):

IAi ,k = uk
qAi

qmax
B(t) (6)

where qmax is the maximum quality that can be provided by a single agent of the
crowd. Following this incentive policy, the incentive allocated by S to each task
segment is proportional to the execution quality of the agent. This policy aims
at attracting high-quality agents by offering higher amounts of incentive.

4. Thrifty incentive policy ([5, 6]):

Ik = uk

(B(t)

B
)ε

B(t) (7)

where ε a positive constant. This incentive policy, although not using additional
crowd-based information (like qAi or N (t)), aims at a more restrained budget
expenditure, by reinforcing the fraction of the residual and initial budget in the
incentive computation. This means that the more the budget is spent throughout
time, the less the quantity B(t)

B becomes, a fact that results in a sharp drop of the
eventual budget offered. It is designed for applications where the server utility
acquisition requires high budget expenses.
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3.3 The Crowd

We define as crowd C the set of devices Ai : i ∈ {1, 2, ..., N } carried by agents
inside an area of interest. The devices are characterized by some embedded sensory
capabilities (e.g. accelerometers, gyroscopes, microphones, cameras, etc.) and are
available to potentially undertake the execution of a task (or task segment) assigned
by the serverS. The evaluation of the received offers is performedby each agent based
on a characterizing threshold thresi , which is unknown to the rest of the agents and
S. Each agent Ai is also characterized by a task execution quality indicator qAi , which
depending on the context of the crowdsensing applicationmay refer to computational
power (e.g. FLOPs per second) or other application-specific attributes (e.g. camera
resolution, quality of sound, etc.). Also, each agent is able to keep track of the number
of times he has contributed to the execution of a task by maintaining a counter mAi .
Finally, we denote by N (t) ∈ [0, 1] the percentage of agents that have participated
in the execution of a task at time t ; i.e. number of participating agents over the total
number of agents.

Once an agent Ai belonging to the crowd C has received an offer from the server
S (i.e. a task segment to be executed with a corresponding incentive) first evaluates
the cost that the task execution will infer (this cost may reflect energy dissipation,
resource allocation over time, etc.) and then will make a decision on whether will it
undertake the task segment or not.
The cost function of the agents. The execution of a task segment Tk by agent Ai ,
infers to the agent a cost computed by the agent’s cost function. For a given Tk ,
we consider the cost function to be of the form cAi = f (λk); i.e. we consider the
inferred to the agent cost to be proportional to the size of the allocated task segment.
We identify the following cost function for the agents:

cAi = αiλ
βi
k (8)

where αi , βi are constants depending on each individual agent.
The join policy of the agents. Depending on the cost inferred by task Tk and the
incentive Ik offered, the agent decides whether she will accept or decline the offer
based on its join policy; i.e. a Boolean function PAi (cAi , Ik,mAi ). Each agent is also
individually characterized by a threshold thresi that is an independent variable and
constitutes ameasure based onwhich each agent evaluates the offers provided. thresi
captures how willing the agent is to participate in the execution of the task and it has
a varying impact according to the join policy of the agent. For instance, thresi has
a decreasing impact when network effect phenomena are present and an increasing
impact when the agent takes into account its past contributions in the task execution.
We below identify three join policies of indicative qualities:

1. Simple join policy ([5, 6]):

PAi ,k =
{
1 if Ik

CAi
≥ thresi

0 otherwise
(9)
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Agents following this policy simply compare the ratio between the incentive
being offered over the expected inferred cost to their own threshold thresi . If
the ratio is higher than the threshold of the agent, then the agent accepts the offer,
otherwise the offer is rejected.

2. Join policy with network effect ([5, 6]):

PAi ,k =
{
1 if Ik

CAi
≥ thresi

ηN (t)

0 otherwise
(10)

where η is a constant. This policy captures network effect phenomena present
in real-life systems according to which the more popular an application is the
more willing people are to participate in it; e.g. social applications. In particular,
additionally to the thresi , the agent also takes into account the percentage of
participating agents N (t) when evaluating an offer.

3. Join policy with memory ([5, 6]):

PAi ,k =
{
1 if Ik

CAi
≥ thresi · mγ

Ai

0 otherwise
(11)

where γ is a constant. This policy captures the growing unwillingness of agents
that are frequently chosen by S. This unwillingness is due to the intense usage or
high dissipation rate of their resources. In particular, each agent also takes into
account the number of times mAi it has already participated in the application
when evaluating an offer.

4 Performance Evaluation

4.1 Experimental Setup and Metrics

The experiments were conducted in Matlab R2013b with the following setup. We
consider a crowd instance of N = 100 agents which are divided into three types
according to their threshold values. There are the willing agents which have very low
threshold value, the unwilling agents which have a very high threshold value and the
agents in betweenwhose threshold value ismoderatewith 200 < thresi < 6000. The
agents also have varying agent qualities, with 0 < qAi < 10. We consider K = 1000
equal-sized, non-overlapping task segments and the initial budget is set to B = 1000
units.We set the constants values to η = 100 and γ = 2. In order to achieve statistical
smoothness, we applied several times the deployment of nodes in the network and
repeated each experiment 100 times. The statistical analysis of the findings (the
median, lower and upper quartiles and outliers of the samples) demonstrate very
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high concentration around the mean, so in the following figures, we only depict
average values. Our evaluation is focused on the following performance metrics:

Percentage of task T completion over time. In particular, we will evaluate the
utility functions and incentive policies of the server in terms of task completion over
several types of crowd (where by the term “type” we refer to the join policy the
agents follow). In other words, given the budget B, we evaluate the expected number
of executed task segments achieved by each configuration.

Percentage of residual budget B(t) over time. With this metric, we will evaluate
the utility functions and incentive policies of the server in terms of the expected
spending rate of the budget achieved over several types of crowd.

Expenditure efficiency (task completion over budget spent).With this metric, we
wish to investigate the trade-off between budget spent and task segment execution
rate. In other words, we wish to measure the efficiency of each utility function and
incentive policy.

Workload balance of the crowd. With this metric, we wish to investigate how
are task segments distributed over the agents. Although the task segment allocation is
performed uniformly at random by the server, however different policies may favour
different agents. For instance, consider a policy according to which the server offers
very small incentives; in this case, only the very willing agents would accept the
offers made and therefore the task execution would be imbalanced.

Task quality achieved. In particular, we will investigate the expected task quality
achieved by the server; that is the accumulated quality of the executed task segments∑

qAi λi .

4.2 Incentive Policies’ Performance

The performance of the four incentive policies under various utility functions, in
terms of task completion and residual budget over time as well as expenditure effi-
ciency, is depicted in Figs. 1, 2 and 3 respectively for the simple join policy, in Figs. 4,
5 and 6 for the join policy with network effect and in Figs. 7, 8 and 9 for the join
policy with memory. For the simple join policy, as shown in Fig. 1a, all incentive
policies persuade the agents to gradually complete the task segments, with almost
the same rate. However, it is clear (Fig. 1b) that, for the participation-aware incentive
policy, this is achieved with much lower budget overhead. This fact also becomes
clear, after a closer look in Fig. 1c. By examinating the corresponding Figs. 4 and 7,
we end up in the same conclusions for the join policies with network effect and with
memory.

The behaviour of the incentive policies under the decreasing utility function is
shown in Figs. 2, 5 and 8 for each join policy. In this case, the task execution over time
is following almost the exact same pattern for all incentive policies. However, the rate
of the budget expenditure is even more sharp for the proportional incentive policy,
than the case of the proportional utility function.Also, the budget is expended at a very
fast rate at the beginning of the task assignment process, in contrast to the proportional
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Fig. 1 Task and budget over
time. Proportional utility
function. Simple join policy
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(a) Task percentage completed.
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(b) Residual budget percentage.
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(c) Expenditure efficiency.
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Fig. 2 Task and budget over
time. Decreasing utility
function. Simple join policy
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(a) Task percentage completed.
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(b) Residual budget percentage.
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Fig. 3 Task and budget over
time. Increasing utility
function. Simple join policy
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(a) Task percentage completed.
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(b) Residual budget percentage.
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Fig. 4 Task and budget over
time. Proportional utility
function. Join policy with
network effect

0 5 10 15 20 25 30 35 40 45 50
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Time

Ta
sk

 p
er

ce
nt

ag
e 

co
m

pl
et

ed

Proportional
Participation−aware
Quality−aware
Thrifty

(a) Task percentage completed.
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(b) Residual budget percentage.
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Fig. 5 Task and budget over
time. Decreasing utility
function. Join policy with
network effect
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(a) Task percentage completed.
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(b) Residual budget percentage.
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Fig. 6 Task and budget over
time. Increasing utility
function. Join policy with
network effect
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(a) Task percentage completed.
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(b) Residual budget percentage.
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Fig. 7 Task and budget over
time. Proportional utility
function. Join policy with
memory
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(a) Task percentage completed.
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(b) Residual budget percentage.
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Fig. 8 Task and budget over
time. Decreasing utility
function. Join policy with
memory
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(a) Task percentage completed.
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Fig. 9 Task and budget over
time. Increasing utility
function. Join policy with
memory
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utility function case. This is explained by the nature of the decreasing utility function,
where once the number of agents has reached a point that provides the desired
accuracy, the utility gained from any additional participating agents decreases, since
their participation does not provide additional information. This fact results in a sharp
decrease of the offered amount of incentive.

Regarding the increasing utility function, it is clear that all incentive policies out-
perform the proportional one, in terms of task completion over time, budget remain-
ing over time and expenditure efficiency (Figs. 3, 6 and 9). Some notable differences
from the previous configurations are the task completion rate of the proportional
incentive policy, which in this case halts due to expenditure inefficiency, and the
budget expenditure of the participation-aware incentive policy which is more sharp.
In this case, the thrifty incentive policy, which succeeds in budgetmanagement, while
completing a high percentage of task segments, achieves a high overall expenditure
efficiency, compared to other incentive policies.

Overall, the participation-aware incentive policy, which takes into account the
current crowd participation, achieves a very good trade-off between task completion
and budget expense via a network effect introduced.

Comment. The join policymodelling is validatedby the simulations, ifweobserve
carefully the three different Figures’ sets that correspond to each join policy (Figs.
1, 2, 3, 4, 5, 6, 7, 8 and 9). When the agents are joining the experiment by taking into
account the network effect, the task completion rate is higher than the simple join
case, since the more the agents which join, the more the overall joining eagerness
becomes. On the contrary, when the agents are using memory, the task completion
rate decreases, because of their growing unwillingness to frequently participate in
the experiment.

4.3 Workload Balance and Overall Task Quality

The cumulative task quality for incentive policies and utility functions combinations
is shown in Table2. The best task quality for each combination is marked as bold.
In general, the quality-aware incentive policy achieves the best overall task quality.
This fact is explained by its incentive distribution strategy, and more specifically
by the proportional to the agent’s quality incentive allocation. The lowest quality is
achieved by the combination of the proportional incentive policy with the increasing
utility function. Note that when the agents follow the join policy with memory, the
overall quality achieved is lower compared to the two other join cases. This can be
explained by Figs. 7a, 8a and 9a, from which we conclude that in this case the task
completion rate is lower.

The average crowdworkload and its standard deviation for the simple join function
and the join function with memory are shown in Figs. 10a, b, respectively. Each point
represents a combination of an incentive policy and a utility function. The perfectly
balanced workload is marked with a straight line with zero deviation on K/N = 10
task segments per agent. Numbers 1–3 stand for the corresponding utility functions
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Table 2 Quality achieved

Utility Incentive

Proportional Participation-
aware

Quality-aware Thrifty

Simple join policy

Proportional 6,279 6,099 6,937 6,167

Decreasing 6,078 6,111 6,896 5,898

Increasing 2,923 6,273 6,602 6,155

Join policy with network effect

Proportional 5,801 5,631 6,510 5,649

Decreasing 5,622 5,633 6,464 5,465

Increasing 2,699 5,775 6,081 5,693

Join policy with memory

Proportional 4.004 3.384 4.051 3.707

Decreasing 3.754 3.636 4.109 3.349

Increasing 2.785 4.470 4.341 3.842

(proportional, decreasing, increasing). When the crowd applies a simple join policy,
the average workload among the agents is more balanced in almost all cases (except
the case of proportional incentive and proportional utility). On the other hand, when
the crowd applies a join policy with memory, the average workload is less balanced,
with each agent being unwilling to overtake proposed tasks after a number of times
having participated. This fact can also be observed in Figs. 7a, 8b and 9a, in which
the behaviour of the crowd is more visible.

4.4 Utility Function and Incentive Policy Impact

The impact of the three utility functions, in terms of task completion and resid-
ual budget over time as well as expenditure efficiency, varies when using different
incentive policies. Regarding the proportional incentive policy, the proportional and
the decreasing utility functions are the most progressive in terms of task completion
(Figs. 1a and 2a) whereas the increasing utility function is the least efficient (Fig. 3a).
In contrary, for the participation-aware incentive policy, the application of an increas-
ing utility function outperforms other utility functions application in terms of task
completion over time. In spite of this efficiency, in this case, the participation-aware
policy is not as cost efficient as the thrifty incentive policy.

Different types of tasks necessitate different approaches in terms of incentive
policy applied. For the tasks corresponding to the proportional utility function, in
which the gains of the server are proportional to the interval of the task completed,
we observe that the best-applied incentive policy is the proportional one (Figs. 1a,
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Fig. 10 Workload balance of the crowd
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4a and 7). As an example, consider an environmental monitoring application (e.g.
monitoring background noise), where λk corresponds to the amount of time an agent
is providing noise measurements. The longer the time interval (corresponding to
more task segments), the more information the server will collect. For this reason,
when the proportional incentive policy is applied, a steady time measurement task
segment completion is maintained.

On the contrary, the proportional incentive policy is not suitable for tasks corre-
sponding to the increasing utility function. In this type of tasks, since the value of
each additional segment is even higher, other types of incentive policies should be
considered (3a, 6a and 9a). As an example consider a video rendering application in
which if one task segment is not executed, then the entire task T fails. In that case, as
the spent budget on already executed task segments is increasing, the expected utility
for the remaining task segments is also increasing. For instance, consider the case
where the very last task segment fails to be executed; then the server will have spent
almost the entire budget while the entire taskwill also have failed. In applications like
video rendering, the participation-aware incentive policy performs good, because it
maintains a pool of dedicated users that are frequently rewarded and thus are more
keen on completing the corresponding task segments even at the later stages of the
task.

As for the tasks corresponding to the decreasing utility function, the factor of
quality is dominating the incentivization process, since after some time, the percent-
age of task completion is becoming less important than quality achieved. Conse-
quently, the quality-aware incentive policy performs well (Figs. 2a, 5a and 8a). As
an example consider a target tracking application; initially, as the first agents join
the application the tracking accuracy is significantly improved, thus the expected
utility is high. However, once the number of agents has reached a point that provides
the desired tracking accuracy, the utility gained from any additional participating
agents decreases since their participation does not provide additional information.
The quality-aware incentive policy then attracts only a few high-quality agents by
offering them higher amounts of incentive.

5 Conclusions and Future Work

In this work, we identified some key design issues of a mobile crowdsensing system
and investigated some important characterizing challenges. We defined the basic
components of an MCS, the crowd, the server and the task, and investigated the
functions describing/governing their interactions. We evaluated the impact and the
performance of selected characteristic policies, for both the crowd and the server,
in terms of task execution, budget efficiency and workload balance of the crowd.
Experimental findings indicate that some policies are more effective in enabling the
server to efficiently manage its budget while providing satisfactory incentives to the
crowd and affectively executing the system tasks.
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For future research, we plan to further finetune the proposed model and investi-
gate other cases of MCSs that are also characterized by realistic features, such as
overlapping and non-equal task segments, varying crowd sizes and qualities over
time, agent ability to entering or leaving a crowd, etc. We also plan to adopt business
models in our research, both in the utility function design and in the incentive/join
mechanisms.
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Vehicular Ad Hoc/Sensor Networks
in Smart Cities

Chao Song and Jie Wu

Abstract Smart city comprises numerous technologies and depends on sensors to be
aware of its environment. Vehicular sensing where vehicles on the road continuously
gather, process, and share location-relevant sensor data (e.g., road condition, traffic
flow) is emerging as a new network paradigm for sensor information sharing in urban
environments. In this chapter, we introduce the vehicular network and the challenges
in it.Wewill briefly discuss the existing routing protocols for vehicular networks, and
analyze them by a macro–micro model. In addition, we will also cover the vehicular
sensor applications in smart cities.

1 Introduction

One way to cope with challenges of modern urban environment (increasing pop-
ulation, pollution, energy consumption, etc.) is by making it intelligent [1]. Smart
cities take advantage of the benefits of integrating citizens and cities into the natural
and ecologically friendly environment using modern technologies to improve their
lives. Urban governance can be achieved through appropriate responses to events,
redistribution of resources based on new environmental conditions, or any unnatural
problems such as accidental or catastrophic benefits of modern technology. The city
highly integrates the meaning of the road and vehicular traffic infrastructure with
the networks themselves. Thus, along with standard infrastructures such as water
supply or electricity, smart urban development is highly dependent on the develop-
ment of transportation infrastructures on roads and streets as they are all potential
locations for sensor and data transmission paths. In addition, modern vehicles that
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are becoming smarter andmore heavily equipped with sensors and actuators use road
infrastructure. These already existing vehicle functions can be achieved by enabling
vehicles to collect more general sensor data for further enhancement for data transfer,
such as the heterogeneous mobile sensor network.

The combination of fixed and mobile sensors and networking technologies into
agile, error-prone, modern, and powerful networks can prove valuable to the data
infrastructure of the smart city. However, this network faces its unique challenges in
which some nodes are stationary and some are mobile, and there is a basic require-
ment to determine the optimal routing path for data transmission. We wanted to
achieve a constant presence of sensors in the cities and they did not have a fixed net-
work infrastructure re-input interconnection. To achieve this goal, we should use a
heterogeneous approach that will utilize all possible network access points to achieve
dynamic interconnection of all possible intelligent devices and sensors.

Vehicle Ad Hoc Networks (VANETs) are in the process of acquiring a related
businesses because of recent advances in inter-vehicle communication through the
DSRC/WAVE standard [2] and stimulating brand new visionary service vehicles
from entertainment applications to travel/advertising information, from driver safety
to opportunistic intermittent connectivity and Internet access [3, 4]. In particular,
Vehicular Sensor Networks (VSNs) are becoming a new tool to effectively monitor
the physical world, especially in urban areas where high concentrations of vehicles
equipped with onboard sensors are expected [5, 6], as shown in Fig. 1. In addition,

RSU

Cell-tower

Data center

Vehicle-to-Infrastructure 
communication

Onboard 
sensors

Vehicle-to-Vehicle 
communication

Fig. 1 The architecture of Vehicular Sensor Network (VSN)
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with the onboard sensor and a 3G/4G mobile Internet connection, the growing pop-
ularity of smartphones sheds light on the use of smartphones as a platform involved
in vehicle remote sensing [7]. As a result, the remote sensing platform for such vehi-
cles will enable new applications such as street-level traffic estimation, ride quality
monitoring, and active city surveillance.

Vehicles are usually not subject to stringent energy constraints and can easily be
equipped with powerful processing units, wireless transmitters, and sensing devices
even with some complexity, cost, and weight (GPS, cameras, vibration sensors,
acoustic detectors, etc.). VSNs represent significant novelty and challenging deploy-
ment scenarios, and are significantly different from the more traditional wireless
sensor network environments, and therefore, require innovative solutions. In fact, in
a different way from conventional wireless sensor nodes, vehicles usually exhibit
constrained movement patterns due to street layout, connections, and speed limi-
tations. In addition, they usually have no strict limits on the processing power and
storage capacity.

2 Background

2.1 Architecture

The Vehicle Sensor Network (VSN) platform provides a means for data collec-
tion/processing/access to the sensor. Vehicle sensor data is collected successively
from city streets (for example, images, accelerometer data, and so on), and then
processed to search for information of interest (for example, identification plate
or to infer traffic patterns). Vehicle sensor information access network architecture
depends largely on the wireless access method at the bottom of the vehicle environ-
ment. In general, the Vehicular Sensor Network (VSN) consists of three layers: a
sensor layer, a communication layer, and a data process layer [8].

In the sensor layer, the vehicle is regarded as a large mobile sensor node. The
vehicle is equipped with an Onboard Unit (OBU), which is an electronic device that
can sense, communicate, and compute. It uses the OBU to sense the state of vehicle,
such as the speed, moving direction, and location. OBU also senses the environment
around the vehicle, such as the road traffic and climate. Moreover, most vehicles are
equipped with a Global Navigation Satellite System (GNSS) device, which can offer
positions and time synchronization for the vehicle, such as an American GPS or the
Chinese BeiDou navigation satellite system (BDS).

The communication layer includes VANET, cellular network (3G or 4G), and
mixed networks of the Internet. VANET uses the vehicles as mobile nodes in the
MANET to create mobile networks. Every participating vehicle turns into a wireless
router or node, allowing vehicles approximately 100–300 m around each other to
connect and, in turn, create a network with a wide range. When the vehicle falls
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(a) Vehicle-to-Vehicle (V2V)

WiFi
AP
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(b) Vehicle-to-Infrastructure (V2I)

Fig. 2 Communications in Vehicular Sensor Networks

in the signal range and when you exit the network, it can join other vehicles; the
vehicles are then connected to each other, creating a mobile Internet.

If the vehicle is only equipped with vehicle communication equipment, it should
operate in an infrastructure mode for free. Sensor data must be handled locally or
in collaboration with vehicle-to-vehicle (V2V) communications [9, 10] to facili-
tate access to information, as shown in Fig. 2a. Roadside Units (RSU) are the fixed
infrastructures which can help in forwarding the data packet to promote reliable
communications. If the vehicle is also equipped with access methods, such as 3G/4G
and WiMAX broadband wireless access, it can use a vehicle-to-infrastructure (V2I)
communication sensor data sharing over the Internet. Mobile users can report the
sensor’s data to the Internet servers, and other users can access information from
these servers [6], as shown in Fig. 2b.

The data processing layer includes two parts,namely, the data storage part and the
data analysis part [8]. A lot of the vehicles’ information, traffic data, and other data
require the appropriate storage mechanism. Google’s product is a stable solution,
and is divided into three levels from the bottom up—basic file system (Google file
system or the Colossus), database management (BigTable), and the programming
model (MapReduce). Data analysis is important for the applications of VSN, which
provides functions such as location-based services and vehicle monitoring services.

2.2 Environment

The impact of the environment on VANET is significant. The strategy of vehicu-
lar network under different environment will be different. The road structure under
urban environment is regular, such as the grid road structure in Manhattan. The pop-
ulation density in urban environment is very high. Moreover, the vehicles in urban
environment are driven at low speed due to the speed limit. Therefore, the data
transmissions of the vehicular network under the urban environment are often in the
inter-road mode, that is, the data packets are delivered along the multiple roads. On
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the contrary, the roads under rural environment are not structured, including several
intercity roads and highways. Moreover, the traffic volume is relatively low. Because
of the sparseness of roads and vehicles, the data transmissions of the vehicular net-
work under the rural environment are often in the intra-roadmode,where data packets
are usually delivered among vehicles in the road, such as highway.

2.3 DSRC/WAVE Protocol Stacks

Dedicated short-range communication (DSRC) is working in a 5.9GHz medium-
distance communication technology of a short distance [2, 11]. Standards Committee
E17.51 recognized a variant of the IEEE 802.11AMACDSRC link. DSRC supports
vehicles at speeds of up to 120 mph and a nominal range of 300 m (up to 1000
m), the default is a 6 Mbps data rate (up to 27 Mbps). This will be referred to as
DSRC/WAVE (Wireless Access in a Vehicular Environment) in a variety of appli-
cation environments to achieve and improve traffic flow, highway safety, and other
Intelligent Transportation Systems’ (ITS) application-related operations. DSRC has
two modes of operation: (1) Ad hoc mode, which is characterized by distributed
multi-hop networking (vehicle–vehicle), and (2) Infrastructure mode,which is char-
acterized by a centralized mobile single-hop network (vehicle-gateway). Note that,
depending on your deployment scenario, the gateways can be connected to each other
or connected to the Internet, and they can be equipped with computing and storage
devices, such as the Infostations [12].

3 Unique Challenges of Vehicular Networks

In vehicular ad hoc/sensor networks, the vehicles with radio ranges are regarded as
themobile nodes and routers to other nodes. The vehicular networks are similar to the
traditional ad hoc networks, such as self-management, short radio transmission range,
self-organization, and low bandwidth. However, the vehicular networks have unique
challenges that affect the design of the routing protocols [13]. These challenges
include the following:

High-speed mobility: The nodes in the traditional ad hoc networks (such as
wireless sensor networks) are often stationary, and of course there are some sensor
nodes that are moving, but the speed is slow,with the speed range of 1–5m/s. In the
vehicle sensor network, the node is in the city or highway moving vehicles, the speed
range is usually 10–30m/s, or even higher, so the node has high-speedmobility.Most
existing researches in sensor networks assume that the entire network is connected
after the deployment of sensor nodes, and any network node can be found in the
network topology to a data sink node path. However, in the vehicle sensor network
environment, this assumption is not established.



292 C. Song and J. Wu

Intermittent connectivity: Intermittent connectivity in the network refers to the
internode communication in the network that cannot guarantee a stable and contin-
uous connection for a period of time, the connection is always intermittent. In [14],
it is discussed that if the coverage radius of the node is 250 m at an average speed of
100 km/h, the probability of the link being 15 s is only 57%. The high-speed mobility
of nodes can also cause rapid changes in network topology. In the car network, due
to the high-speed mobility of nodes, the topology changes frequently. Network con-
nectivity has a large impact on communication protocols, but the in-vehicle network
is an intermittent connectivity network, making it difficult to establish end-to-end
reliable connections.

Frequent changes in the topology: In the traditional ad hoc networks (such as
wireless sensor networks) research, the vast majority is based on the traditional self-
organizing network characteristics, assuming that the nodes are connected in the
network, that is, each node in the network topology can find an end-to-end routing
path to another node for data transmission. However, it is difficult to find such stable
end-to-end routing path in a vehicular network. In the vehicular network, it is difficult
to solve the problem of routing in the network by establishing a relatively stable
routing table like the traditional network to manage the topology between nodes.

Opportunistic data delivery: In VANETs, the connectivity between nodes
change frequently with the mobility of nodes, and the event of forwarding data
occurs when a node meets with other nodes (in the range of communication radius
of each other). Thus, the data transmission adopts the way of store and forward, that
is, when the two nodes meet, they establish a wireless connection for exchanging
information and storing data, and then forward this data to the next node encoun-
tered until the transfer to destination. However, the vehicle in the network does not
understand the future travel route of its neighbors, so the uncertainty of such vehicle
movements will lead to the way in which the mobile node-based data is forwarded.
One solution is to copy the data and forward it to more vehicles in a multipath way to
the target point, although the more data to be replicated to the neighbor vehicle will
improve the efficiency of data transfer, but the vehicle sensor network resources are
limited. This resource includes the network bandwidth and the network of mobile
nodes in the cache space, if each car has copied a lot of data, then the network of
these limited resources will soon be exhausted, but will affect the performance of
data transmission.

In addition, we take the traffic hole problem as an example to illustrate the unique
challenges VANETs [15]. The problem of traffic holes can be seen everywhere in the
traffic environment. Even during peak hours, the traffic volume is the highest. The
road shown in Fig. 3 is the Chengdu Bust Road, which is the busiest in Chengdu,
and is the city with more than 2 million cars in China. The photos were taken in the
afternoon peak hours. Initially, the traffic flow on this road was saturated, as shown
in Fig. 3a. However, after 2 min, as shown in Fig. 3b, the traffic flow dropped sharply.
After 3 min, as shown in Fig. 3c, there is no vehicle on this road and there is a gap.
All vehicles on the road were blocked by traffic lights at the entrance. If the length
of this gap is greater than the communication range (R) of the vehicle, the gap will
block wireless communication between the vehicles.
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Fig. 3 Appearance of a traffic hole
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Fig. 4 The traffic hole and connected cluster on a road

The traffic flow which is regulated by the interaction among the vehicles and the
roadways is called uninterrupted flow, such as a vehicle traveling on an interstate
highway. In contrast, traffic flow which is caused by external means such as traffic
lights or pedestrian signals is the term used as an interrupted flow. Figure4 shows an
example of the disrupted traffic flow along a road. The source of the sent data packet
is at the road entrance, which is also a signal intersection. The destination is at the
exit of the road or road. The distance between the source and the destination is l.

Let traffic hole be the gap in a traffic flow on the road. As shown in Fig. 4, its length
(denoted by lh) is larger than the communication range of the vehicles, i.e,. lh > R.
Let the connected cluster be a group of vehicles on the road that can communicate
with each other via either one-hop or multi-hops communication, and its length is
denoted by lc, as shown in Fig. 4.
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4 Routing in VANETs

In view of the different architectures, applications, and challenges, researchers have
made awide range of routing protocols for VANETs [13]. These protocols aremainly
aimed atmaximizing throughputwhileminimizing packet loss and control costs. One
of the main challenges in VANET is the development of an efficient routing protocol
for a highly variable topology. VANET needs new types of routing protocols. Oppo-
site of the wired infrastructure, it does not use a dedicated router node. The routing
protocols are used by the user node (vehicle),which can bemobile and unreliable. The
current routing protocol forVANET can be divided into twomain categories: vehicle-
to-vehicle-based (V2V) routing protocols and vehicle-to-infrastructure-based (V2I)
routing protocols. V2V protocols perform vehicle-to-vehicle communication but do
not focus on fixed infrastructures on roads. It can be divided into four groups: (1)
topology-based (ad hoc) routing protocols, (2) position-based routing protocols, (3)
cluster-based routing protocols, and (4) broadcast-based (geocast) routing protocols.
Moreover, the deployment of a communications infrastructure and the road to vehicle
communication is more reliable and reduces unwanted delays in the application of
different vehicles.

4.1 Topology-Based (Ad Hoc) Routing Protocols

Topology-based routing uses existing communication links to forward packets. Ad
hocOn-demandDistance Vector (AODV) [16] is a refinement of the DSDVProtocol.
AODV differs fromDSDV because it reduces the number of broadcast messages and
the routing is created on-demand. However, DSDV maintains all the routes listed in
the routing table.

The source node in AODV uses a Hello Beacon to detect its neighbor to start the
routing protocol. As shown in Fig. 5a, to find the path to the destination, the source
node broadcasts a Route Request Packet (RREQ), and then its neighbor broadcasts
the RREQ to its neighbors until it reaches the route to the destination node. After
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Fig. 5 AODV routing protocol
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receiving the RREQ packet, the node will register the address of the node sending
the query in its routing table. The method of registering the previous hop is called
learning later. As shown in Fig. 5b, after reaching the target node, the Route Reply
Packet (RREP) is transmitted through the path from the back to the source.

When the source node moves, the route to the destination is established. If one of
the intermediate nodes moves, then its neighbor realizes the link failure and sends a
notification of the link failure to its upstream neighbors, and so on until it reaches the
source. Thus, if needed, the source can reinitiate the process of route discovery again.
Due to the periodic beaconing, the protocol tends to run out of the extra bandwidth.
In addition, a single RREQ with multiple RREP packets will cause a serious control
overhead.

4.2 Position-Based Routing Protocols

In the position-based routing protocol, all nodes point devices, such as GPS location,
to identify their own position and their neighbors geographically [16]. It does not
manage any routing table or exchange associated with the neighbor link state infor-
mation. Information from the GPS equipment is used to make routing decisions.
This type of routing performs better, because creating and maintaining global rout-
ing from the source node to the destination node is not necessary. Location-based
routing protocols can be classified as non-delay-tolerant network (non-DTN) routing
protocols, and delay-tolerant network (DTN) routing protocols.

4.2.1 Non-delay-Tolerant Networks (non-DTNs) Routing Protocols

Non-DTN routing protocols do not use the alternating connectivity, and are valid
only in sufficiently populated vehicular networks. These protocols are designed to
deliver data packets to the destination as soon as possible. The basic idea of the
greedy method of non-DTN routing protocols is that a node sends its data packet
to one of its neighbors that is closer to the destination. However, if the neighbors
are not closer to the destination than that node, the forwarding policies may not be
successful. Therefore, we can claim that the routing protocol has reached the local
maximum at the node, because it has achieved the maximum local growth at the
current node. The routing protocols in that group have their own recovery method to
handle such a failure.

Greedy Perimeter Stateless Routing (GPSR) [17] is a location-based routing pro-
tocol aimed at addressing the mobile environment. GPSR is most suitable on the
highway in which nodes are uniformly distributed. This routing protocol depends on
the following two modes:

Greedy mode where the node forwards a data packet to one of its neighbors
that is closer to the destination node by considering the position of the neighbors in
the network topology. As shown in Fig. 6a, the node S wants to send a data packet
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Fig. 6 GPSR routing protocol

destined for node D. S, sends the data packet to the node y, which is in S’s neighbors
and is closer to D than any of S’s other neighbors.

Perimeter mode is used as the protocol recovery mode when the packet reaches a
localmaximum.Therefore, the recoverymode is used to forward packets to nodes that
are closer to local destinations than where the packets are facing local maximums.
A simple example of this topology is shown in Fig. 6b. The node S is closer to
the destination node D than its neighbors w and y. S does not choose to forward
data packets to w or y using greedy forwarding, although the two paths to D are
S − y − z − D and S − w − v − D. In this case, the GPSR protocol declares S
as the local maximum to D, and the shaded area has no nodes, as in the invalid
area. To route packets around invalid areas, the perimeter of the forwarding strategy
constructs a planarized graph for the neighbor node S and routes the invalid packets
around the packet with the right-hand rule. The right-hand rule states that when the
node reaches from y to S, the traversed edge is a counterclockwise rotation around
S from edge (x, y). By applying the right-hand rule shown in Fig. 6b, the data from
node S forwards the packet to the hop w.

4.2.2 Routing Protocols for Delay-Tolerant Networks (DTNs)

DTN is a method of solving computer network architecture problems in a hetero-
geneous network that may lack continuous network connectivity, and consequently,
lacks instantaneous end-to-end paths. Examples of such networks are those that
operate in mobile or extreme terrestrial environments or planned cyberspace. The
development of the routing protocol of the vehicle has been regarded as a kind of
DTN characteristic. Given the challenging environment of such networks, they are
subject to a periodic connection loss. In order to solve this problem, the packet trans-
mission is increased by allowing nodes to store data packets when they lose contact
with other nodes, and put the data packets at a certain distance as long as it satisfies
the other nodes according to some indicators with the neighboring nodes; this is
called the carry-and-forward strategy.
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Fig. 7 The transition modes
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Vehicle-assisted data delivery (VADD) [18] is a routing strategy for vehicles that
is intended to enhance the routing of vehicles based on the concept of carry-and-
forward by utilizing the mobility of vehicle. A car makes a decision at an intersec-
tion while selecting the next forwarding path with a negligible delivery delay. The
path is an intersection where only the split path is split. The best path for packet
forwarding is switched between the three packet modes (Intersection, Straight Way,
and Destination). As shown in Fig. 7, VADD has three packet patterns: Intersection,
Straight Way, and Destination based on the location of the packet carrier (i.e., the
vehicle which carries the data packet). By switching between these packet modes,
the packet carrier needs the best packet forwarding path. Between the three modes,
the Intersection mode is the most critical and complex one, because the vehicle at
the intersection has the most choices.

4.3 Cluster-Based Routing Protocols

In general, cluster-based routing protocols are more suitable for network cluster
topology. Each cluster has a cluster head for intercluster management purposes. The
intra-cluster nodes interact with each other through direct contact, while cluster-to-
cluster interactions are performed through the cluster headers. In a cluster-based rout-
ing protocol, the clusters are formed close to each other. However, in cluster-based
routing protocols, cluster configuration and cluster head selection is an important
issue. Due to the high mobility of VANET, dynamic cluster configuration becomes
a major process.

In the Cluster-Based Directional Routing Protocol (CBDRP) [19], vehicles trav-
eling on the same route are split into several clusters. Each vehicle can communicate
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with its neighbors in the same cluster by radio. An example of cluster splitting is
shown in the Fig. 8. The figure shows two clusters. The center of a cluster is fixed
after it partitions. The CBDRP protocol assumes that the radius of the radio is r , the
length of each cluster is d, and the half-width of the road is w. Given that d > w,
d is almost equal to r/2. The radio transmission radius of 802.11 p is 1000 m, so
the theoretical length of a cluster can be as high as 500 m. D can be much larger
if the header is near the center. The source node in CBDRP forwards the message
to its cluster head, and then sends the message to the header, which is located in
the same cluster as the destination. Eventually, the destination header forwards the
message to the destination. Select the cluster header; the persistence is similar to
CBR, but it considers the speed and direction of the vehicle. Simulation results show
that CBDRP can solve the link stability of the vehicle, so as to ensure reliable and
fast data transmissions.

4.4 Broadcast-Based Routing Protocols

Broadcast-based routing is commonly used by VANET to share information about
traffic, weather, and emergencies, car usage, and advertising and announcements
for the [20]. Broadcast-based routing protocols follow simple broadcast flooding in
which each node resends to other nodes. This process guarantees the arrival of all
destination messages, but with a high overhead. In addition, it is only suitable for a
large number of smaller nodes in the network. A larger node density results in more
message broadcasts resulting in collisions, higher bandwidth utilization, and overall
system performance degradation.

Urban multi-hop broadcast (UMB) [21] aims to address (i) broadcast storms, (ii)
hidden nodes and (iii) reliability problems in multi-hop broadcasts in urban areas.
This protocol assigns forwarding and acknowledgment to only one vehicle. It splits
the sections of the road inside the transmission range into portions, and selects the
vehicle in the furthest non-empty segmentwithout a priori of topological information.
When there is an intersection in the path of the message propagation, a new directed
broadcast is initiated by the repeater at the intersection.



Vehicular Ad Hoc/Sensor Networks in Smart Cities 299

Fig. 9 Intersection handling
in UMB protocol

A B C D

F

E

Figure9 illustrates an example of intersection handling in UMB, where the
directed broadcast is used in the case where the vehicle A reaches the vehicle B.
Vehicle A is out of the transmission range of repeater C . At the same time, the vehi-
cle B is in the transmission range of the repeaterC . Therefore, the vehicle B uses the
IEEE 802.11 protocol for the communication repeater C . Once the repeater receives
the message, it initiates a directed broadcast of the north and south directions. Since
the repeater D is in the transmission range of C , C also sends the packet to the
repeater D by using the IEEE 802.11 protocol.

In addition, data delivery in VANETs can be divided into two categories, road
delivery and delivery delivery. Since traffic is two-way, data delivery on roads is
much simpler than delivery. Therefore, the opportunistic forwarding through inter-
mittent connections between intersections and vehicle nodes is a challenging issue
in VANETs. In order to overcome this problem, a Buffer and Switch protocol (BAS)
[22] was proposed. The basic idea behind this is to use the vehicle nodes on each
road to buffer multiple propagated packets in order to provide more opportunities for
packet switching at the intersection. Due to resource limitations in VANETs (such
as vehicle node bandwidth and storage space), BAS employs space–time controlled
repeat propagation on the routing path. Unlike conventional protocols in VANETs,
duplicates in the BAS propagate not only to the preceding vehicle node (called down-
stream propagation) but also to the nodes along the routing path (called upstream
propagation). For the effective packet switching at each intersection, each packet on
the previous road must be: (1) Using greedy forwarding protocol to timely forward
to the intersection; (2) Spread to more vehicle nodes to provide more opportunities
for effective packet switching at the crossroads. We call it the way to buffer packets.

Therefore, the propagation on the road consists of two phases: (1) Downstream
propagation: In order to send packets in time to the expected next intersection, each
packet transmitted on the node is copied to its neighboring location and is closest to
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the destination along the routing path, and any of its neighbors hold this package in
front of it; (2) Upstream Propagation: For buffering packets on the road, each packet
carried in the node is also copied to its next adjacent location, which is the furthest
location along the routing path and behind it. In addition, in order to reduce resource
consumption, this spread is limited on this road.

4.5 Infrastructure-Based Routing Protocols

The placement of a fixed RSU, linked to the exact location of the backbone, is
a necessary condition for communication. The number and distribution of RSUs
depends on which communication protocols have to be adopted. For example, some
protocols require that RSUs be evenly distributed throughout the entire road network,
while some others only need to be at intersections, and others only need to be at the
regional boundaries. It can be assumed that the infrastructure is beaten to a certain
level and the vehicle occasionally has access to it.

RSUs in VANET offer two potential benefits: In the first case, the higher antenna
height increases the reliability of theVehicle-to-Infrastructure (V2I) communications
compared toVehicle-to-Vehicle (V2V) communications. In addition, the deployment
of RSUs are connected to a higher bandwidth and a more reliable backbone network,
providing traffic management departments with centralized access, enabling config-
uration, and maintenance of these units.

The routing protocol of Static node-assisted adaptive (SADV) [23] is designed
to minimize the message delivery delay in sparse networks, and adjusts to varying
traffic densities by enabling each node to estimate the amount of themessage delivery
delay. SADV assumes each single vehicle and knows its location via GPS, and each
has access to an external static street map. There are three different modules for
SADV: (1) Static Node-Assisted Routing (SNAR), (2) Link Delay Update (LDU),
and (3) Multipath Data Dissemination (MPDD).

SADV operates a road mode and an intersection mode. SNAR determines the
optimal path by using the graph based on the abstract from the roadmap. The LDU
maintains a delay matrix that dynamically measures the delay between the message-
passing static nodes. MPDD assists in multipath routing. Static nodes in the SADV
have a similar concept, such as Throwbox, which can store and forward data in the
DTN routing protocol, where the SADV can store and forward the data necessary
for the device. However, SADV is different from regressive because SADV does not
require the node contact option, but requires the implementation of static nodes and
routing algorithms to take advantage of the street map structure and vehicle density
for each road in the vehicle network.

The static node may store the packet for a period of time until the shortest delay
path becomes available. As shown in Fig. 10, the packet is sent from A to the remote
location. Once the packet is transferred from A to B, the latter has determined
that the packet is to be forwarded to the next vehicle. For example, it is assumed
that the shortest delay path to the packet is to the north, but no traffic within the
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communication range of the vehicle B can transmit the packets along this direction.
Therefore, B transmits the data packets to the static node. The static node stores the
packet for a period of time and sends it to C as it crosses the intersection to north of
the road, as shown to the right of Fig. 10. Without support from the static node, the
packet will be moved via B to the east of the road. However, if it does not meet C at
the intersection, it may take a fairly long time for the packet to travel.

Another example is the backward data delivery in VANETs. Many applications in
VANETs require delivering data packets backwards. In sensing applications, vehicles
need to obtain the conditions about the roads that lie ahead of them. As an example
in Fig. 11a, an alert message needs to be delivered from the first vehicle, V1, to the
5th vehicle, V5. The total data delivery delay is calculated from the interval time
between when the first vehicle generates the alert message and when V5 receives the
message.

Data delivery with V2V communications in VANETs is based on the vehicles on
the roads, but the distribution of the vehicles could be affected by their mobilities
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or by external means, such as traffic lights. A gap with a distance larger than the
communication range of the vehicles could appear along the traffic flow; this is
considered a traffic hole. It could block the data delivery along the traffic flow. As
shown in Fig. 11a, when the distance between the vehicles V3 and V4 is larger
than their communication range R, a traffic hole appears in the road traffic flow and
partitions the road traffic flow into two connected clusters. On a one-way road, the
message is backwardly delivered from the vehicle V3 to V4, and is blocked by the
traffic hole. Because the data are headed in the direction opposite to that of themotion
of the vehicle, no available vehicles can carry the data to the destination using the
movement-assisted routing protocol.

We can utilize some static roadside units (RSUs) to help forwarding the packets
to reduce the data delivery delay, as shown in Fig. 11b. An RSU can be a wireless
access point, a parked vehicle, vehicles waiting at an intersection, or the static node.
The RSU only acts as a relay, so it incurs a lower cost than a traditional access point.
We term this type of data delivery as RSU-Assisted Backward Delivery (RABD)
[24]. Each road can be regarded as a river. The vehicles are regarded as boats, and
they can move from upstream to downstream. Thus, each RSU can be seen as a dock
for delivering the data packets.

5 Macro–Micro Model for Routing Protocols

Without considering the details of highly dynamic network topology, we propose a
model called Macro–Micro model based on our understanding of the VANET char-
acteristics to analyze and resolve the routing problems in VANETs. Macro–Micro
model divides the vehicular network intomacroscopic level (Macro) andmicroscopic
level (Micro). The Macro provides information for computing routing strategies in
VANETs, and the Micro defines the data delivery protocols which guarantee packets
are effectively delivered to their destinations.

5.1 State Awareness Routing Protocols

Depending on state awareness, routing protocols in VANETs can be classified into
three categories, namely, state-aware, stateless, and hybrid routing protocols. State-
aware protocols, such as DSR [25] or AODV [16], maintain a routing state (routing
table or routing path) in the communicating nodes. The state-aware protocols are
not adapted to VANETs due to the short duration of the routing states and the over-
head of their maintenance. Due to high mobility, the topology of VANETs changes
rapidly. Such particular features often make these protocols inefficient or unusable
in VANETs. Therefore, a direct approach is to develop stateless routing protocols,
i.e., protocols that do not maintain routing states, such as greedy routing GPSR [17].
However, the researchers in [18, 26, 27] have argued that the greedy routing lacks
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knowledge of topology and may fall into a local minimum. Although a recovery
mode can be used to escape from the local minimum, it is not efficient if packets
spendmore time in the recovery phase than in the greedy phase. Hybrid protocols use
a combination of state-aware and stateless approaches. Since vehicles should try to
make use of thewireless communication channel asmuch as possible, packets will be
transmitted along the path with higher road traffic density. Previous researches [18,
27] use density and road lengths as the metric for route creation which is state-aware,
and deliver packets by some greedy protocols which are stateless.

However, they haven’t considered the network congestion which could seriously
affect the packet delivery delay of each road. Because all vehicles use traffic den-
sity as metric for route creation, most packets will be delivered along those roads
with higher density. With the increase in the number of packets, because of limited
resources (buffer and bandwidth), network congestion may arise in these roads, and
thus decreasing the protocols performance in terms of delivering packets. However,
traffic densities of these roads can not be affected by the network congestion, so
vehicles will continue to deliver packets to them. This can reduce the performance
of packets delivery in the network.

5.2 Macro–Micro Model

In [28], the authors propose that due to the lack of knowledge of network topol-
ogy evolution, the design of effective routing strategies for opportunistic networks
is usually a complex task. When more knowledge about the expected topology of
the network is available, routing performance will increase [28, 29]. Unfortunately,
this knowledge is not readily available, and tradeoffs must be made between perfor-
mance and knowledge needs. Therefore, in Macro–Micro model, we have studied
the collection of more valuable routing information in macros. This macro has state
awareness, which relates to the services provided by the road, such as packet delivery
delay or travel time, and is typically used to calculate packet routing strategies or
vehicle travel plans. The routing policy may be the same as a single routing path
(such as GPSR [17]) or multiple routing paths (such as epidemic routing [30]).

In Micro level, we investigate the details of data packets delivery in the vehicular
network with two necessary units, which are the vehicle node (or Roadside Unit,
RSU) and the data packet. The Micro level analyzes and manages the interactions
between the vehicle nodes and the data packets. The moving vehicles in VANETs are
equippedwithwireless onboard units (OBUs),which communicatewith each other or
RSUsbyadedicated short range communications (DSRC) [4] protocol. For analyzing
the vehicle nodes, we consider two properties of vehicles, which are mobility and
communication. The movement of vehicles is directional, and the mobility property
of a vehicle node includes speed, acceleration, direction, GPS position and so on.
Some studies [18, 26] have presented that vehicle nodes in a vehicular network can
periodically broadcast HELLO beacon message about their mobility properties to
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their neighbors, and each node can obtain the mobility information of its neighbors
by the beacon messages.

The communication property of a vehicle node includes the protocols in the phys-
ical layer, the data link layer, the network layer and so on. A vehicle node can com-
municate with other nodes by some wireless communication devices, and the vehicle
nodes interact with packets through this property. In Fig. 12, we present the possi-
ble states of data packets and the associated transition diagram, and we classify the
interactions between the vehicle nodes and the data packets into five categories: (1)
Carry: the vehicle node stores the packet in its local buffer and moves; (2) Forward:
the vehicle node forwards the packet to another node through wireless communi-
cation; (3) Duplicate: the node duplicates the packet and forwards a copy of it to
another node; (4) Receive: the node receives the packet from one of its neighbors;
(5) Drop: the node deletes the data packet from its buffer. Based on these categories,
various protocols can be used for data delivery in Micro, such as greedy forwarding
[17], epidemic routing [30] and so on.

5.3 Mapping in Macro–Micro Model

We can map the categories of state awareness routing protocols to Macro–Micro
model, and analyze them based on it. As shown in Fig. 13, the x-axis denotes the
awareness of states, and the y-axis denotes the levels in VANETs which are the
Macro and the Micro. State-aware protocols (such as AODV and DSR), which are
regardless of state inMacro and are state-aware inMicro, are mapped to the quadrant
II and IV. Stateless protocols (such as GPSR), which are regardless of state both in
Macro and Micro, are mapped to the quadrant II and III. Hybrid protocols (such as
VADD and LOUVRE), which are state-aware in Macro and stateless in Micro, are
mapped to the quadrant I and III. These protocols are summarized in Table1.

As we have discussed, the state-aware and stateless protocols cannot effectively
solve routing problems in VANETs. However, some hybrid protocols [18, 27] deliver
packets with greedy forwarding protocols which are based on some stable statistics
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Table 1 Overview of the routing protocols in Macro–Micro model

Level Micro Macro

State State-aware Stateless State-aware Stateless

DSR [25]
√ √

AODV [16]
√ √

GPSR [17]
√ √

Epidemic [30]
√ √

VADD [18]
√ √

LOUVRE [27]
√ √

BAS [22]
√ √

such as traffic density. We will utilize Macro–Micro model to analyze the effective-
ness of these protocols.

VADD in [18] utilizes the estimation of packet forwarding delay through each
road, which is based on some statistical data such as the average vehicle density,
for route creation. Then, it proposes a greedy protocol to deliver packets. From
Macro–Micro models perspective, VADD also includes two levels: the Macro is the
estimation of packet forwarding delay of each road, and the Micro is the greedy
forwarding protocol. As we have introduced, the purpose of Macro is to provide
effective information for route creation. However, VADD is based on preloaded
statistics which cannot adapt to the changing conditions in VANETs. Moreover,
because it utilizes average vehicle density to estimate packet forwarding delay of
each road, this may result in inaccurate estimation and cause the network congestion.
As a result, the performance of VADD may be reduced.

Like VADD, LOUVRE [27] also uses density and road lengths as the metric
for route creation in Macro. And the authors assume that vehicles are uniformly
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distributed along a road. As long as the number of cars on the road is greater than or
equal to a density threshold, the authors consider that the road is connected for rout-
ing. However, this assumption may not hold in a real VANET with highly dynamic
topology and nonuniform node distribution.

6 Vehicular Sensing Applications

The communications of vehicle-to-vehicle and the vehicle-to-infrastructure in
VANETs can support a large number of applications which require the data trans-
missions among the users or the devices [31–34]. Different types of sensors and GPS
receivers are integrated with the network interface onboard devices that grant the
vehicle the ability to collect, process, and disseminate information about itself and
other vehicles approaching it in its environment. This has led to improved road safety
and the provision of passenger comfort to [35, 36]. As shown in Fig. 14, the VANET
applications are classified as safety applications and non-safety applications [37].

6.1 Safety Application

The safety applications use wireless communication between vehicles or between
vehicles and infrastructures to improve road safety and avoid accidents; its inten-
tion is to save human lives and provide a clean environment. Safety applications
are used for their ability to collect information from vehicle sensors, from other
vehicles, or both, in order to process and disseminate information to other vehicles
or infrastructures depending on the application and its function. The application of
wireless communication technology in vehicles to communicate with other vehicles
or infrastructures enables a wide range of applications and leads to increased road
safety levels.



Vehicular Ad Hoc/Sensor Networks in Smart Cities 307

Safety applications that use V2V and/or V2I communications can be classified
as [37]: (1) intersection collision avoidance, (2) public safety, (3) sign extension, (4)
vehicle diagnostics and maintenance, and (5) information from other vehicles. For
example, [38] propose the application of warning about violating traffic signals. This
application is designed to send a warning message to the vehicle and warn the driver
that a dangerous situation (accident) will occur if the vehicle does not stop; when the
traffic light is running, signaling to stop sending messages depends on several factors
such as traffic status, time, speed, vehicle location, and road surface. Improving the
intersection collision avoidance system will lead to avoiding many road accidents,
and the system is based on V2V or V2I communications.

6.2 Non-safety Application

The non-safety applications are designed to enhance the comfort of drivers and
passengers (making the journey more enjoyable) and improve traffic efficiency [37].
They can provide drivers or passengers with weather and traffic information and
detailed information on the location of the nearest restaurants, gas stations, or hotels,
and their prices. Passengers can play online games, access the Internet, and send
or receive instant messages, although the vehicle is connected to the infrastructure
network.

The comfort of rides has been identified as one of the highest standards affecting
customer satisfaction with public transport systems; thus, comfort is an important
consideration for passengers using public transport. In particular, some passengers
(such as pregnant women, children, and patients) need a more comfortable riding
experience while traveling. The factors affecting passengers’ ride comfort include:
(1) individual factors such as driver behavior or vehicle condition; and (2) road
conditions that affect most vehicles on a road.

Based on smartphones, a system [39] namedRidingExperience Sensor (RESen) is
proposed to sense and evaluate the riding experience. With the help of participatory
phone sensing, RESen harvested a riding experience while driving and classified
the experience horizontally and vertically. In order to adapt to a variety of different
phone configurations, RESen can feel the horizontal and vertical experience and any
direction. Based on the collection of participatory sensor data, RESen can evaluate
the riding experience of three levels (track, road and driver). For trajectories, RESen
should provide an overall riding experience, including anomalies along it. For a path,
RESen will evaluate its riding experience, based on the track that passes it. RESen
can evaluate the driver by comparing his trajectory and the riding experience of the
road. Based on the evaluation, RESen can not only improve the driver’s behavior,
but also provide the user with a comfortable travel plan.
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7 Conclusion and Future Research Directions

In this chapter, we studied the Vehicular Ad Hoc/Sensor Networks in Smart Cities.
We presented the architecture and DSRC/WAVE Protocol stacks in vehicular sensor
networks. We discussed the unique VANET challenges. We introduced the different
kinds of routing protocols in VANETs.Moreover, we presented the vehicular sensing
applications. In the future, we believe that new routing protocols can be provided
for vehicular sensor networks, as well as other factors involved in our discussion
for different kinds of applications in smart cities. In general, the field of vehicular
network (VANETorVSN) is a newandgrowing area,which expects goodperspective
for the future.
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Part IV
Wearable Computing



An Overview of Wearable Computing

Gary M. Weiss and Md. Zakirul Alam Bhuiyan

Abstract This chapter provides a high-level user-oriented overview of wearable
computing. It begins by defining wearable computing and describing its key charac-
teristics. It then provides an historical viewofwearable computing devices, beginning
with an abacus ring from the 17th century and progressing to modern wearable com-
puting devices. Lessons learned from this history and their implications for future
wearable devices are discussed. Key application areas for wearable computing are
then introduced, and sample applications from each area are described. Two case
studies are provided to demonstrate the role of data analytic methods, and how they
can yield more powerful wearable applications. The chapter concludes with a sum-
mary of the current state of wearable technology.

1 Introduction

Wearable computing has been around in a limited form for several centuries, but has
entered the mainstream only recently, due to the increasing availability of very small
and low-powered computational devices and sensors. Some of these devices, such as
the smartphone, are not perfect examples ofwearable computing due to the significant
amount of time and attention it takes to access them, but are incredibly important due
to their enormous impact on our economy and society. Better examples of wearable
computing devices, like smartwatches, have thus far enjoyed only moderate com-
mercial success, while much more ambitious and potentially revolutionary wearable
computing devices, like Google Glass, have encountered difficulty with widespread
adoption. Although resistance to these new technologies makes the market for such
devices uncertain, the future for wearable computing is still quite promising, due
to the increasing availability of inexpensive sensors, low-cost processors, and inex-
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pensive memory. This chapter will provide the reader with an overview of wearable
computing: what it is, how it has developed, what has been created, what applica-
tions it can support, and what the future may hold. This overview is not intended
to provide a detailed engineering analysis of wearable computing devices and how
they function.

We start by providing an understanding of wearable computing. The concept is
relatively straightforward since it generally concerns computing devices that can be
worn. However, the existing formal definitions and descriptions of wearable com-
puting tend to refine the concept by emphasizing or deemphasizing certain key char-
acteristics of the devices. An early definition of wearable computing was provided
in a July 1996 U.S. Defense Advanced Research Projects Agency workshop on
“Wearables in 2005,” which aimed to predict the future of wearable ten years into
the future. This DARPA workshop defined wearable computing as “data gathering
and disseminating devices which enable the user to operate more efficiently. These
devices are carried or worn by the user during normal execution of his/her tasks” [1].
The key element in this definition is that wearable computing should be used in a
natural, unobtrusive, manner. Steve Mann, an early pioneer in the field who created
a personal imaging device with a camera and display built within an ordinary pair of
sunglasses, described three key characteristics of what he referred to as “WearComp”
[2]. According to Mann, a wearable computer is worn, not carried, in such a way as
it can be regarded as being part of the user; it is user controllable, not necessarily
involving conscious thought or effort; and it operates in real time and is always on.

Common modern examples of commercial wearable computing devices include:
wearable fitness trackers like FitBit, smartwatches such as the Apple Watch and
Motorola Moto 360, and wearable cameras like the ones popularized by GoPro.
Google glass, which is currently available only for development purposes, is the
most ambitious commercial wearable computing product to date. It provides general
computer functionality to the user via a tiny projection in front of the user’s eye,
utilizes voice recognition technology, and includes many of the functions of the very
early head-mounted displays. The single most popular wearable computing device is
the smartphone, although this is not an ideal example of wearable computing given
the definitions just provided—the smartphone often needs to be held in one’s hand
rather than worn, which means that its use is often obtrusive. However, because it is
often “worn” in one’s pocket, and in some cases can be controlled by a smartwatch, it
is a valid wearable computing device and can sometimes even be used unobtrusively.

2 The History of Wearable Computing

This section provides an overview of the history of wearable computing. This will
provide insight into the development path of wearable computing, highlight chal-
lenges and issues that can occur, and will allow us to identify several patterns—and
lessons—that can help us predict the future path of wearable computing.
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• Abacus Ring (1700s)
• Wristwatch (1904)
• Pigeon Camera (1907)

Early Wearable 
Technology

(1700s-1907)

• Shoe-based Roule e Predictor (1961)
• Sony Walkman (1979)
• Casio C-80 calculator Watch (1980)
• Mann's Heads-up Helmet (1980)
• Apple Newton PDA (1993)
• Palm Pilot PDA (1996)
• Starner's Remembrance Agent(1997)
• DARPA workshop (1996) and 1st ISWC 

Conference (1997)

Wearable Compu ng 
using Modern Electronics

(1960 - 2005)
• GoPro digital (2006)
• Smartphone (2007)
• Fitbit (2009)
• Smartwatch (2013)
• Google Glass (2014)
• Microso  Hololens (~2019)

Advanced Commercial 
Wearable Compu ng

(2006-present)

Fig. 1 Timeline of wearable computing products

Interestingly, the history of wearable computing is quite extensive, and even pre-
dates the invention of the modern electronic computer. Given the number of wear-
able devices that have been developed it cannot be comprehensive, so this section
instead focuses on breadth—covering wearables from different time periods—and
also on the most important and well-known examples of wearable computing. We
divide the history of wearable computing devices into three main time periods: Early
Wearable Technology (1700–1907s), Wearable Computing using Modern Electron-
ics (1960–2005), and Advanced CommercialWearable Computing (2006—present).
The main distinguishing characteristics between the first and second time periods
is the type of technology used, while the main differences between the second and
third periods is the level of refinement and commercial success. An overview of all
of the products described in this section is provided in Fig. 1.

2.1 Early Wearable Technology (1700–1907s)

The earliest wearable technology had limited computing capabilities and may not
have had any electronic components, but nonetheless shared many characteristics
with modern wearables. Part of the significance of these early devices is that they
were the precursors to more advanced computational devices that were introduced
many years later.
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2.1.1 Abacus Ring (1700s)

A very early example of wearable computing is the abacus ring from China’s Qing
Dynasty, which was used by traders in the seventeenth century. The tiny abacus
ring was 1.2 cm-long and 0.7 cm-wide, and contained nine wires which each had
seven beads. The beads were so small that they could not easily be manipulated
by human fingers and instead were manipulated by small pins (it is believed that
the rings were often used by women who could use their hairpins for this task). The
ring allowed large sums to be quickly tabulated, and hence is an excellent example of
non-electronic wearable computing. The abacus ringmay be functionally considered
a forerunner of or the calculator watches of the 1980s.

2.1.2 Wristwatch (1904)

Another key development inwearable technology had to dowith tracking time.As the
technology used for making timepieces miniaturized, pocket watches were invented
so one could always have a mobile (i.e., portable) timepiece. But removing one’s
pocket watch to check the time could interfere with important activities, especially
in the military, where the synchronization of military maneuvers or actions was often
critical. Toward the end of the nineteenth century watches had become sufficiently
miniaturized that a German artillery officer was able to strap a pocket watch to
his wrist. The first “true” wristwatch was created in 1904 when Alberto Santos-
Dumont, an experimenter in heavier-than-air flying machines, commissioned the
famous jeweler Louis Cartier to manufacture a small timepiece with a wristband, so
that he could check the time on his “wristwatch” while keeping his hands available
for flying [3]. While this device did not have any true computing power, it serves as
the precursor of the modern smartwatch.

2.1.3 Pigeon Camera (1907)

Around the same time as the invention of the wristwatch, Dr. Julius Neubronner
invented a tiny camera, with a timing mechanism, capable of taking a single image
(see Fig. 2). The camera was strapped to a pigeon and the resulting aerial images
garnered Dr. Neubronner quite a bit of fame. Many of the aerial photographs were
turned into postcards. This “pigeon camera” is superficially similar to the popular
GoPro camera, because both are “worn.” However, there are significant differences,
in that the main goal of the GoPro is to take first-person action shots and videos,
whereas the pigeon camera was largely designed in order to make it possible to take
inexpensive aerial photographs.
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Fig. 2 Dr. Neubronner with
his pigeon camera

2.2 Wearable Computing Using Modern Electronics
(1960–2005)

Electronic programmable computers were introduced in the 1940s, and just a few
decades later began to be incorporated into wearable devices. These computers were
relatively primitive toward the beginning of this period, but were quite powerful by
the end of the period.

2.2.1 Shoe-Based Roulette Predictor (1961)

In 1955 Edward Thorpe conceived of what he considered to be the first wearable
computer—a shoe-based device for predicting the outcome of roulette spin. Eventu-
ally, in 1960 and 1961, Thorpe built the device with assistance fromClaude Shannon,
and it was field tested in Las Vegas in 1961 [4]. The device was quite successful and it
is expected gain of +44%, determined under laboratory conditions, was validated in
Las Vegas and yielded a $10,000 profit. A shoe-based device was used for inputting
timing information related to the ball position via toe switches. Based on the physical
models that were programmed into the computer, the device would predict which of
the eight octants of the roulette wheel that the ball would land in. Two people and
devices were involved: one to input the data into one device, while the other would
wirelessly receive the prediction via another shoe-based device and place the bet.
Thorpe and Shannon kept their invention secret until 1966. The invention was later
commercialized by Eudaemonic Enterprises but never generated a huge win [5].
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2.2.2 Sony Walkman (1979)

One of the trends that began in this period was the miniaturization of electronic
devices. One of the most striking success stories was the Sony Walkman, a 14 oz
portable cassette player that was introduced on July 1, 1979. While this was not
a computing device—or initially even a digital device—it is very important in the
history of wearable computing for two reasons. The first reason is that it was the
first electronic device that demonstrated the immense market potential for electronic
wearables.More than 400million Sony portablemusic players have been sold, and of
these 200millionwere of the original cassette variety. Thus it anticipated and perhaps
suggested the future success ofmore advancedwearables like the iPhone. The second
reason is that the initial SonyWalkman is the predecessor of the portable digitalmusic
player, which is a legitimate wearable computing device.While digital music players
such as the Apple iPod provided only limited computing capabilities, they ultimately
hastened the advent of the smartphone, which included many advanced computing
capabilities.

2.2.3 Calculator and Databank Watches (1980)

Simple commercialwearable computing devices began to enter themarketplace in the
late 1970s in the formof calculatorwatchesmanufactured by Pulsar andHP.However
they did not become very popular until the 1980s, when other manufacturers, such as
Casio, released their own products. Casio released the C-80 watch with a calculator
function in 1980, the T-1500 with a dictionary function in 1982, and the CD-40 with
a “databank” function in 1984. The databank could save and recall 10 groups of 16
letters or numerals, eliminating the need to carry a personal phone-number organizer.
This watch highlighted the concept of an information device on the wrist. The CD-40
became a major hit, selling six million units in the 5 years after its release [6]. These
devices are the predecessors of the modern smartwatch (Fig. 3).

2.2.4 Personal Digital Assistant (1993)

In the early 1990s a new type of commercial portable digital device came out—the
personal digital assistant (PDA). These devices included a phone and address book,
a calendar, and typically had the ability to take notes using a stylus. These devices
also often had handwriting recognition capabilities. The combination of the stylus
and handwriting recognition led to a change in user interface and promoted the use
of handwriting over keyboarding. Notable PDAs included the Apple Newton, which
was introduced in 1993, and Palm Computing’s Pilot, which was introduced in 1996.
Similar to modern smartphones, these devices were not perfect examples of wearable
computing since they normally had to be held in one’s hand, but the services that
they provided are services that one would want a wearable to provide. Ultimately the
functions provided by the PDA were incorporated into the smartphone and hands-
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Fig. 3 A casio data bank
watch

free wearables like smartwatches that could utilize voice recognition. The use of the
stylus—perhaps combined with handwriting recognition—has been almost entirely
eliminated from most modern wearable computing devices.

2.2.5 Head-Mounted Displays and Starner’s Remembrance Agent
(1968–1997)

Much of the most interesting and ambitious work on wearable computing in the
late 1960s and the 1970s involved head-mounted displays. The goal for these head-
mounted deviceswas to provide the benefits of traditional computing (e.g., email), but
unobtrusively and in amobile setting, and to also provide newcapabilities that are now
commonly associated with augmented reality. Ivan Sutherland was involved in very
early work in this area, and his head-mounted displays employed partially reflective
mirrors to let the wearer see a virtual world superimposed on reality. However, due
to the technological limitations of the time, his head-mounted displays had to be
tethered in order to obtain the necessary power and computing resources [7]. In
1980, Steve Mann, while still in high school, developed a tetherless helmet with a
built-in CRT screen, which allowed one to monitor the screen while walking around
[8]. But this system suffered due to the hassle of wearing cumbersome head gear,
low-resolution video, eye fatigue, and the requirement for dim lighting conditions.
However, over a 16 year span, advances in miniaturization allowed Mann to address
many of these issues, and led to the first eyeglass-mounted versions in the late 1980s
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and, by 1996, an eyeglass version that was virtually indistinguishable from a normal
pair of glasses [8]. Computer control was accomplished via a handheld device, which
limited the user’s ability to interact normally with his environment. Mann envisioned
applications such as capturing visual images to form a pictorial diary of one’s day,
and computationally augmenting the projected images so that the device operates as
a personal virtual assistant for the visually challenged.

Research at MIT Media Lab, led by Thad Starner in the 1990s, focused on using
head-mounted display technology to function as a personal assistant via augmented
reality [9]. The wearable computer would monitor what the user was doing and
then would provide relevant information. This information agent was known as the
Remembrance Agent [10]. The head-mounted system used finger tracking to replace
a computer mouse, an important advance in the area of wearable computing. The
system experimentedwith a variety of important concepts that are still relevant today:
providing textual descriptions for physical objects (“physically-based hypertext”),
3D graphics overlaid on physical objects (e.g., for repair instructions), and even
using face recognition to identify nearby people. The authors envisioned a prediction
component that would ultimately anticipate the user’s needs and act accordingly. This
system, and systems like it, highlighted the potential value of augmented reality.
Google Glass is the descendent of these various systems.

2.2.6 Formation of Dedicated Research Communities (1996)

By the mid-1990s, there was sufficient interest in wearable computing that the main
participants could organize and form their own research community. This led to
the Defense Advanced Research Projects Agency 1996 workshop on “Wearables in
2005,” which attempted to predict the future of wearable computing [1]. The DARPA
workshop was attended by representatives from academia, industry, and the military.
It was followed a year later by the First International Symposium onWearable Com-
puters [11], a conference that is still active today. Asmentioned earlier in this chapter,
papers presented at these meetings helped to define wearable computing and their
defining characteristics. Since this 1996 meeting, there has been a research commu-
nity continuously dedicated to wearable computing, as well as a series of conferences
and workshops focused on the topic.

2.3 Advanced Wearable Computing (2006–Present)

The period that we refer to as advanced wearable computing is largely characterized
by highly refined products, designed and engineered for the mass market, which
typically achieve enormous commercial success. Some of the products, however, are
not particularly ambitious in that they are only intended to perform one or a few tasks
very well. Only toward the end of this period do we see some products that rival the
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ambitions of the heads-up displays from the 1980s—and these products have thus
far largely failed to catch on (e.g., Google Glass), or are not quite ready for market
(Microsoft Hololens).

2.3.1 The GoPro Digital Camera (2006) and Other Lifelogging
Wearables

Oneof the early successes of this periodwas theGoPro camera.While the first version
was introduced in 2004, the first digital version was not introduced until 2006 (that
version included the ability to take short videos). As the technology advanced, more
storage was available and longer videos could be taken. The distinctive aspect of the
GoPro devices was that they were designed to be worn in order to take “first-person”
pictures and videos while engaged in active sports, such as skiing or surfing. While
these devices performed only limited computing functions, their imaging capabilities
were similar to those provided for by the early head-mounted wearables—both were
capable of capturing first-person video to help record your life.

More recently, a number of very small wearables have entered the market to
help continuously record your life. The Perfect Memory Smart Pro Camera from
General Streaming Systems, LLC, is a very small wearable that can be clipped on to
your clothes that provides continuous recording [12]. Due to storage limitations not
everything can be kept and therefore the product’s main goal is to allow you to save
interesting events that happen to occur. If something noteworthy occurs, you can
manually scroll back and save the footage, or tap the device and it will automatically
save the last 5 min of footage. Other lifelogging cameras include the Narrative Clip
2, YoCam, Sony Experia Eye, and ION SnapCam [13]. Most of these devices can use
BlueTooth to connect to a smartphone to save the images. The notion of lifelogging
has not yet caught on, but could becomemore attractive and desirable with continued
improvements in computer technology.

2.3.2 Smartphones (2007)

The most notable commercial success of this time period is the smartphone. The
Apple iPhone and the first Android phone were released in the United States in 2007
and 2008, respectively. These multi-function devices incorporated a large number
of services and capabilities, including: phone, camera/video recording, Internet con-
nected web browsing, email, phone/address book, digital music player, GPS-based
directions, and video game player. Thus they incorporated all of the functions of cell
phones, personal digital assistants, and digital music players. They also were able to
serve as cameras, portable gaming systems, and GPS-enable mapping applications.
Aside from all of these capabilities, smartphones are also miniature computers with
significant processing power and reasonable storage capacity.

The smartphone is not an ideal wearable computing device since many of its
functions require that it be retrieved from one’s pocket or purse and held in one’s
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hand. The handheld manual operation of the smartphone can interfere with normal
daily activities. Thad Starner, who has been wearing heads-up displays for more than
two decades, says that it takes about 20s to retrieve a smartphone, and that this delay
between intention and action is significant and will reduce smartphone usage [9].
However, the smartphone increasingly serves important roles that do not require it to
be held in one’s hand. This is because it can connect to other devices wirelessly via
Bluetooth, so that its functions can be accessed even when “worn” in one’s pocket.
Furthermore, it can also serve as a communication hub, providing Internet access to
other wearable computing devices. In this sense, the smartphone is currently themost
important and ubiquitous wearable computing device available, and at the current
time is likely to serve as the central component—for both computing resources and
internet access—for other wearable computing devices.

One of the key characteristics of smartphones is that they contain many sensors.
Since users often carry their phones on their bodies, this provides the potential for
continuous sensing. As smartphones became more technologically advanced, more
and more sensors were added. Virtually all smartphones now contain an accelerom-
eter, gyroscope, location sensor (e.g., GPS), light sensor, and magnetometer; some
smartphone models also include a barometer, heart rate sensor, and even a dedicated
pedometer sensor. The accelerometer is central to many health and fitness applica-
tions and allows the smartphone to act as a fitness tracker and step counter.

2.3.3 Fitbit (2009)

The first Fitbit activity tracker was released in 2009, and it accelerated the use of
wearables in the health and fitness market. The most basic function of a Fitbit is its
pedometer function, and its ability to calculate the distance walked and estimate total
calories burned. This basic function is incorporated into the many dozens of Fitbit
models. Over time, new models were introduced, which featured sleeker designs
and additional functions. The majority of Fitbit products is worn on the wrist or are
clipped to one’s clothing. The more recent models can connect to your smartphone
or computer to upload and analyze data, and there are a variety of social networking
features to help motivate the user to become more active. More advanced models can
be used to track the duration and quality of your sleep, and you can also use the Fitbit
app to log your meals and track your weight. While a smartphone stored in one’s
pocket can provide many of the same functions via the phone’s accelerometer [14],
the ease of use and low cost of the activity trackers have proven quite attractive to
consumers. Fitbit has been quite successful and experienced rapid growth between
2010 and 2015, when its revenue increased from $5Million to $1.8 Billion. However,
it experienced significant problems in 2016 due to manufacturing problems and
unexciting product upgrades, and now is facing competition for Apple and others as
consumers gain interest in more sophisticated wearables, like smartwatches, which
can provide the same capabilities, as well as additional capabilities.
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2.3.4 Smartwatches (2013)

Thenextmajor commercial advancement inwearable computingwas the introduction
of the modern smartwatch. Many earlier digital watches could claim be to “smart”
in one sense or the other, but the modern smartwatch did not truly arrive until the
introduction of the Pebble in July 2013. The Pebble was funded by an enormously
successful Kickstarter campaign, which raised $10.3 Million. By 2014 Pebble sold
its one-millionth watch, but it shut down its operations by 2016 due to the flood of
more technologically advanced watches entering the market. Some of the notable
smartwatches that superseded the Pebble include the Samsung Galaxy Gear (2013),
theMotorolaMoto 360 (2014), the LGG-Watch (2014), and theAppleWatch (2015).
These watches generally could only provide full functionality when paired with
a smartwatch, which provided long-range data communication access, including
access to the Internet.

Smartwatches havemany useful features and can support a variety of applications.
One of the key functions of a smartwatch is that it provides improved accessibility to
one’s smartphone, by eliminating the delay associated with removing a smartphone
from one’s pocket or purse. By using the smartwatches wireless connection to one’s
smartphone, one can access common smartphone applications within a few seconds,
via simple graphical menus provided by the smartwatch screen, or via voice control.
With this capability one can control music play, get travel directions, or send a text
message. By providing this improved interface a smartwatch removes many of the
barriers that prevented the smartphone from being a true wearable computing device.

Smartwatches also can provide some functions beyond what is provided by smart-
phones, due to their placement on the body. While smartwatches do not yet contain
all of the sensors present on a smartphone, they typically provide an accelerometer
and gyroscope, and often include a heart rate monitor. Thus smartwatches can pro-
vide pedometer functionality independent of a smartphone and can also recognize
more sophisticated activities, including hand-based activities [15]. Smartwatches are
especially recognized for their health and fitness applications.

2.3.5 Google Glass (2014)

Google Glass is an optical head-mounted display designed to look like a pair of
eyeglasses, but with both of the lenses removed. The user can view the projected
image by looking up, as the viewable projection is not directly in front of the eye, so it
is less intrusive and does not impair human-to-human interaction. This is perhaps the
most ambitious commercial wearable computing product that has ever been released.
A prototype of Google Glass started selling in the United States on April 15, 2013
for $1,500, and became available to the general public onMay 15, 2014. The product
was pulled from the market on January 15, 2015, due to many criticisms about the
design. It will not be rereleased until it has been significantly improved, but right
now it appears that any new release will first be aimed at industrial users. A number
of industrial applications are currently under development.
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Google Glass has a number of important features. First, like previous head-
mounted displays, it has a camera capable of taking first-person pictures and video,
although the limited battery life precludes continuous video recording. It also con-
tains a touchpad, which is located on one outside edge of the frame. The device can
also be controlled via voice commands. Responses from the product can be relayed
to the user visually or can be relayed via audio using bone conduction through a
transducer that sits beside the ear; this setup means that others who happen to be
nearby will not be able to hear the audio responses.

Google Glass has the potential to support an enormous number of applications.
Navigation is one natural application, and an early Google commercial shows how
such an application can help one navigate a city, and how relevant information
(e.g., subway information) can be automatically displayed in a context-sensitive
way. Google Glass can also be used to provide instructions while assembling a new
piece of furniture or following a new recipe, or set a reminder or calendar entry
with just a voice command. It can also be used to send texts or email with voice
commands, or even make a video call. A smartphone can do many of these functions
but, as mentioned earlier, the time it takes to physically access the smartphone is a
stumbling block for many tasks—and holding the phone interferes with performing
other tasks. There is also an expectation that industry-specific applications will be
developed and that Google Glass will be used extensively in industrial settings. For
example, an employee in awarehouse could receive a notification ofwhich product to
retrieve, and then Google Glass could navigate the employee to the proper location.

Google Glass raised many privacy concerns, which were well publicized and
disseminated by themassmedia. These concerns are important since they are a barrier
to adoption for bothGoogle Glass and potentially other similar future wearables. One
concern involved the ability to take pictures of others without their permission and
knowledge. This led to some bars and other establishments banning Google Glass
[16], and to suggestions that the product not be worn inside of public bathrooms.
There was also great concern that facial recognition applications could automatically
identify strangers and then display information about them from the Internet. Some
experts feel that ultimately people will come to accept the technology and ignore the
privacy concerns, just as has happened with other new technologies—but others are
not so sure. Because Google Glass sales were quite limited prior to the suspension
of sales, the ultimate impact of such concerns is still unknown.

2.3.6 Microsoft Hololens (Estimated 2019)

Hololens is a pair of mixed-reality glasses, developed by Microsoft, which projects
3D objects (“holograms”) into the user’s environment. The current product is not
ready for general usage and is intended for developers; there is no product release
date but various estimates place a commercial release for 2019. The Hololens is quite
different from Google Glass and serves a very different purpose—although there is
some overlap. First, the Hololens is much larger than Google Glass and, although
tetherless, is primarily intended to be used in a fixed environment. That is because
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while Google Glass is a perfect example of augmented reality, where the emphasis is
on overlaying information on top of the real world, the Hololens is for mixed reality,
where the emphasis is on the computer generated 3D object(s). The Hololens is not
primarily considered a virtual reality system because the 3D image is only viewable
in a relatively small section in the center of one’s vision—it is designed to allow the
user to work in the real world. A sample Hololens application would allow a student
to interact with a 3D image of a human heart, show how to trouble-shoot a printer
jam, or allow a user to take a tour of a famous site. The Hololens includes 3D sound
speakers and can interact via spoken commands or gestures.

2.4 Lessons Learned from the History of Wearable
Computing

The history of wearable computing provides many lessons, which can also tell us
something about howwearables will continue to evolve in the future. The key lessons
are enumerated below, and then discussed and justified in subsequent subsections.
Lesson 5 is the only lesson that cannot be fully justified at the present time.

Lesson 1 Wearable computing devices should fulfill genuine needs.
Lesson 2 Wearable computing devices are most successful when they satisfy mul-

tiple needs.
Lesson 3 Wearable computing devices should be very quick to access and use—and

this should be supported by the device’s user interface and placement on
the body.

Lesson 4 Wearable computing devices should be “always on” and available.
Lesson 5 Wearable computing devices should preserve the privacy of the user and

bystanders.

2.4.1 Wearable Computing Devices Should Address Genuine Needs

This is perhaps the most basic lesson and does not require much analysis: wearable
computing devices should satisfy real needs of the user. Although this lesson seems
trivial, it is not given current consumer perception of wearables: many consumers
find wearables to be useless—as well as unattractive and expensive. Most success-
ful wearable devices have a corresponding non-wearable analog, because the need
existed prior to the technological advances that enabled a wearable version of the
device. As was discussed earlier in this section, the need to track time led to large
timepieces (clocks), which were subsequently replaced by their non-digital minia-
turized counterparts (wristwatches), which were subsequently replaced by digital
watches and then smartwatches. The need to perform calculations led to the abacus,
which led to the smaller abacus ring, which then led to the calculator watch—and
subsequently to the smartwatch. The need to play recorded music led to the record
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player, which led to the smaller Sony Walkman (an analog version followed shortly
be a digital version), which led to the iPod, and then the iPhone. One way to pre-
dict future wearables is then to identify devices that satisfy a need, but cannot be
turned into wearables due to technological constraints. Video-based lifelogging is
one example of an application that may not yet be feasible, but which may become
possible in a few years (i.e., a future version of Google Glass or a competing product
may be able to take continuous videos). Similarly, wearable technology that provides
high quality monitoring of multiple medical conditions, using sensors deployed over
the body (perhaps embedded in clothing), may also become possible over the next
decade.

2.4.2 Wearable Computing Devices Are Most Successful When They
Satisfy Multiple Needs

Wearable computing devices are often initially developed to satisfy one need—or a
narrow range of needs—but history shows us that over time they are oftenmerged into
a single device. This occurs even if themerged device does not performquite aswell at
satisfying each individual need. Apple Inc. provides perhaps the best example of how
a successful wearable device is supplanted by a more powerful, and general, device.
For many years Apple produced an incredibly successful series of digital music
players, which included the iPod classic, iPod Mini, iPod Nano, and iPod Touch.
For a period of several years these music players generated between $5B and $10B
in revenue for Apple, with peak worldwide sales of 54 million devices in 2008 and
2009. However, these sales were eventually cannibalized by the introduction of the
iPhone and Android smartphones. The smartphones virtually eliminated the market
for standalone digital music players. Smartphones also largely replaced other single-
purpose wearable computing devices, such as personal digital assistants (PDAs) and
handheld GPS trackers; it also seriously impacted the market for portable game
players and digital cameras (consumers still purchase digital cameras, but mainly
high quality models with powerful optical zooms). Smartwatches, which support
multiple applications, have begun to impact the sale of wearable fitness trackers
like Fitbit. Based on past history, the future of fitness trackers is not very bright if
smartwatches are able to effectively satisfy several user needs—and thus become
ubiquitous. But at this moment in time, smartwatches have not yet achieved this
status.

Consumers clearly want the convenience of wearable devices that can handle
multiple tasks. Themerging of these devices yieldsmany benefits. Cost savings is one
benefit. The reduction in the number of devices that need frequent charging is another
benefit. Each device also places some burden on the user to carry it around, and thus
the merging of devices can reduce this burden. The need to merge these devices may
be reduced in the future if they can connect wirelessly to share common services
(many tasks require the ability to send and receive data). Thus, in the future we may
see a reversal of this trend if power requirements drop sufficiently, so that some
wearables can be very small and yet communicate with more powerful wearables
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(e.g., smartphone) via Bluetooth or a body network. But devices will only separate
if there is some concrete benefit (e.g., it achieves a more convenient body location).

2.4.3 Wearable Computing Devices Should Be Very Quick to Access
and Use—And This Should Be Supported by the Device’s User
Interface and Placement on the Body

Wearable computing devices should be unobtrusive. That requires a user interface
that permits for quick input, while minimizing any loss of focus by the user, and
convenient location on the body. The progression seen in many wearables demon-
strates this principle. Counting and calculation devices progressed from the abacus
ring, which was hard to use since it required a pin to move small beads, to a digital
calculator watch with small buttons, to a smartwatch that employs a graphical inter-
face and can also operate via voice recognition. The personal digital assistant also
provides a lesson. The PDA relied on a stylus, and partially compensated for this
by allowing users to write in cursive, which was optionally converted into printed
characters via handwriting recognition. While this interface appeared to be effective
and quite advanced at the time, it was cumbersome in that it required the user to first
access the stylus—which was both time-consuming and distracting. This interface
was subsequently replaced by small physical keyboards, and then, as the PDA func-
tions were subsumed by smartphones, by virtual keyboards on a touchscreen. The
voice recognition capabilities of smartphones also represent an improvement in user
interface.

Proper location is also important for wearables. Ideally a wearable should be
located so that it is easy to access and use. Location was the motivation for the
development of a wristwatch and then a smartwatch, as it was important to be able to
tell timewithout going to one’s pocket (for a pocketwatch). The smartphone, which is
often located in a pocket or purse, is poorly placed for many of its intended purposes,
but this is deemed acceptable only because the poor location is counterbalanced by
the benefit of combiningmany devices into a single device. Perhaps the best reason to
own a smartwatch right now is not due to the new functions it can provide (e.g., heart
rate monitoring), but for its ability to make many smartphone functions available
from the user’s wrist; thus many smartwatches can be considered extensions of the
smartphone. EvenGoogle Glass can be viewed as addressing the location issue, since
much of the information that we want is best conveyed visually, and Google Glass
places that visual information right in front of our eye. GoogleGlass can even provide
audio information to the user via bone conduction, which has the added benefit that
bystanders will not be able to hear the information. While Google Glass did not turn
out to be a successful consumer product, it was certainly not due to the convenient
location of the wearable.

Based on historical patterns, we can conclude that the user interfaces of wearable
computing deviceswill continue to improve and body placementmay also improve as
technologymakes thismore feasible.Voice recognitionmaybeused inmorewearable
computing devices, even if that means some of them may need to connect to the
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smartphone to provide this capability. Applications will migrate tomore natural body
locations as more wearable computing devices are able to connect to the smartphone
for computational and data communication resources. Things like email, which are
now typically displayed on the smartphone, will more often be accessed on the wrist
via a smartwatch, and then made directly accessible via new commercial wearable
devices like Google Glass. Health and wellness applications, currently one of the
most popular applications areas for wearable computing, will improve as wireless
sensors move to more informative body locations. This will eventually occur as
wearable sensors are routinely embedded in our clothing and accessories (e.g., belt,
shoes).

2.4.4 Wearable Computing Devices Should Be “Always on”
and Available

Wearable computing devices should be on continuously and should always be avail-
able. Most of the popular wearable computing devices, such as smartphones and
smartwatches, essentially meet these criteria since they can operate for an entire
working day. Therewas, and still is, some resistance to smartwatches, because people
are not used to charging a watch every evening, and found the task burdensome. But
people are adapting to this need, and some smartwatchmanufacturers have responded
by designing smartwatches that can operate several days on a single charge.

Continuous operation is still an issue for some wearable computing applications.
Lifelogging, which entails logging everything that goes on around you, requires con-
tinuous recording capabilities. Devices like the GoPro are not capable of lifelogging,
so simpler devices were developed, but these have not yet proven to be popular, and
often have significant limitations (e.g., video is deleted within a few minutes if not
saved). Lifelogging is not supported by Google Glass simply because the device
will run out of power within a few hours of continuous video recording. Even some
fitness applications, when run continuously on a smartphone, may drain the phone
battery prior to the end of the day. As technology advances, lifelogging, and other
power-hungry applications, should become capable of continuous operation. It will
also allow smaller devices (with smaller batteries) to operate continuously, and this
should result in wearable computing devices being incorporated into clothing and
accessories.

2.4.5 Wearable Computing Devices Should Support Privacy

The final lesson is that privacy is a concern and may impact the adoption of wearable
computing devices.Wearables can yieldmore concerns about privacy than traditional
computing equipment because they are always with the user and can track highly per-
sonal information, such as the user’s location. Because wearable computing devices
move with the user and hence come in proximity to many other people, there is one
privacy concern unique to wearables: they threaten the privacy of non-users. There
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were initially some privacy issues with cellphones and smartphones for this very rea-
son, due to their camera and video-recording capabilities. These concerns focused on
their presence in bathrooms and locker rooms. While these concerns still exist, they
did not prevent the adoption of these devices, and the issue is largely addressed by the
social convention that these devices not be used in environments where people may
be unclothed. There are also privacy issues concerning the amount of information
that wearables collect about the users (location data, health data, etc.) and potential
misuse of this information, but thus far this concern has had not substantial impact
on the adoption of these devices.

The privacy issue came to the forefront with the initial introduction of Google
Glass. There were two specific privacy concerns that received a great deal of media
attention. The first was the ability to surreptitiously record others. Given the place-
ment of Google Glass, this is much bigger issue than for a smartphone. The second
issue is far more interesting, since it has to do with the ability the seamlessly access,
merge, and display information. Google Glass is capable of supporting face recog-
nition, so it would be possible for the device to identify people in a crowd, collect
publically available information about them from the Internet (including from social
media), and then display that information to the user. This can all take place without
anyone other than the user knowing that it occurred. Even though the devices were
never deployed widely, there was tremendous resistance, with some bar owners say-
ing they would not permit the devices into their establishments. Given that devices
similar to Google Glass can address many user needs, these privacy issues will likely
rise again in the future. If Google Glass had remained on the market as a consumer
product, we would have a much better idea if the privacy issues would have been pro-
hibitive, or if people would eventually become accustomed to the devices and inured
to the privacy concerns. Since this question has not been resolved, it is difficult to
quantify the importance of privacy and its impact on the adoption of new wearable
technology. The best we can say is that wearables should address the privacy issue
as completely as possible, especially if it has little impact on the functioning of the
device.

3 Applications of Wearable Computing

Wearable computing can support a wide variety of applications, as demonstrated
by the historical overview provided earlier in this chapter. Nonetheless, past and
current technology has focused on a few key industries, and the taxonomy presented
in Fig. 4 highlights these industries. Some industries, such as Medicine and the
Military, are key users of wearable computing technology because of the tremendous
costs associated with performing at anything but peak efficiency. Education, which
includes training, has a great deal to gain as wearable computing can provide a
more personalized and immersive experience than traditional methods. Wearable
computing applications are just beginning to be used in many businesses, but this
market should explode in the coming years as specific applications are developed
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Industries using 
Wearable Compu ng

Educa on Health

Medicine Fitness

Business Military Personal
Enhancement

Fig. 4 Major industries employing wearable computing

that enable employees to operate at greater efficiency. The last main entry, “Personal
Enhancement,” is not what is generally thought of as a major industry, but has been
the focus of wearable computing since its inception. This category includes personal
assistants and information assistants, and includes any technology that generally
extends the capabilities of a person that is not tied to a particular industry.

The taxonomy presented in Fig. 4 is not that different than the one provided in a
2014 article on wearable computing applications [17]. That article divided the appli-
cations into five categories: health care and medical; fitness and wellness; infotain-
ment; military, and industrial. Most of the applications covered under infotainment
are subsumed by the “Education” or “Personal Enhancement” categories.

The industry view is just one way to organize applications of wearable computing.
One could also organize them based on the type of capability, or specific technol-
ogy, that the application provides (the personal enhancement “industry” could fit
under this alternative taxonomy scheme). Although the applications described in the
remainder of this section are grouped based on industry, it is useful to understand this
alternative taxonomy. It is not possible to provide an exhaustive list of the types of
capabilities and technologies that wearable computing can provide, but the following
list covers the most popular wearable computing capabilities, and also covers all of
the applications described in this chapter

• Augmented Reality
• Context Awareness
• Communication and Media
• Sensors and Sensor Mining
• Crowdsourcing
• Social Networking.

Augmented reality provides the user with a view of the real world, but integrates
into this view additional information, such as 2D or 3D images, video, text, or audio
(this can be contrasted with virtual reality, where the user is placed entirely into a
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virtual environment). Many of the early heads-up display units provided some form
of augmented reality, butwere quite cumbersome towear and often did not even allow
a direct view of the world. More recent systems allow a direct view of the world, are
much smaller and lighter, and tend to be worn like eyeglasses—like Google Glass.
The goal of augmented reality systems it to assist people as they perform real-world
tasks [18], which is an example of intelligence amplification [19]. Augmented reality
applications span virtually all industries, and specific examples of these applications
are described throughout the rest of this section.

Context-awareness is a general capability that provides an understanding of the
context in which the wearable computing device is operating. The context awareness
can be utilized by various applications so that they behave more intelligently and are
responsive to the environment. Context awareness can be used so a smartphone does
not put a call through when the user performing an activity that would preclude a
conversation, and can even be used by the computing devices themselves to optimize
their resource utilization (i.e., by turning off power-consuming capabilities that the
user would not use in the current context). Military applications will generally want
to be context aware so that the user can respond appropriately based on what is going
on around him.

Many wearables are designed to support communication in all of its many forms,
including: phone, email, and text. Communication also includes the capability to
access the Internet and to retrieve and play media files, such as music and video.
Smartphones and smartwatches are the wearables that currently are most directly
tied to communication. A much broader range of wearables utilize communication
to share the data that they collect.

Wearable computing devices typically contain many sensors, and those sensors
are central to many applications. For example, fitness devices use an accelerometer
sensor to count steps, medical wearables use sensors to record patient vital signs, and
wearables that support navigation use the GPS sensor to establish location. In many
cases the ability to collect sensor data is paired with a data analysis tool, or predictive
model,which allows the application tomake inferences from thedata.Crowdsourcing
is a related type of capability, since it normally involves sensor data, but in this case the
data is collected from a large pool of subjects. An example application is a navigation
system that utilizes crowdsourced traffic data to avoid congestion and minimize total
travel time. In such cases the traffic information is determined by analyzing the
GPS traces of a large number of automobile drivers. Social networking capabilities
also use data, but in this case for social reasons. For example, an application may
link you to other people that also jog in your neighborhood. The remainder of this
section describes applications of wearable computing to the five industries identified
in Fig. 4.
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3.1 Education

Education and training is an industry that can benefit from wearable computing
and, in particular, from augmented reality. One benefit of augmented reality in an
educational setting is that text, graphics, and even video, can be superimposed on
the student’s or trainee’s environment. In one example, a publisher in Tokyo released
textbooks that revealed augmented educational content when pages of the book were
viewed through a smartphone running an augmented reality app [20]. In another
example, a product called AR Circuits (arcircuits.com) allows you to experiment
with electrical circuits without purchasing any real hardware. Instead, you print out
circuit cards on paper, connect them on a flat surface, and then when you bring
them into view of smartphone camera running a special app, the circuits come alive
on the smartphone screen as working electrical components. There are currently
hundreds of education-related augmented reality apps available that allow students
to interactively explore the solar system, the human body, historical sites, and other
environments in 3D, with educational information superimposed on the structures.
The use of augmented reality in education is expected to grow rapidly in the coming
decades.

Medical education, especially anatomy, can especially benefit from augmented
reality given the high cost of cadavers. One augmented reality system geared toward
undergraduate anatomy education integrates a public CAT scan data set with an
actual image of the user, so that that user can effectively “see” inside of his body
and navigate through the internal structures of the body with hand gestures [21]. The
University of Nebraska is betting on this technology as it is opening a $119 million
virtual and augmented reality facility to educate the next generation of healthcare
workers.

3.2 Health

The healthcare industry has been one of the early adopters of wearable computing
technology. It was adopted in the medical domain due to the need for high perfor-
mance and the cost of errors, and was adopted in the fitness domain because of the
relative ease of developing simple and low-cost fitness tracking applications.

3.2.1 Medicine

Wearable computing provides many benefits in medicine, especially since it permits
cost-effective continuous monitoring of vital signs and other data when the patient
is not in a hospital or doctor’s office. This data can then be used to make health
decisions. This area has attracted sufficient attention to have its own term: mobile
health, or mHealth [22]. While mHealth is not focused solely on wearables, wear-
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ables play a central role in the discipline.Manywearable devices are being developed
for mHealth, although as of yet these wearables have not had the mainstream success
of the activity trackers used for fitness monitoring. The new devices that are being
developed exploit the advances in sensing technology, which permit low-power sen-
sors to monitor the functioning of one’s body. These sensors are usually placed on
the body, but may be inserted into the body. Several representativemedical wearables
are described in this section.

The VitalPatch® biosensor, produced by VitalConnect (http://vitalconnect.com),
measures heart rate, respiratory rate, skin temperature, and single-lead ECGs, and
transmits the data in real time to healthcare providers who can intervene if necessary.
It can even detect a fall. The data is analyzed using predictive analytics that can
identify problems before they become serious. Data can be streamed and stored in
the cloud, and from there be shared with both the patient and doctor. The biosensor-
baseddevice has a battery life of four days. TheMiniMed® 530GSystem is awearable
device, comprised of a sensor and insulin pump, that monitors glucose levels and
automatically dispenses insulin in way that mirrors that of an actual pancreas [23].
Status information can be relayed to your smartphone via a specialized smartphone
app. The Zio cardiac monitor is a patch from iRhythm (iRhythm.com) that can
comfortably be worn by a patient for two weeks at a time, and can be used to
monitor for cardiac abnormalities. A wearable called Quell (www.quellrelief.com)
uses an accelerometer to gauge a user’s activity level and adjust its stimulation
intensity to alleviate pain. The device uses Bluetooth to connect to a smartphone
app, where a user can control the device’s features and track therapy and sleep
results. Finally, WristOx2 by Nonin Medical (www.nonin.com) is a wristwatch-type
device for people with asthma who are at risk for congestive heart failure and chronic
obstructive pulmonary disease (COPD). This device monitors a user’s heart rate and
blood oxygen levels. These devices all are similar in that they rely on accurate
biosensors and provide for automatic analysis of the data, although the analysis may
occur on the person (i.e., on the device or connected smartphone) or at a remote
location that receives the data.

Augmented reality also has applications to medicine, beyond the medical educa-
tion application mentioned earlier. One study demonstrated that Google Glass has
many potential benefits for pediatric surgeons, such as making hands-free photo and
video recordings [24]. There is also a medical device that has been in use since 2005
that employs augmented reality to identify a vein by using near-infrared light and
then projects a green light onto the skin’s surface in order to facilitate intravenous
injections [25, 26]. Another medical application comes from a company called Brain
Power, which develops Google Glass applications and hardware add-ons, to help
improve the life of people with autism. The app will help children with autism to
focus on the faces of others by presenting exercises as games and providing points
for proper behavior; it will also train its subject to identify emotions based on facial
expressions [27]. Another company called VA-ST makes wearable “Smart Specs”
for partially sighted or legally blind people, which can assist them in navigating
the world [28]. An augmented reality-based surgery system has even been used for
advanced laparoscopic liver surgery [29].

http://vitalconnect.com
http://www.quellrelief.com
http://www.nonin.com
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3.2.2 Fitness

Wearables have been used for several decades to help determine what activities a
person is performing, which can serve as the basis for fitness tracking. The initial
motivation for determining a user’s activity was to simply understand more about
the user and their daily activities, or to allow wearables to be “smart” by acting in
a context-sensitive manner. Much of this work was research-based and did not nec-
essarily get incorporated into commercial products. Later work focused mainly on
fitness activities, such as walking, and focused on quantifying a user’s physical activ-
ity. This work led to the many commercial fitness tracking devices. The commercial
activity trackers that have been developed tend to focus exclusively on basic fit-
ness activities like walking and jogging, while the research-based systems often also
include activities of daily living, such as brushing ones teeth, sitting, reading, typing,
etc. A relatively exhaustive list of applications for activity tracking technology is
provided by Lockhart et al. [30].

Early research into activity tracking utilized custom sensors that were strapped
to various parts of the human body [31]. Over time much of the activity recog-
nition research migrated to commercially available mobile devices, which contain
accelerometers.One of the earliest studies to use commercial smartphones for activity
recognition showed that a smartphone could identify walking, jogging, stair climb-
ing, sitting, and standing activities [14]. Thiswas about the same time that the original
Fitbit activity tracker was released. Smartphones are not ideal for activity recogni-
tion because of their inconsistent placement, but smartwatches do not suffer from
this problem, and hence they are now viable alternatives to dedicated fitness trackers.

Commercial activity tracking wearables that focus exclusively on fitness tracking
and related health applications have been a commercial success, led by sales of Fitbit,
which sold over 22Million fitness trackers in 2016. Fitbit devices act as a pedometer,
calculate calories burned, measure progress toward goals, allow users to share their
fitness results with others, and may even track sleep. Fitbit now sells watch-based
fitness trackers, and virtually all brands of smartwatches now include fitness tracking
capabilities, most notably the Apple Watch. The Apple watch will track steps taken
and calories burned, but will also tell you if you get up to move regularly, and provide
a graph that tells you when throughout the day you were active. The fitness market
has so dominated the wearables market that they two terms are sometimes used
interchangeably.

3.3 Business and Manufacturing

Business and manufacturing have been using wearable computing for a while,
although it has not caught on as quickly as in the health and military communities.
Wearable computing can have an especially pronounced benefit in manufacturing
and other business activities where the worker needs both hands, but also needs to
access complex information. Boeing was one of the first businesses to recognize
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this. In the 1990s, Boeing needed hundreds of workers to assemble wiring harnesses
for aircraft. This task required both hands, but also reference to voluminous paper
instructions. Boeing deployed head-mounted displays, which removed the need for
printed instructions, and this led to improvements in worker productivity.

Google Glass, which is currently discontinued as a consumer device, is in active
use for manufacturing. AGCO, a company that makes farm equipment, uses Google
Glass to assist in the process of assembling tractor engines. A worker can scan the
serial number of a part, and relevant manuals, photos, and videos will appear. Voice
commands can also be used to bring up more information. Google Glass is a much
better mechanism for obtaining information than the tablet computers that were used
previously—and often dropped and broken. Google Glass applications are also being
used to efficiently guide warehouse workers to the locations of products that need to
be retrieved. In one study using a Dutch logistics company, within its first week of
use Google Glass led to a 15% increase in stock picking speed and a 12% decrease
in worker errors [32]. More conventional uses of wearable computing can also assist
warehouse and retail productivity: a host of companies sell ring barcode scanners
that permit workers to scan items and thus free up the worker’s hands.

Wearable computing can also improve worker safety. The Reflex wearable from
Kinetic (http://wearkinetic.com) automatically detects high-risk postures and notifies
the worker of the unsafe position. Over time the device teaches the workers to have
good biomechanics, and significantly reduces the number of unsafe postures, which
leads to reductions in worker injury. Meanwhile, Life by Smartcap (http://smartca
ptech.com) detects when a subject is fatigued and in danger of falling asleep, via
EEG readings that are automatically captured by the device. This information is
transmitted in real time to a central monitoring station, which can take action. It is
employed by industries such as mining and construction, where a lack of alertness
can cause serious injury or death.

3.4 Military

The military is often an early user of advanced technology and this holds true for
wearable computing. Wearable computing can be particularly beneficial by allowing
soldiers to focus on what is happening on the battlefield. As an example, if a soldier
needs to “look down” to access certain information, like a map, this can put him
at risk in hostile situations. Applied Research Associates ARC4 augmented reality
system addresses this issue by overlaying tactical information onto a soldier’s field
of vision [33]. The system can also display the location of teammates, information
about geographical features and buildings (including their distance), and keep the
soldier on a predetermined route by displaying a waypoint at a short distance. The
soldier can even tag points of interest to share with their teammates.

Wearables also have an important role in the military for monitoring the health
of soldiers. There is currently a great deal of concern for traumatic brain injury
(TMI). The Defense Advanced Research Projects Agency (DARPA) has developed

http://wearkinetic.com
http://smartcaptech.com
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a wearable blast gauge that measures the impact from an explosion on the solider and
automatically notifies medics to respond. The data provides useful information about
the severity of the blast and can ensure appropriate treatment. Another issue concerns
soldier being pushed beyond their limits, as they are subjected to very high or low
temperatures in situations where they must exert themselves. Wearable, chest-based
sensors can now determine when soldiers are reaching their physical limits, so they
can rest or don protective clothing.

One of the most exciting wearable for the military, which is gaining a great deal
of attention lately, is the artificial exoskeleton. The exoskeleton system, known as
HULC (Human Universal Load Carrier), allows soldiers to move with less effort,
so that they can walk and run for long periods of time without getting tired—even
while carrying heavy loads. The units use artificial intelligence to ensure that they are
properly amplifying the soldier’s intended movements. While these devices can be
quite bulky, theymeet the definition ofwearables provided earlier in the chapter, since
they allow the user to operate more efficiently and are used in a natural, unobtrusive,
manner.

3.5 Personal Enhancement

A vast number of wearable computing devices aim to generally enhance the effec-
tiveness of the user, without targeting a specific industry. Many examples that fall
into this category were described in the historical overview provided earlier in this
chapter, and hence will not be repeated here. Perhaps the best examples include the
head-mounted displays [8] and Starner’s Remembrance Agent [9, 10], which can
serve as personal assistants. The personal digital assistants that arrived in 1993 were
not nearly as ambitious, but nonetheless supportedmany of the function of a personal
assistant. Smartphones and smartwatches also provide many of the capabilities of
a personal assistant, but also provide other capabilities that expand the user’s capa-
bilities—from the ability to listen to music to the ability to communicate via email
or text. Google Glass, which was described in detail earlier, is capable of providing
some of the most advanced applications in this area. In particular, the augmented
reality capabilities built into Google Glass extend the capabilities of the human user
by seamlessly providing context-appropriate information (e.g., by providing subway
information when the user looks at a subway entrance).

4 Case Studies: Activity Recognition and Biometrics

This section describes two research studies related to wearable computing: one
involving activity recognition [15] and the other involving biometric identification
[34]. These studies only require a commercially available smartphone, which is worn
in the pants pocket, and a commercially available smartwatch, which is worn on the
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dominant wrist. Both the smartphone and smartwatch contain an accelerometer and
gyroscope, and the data from both of these sensors is captured while the user per-
forms a variety of activities. This data is then used to build and evaluate a model
to identify the physical activity the user is performing (activity recognition), and to
build and evaluate a model to identify or authenticate the user’s identity (biometrics).
The general approach for both case studies is very similar: training data is captured
from the devices and then predictive models are generated using common machine
learning classification algorithms.

These two case studies demonstrate how future wearable computing technology
can progress to better satisfy the needs of users. The case study on activity recognition
shows that today’s activity tracking applications are quite primitive in what they can
track, and that the technology is capable of tracking a much wider set of activities.
This example shows the potential for existing wearable computing applications to
become smarter through the use of machine learning and data mining methods.
Wearable computing devices tend to capture a tremendous amount of data and it does
not yet appear that this data is being fully leveraged. The case study on biometrics
also shows how data mining and machine learning methods can better exploit data,
but it also demonstrates the potential of wearable computing applications to reduce
the burden on its users by automating tasks andmaking them completely unobtrusive.
Currently, computer security is accomplished via the use of passwords,whichmust be
manually entered, or via biometric technology such as fingerprint or face recognition.
All of these take effort on the part of the user, whereas the proposed application
employs the user’s motion data to identify them, and hence can be accomplished
without any special effort by the user (this assumes the work that is described is
extended to include continuous biometrics).

4.1 Data Collection

The activity recognition and biometric models are generated using supervised learn-
ing methods and require labeled motion data. The data is also required to evaluate
the models. Data was collected from 51 test subjects, each of whom performed 18
routine activities for 3 minutes each, with an Android smartphone in their pocket
and an Android-Wear smartwatch on their dominant wrist. A custom-developed
Android application sampled the tri-axial accelerometer and gyroscope sensors on
the smartphone and smartwatch at 20 Hz. The raw time-series sensor data, for both
the accelerometer and gyroscope, was recorded in the following format:

< timestamp, x, y, z >

The timestamp is measured in nanoseconds and the x, y, z values correspond to the
three spatial axes. The x, y, and z values are measured in m/s2 for the accelerometer
and in rad/s (radians per second) for the gyroscope. The 18 activities included in the
study are listed below, organized logically into three categories.
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General Activities (non hand-oriented)

• Walking
• Jogging
• Stairs (ascending and descending)
• Sitting
• Standing
• Kicking a Soccer Ball (two people)

General Activities (hand-oriented)

• Dribbling a Basketball
• Catch with a Tennis Ball (two people, underhand)
• Typing
• Writing
• Clapping
• Brushing Teeth
• Folding Clothes

Eating Activities (hand-oriented)

• Eating Pasta
• Eating Soup
• Eating a Sandwich
• Eating Chips
• Drinking from a Cup.

4.2 Data Transformation

Most classification algorithms cannot directly handle time-series data, but rather
expect an unordered set of examples. So that these classification algorithms can
be used, the time-series data is transformed into examples via a sliding window
approach. A 10-s window is moved over the time-series data, without overlap, and
the low-level sensor data in each 10-s segment is represented as a single example via
the formation of 43 descriptive, high-level features. The features, which are listed
below, are used for both the accelerometer and gyroscope sensor data, and are used
for both the activity recognition and biometrics tasks. The value in the square brackets
indicates the number of features generated. When three features are generated they
correspond to the three spatial axes.

• Average [3]: Average sensor value (each axis)
• Standard Deviation [3]: Standard deviation (each axis)
• Average Absolute Difference [3]: Average absolute difference between the 200
values and the mean of these values (each axis)

• Time Between Peaks [3]: Time between peaks in the sinusoidal waves formed by
the data as determined by a simple algorithm (each axis)
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• Average Resultant Acceleration [1]: For each of the sensor samples in the window,
take the square root of the sum of the square of the x, y, z axis values, and then
average them.

• Binned Distribution [30]: The range of values is determined (maximum–mini-
mum), 10 equal-sized bins are formed, and the fraction of the 200 values within
each bin is recorded (each axis)

After each example is formed, a label is appended that indicates the activity the
participant was performing, and a numerical ID is also added that uniquely identifies
the subject.

4.3 Activity Recognition Experiments and Results

The activity recognition task is to identify an activity based on 10 s of sensor data. A
classification model is built from a subset of the collected data, the training set, and
is subsequently evaluated on a separate subset of the collected data, the test set. Two
types of models are induced and evaluated: personal models and impersonal models.
Personal models are built for each user, using training data only from that user. This
requires the user to execute a training phase, which can be inconvenient. Impersonal
models, also known as universal models, are built using training data from a panel
of other users, and requires only a single (universal) model to be generated. The test
data used to evaluate the impersonal models must not include data from any user
also present in the training set.

In order to build and evaluate the personal models, data from each of the 51
subjects is separated, and then the data for each subject is partitioned into training
and test sets using 10-fold cross validation. The results for personal models are based
on the entire population of 51 users, and represent the performance averaged over
the 51 users. The impersonal models are generated and evaluated very differently.
In this case, the data from one user is separated and placed into the test set, while
the data for the remaining 50 users is placed into the training set. A model is then
built using the data from the panel of 50 users and is evaluated on the one “test”
user; this is repeated 51 times so that all subjects are evaluated once. Based on this
procedure, the impersonal models are generated from much more training data than
the personal models—which is what we expect in realistic applications given the
cost of generating personal training data.

Table 1 shows the activity recognition results for the personal models generated
using the Random Forest classification algorithm. The accuracy of each of the eigh-
teen activities is shown, for nine different sensor configurations. The first four config-
urations are for each of the individual sensors: the watch accelerometer, watch gyro-
scope, phone accelerometer, and phone gyroscope. Then multiple sensors are fused
in an attempt to improve performance. These fused sensor configurations are: Watch
(watch accelerometer and gyroscope), Phone (phone accelerometer and gyroscope),
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Accels (phone and watch accelerometers), Gyros (phone and watch gyroscopes), and
All (phone and watch accelerometers and phone and watch gyroscopes).

The results show that using all four sensors yields the best overall performance,
although using the phone and watch accelerometers yields equivalent performance.
Using these fused sensors does better than using any single sensor. Overall perfor-
mance is quite good sincewhen using all four sensors the average activity recognition
performance, for the personal models, is 94.3%.

The results for impersonal models are presented in Table 2. The same nine sensor
configurations are evaluated as with the personal models. As before, the best perfor-
mance is achieved when using all four sensors, which yields an overall accuracy of
66.5%. The results for the impersonal models are much worse than for the personal
models, even though the model is trained using much more data. While the overall
activity recognition performance is quite low, certain activities, such as jogging, can
still be recognized with relatively high accuracy.

The smartwatch sensors are particularly helpful for hand-based activities. To see
this, consider the second grouping of activities, for both the personal and impersonal
models, which begin with “Dribbling.” For these seven activities, if we compare the
accuracy results for the watch sensors against the results for the phone sensors, we
see that in every case the watch sensors yield higher accuracy.

Based on these results, we can conclude that one can achieve highly accurate activ-
ity recognition results using only a smartphone and smartwatch, if personal models
are built. The superiority of the personal models means that users move in different
ways to perform the various activities, and that by exploiting these differences one
can domuch better at activity recognition. Personal models require the user to supply
labeled training data, which entails some effort on their part, but this can be auto-
mated into a “self-training” phase, where the smartphone sequences the user through
a set of activities. The results also show that the best results are achieved when the
smartphone and smartwatch are both used. These results indicate that much more
powerful activity tracking applications can be developed in the future, including
some that might be better able to track eating activities.

4.4 Biometrics Experiments and Results

Biometrics can be used to identify or authenticate a person. In the context of this
work, the identification task is to uniquely identify a user from a set of users using a
sample of their motion sensor data. In contrast, the authentication task is simply to
distinguish a user from an imposter. Identification is a multi-class learning problem
while authentication is a binary class learning problem. Virtually all prior work
on motion-based biometrics is based on gait—walking data is used as a biometric
signature. In this study, each of the 18 different activities mentioned earlier are
considered as biometric signatures. All experiments use stratified 10-fold cross-
validation to build and evaluate the models (the stratification ensures that each fold
contains the same distribution of users). Given that each example corresponds to
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10 s of data, the most natural application of this work would yield results based
on a single 10-s sample. For biometrics, we can assume that the sensor data that is
collected from a device is from one person. Thus, we are free to use more than one
example for identification or authentication purposes. In the results in this case study,
each decision is based on five examples (50 s of data) and a majority voting scheme
is used. The majority voting scheme yields significantly improved results.

Table 3 shows the identification results using the majority voting strategy. The
random forest algorithm was used to generate the individual classifiers. As with the
activity recognition case study, the results are reported for each of the nine sensor
configurations—and as before the best results occurwhen using either all four sensors
(“All”) or the accelerometers on both the smartphone and smartwatch (“Accels”). The
identification accuracies are very high and most activities yield good results. This
includes walking, which is the standard activity used for motion-based biometrics.
But even the eating activities yield good results, which indicates that people eat in
very distinctive ways. Note that these identification results are based on a pool of 51
subjects, so that a strategy of guessing a person’s identity would yield an accuracy
just under 2%. The performance would undoubtedly degrade with a larger pool of
subjects, so it would be interesting to extend this study to include a much larger pool
of subjects.

An authentication model must distinguish a specific user from an imposter, which
means that each subject must have their own authentication model. The training
data must include data from the subject to be authenticated, combined with data
from a panel of other subjects, where this panel of other subjects serves as a set
of imposters. In real-world situations, we cannot assume that the imposters trying
to fool the authentication system would have provided data for training, so in this
scenario the test set is made up of data from subjects not represented in the training
set. Given that there are 51 total subjects, the 50 “other” subjects are partitioned into
two sets, one set to be used in the training set and the other set to be used in the
test set. Since authentication is a binary classification problem and the positive class
(the user to be authenticated) is rare in comparison to the negative class (imposters
that should be rejected), the panel of other subjects was under-sampled to create a
training set that is made up of only 75% imposters (several different proportions
were evaluated but only had a minimal impact on the results).

Table 4 shows the authentication results. As with the prior identification results,
the Random Forest algorithm was used to induce the models and majority voting
is used to boost performance. Equal Error Rate (EER) is typically used to assess
authentication performance and is used in Table 4. EER is calculated as the point
where the False Acceptance Rate (FAR) equals the False Rejection Rate (FRR). FAR
is the rate at which the model incorrectly accepts an imposter as a legitimate user,
while FRR is the rate at which the model incorrectly rejects a legitimate user. The
results in Table 4 again show that the best results are achieved when either all four
sensors are used or both accelerometers are used. The results also show that walking
is a very good activity for authentication purposes—when using all four sensors,
walking yields an equal error rate of 6.8%, which is the second lowest EER (eating
pasta appears to give better results but is clearly not the most practical activity).
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An activity like clapping yields fairly good results, and since it could reasonably be
performed in most environments, perhaps should be considered for authentication.

The biometric results, for both identification and authentication, have been pre-
sented in terms of individual activities. A long term goal is to build a system that per-
forms continuous biometrics—that continuously validates a person’s identity in the
background, as the person goes about their normal tasks, without requiring the user
to perform any specific activity. Thus, in the next set of identification experiments,
we move a step closer to continuous biometrics by using the set of all 18 activi-
ties—without explicitly labeling each activity. Thus, the question becomes whether
we can identify someone based on the sensor data generated from a diverse set of
unlabeled activities. This is only a step towards continuous biometrics, since only
eighteen activities are considered, rather than all activities a person might perform
during their daily activities.

Three variations of the basic experiment are conducted. The first is the basic
experiment: activity labels are not provided. The second experiment provides the
activity labels and is provided for comparison purposes, to assess the impact of not
having the activity labels. The third experiment does not include any activity labels,
but uses an activity recognition model to predict the activity. Thus, this is a two
stage approach, where the activity label is predicted and then is used in the biometric
identification process. Table 5 provides the results for all three variations of the
experiment, and also includes the results when the majority voting strategy is not
used and is used, corresponding to the situation of making an identification using a
10 s sample of data or a 50 s sample of data, respectively.

The results in Table 5 demonstrate that good performance is possible even without
the activity labels, at least when the voting strategy is used. Specifically, the results
indicate that identification accuracy is 99.1% when all sensors are used and majority
voting is used, even when no labels are provided. In fact, the results show that
including the labels in this situation yields the same accuracy. Somewhat surprisingly,
in this case predicting the activity label yields slightly worse performance than not
having it. The key conclusion from Table 5 is that it is possible to achieve good
identification accuracy when the input is only an unlabeled stream of activity data.

Based on the results in this section, motion-based biometrics using a smartphone
and/or smartwatch can be effective. Wearable computing applications that perform
muchmore granular activity recognition should arrive over the next decade, as should
applications that use a person’s motion to passively perform biometric identification.

5 Summary and Future Directions

This chapter provides a basic overview of wearable computing. It began by defining
wearable computing and emphasized key characteristics, including that wearable
computing technology should be easy to utilize without much conscious effort. It
then provided a tour through the history of wearable computing devices, and in
doing so demonstrated the diversity of wearable computing and wearable computing
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Table 5 Identification accuracy using all eighteen activities

Sensors
used

Without label With label Predicted label

voting? voting? voting?

No Yes No Yes No Yes

Phone accel 58.0 96.8 58.5 97.6 30.3 96.0

Phone gyro 27.4 61.6 28.6 65.1 27.0 63.1

Watch accel 27.8 76.0 28.6 77.3 62.7 75.4

Watch gyro 12.4 39.8 13.2 43.9 51.8 42.4

Phone 61.2 97.0 62.1 97.5 32.7 96.2

Watch 28.6 77.1 29.3 77.9 66.6 80.6

Accel 64.0 99.2 63.9 99.3 64.0 98.9

Gyro 30.3 72.3 30.6 73.0 56.3 72.9

All 64.7 99.1 65.1 99.1 67.0 98.9

Ave 41.6 79.9 42.2 81.2 43.8 80.5

applications. The history also demonstrated that many of the more recent wearables
have their roots in wearables that were developed decades ago. Lessons learned from
the history of wearables were presented and used to predict future trends in wearable
computing. The chapter then described several wearable common application areas,
and the industries that are currently benefitting most from this technology. Case
studies on activity recognition and biometrics were provided to demonstrate how
some wearable computing applications are implemented, and highlight how data
science methods can lead to more powerful future wearable computing applications.

Wearable computing has entered the mainstream over the last few years, first with
the introduction of activity trackers and then with smartwatches. These devices have
only begun to tap the potential of wearable computing and even they have not yet
completely proven themselves. For example, activity trackers are quite popular, but
have not been around quite long enough to prove that they are not a fad—and there
are signs that even the commercial success of Fitbit may be fading. In fact, there are
even studies that indicate that the benefits of fitness tracking may be overblown. One
study showed that adding fitness tracking to a standard behavioral intervention for
weight loss resulted in a reduction in weight loss [35]. Similarly, many users find
the benefits of using a smartwatch to be minimal, and the growth of the smartwatch
market has thus far been rather disappointing. More ambitious wearable computing
devices, like Google Glass, still face an uncertain future—Google Glass itself was
withdrawn from the commercial market until the product can be improved. It is still
unclear whether augmented reality devices will ever enter the mainstream.

However, there is reason for optimism. There is still great interest in wearable
computing and devices like Google Glass may simply have been released prema-
turely. After all, the Apple Newton PDA was a flop, but ultimately Apple released
the iPhone, which includes much of the PDA functionality, and it was a tremendous
success. Furthermore as the electronics continue to shrink and power requirements
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are reduced, wearable computing devices will become cheaper and less cumbersome.
This is especially true for wearable sensors, which could ultimately be embedded
on our clothing. Medical applications of wearable computing could alone turn out
to have enormous benefits. Thus, there is great potential for growth in wearable
computing technology, but such technology must provide substantial and concrete
benefits to the user.
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Wearables Security and Privacy

Jorge Blasco, Thomas M. Chen, Harsh Kupwade Patil
and Daniel Wolff

Abstract Wearable devices equipped with various embedded sensors are finding
many applications in health care and other sectors. As a relatively new class of
mobile computing, there is little experience with security and privacy problems.
This chapter aims to bring attention to these important but somewhat overlooked
issues. We describe the components in wearables (sensors, processors, software,
and communications) and highlight the security issues related to wireless protocols,
vulnerabilities, and privacy.

1 Introduction

In the past decade, smartphones have become a ubiquitous platform for mobile com-
puting, allowing users to carry around serious computing power and always-on Inter-
net connectivity [31]. Wearable devices extend mobile computing to be worn on the
body which offers some appealing advantages: they can be carried around conve-
niently and continuously; they can be operated mostly hands-free; they can be highly
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personalized in a variety of form factors; and they can incorporate an array of sensors
to measure health signs [32, 45] and personal activities [16, 36, 38].

Wearables are becoming increasingly popular in sectors including infotainment,
fitness, health care, and industry [15]. Statistica [63] estimates that 85 million wear-
ables were shipped in 2015, which will increase by 58% to 135 million in 2016, and
then to 190 million in 2017. Gartner [24] predicts that 50 million smartwatches, 35
million wristbands, 24 million sports watches, and 21 million other fitness moni-
tors will be sold worldwide in 2016. The numbers do not include wearable systems
specialized for military applications [71].

Wearables for infotainment include smart glasses, heads-up displays, and smart-
watches. Fitness and healthcare applications involve wristbands, smart garments,
chest straps, and sports watches. Wearables for industry and military applications
include head-mounted displays and hand-worn terminals. Other forms of wearable
devices are gloves, shoes, contact lenses, armbands, rings, caps, bracelets, and ear-
buds. Wearables are often designed with multiple functions, e.g., smartwatches and
wristbands canmonitor fitness,make contactless payments, receive or sendmessages,
wirelessly unlock doors, and performmanymore things depending on software apps.

Although wearables have certain advantages over smartphones, wearables are
more likely to complement smartphones than replace them. Wearables extend com-
puting to the body but are constrained by their often small size and mobility require-
ments [19]. They typically must be designed to minimize battery power usage [61].
Their hardware resources are limited usually in terms of memory and computing.
Their wireless communication range is short mainly to save energy. For these rea-
sons, they often work with smartphones to take advantage of the phone’s greater
computing and communications capabilities. An example of a healthcare scenario is
shown in Fig. 1, but this is not a unique configuration. In this example, a smartphone
may act as a hub to collect and process data from wearable sensors [42, 69]. Hubs
have relatively large data storage, powerful processors, and broadband Internet con-
nectivity. Hubs may carry out lightweight signal processing on the data and transmit

Wireless 
sensors

Medical 
services

Cloud 
service

Hub device

Fig. 1 A healthcare scenario
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a fraction of the data to cloud servers for powerful analysis and long-term storage.
Data may be shared with authorized medical services (e.g., doctors, hospitals, etc.).
In the long term, wearables will bemore standalone devices, as suggested by recently
introduced smartwatches with Long-Term Evolution (LTE) cellular capabilities.

In the bigger picture, wearables (and smartphones) will be a part of the expand-
ing Internet of Things (IoT) [51]. The IoT will be made up of a massive number
of interconnected “smart” objects with sensing, communications, and information
processing capabilities [47]. However, IoT solutions are being designed with secu-
rity as a secondary consideration [53]. Security and privacy concerns for the IoT are
relevant to wearables as well [67]. For example, personal health data collected by
a wearable might be stolen for malicious purposes, or a vulnerability in a wearable
device might be exploited by ransomware to force the owner to pay a ransom. Some
wearables are used as authentication devices (e.g., for payments) which make them
attractive targets for criminals.

Although research in wearables has been ongoing for decades, they have become
mainstream popular with consumers only in recent years [52, 62]. There is little
experience with security issues at the current time. Wearables increase the risk of
certain security and privacy issues because of the following reasons:

• Wearables have a variety of biosensors, which can collect a great amount of per-
sonal data about a person [59];

• Wearables are worn constantly so a person may be monitored continuously;
• Wearables are always network-connected and accessible;
• Wearable devices are often designed for functionality and price instead of security.

In a real sense, wearables are the most intimate “personal” computing devices
because they knowa person’s activities and physiology. It is easy to see thatwearables
will be attractive targets for criminals, not only for the valuable personal data stored
in them but also for other possible attacks:

• Attack scenario 1: Wearables are used for access control (to open locks or log into
computer accounts). A wearable is identified by a unique cryptographic key stored
in memory. A criminal steals a wearable to gain entry to a victim’s house or bank
accounts.

• Attack scenario 2: A criminal gains access to the sensor data in awearable to steal a
victim’s biometric data, e.g., facial image, voice pattern, and heart rate data. Using
the stolen biometric data, the criminal carries out identity theft by masquerading
as the victim.

• Attack scenario 3: A criminal eavesdrops onwireless transmissions from the wear-
able to steal personal data.

• Attack scenario 4: A criminal takes control over the wearable device (e.g., locks
the wearable) and extorts the victim for money in return for giving back control.

• Attack scenario 5: A criminal takes control over the wearable device, perhaps with
malware, and uses its resources for malicious purposes, e.g., spam, botnet, or a
stepping stone to launch attacks on other devices.
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The aim of this chapter is to bring more attention to security and privacy issues for
wearable devices. Section 2 begins with a description of wearable devices and their
components. Section 3 examines the security of common wireless protocols that are
being implemented in wearables. Section 4 describes the vulnerabilities of wearable
devices. Finally, Sect. 5 reports on privacy issues.

2 Wearable Devices

What is a wearable device?Wearables are a broad class of mobile computing devices
with significant power and size limitations imposed by the form factors. It may be
easiest to think of traditional wearable objects—such as clothes, watches, rings,
glasses, and headgear—and add computing and communications capabilities tomake
a wearable device. Thus, in contrast, smartphones are not in the class of wearable
devices because phones are traditionally thought to be “carried” but not “worn.”
Like any computer, wearables have processors, memory, and software. They may or
may not be connected to the Internet, depending on their application. Since they are
worn continuously and close to the body, they tend to include an interesting array
of sensors for monitoring a range of biosignals [59]. Valuable physiological data
can be collected over long time frames that can be analyzed for baseline patterns,
anomalies, and gradual progression of certain symptoms.

In this section, we describe four major components in wearable devices: sensors,
signal processing, processors, and software. While this section is intended mostly
for background, security risks and vulnerabilities are pointed out where appropriate.

2.1 Sensors

A wide variety of sensors can be accommodated in wearable devices [10, 42].
The cost-effective production of small sensors is now possible due to technolog-
ical advances in microelectronics, materials, optics, and miniaturization. Typical
wearable sensors are noninvasive, i.e., work outside of the human body, and directly
on the skin or in very close proximity. Invasive sensors are preferable for measure-
ments of internal processes (e.g., bile sensors [9]) but involve surgical implantation
or ingestion which are naturally unappealing.

The description of sensors here aims to be comprehensive for two reasons. First,
the variety of sensors embedded in wearables is one of the major differences between
wearables and traditional computers (including smartphones). Second, the data col-
lected from sensors poses new security risks such as loss of privacy of very personal
data (related to physiology, medical conditions, and daily activities) and valuable
biometric data that might be stolen for purposes of identity theft.
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2.1.1 Light Sensors

Cameras: Digital cameras are optical sensors for taking images or videos, combined
with other sensors, special circuitry, and sophisticated signal processing for enhanc-
ing the picture quality (e.g., to compensate for low light, shaking, and motion, as
well as recognize faces). They are commonplace now in smartphones, smart glasses,
and other wearables. A wide range of applications include infotainment, augmented
reality, and biometrics (face, retina, and fingerprint recognition).

Cameras are used in older types of fingerprint scanners to capture an image, and
then the algorithms analyze the light and dark areas to recognize patterns such as
ridges. An array of LEDs provides lighting for the fingerprint at scan time. This
type of optical fingerprint scanner has been shown to be vulnerable to spoofing by
high-quality images of stolen fingerprints. More modern fingerprint scanners are
capacitive which are more difficult to fool.

Face recognition technology has been around for several decades, and many tech-
niques are available, e.g., Viola–Jones algorithm, principal component analysis, inde-
pendent component analysis, linear discriminant analysis, and so on. Face recogni-
tion is not as popular for smartphones as fingerprint recognition perhaps because
face recognition is generally less reliable (affected by shadows, occlusions, and so
on) and easier to spoof in the sense that faces are easier to steal than fingerprints.

For biometrics, iris patterns (the colored ring in the eyeball between the central
pupil and the sclera) are appealing because they do not change after age two. While
the color of the iris is determined by genetics, the patterns in the ligaments of the
iris are created by random tissue folding during gestation and are unique to each
eyeball. Also, there are 225 different points of comparison that are unique to each
iris, compared to 40 in a fingerprint. In general, a near-infrared (NIR) light is shown
into the eye because it does not cause discomfort, unlike visible light. A separate
camera is used to capture the imagebecause standarddigital cameras include infrared-
blocking filters. Alternatively, some iris recognition systems look at the pattern of
blood vessels in the white part of the eye.

Cameras offer a noncontact approach to measuring respiratory rate, in contrast to
contact approaches requiring sensors on the chest and abdomen to measure move-
ments there. Generally, cameras capture a video of a person in visible or infrared
light, and the frames are analyzed to pick out the rhythmic movements indicative of
exhalation and inhalation.

As a potential point of attack, cameras are an attractive target for criminals. Gain-
ing access to the camera can allow theft of highly personal images and biometric
data.

PPG: The photoplethysmograph (PPG) measures the pulse wave as the volume
change of blood [64]. It takes advantage of the fact that blood absorbs infrared light.
Typically, light is emitted by one or multiple LEDs on the skin; a photodetector
on the same side will detect the scattered light or a photodetector on the other side
will detect the transmitted light. Each time the heart beats, a blood pressure pulse
is generated and propagated in the blood vessel. A local increase of blood pressure
causes an increase in light absorption and attenuation of the light transmitted through
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Fig. 2 An example of PPG signal

the tissue or reflected. An example of a PPG signal is shown in Fig. 2. Common
operating wavelengths are between 510 mm (green) and 920 mm (infrared). Green
works best on light skin and normal temperatures, whereas longer wavelengths are
better for dark skins or cold temperatures. PPG is useful for monitoring heart rate
[6], blood oxygen saturation (SpO2), blood pressure, and stroke volume [54].

PPG sensor data may not be that valuable to criminals as health data, but heart
rate is starting to be used for biometric authentication. PPG data may therefore be
targeted for identity theft.

Pulse oximeter: A pulse oximeter is a device usually on the fingertip or earlobe (for
their small capillaries) that works in a similar way as PPG. Two wavelengths of light
are shown through the finger or earlobe to a photodetector on the other side tomeasure
the fraction of oxygen saturation level in blood. The two wavelengths measure the
absorption coefficients due to the difference in concentration of hemoglobin and
deoxyhemoglobin levels in blood.

Blood pressure: The traditional method of measuring blood pressure is the sphyg-
momanometer, an inflatable cuff that squeezes the upper arm. Wearables offer a
challenge to measure blood pressure with a much smaller apparatus. One approach
is a cuff around the finger that applies a varying pressure. At the same time, infrared
light is shown through the finger to a photodiode. Since the wavelength is primarily
absorbed by hemoglobin, the light intensity fluctuations give information about the
area of the finger cross section occupied by blood. The volume of the blood is related
to pressure, so the light intensity can be related to arterial blood pressure.

Blood glucose: Light is one of the means to measure blood glucose concentration
(other methods are described later). Diabetes has no immediate cure, and thousands
of people are diagnosed each day. There are many options for monitoring glucose
levels [66]. Light sensors that fit within a wearable device offer a noninvasive way
that is clearly preferable to traditional invasive and painful ways.
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Fig. 3 An example of ECG signal

2.1.2 Electrical Sensors

ECG:Manywearable sensors focus onmonitoring the cardiovascular systembecause
of the electrical activity of the heart [59]. The most familiar electrical sensor is the
electrocardiogram (ECG) consisting of two or more metal electrodes that must be in
direct contact with the skin, usually facilitated by a gel for a proper connection [14].
They can be placed across the chest, wrists, and ankles. ECG electrodes measure
the tiny voltage changes on the skin that arise from the pattern of depolarizing and
repolarizing during each heartbeat. A healthy heart has a regular progression of depo-
larization starting with pacemaker cells in the sinoatrial node and eventually ending
in the ventricles that create a typical ECG wave as shown in Fig. 3. Repolarization
is a phase when cells return to a resting negative charge.

An ECG provides a large amount of information about the structure and func-
tion of the heart. Aside from a check of general health, it is useful for diagnosis of
breathing difficulties, heart problems, fainting, seizures, and emergency situations.
Wearables allow continuous ECG monitoring, which is particularly useful for peo-
ple who are critically ill, undergoing general anesthesia, or have an infrequently
occurring abnormal cardiac rhythm.

Unfortunately, many sources of noise can corrupt ECG signals: power line inter-
ference, electrode contact noise, motion artifacts, muscle contraction (refer to elec-
tromyogram below), and electromagnetic interference from other electronic devices.
Practically, it is necessary to filter out all these noise sources.

Theft of ECG data may pose a serious privacy loss because ECG can reveal a
substantial amount of information about a person’s health and medical condition.
Also, like PPG sensor data, heart rate measured by ECG (more accurate than PPG)
may be valuable for biometric authentication. ECG data should be protected against
identity theft.

Respiratory rate: Respiratory rate may be derived from an ECG because it has
been observed that the respiration has amodulating effect on the ECG. The technique
is called ECG-derived respiration (EDR) [41].

EMG: A surface electromyogram (EMG) is performed in a similar way as ECG
with multiple electrodes on the skin to measure the electric potential generated by
muscle cells when these cells are electrically or neurologically activated. A surface
EMG is noninvasive but provides only limited information about muscle activity.
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An intramuscular EMG gives a much more informative measurement but requires
insertion of electrodes through the skin into the muscle tissue.

EEG: An electroencephalogram (EEG) measures voltage fluctuations resulting
from ionic currentwithin the neurons of the brain. Typically,multiple EEGelectrodes
are placed in a head-worn apparatus tomake contact with the scalp. Noninvasive EEG
is used to diagnose epilepsy, sleep disorders, coma, stroke, encephalopathies, and
brain disorders in general. However, a clinical EEG can take 20–30 min; EEG is not
good at measuring neural activity below the upper layers of the brain (the cortex),
and generally the signal-to-noise ratio is poor.

Like ECG data, theft of EEG data may pose a serious loss of privacy. Unlike ECG
data, the EEG is not currently used for biometric authentication, so the reason for
theft of EEG data is not likely to be identity theft.

GSR: Another electrical sensor is the galvanic skin response (GSR or skin con-
ductance) sensor used to measure the electrical conductance of the skin [44]. Two
electrodes are placed on the skin close to each other and pass an imperceptible current
between them. Themeasured electrical resistance of the skin depends on themoisture
or sweat produced by the skin. Sweating is controlled by the sympathetic nervous
system, and GSR is sometimes interpreted as an indicator of arousal or stress.

Temperature: Finally, electrical sensors are common for measuring temperature
(among other methods such as infrared detection). Electrical temperature sensors can
be built using a thermistor or thermocouple. A thermistor changes resistance with
temperature; the resistance is measured by a bridge circuit containing the thermistor.
A thermocouple takes advantage of the property that a small voltage is generated at a
junction of different conductors that is proportional to their temperature difference.

2.1.3 Electrochemical Sensors

Sweat rate: A real-time sweat rate sensorwas constructed from two capacitive humid-
ity sensors at different distances from the skin [57]. A capacitive humidity sensor
consists of a nonconductive foil which is covered with gold on both sides. The dielec-
tric constant of the foil changes as a function of the relative humidity of the ambient
atmosphere, which is measured as the capacitance value. The difference between the
measurements at the two humidity sensors gives an indication of water vapor flow
from the skin’s surface.

Sweat: As mentioned earlier, sweat contains an abundance of interesting elec-
trolytes and metabolites. Up to now, noninvasive biosensors have been able to mon-
itor a single analyte at a time or lack on-site signal processing circuitry. Gao et al.
[23] have built a wearable containing an array of electrochemical sensors for in situ
sweat analysis including glucose, lactate, sodium, and potassium ions. The glucose
and lactate sensors are electrodes coated with a specific enzyme, namely, glucose
oxidase, and lactate oxidase, respectively. These enzymatic sensors generate electric
current proportional to the abundance of the corresponding metabolites between the
working electrode and a reference electrode.
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Glucose: A noninvasive method to measure the glucose level in blood would be
valuable formanaging diabetes [66]. Optical methods tomeasure blood glucose were
mentioned earlier. A correlation has been found between sweat glucose and blood
glucose, so some researchers have focused on sweat glucose [43]. Sweat glucose
may bemeasured noninvasively (as described above) but measurements can be easily
confounded by other factors in sweat.

2.1.4 Motion Sensors

GPS: In wearables, motion sensors can be built based on location sensors or force-
based sensors. GPS is a well-known satellite system for triangulating location on
Earth using signals from four line-of-sight GPS satellites [13]. GPS receivers provide
a locationwithin a fewmeters or so, depending on the type of GPS receiver. Exposure
of location information is sometimes seen as a threat to privacy.

Magnetometers:Magnetometers or compassesmeasure the directionof theEarth’s
magnetic field to determine the bearing or direction of an object. Digital magnetome-
ters are small and inexpensive, and thus suitable for embedding in almost any elec-
tronic device including wearables. A digital magnetometer is a type of force-based
motion sensor that is generally embedded within other force-based sensors such as
accelerometers and gyroscopes.

Accelerometers: Accelerometers arewidely used in smartphones and othermobile
devices to detect device orientation and serve as input to motion-based games. Com-
monly used accelerometers measure g-force (1 g is 9.81 m/s2) in the three axes:
x, y, and z. Four kinds of accelerometers are available: piezoelectric, piezoresistive,
capacitive, and servo-type sensors. They work on the principle of generation of elec-
tricity, change in resistance, change in capacitive effect, and change in heat induction,
respectively.

Accelerometers along with gyroscopes may be used to infer a person’s activities.
Hence, the data may be considered to be worth protecting as personal data.

Gyroscopes: Gyroscopes measure attitude and rotation. Attitude is the orientation
of the gyroscope relative to a point in space. By measuring changes in attitude,
gyroscopes can also measure its rotation rate.

Pedometers: A pedometer counts the number of steps walked by detecting when
a body tilts from side to side, e.g., by movement of the hips, and multiplies the
number of steps by the length of each step to determine a total distance traveled.
Inside a pedometer, a metal pendulum swings when the body tilts to one side to
make electrical contact with an electronic counting circuit, incrementing the count
by one. When the body tilts back, the pendulum swings back and breaks the circuit.
Other pedometers are entirely electronic, using two or three accelerometers. These
are arranged at right angles that detect minute changes in force when legs move
during a step.

Shoe sensors: Shoes can be fitted with pressure sensors and accelerometers to
track steps or analyze gait. Pressure sensors are usually made of several thin layers
of a piezoresistive material, such as silicon, that becomes more resistant to an electric
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current when force is put on it. The surface is connected to a Wheatstone bridge,
which is designed to detect small differences in resistance.

2.1.5 Sound Sensors

Microphones: Microphones change sound waves into an electrical signal. They are
inexpensive and small, so they are commonplace in many types of electronic devices.
Microphones are useful for a variety of applications including voice recognition,
respiration rate analysis, and emotion detection. Microphones have the drawback of
capturing ambient noise as well as the interesting sound. Multiple microphones and
signal processing techniques are typically used to reduce the effects of noise [11].

Microphones are often a target for criminals because access to sound may allow
criminals to hear personal data or steal voice patterns for biometrics. Thus, the threats
are privacy loss and identity theft.

Ultrasound: Ultrasound at frequencies above human hearing has many useful
applications, e.g., fingerprint scanning. A fingerprint can be scanned by transmitting
an ultrasonic pulse against the finger placed on a scanner. While some of the pulses
are absorbed, the rest is bounced back to the sensor, depending on the ridges, pores,
and other microstructures that are unique to each fingerprint. The sensor calculates
the intensity of the returning ultrasonic pulse at different points on the scanner.

Fingerprint data should obviously be protected against theft by criminals who
could use the data for identity theft.

2.2 Signal Processing

Awearable devicewill often send its sensor data to a hub device for long-term storage
and heavy processing (e.g., datamining or classification). This savesmemory storage
and reduces energy consumption in the wearable. However, there are a number of
functions that need to be carried out in the wearable, namely, signal conditioning and
signal processing as shown in Fig. 4.

Sensors Signal 
conditioning

Signal 
processing

Fig. 4 Signal conditioning and signal processing in a wearable
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Decisions aboutwhich functions to design into thewearable (as opposed to leave to
the hub device or cloud service receiving the data from thewearable) are complicated
by the following considerations:

• The total power consumed depends on the energy used by the sensors, sampling,
signal preprocessing, and wireless transmission [59]. There are trade-offs, e.g.,
it might be more efficient sometimes to process data in the wearable instead of
transmitting the data.

• Power consumption should be minimized but balanced against performance and
cost, which depend on the application, for example, some applicationsmay require
a minimum sampling rate.

• Certain time-critical functionsmay be better to perform in thewearable, e.g., detec-
tion of imminent hazards. Another reason to carry out functions in the wearable
might be unreliability of the wireless channel or cloud service.

• Wearables have a wide range of processing capabilities (from simple fitness bands
to sophisticated smartwatches). Some functions may not be feasible to support in
basic wearables.

Signal conditioning may include noise filtering or cancellation, signal amplifica-
tion, anti-aliasing (e.g., low-pass filtering), and analog-to-digital conversion consist-
ing of sampling and quantization [59]. Noise can be a substantial factor due to user
movements, environmental noise, and changes in sensor locations (e.g., a smartwatch
slipping around the wrist). Sampling frequency is another important consideration
because a higher sampling rate not only improves data resolution but also increases
the amount of data (and hence power consumption).

Signal processing may include data compression and lightweight classification
but it is dependent on the application. Data compression reduces the total amount
of data for transmission and storage, but lossy data compression achieves higher
compression at the cost of discarding information that will be unrecoverable later.
The compression algorithm depends on the application and what type of information
should be discarded preferentially. In most cases, data should be transmitted to a
hub device or cloud service for data mining and classification, but certain applica-
tions may necessitate lightweight classification to be performed in the wearable. For
example, there may be applications that are sensitive to the communication delay or
unreliability. In that case, algorithms for feature extraction and classification must
be designed to be as efficient as possible [59].

2.3 Processors

Wearables take many forms depending on where they are worn on the body, but
they are all constrained by power, memory, and computing resources. Understand-
ably, people do not want to wear bulky, heavy equipment. At the same time,
they have realistic expectations that wearables have limited functions. Hence, the
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microprocessors found in wearable devices have lower specifications than desktop
computers and laptops, and even some smartphones.

The most common processors are based on reduced instruction set computer
(RISC) in contrast to traditional complex instruction set computer (CISC) proces-
sors designed for desktop computers, exemplified by Intel’s x86 platform. The RISC
approach chooses a set of simpler instructions than CISC in order to reduce the
number of processor cycles required to perform each instruction, resulting in smaller
hardware and lower power consumption. Some high-end wearable devices have a
separate coprocessor to off-load the processing of sensor data from the main pro-
cessor. A coprocessor referred to sometimes as a “sensor hub” is useful when the
device has a great amount of sensor data that needs to be analyzed together in real
time, requiring constant CPU attention.

While there have been many RISC processors (e.g., MIPS, SPARC, and Pow-
erPC), processors based on the ARM architecture licensed from ARM Holdings
have become the most popular, adopted in wearables as well as iOS and Android
smartphones and tablets [39]. The ARM Cortex-M family is well suited for low-end
wearables due to its small form factor and low power requirements. For instance, the
Cortex-M3 processor is used in the Pebble watch, Fitbit fitness bands, and Arduino
Flora. The Cortex-M4, Cortex-M7, and Cortex-M33 processors integrate digital sig-
nal processing (DSP) and floating point operations, which are advantageous for
applications such as sensor fusion and power management.

The ARM Cortex-A processor family tends to focus graphics and CPU power,
compared to the Cortex-M. This tends to be found in high-end wearables such as
smartwatches supporting an operating system capable of running a variety of apps
and communicating with other devices (like wireless earphones or smartphones).

Manywearables use custom systems on chip (SoCs) that usually integratemultiple
cores, graphics processing unit (GPU), DSP, GPS, wireless communications, and
support for audiovisual sensors.Well-knownexamples of SoCs include the following:

• Apple’s 64-bit A9 (based on ARMv8) with an integrated M9 motion coprocessor
that was first implemented in the iPhone 6S and 6S Plus;

• Samsung’s multi-core Exynos 9 (also based on ARMv8) appearing in the Galaxy
S8 and S8+ smartphones [58];

• Qualcomm’s Snapdragon Wear 2100 based on ARM Cortex-A7 [49].

The ARM Cortex-M23, Cortex-M33, and Cortex-A series processors support
TrustZone technology, which dedicates a secure area on the chip called trusted
execution environment (TEE) [40]. The TEE is an area for trusted resources—
software, data, and hardware—separated by hardware from untrusted resources. The
trusted environment can also include memory, peripherals, interrupts, and bus trans-
actions. Common uses include the protection of authenticationmechanisms, cryptog-
raphy, trusted software (e.g., secure boot and electronic wallet), and biometric data.
Untrusted software cannot access secure resources directly. Thus, secure resources
are protected from software attacks and common hardware attacks. Context switch-
ing between secure and nonsecure environments is done in software via a secure
monitor call in Cortex-A, or hardware in Cortex-M.
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Apple’s A7 and later SoCs are based on ARMv8 and contain a secure coprocessor
called “secure enclave” that is likely using ARM’s TrustZone technology. The secure
enclave is known to protect data from the Touch ID fingerprint sensor. Reportedly,
it has its own secure boot process to ensure security. It has a unique, unalterable
ID useful for creating a temporary encryption key to encipher its memory. It also
contains an anti-replay counter.

2.4 Software

Wearable devices are highly fragmented from a software perspective, with many
operating systems (OSs) sharing the market [3, 33]. An OS for wearables is differ-
ent from a traditional desktop OS in a number of ways: it should optimize process
scheduling and power consumption; it should support the wearable’s user interface;
it should optimize graphics processing; and it should support the wearable’s sensors
input/output. Some wearables with limited functions (fitness trackers and smart-
watches) do not have an operating system, whereas others need an operating system
capable of supporting an ecosystem of apps.

2.4.1 Open-Source Operating Systems

Android Wear: Somewhat confusingly, Android Wear is a wearable OS that is dif-
ferent from the popular Android OS for smartphones [4]. Android Wear was derived
from Android to be suitable for smartwatches and is mainly designed to pair smart-
watches to work with Android smartphones (although version 2.0 enables Android
Wear smartwatches to run native apps without the need for a smartphone nearby).
Android Wear is mostly open source but Google adds a proprietary layer of services
such as Google Now (for voice recognition).

Android: Android itself is not designed for wearable devices but can be modified
for awearable. LikeAndroidWear, Android can run on theARMCortex-A processor
and potentially any processor supporting the Linux kernel (which Android is based
on).

Tizen: Tizen is an open-source OS, also based on Linux, started by a group of
companies in 2011 as an alternative to Android [65]. While it has not found success
in smartphones, it has been adopted for a significant number of smartwatches. Tizen
ismost commonly found in Samsung smartwatches with ARMCortex-M processors.
Tizen supports apps in the Tizen app store (native apps are written in C, whereas
Android apps are written in Java).

Embedded Linux: Wearables may choose embedded Linux because Linux is open
source and supported on a wide variety of processors including ARM Cortex-M,
Cortex-A, MIPS, and x86. Linux is a general-purpose OS, which means that apps
can be developed easily, but Linux might be an overkill for a wearable designed for
limited functions.
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mbed OS: The open-source mbed OS is based on a real-time operating system,
CMSIS-RTOS RTX [8]. Supported by ARM, mbed OS runs on a range of Cortex-M
processors. For security, a supervisory kernel called uVisor helps to isolate security
domains used to restrict access to memory and peripherals.

2.4.2 Proprietary Operating Systems

watchOS: Apple’s watchOS is a version of its proprietary iOS customized for its
Apple Watch. The original Apple Watch used a custom S1 system in package (SiP)
that integrated an application processor, memory, storage, and support processors
for wireless communications, sensors, and I/O controllers in a sealed package. The
Apple Watch series 2 uses the S2 SiP. It is known that iOS, and hence watchOS, is
based on the XNU kernel, a hybrid between BSD and Mach kernels.

Windows 10: Recently, Microsoft designed the latest Windows 10 to work across
the broadest range of machines including wearables. One of its central features is
the so-called “universal app” platform which means that developers can create apps
that will run across all Windows devices of any size and form factor.

Pebble OS: Pebble OS was an operating system developed for the Pebble smart-
watch until Pebble Technology was shut down in December 2016. Pebble OS was
based on the FreeRTOS kernel, a real-time OS for embedded devices. Most of Peb-
ble’s intellectual property and staff, except hardware, were purchased by Fitbit.

LinkIt OS: MediaTek offers a proprietary LinkIt OS specialized for the Aster SoC
which features low power and low cost [37]. It has a low-power standbymode, which
enables always-on wearable devices to have small energy footprints. The battery life
of devices can reportedly last a few days with normal usage.

WebOS: WebOS based on the Linux kernel was originally created by Palm as the
successor to PalmOS. Palmwas acquired byHPwhich released the operating system
asopen source under the nameOpenwebOS.HP licensedwebOS toLGElectronics in
2013 for its web-enabled smart TVs.WebOSmade it into the LGWatch Urbane LTE
but the current line of LG Watch Urbane (with Qualcomm Snapdragon processors)
supports only Android.

WearableOS: WearableOS is a special package of the Unison RTOS (real-time
operating system) [55]. A real-time OS has a deterministic preemptive kernel and
a small memory footprint. WearableOS is specifically designed to minimize power
consumption and support a range of sensor and wireless technologies.

3 Wireless Communications Security

Wearables take advantage of a number of wireless technologies to communicate with
other devices or a cloud service [25, 32, 45]. As mentioned in Sect. 2.2, wearables
have limited processing,memory, and power resources.Wearables can save resources
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by sending its sensor data (after preprocessing) to a device with more resources, e.g.,
a smartphone.

This section gives an overview of the common wireless technologies which dif-
fer in several ways: range; data rates; spectrum; error control; robustness against
interference, atmospheric attenuation, and various sources of noise; and protection
against eavesdropping. The IEEE 802.15 working group has developed a few stan-
dards for wireless communications applicable to wearable devices, namely, IEEE
802.15.1 (Bluetooth), IEEE 802.15.4 (Zigbee), and IEEE 802.15.6 (body area net-
works). Other protocols including ANT+, UWB (Ultra-wideband), NFC (near field
communication), IEEE 802.11 (Wi-Fi), GPRS (General Packet Radio Service), and
UMTS (Universal Mobile Telecommunications System) are also used among wear-
able devices. There is not much to say about IEEE 802.11, GPRS, or UMTS because
they are general-purpose wireless services not designed particularly for wearables.

Wireless communications are expected to be an avenue for attackers. Wireless
communications face the same security risks as wired communications (e.g., eaves-
dropping, data modification, packet injection, masquerade, and replay) except that
attacks are easier to accomplish in the radio environment. For instance, eavesdrop-
ping on radio signals is easy for any receiver within range, whereas a wired link
requires a physical tap. An unsecured wireless link may expose personal data, or
worse, allow an adversary to bypass other security mechanisms, and compromise a
wearable device.

As security risks are well known, each wireless technology includes security
mechanisms. Cryptography is the foundation for secure communications. The stan-
dard encryption algorithmadvanced encryption standard (AES) is typically employed
to ensure confidentiality. However, protocols may differ in the choice of key length,
block cipher mode, method for key agreement (key distribution), and calculation of
MAC (message authentication code) for data integrity. Another important difference
may be how devices are authenticated to each other.

For wearables, it must be kept in mind that they have very limited computa-
tion and power resources. Consequently, traditional cryptographic approaches for
encryption and key establishment may not be well suited [67]. For instance, public
key cryptography is considered to be too computationally demanding for wearables,
and hence private key cryptography is assumed. However, this raises the question of
how symmetric keys will be distributed securely.

3.1 Bluetooth

Bluetooth is standardized as IEEE 802.15.1, but the commercial technology is man-
aged by the Bluetooth Special Interest Group (SIG) consisting of more than 30,000
companies [60]. Bluetooth is popular due to its design oriented at simple and low-cost
implementation. It is widely implemented in smartphones, fitness trackers, wire-
less earphones, and other accessories. Bluetooth 4.0 provides a specific stack for
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low-power communications called Bluetooth Low Energy (BLE), also marketed as
Bluetooth Smart, that is particularly relevant for wearables.

BLE utilizes 40 radio channels with 2 MHz spacing in the 2.4 GHz unlicensed
band [27]. BLE communication is divided into two phases: advertising and data
communication. Advertising messages use 3 out of the 40 available RF channels and
allow device discovery and connection establishment. Once the advertising device
(e.g., wearable) receives a connection request from the master device (such as a
smartphone), the data transfer phase starts. Both paired devices can start exchanging
data frames through the remaining 37RF channels using adaptive frequency hopping.
Communications between paired devices are limited between 10 m and 1 Mbps.

BLE allows one device serving as the master connected with an unlimited number
of slaves to form an ad hoc piconet. A slave in one piconet can act as the master for
another piconet simultaneously, thus creating a chain of networks called a scatternet.

Due to its wide adoption, Bluetooth security has been studied extensively [12, 21].
Security features include stealth, frequency hopping, authentication, and encryption.

Stealth: Devices can hide and refuse connections through non-discoverable and
non-connectable modes. Normally in discoverable mode, devices reply to inquiries,
letting other nearby devices discover their existence, but in non-discoverable mode,
devices do not announce their presence by ignoring inquiry scans. In connectible
mode, devices listen for requests to their Bluetooth address whereas in
non-connectible mode, they do not allow other devices to initiate connections.

Frequency hopping: BLE uses frequency hopping spread spectrum (FHSS) to
mitigate interference between devices but it helps to protect against eavesdropping.
A device follows a pseudorandom sequence to hop among 37 different radio channels
that are established during connection establishment [29]. In order to eavesdrop, an
adversary has to determine the hopping sequence. Unfortunately, the limitations of
BLE connections allow an attacker to easily get the sequence [56].

Authentication: Bluetooth has four security modes for authentication and encryp-
tion. The first three (modes 1 to 3) apply to legacy versions, while mode 4 applies to
current versions. Security mode 1 is insecure with no authentication or encryption.
Mode 2 (service-level enforced security) uses authentication and encryption at the
service level, after a channel has been established. Mode 3 (link-level enforced secu-
rity) uses authentication and encryption at the link-level connection is established.
Mode 4 offers secure simple pairing (SSP) to create service-level security, similar to
security mode 2.

SSP simplifies the pairing process compared to legacy Bluetoothwhich uses a per-
sonal identification number (PIN) to authenticate devices (not users). In comparison,
SSP offers four association models that are flexible in terms of device input/output
capability:

• Numeric comparison for a pair of Bluetooth devices capable of displaying a six-
digit number and asking the user to enter a yes/no response on each device if the
numbers match.

• Passkey entry for one Bluetooth device with input capability (e.g., keyboard) and
another device with a display but no input capability.
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• Just works where at least one device does not have a display or a keyboard for
entering digits (e.g., headset).

• Out-of-band (OOB) for a pair of devices that support a common additionalwireless
or wired communication channel for device discovery and cryptographic value
exchange.

SSP also improves security through the addition of elliptic-curve Diffie–Hellman
(ECDH) key agreement to generate a secret symmetric key called long-term key
(LTK). ECDH is a variation of the well-known Diffie–Hellman protocol [20] that
makes use of elliptic-curve cryptography [35]. The Diffie–Hellman protocol allows
two devices to establish a shared secret (in this case, the LTK) by exchanging
public numbers over an insecure communication channel. ECDH is believed to be
strong against passive eavesdropping and man-in-the-middle (MITM) attacks during
pairing.

Each device generates its own ECDH public–private key pair using P-256 or P-
192 elliptic curves. Each device sends the public key to the other device according to
the Diffie–Hellman protocol. The devices then perform stage 1 authentication which
is dependent on the association model (described above).

Bluetooth 4.2 added the secure connections feature which upgraded low-energy
pairing to utilize advanced encryption standard—cipher-based message authenti-
cation code (AES-CMAC) and P-256 elliptic curve. This means that the LTK is
generated based on an AES-CMAC-128 function. Also, when both BLE devices
support secure connections, P-256 elliptic curves are used; otherwise, P-192 curves
are used during ECDH.

Bluetooth 4.2 renamed low-energy pairing to low-energy legacy pairing.As legacy
pairing does not useECDH, it provides no eavesdropping protection and is considered
broken for all pairing methods except OOB.

Encryption: BLE uses advanced encryption standard—counter with cipher block
chaining message authentication code (AES-CCM) encryption [68]. AES-128 is a
U.S. standard block cipher with 128-bit keys. CCM combines cipher block chaining
mode with MAC authentication. The CCM mode generates an encrypted keystream
that is applied to input data using theXORoperation and creates a 4-byteMAC in one
operation. It is difficult for an eavesdropper to decrypt packets without intercepting
packets in the initial key exchange phase.

During pairing, the LTK is generated and stored locally in each device. There is no
exchange of the LTK, and therefore, pairing is not vulnerable to interception of the
LTK by an eavesdropper. The link is encrypted by AES-CCM using an encryption
key derived from the LTK. AES-CCM is used to provide confidentiality as well as
per-packet authentication and integrity.

There is no authentication challenge/response step to verify that both devices have
the same LTK or CSRK. The LTK is used to generate the link encryption key, and
therefore, successful encryption implicitly provides authentication.

Bluetooth 4.0 introduced two features: low-energy private device addresses and
data signing. These two features involve the generation of two keys: the identity
resolving key (IRK) and connection signature resolving key (CSRK).
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If BLE’s privacy feature is enabled, the IRK maps a resolvable private address
(RPA) to an identity address. The identity address is a static random address or a
public address. The IRK allows a trusted device to determine the identity address of
another device from an RPA which can be dynamic. Previously, a device would have
to be assigned a static public address, and the public address could be learned during
discovery. If that device remained discoverable, its location could be tracked by an
adversary.

The CSRK is used to verify cryptographically signed attribute protocol (ATT)
data frames from a Bluetooth device over unencrypted links. This allows a Bluetooth
connection to use data signing (providing integrity and authentication) instead of
data encryption (AES-CCM provides confidentiality, integrity, and authentication).

A number of vulnerabilities and attacks specific to Bluetooth are known [21].
These include the following:

• Bluebugging exploits a security flaw in the firmware of some older Bluetooth
devices to gain access to the device and its commands.

• Bluesnarfing exploits a firmware flaw in older Bluetooth devices to gain access to
the device.

• Bluejacking is an attack similar to phishing that consists of an unsolicited message
to convince the user to respond in a certain way or add a new contact to the address
book.

• Bluetooth fuzzing consists of malformed data sent to a device’s Bluetooth radio
and observing how the device reacts.

• Legacy pairing is susceptible to eavesdropping.
• A number of techniques can force a remote device to use Just Works SSP and then
exploit its lack of man-in-the-middle protection.

3.2 Zigbee

Based on the IEEE 802.15.4 standard, Zigbee is designed for low-power wireless
personal area networks (WPANs). It is intended to offer a simpler and less expensive
alternative to Bluetooth or Wi-Fi for applications that do not require a high data rate
(i.e., up to 250 kbps). It operates in 16 channels, each 2 MHz bandwidth, that are 5
MHz apart in the 2.4 GHz unlicensed band. It can also use regional unlicensed bands:
784 MHz in China, 868 MHz in Europe, and 915 MHz in the USA and Australia.

Commercialization is overseen by the Zigbee Alliance [2], which publishes appli-
cation profiles to support interoperability between different products. Also, the
alliance certifies Zigbee devices that meet power, bandwidth, and battery require-
ments. For instance, Zigbee devices should have a minimum battery life of 2 years
and output radio power of 0–20 dBm (1–100 mW). For its low power and low data
rates, the main applications of Zigbee include wireless sensor networks, embedded
sensing, medical data collection, smoke and intruder warning, and building automa-
tion. However, it has not been popular for wearables so far.
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Zigbee is flexible in terms of supporting star, tree, andmesh network topologies. In
each topology, one node acts as a coordinator, including creation of the network. The
central node in a star network must be the coordinator. The tree and mesh topologies
are useful for transmitting data long distances by multi-hopping through devices
acting as Zigbee routers.

The Zigbee RF4CE specification defines a low-cost communications standard
that is able to provide reliable levels of connectivity for consumer electronics. It was
specifically designed for applications requiring simple device-to-device control com-
munications that do not need the full-featured mesh networking capabilities offered
by Zigbee. RF4CE reduces memory size requirements and the cost of implementa-
tion. Examples of applications anticipated by the Zigbee Alliance include lighting,
fan control, garage door openers, and keyless entry systems. Its purported advantages
include channel agility using three channels instead of 16, a power management
mechanism for all device classes, a discovery mechanism for nodes, multiple star
topology, inter-PAN communication, and a security key generation mechanism.

Building on the basic security framework defined in IEEE802.15.4, Zigbee imple-
ments most security procedures at the network and application layers, which cover
key establishment, key transport, frame protection, and devicemanagement. Security
is based on the AES-128 encryption cipher. Several suites combining AES-128 and
MACs of various lengths are offered with increasing security levels as follows:

• no security;
• confidentiality only: AES-CTR (AES-128 in counter mode);
• authentication only: AES-CBC-MAC (AES-128 cipher block chaining message
authentication code) with 32-, 64-, or 128-bit MAC;

• confidentiality and authentication: AES-CCM (same as BLE described above)
with 32-, 64-, or 128-bit MAC.

A 128-bit key can be associated with either a network or a link. An initial master
key must be obtained through a secure medium (transport or preinstallation). The
security of the entire network depends on the master key. Link keys are derived from
the master key. Link andmaster keys are only visible to the application layer. Various
services use different one-way variations of the link key to avoid security risks.

Zigbee authentication is performed using ECMQV (elliptical curveMenzies–Qu–
Vanstone), a key agreement protocol based on Diffie–Hellman using elliptic curves.
It is believed to be a secure form of authentication.

One special device that is trusted by the other devices is recognized as the trust
center. The trust center keeps the network key and provides point-to-point security.
Ideally, devices will have the trust center address and initial master key preloaded.
The trust center provides a network key to typical applications that do not have special
security needs.

Many attacks on Zigbee have been investigated. Physical attacks include mali-
cious signal interference; Zigbee can change frequency channels in the presence of
interference, but it is relatively slow (Zigbee does not use frequency hopping). Phys-
ical access to a Zigbee device’s RAM may access the encryption key which is often
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flashed on all the devices in a Zigbee network. An adversary may be able to use a
special serial interface on a Zigbee device to capture the encryption keys as those
keys are moved from flash to RAM during power up.

Encryption keys might be captured remotely. Zigbee radios use pre-shared keys
or over-the-air (OTA) key delivery. OTA delivery may be attacked by a malicious
node mimicking a node on the Zigbee network to capture packets, which can then
be analyzed and decrypted using free and open-source equipment.

Replay and/or injection attacks may be able to trick Zigbee devices into perform-
ing unauthorized actions. Zigbee devices are susceptible to these types of attacks
because of the lightweight design of the protocol, which has very minimal replay
protection and session checking.

3.3 IEEE 802.15.6

The IEEE 802.15.6 standard specifies communications for a type of WPAN called
wireless body area network (WBAN) to interconnect low-power devices that are
implanted within the body or mounted on the body. WBAN is limited to a short
range within the immediate proximity of a human body. A WBAN might utilize a
WPAN device as a gateway to the Internet.

In order to support a variety ofmedical, consumer, and entertainment applications,
the standard includes three physical layers: narrowband, UWB (ultra-wideband), and
HBC (human body communication) in frequency bands around 400MHz, 800MHz,
900 MHz, and 2.4 GHz.

Three levels of security are prescribed in IEEE 802.15.6 [67]:

• level 0 unsecured communications: data frames have no encryption, data authen-
tication, or integrity assurance;

• level 1 authentication only: frames use authentication but not encryption;
• level 2 authentication and encryption: data frames use authentication and
encryption.

One of the security levels is selected during the association process where a
node and a hub identify themselves to each other. A master key (MK) is established
between them for unicast secured communication or a pre-shared key is activated. A
pairwise temporal key (PTK) is created for each new session. For multicast secured
communication, a group temporal key (GTK) is shared with the corresponding group
using the unicast method.

A 256-bit key establishment is based on the Diffie–Hellman protocol with elliptic
curves. The cipher-based message authentication code (CMAC) is used to derive the
MK and key message authentication codes (KMAC). Initially, the node and hub have
a pre-shared MK. The node initiates the association process by sending a security
association frame request. The hub responds by joining, and the pre-shared MK is
activated and shared between the node and hub by mutual agreement. Then, a new
PTK is generated and shared.
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Data frames can be transmitted in secured or unsecured communication modes.
Nodes that do not require security receive all frames including beacons without vali-
dating the security information. The secured frames are authenticated and encrypted
or decrypted using the AES-128 CCM mode (as in Zigbee and BLE).

3.4 ANT+

ANT is a proprietary ultralow-power protocol forwireless sensor networks fromANT
Wireless, owned by Garmin [5]. It is similar to BLE but oriented toward applications
with sensors. Communication range is limited to 20 m, and data rate is low (bursts up
to 60 kbit/s) in the 2.4 GHz band. ANT can be used for body area networks, personal
area networks, and local area networks.

ANT+ is an interoperability function added to the base ANT protocol to allow
nearby ANT+ devices to work together to collect sensor data. ANT+ uses “device
profiles” that specify how data is transmitted between devices, including the data for-
mat, channel parameters, and other communication parameters. For example, ANT+
enabled fitness monitoring devices such as heart rate monitors, pedometers, speed
monitors, and weight scales can all work together to assemble and track performance
metrics. Device profiles are shared among all ANT+ adopters, enabling any ANT+
adopter to create an interoperable device.

As a proprietary WSN protocol, not much is known about ANT+ security except
that it is based on keys.ANT+network keys are required to access theANT+network.
Network keys are generated and provided by the ANT Alliance. Only devices with
the same profiles and network keys can communicate with each other. Network
keys must be requested from the ANT+ Alliance, an open special interest group of
companies, after subscribing to be an ANT+ adopter.

3.5 UWB

Similar to spread spectrum, UWB spreads data across a very wide spectrum, in this
case, defined to be at least 500 MHz of spectrum or 20% or more of the center
frequency. As a result, the power spectral density is very low which limits the inter-
ference with conventional radio systems using the same spectrum. In the U.S., the
federal communications commission (FCC) approved UWB in the 3.1–10.6 GHz
range at a power level of −41.3 dBm/MHz or 75 nW. The spectrum above 3 GHz
avoids overlap with GPS, cellular, and many other services.

UWB was appealing for short-range, high data rate applications but suffered
a couple of setbacks. First, the IEEE 802.15.3a task group attempted to bridge
competing UWB proposals from the UWB Forum and the WiMedia Alliance. The
IEEE 802.15.3a task group was deadlocked for several years and eventually dis-
banded in 2006. Most vendors went with the WiMedia Alliance specifications using
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orthogonal frequency division multiplexing (OFDM). The specification divides the
allowed spectrum into 528 MHz sub-bands of OFDM channels. Data rates can reach
480 Mbps at a range up to 10 m.

The second problem was competition from other high-speed wireless technolo-
gies being standardized by the IEEE 802.11 working group. In 2009, IEEE 802.11n
offered a maximum single-channel data rate exceeding 100 Mbps and a theoretical
maximum overall data rate of 600 Mbps using 40-MHz bandwidth with four spatial
streams. Then IEEE 802.11ac, an extension of 802.11n, offered a single-link min-
imum of 500 Mbps and overall 1 Gbps in the 5 GHz band. IEEE and the wireless
gigabit alliance (WiGig) jointly developed IEEE 802.11ad offering short-range the-
oretical speeds up to 7 Gbps in the 60 GHz unlicensed band. However, 802.11ad
requires substantial power and is limited to line of sight. UWB also has advantages
in greater resistance to noise, superior security, high jamming resistance, greater
multipath immunity, low-power consumption, and high-penetration ability.

As a physical layer technology, most security issues handled in higher protocol
layers are not relevant to UWB. The main security threat is eavesdropping. Because
of the low average transmission power, UWB has an inherent immunity to detection
and eavesdropping. An eavesdropper has to be very close to the transmitter (about
1 m) to be able to detect transmissions. In addition, UWB pulses are time mod-
ulated with codes unique to each transmitter/receiver pair. The time modulation of
extremely narrow pulses addsmore security toUWB transmission, because detecting
picosecond pulses without knowing when they will arrive is nearly impossible.

Naturally, data will be encrypted but there is a question of whether standard
encryption algorithms such as AES may consume too much power. It has been
proposed to save power by pushing part of the cryptography into the physical layer
by hiding the signal in the time domain [34]. The transmitter and receiver share a
secret key. The key is used to randomly offset UWB pulses such that an eavesdropper
cannot detect the signal coherently without knowing the key.

3.6 NFC

NFC is for short-range wireless communications (limited to 10 cm) commonly used
for contactless payments. It is also used for sharing photos and files between devices,
and enabling devices to act as identity authentication, e.g., keycards. Two NFC
devices within 10 cm use electromagnetic induction between antennas to exchange
data up to 424 kbps in the 13.56 MHz unlicensed band. As a fairly low-rate but easy-
to-use technology, NFC is also useful to set up more capable wireless connections
such as Bluetooth.

NFC is covered by a number of standards starting from earlier ones on radio
frequency identification (RFID): ISO/IEC 14443, FeliCa (by Sony), ECMA-340,
ECMA-352, ISO/IEC 21481, and ISO/IEC 18092. The NFC Forum promotes imple-
mentation and standardization of NFC technology to ensure interoperability between
devices and services [22].
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In comparison with BLE, NFC has advantages of much lower cost and easier set
up (versus pairing between BLE devices), but NFC suffers from amuch shorter range
and lower data rate.

NFC is an option for BLE out-of-band key exchange in addition to being a viable
communication technology itself. Obviously, the short communication range is one
natural challenge for eavesdroppers [26, 30]. The radio signal for wireless data
transfer might be picked up less than 10 m, depending on multiple parameters.
Also, passive devices are much harder to eavesdrop on than active devices, and an
eavesdropper may have to be within a few centimeters.

However, plain NFC does not ensure secure communications and various attacks
have been demonstrated. There is no protection against eavesdropping, data modi-
fication, or man-in-the-middle attacks. Applications use higher layer cryptographic
protocols (e.g., SSL/TLS) for security.

4 Device Security

Wearables are vulnerable to attacks on hardware and software like any other com-
puting devices.

4.1 System Security

Conventional desktop computers and operating systems such as Windows and Mac
OS X are loaded with security features such as trusted platform module (TPM) chip,
hard drive encryption, secure protocol suites (e.g., SSL/TLS and SSH), code signing,
sandboxing, anti-malware software, and built-in firewalls. In comparison, wearable
devices have much less computing, memory, and power resources, which impose
serious limitations on feasible security features.

As mentioned earlier, wearables use embedded processors and SoCs. More secu-
rity features are being implemented in these processors such as the TrustZone tech-
nology in the ARMCortex-M23, Cortex-M33, and Cortex-A, and the secure enclave
in Apple’s A-series SoCs [7].

Wearable operating systems are a broad mixture of open-source (mostly based
on Linux) and proprietary operating systems, with varying capabilities. Linux is
a widely used operating system that is generally believed to be fairly secure. It is
difficult to ascertain the security of proprietary operating systems.

Traditional cryptography poses a challenge for wearables. There is a recognized
need for new lightweight cryptographic solutions with countermeasures to side-
channel attacks that will be better for resource-constrained wearables [17].
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4.2 Vulnerabilities

Verifying the firmware at update time is a step toward securing IoT devices; however,
this is often done by the onboard software that is trusted to be authentic [7]. The
implementation of this check must be sound. For example, schemes that utilize
randomnumbersmust ensure the usage of a cryptographically secure randomnumber
generator, and any used cryptographic certificates must be validated by a trusted
certificate authority.

It may not be sufficient to just authenticate updates [7]. The software stack should
also be authenticated; otherwise, the validity of an update cannot be determined
reliably. Also, a proper chain of trust in the hardware architecture is needed before
authenticating the software stack.

If a device is remotely updated, it must be able to check the integrity and authen-
ticity of downloaded updates [7]. Typically, updates are protected cryptographically.
However, errors and vulnerabilities have been seen in implementations.

Another point of vulnerability is debug interfaces [7]. Circuit board must expose
programming interfaces and test points for testing the different components on the
board. These interfaces are not removed after testing andmight be used by adversaries
to inject malicious code.

In sophisticated wearables capable of running different apps, there is a risk that
apps might have vulnerabilities exploitable by adversaries. Since wearable apps are
designed with tight hardware constraints, these apps can be inherently weaker than
apps developed for desktop computing. For example, runtime bound checking might
be eliminated to save computational power and memory space, thus exposing the
apps to buffer overflow attacks.

In desktop computers, exploits might be caught and blocked by a host-based
intrusion detection system (IDS). However, wearables do not have the computation
and power resources to run intrusion detection [19].

A number of studies have experimentally looked for vulnerabilities in various
commercial fitness trackers [28, 50, 70]. Most of the vulnerabilities found were
related to the insecure implementation of communication protocols.

4.3 Malware

Much like desktop computers, wearables will be targets for malware [7]. Wearables
are attractive targets because they hold a considerable amount of valuable informa-
tion. Moreover, they are always connected to the network.

Linux has seenmalware such as theMirai bot. Some security companies anticipate
an increase in Linux malware caused by an expansion of Internet of Things devices.

If wearables have any protection, it might consist of software level solutions such
as firmware signing and code signing. Wearables do not have sufficient resources for
traditional anti-malware software.
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Hardware Trojans may also pose a threat. These are malicious modifications to
integrated circuits that are difficult to detect by normal testingmethodologies because
they might be subtle. For example, a hardware Trojan inserted into a SoC might
weaken the entropy of the random number generator used to generate keys. If these
keys are used for encryption, the computational effort required by an adversary to
decrypt data could be reduced greatly [7]. Hardware Trojans could require expensive
specialized tests to detect them.

5 Privacy Issues

Most people think of privacy as the problem of data exposed to an eavesdropper,
which is solved by encryption. However, data may be exposed in various ways.
Privacy is a broader problem of a user controlling every aspect of where his or her
personal data is represented, sent, stored, accessed, and possibly deleted.

Wearable devices includingfitness trackers andmedical devices are capable of col-
lecting a variety of sensitive personal data. Therefore, they may be subject to privacy
and regulatory policies such as the Health Insurance Portability and Accountability
Act (HIPAA) that states the obligation for companies operating in the US to protect
healthcare information [1].

Privacy issues are real for commercial wearable devices. An investigation of sev-
eral wearable fitness trackers found a number of general privacy concerns [46].

5.1 Access Controls

Access control works in enforcing different access rights for different users. Data
should be classified based on the sensitivity and each user will have different access
levels. For example, a doctorwill havemore access rights than a nurse.Access control
consists of authenticating the user, granting appropriate privileges, and revoking
privileges. Due to their hardware constraints, the implementation of access control
in wearables is still an open issue.

Examples of hardware implementations of protected data include ARM Trust-
Zone, Apple’s secure enclaves, and Samsung KNOX, as discussed earlier.

Access to data stored in the cloud must also be designed carefully. Homomorphic
encryption has been proposed to ensure confidentiality of sensitive health data in
the cloud [48]. Caregivers might be able to analyze the data which is unreadable to
others, including the cloud service provider. However, homomorphic encryption is
not practical for resource-constrained wearables.
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5.2 Outsourcing

The current generation of wearables is much better than similar past devices (e.g.,
pedometers) in terms of their seamless integration with cloud services and online
social networks. This integration raises security and privacy issues because by design,
social networks are inherently open.

Unfortunately, wearables are too resource constrained to perform conventional
methods to protect health data, e.g., de-identify data by data aggregation or removing
common identifiers. An alternative is to move data to the cloud to take advantages
of the computing and storage resources of cloud services. However, this approach
introduces other privacy issues that have not been worked out entirely [70].

5.3 Health-Related Information of Non-health-Related
Applications

Although most fitness trackers and wearable devices are not marketed as medical
devices and therefore are not covered by health data protection regulations, they do
store a considerable amount of user data that could be derived to extract health-related
information. A study of BLE data traffic between a fitness tracker and a smartphone
found a correlation to the intensity of the user’s activity [18]. Experimental results
with the Fitbit app and tracker showed that when the app was opened, the tracker
would send a different amount of BLE packets depending on the activity the user
was performing. This means that simply by observing and analyzing the encrypted
BLE packets, an adversary could be able to guess the user’s current activity (walking,
sitting, and running).

5.4 Tracking

Wearable devices become particularly useful when they are connected to other
devices. When wearable devices are interconnected, there could be a continuous
exchange of data among them without being noticed by humans. In such a scenario,
privacy may be easily breached (e.g., by revealing locations) [19].

This risk to privacy has been observed, for instance, in the Jawbone tracker. The
BLE specification recommends that devices should change their Bluetooth device
address frequently in order to prevent tracking, but this privacy feature is not imple-
mented in the Jawbone tracker. It always uses the same address [28]. The static
address allows the user to be tracked across visited locations.

In a similar way, Fitbit and other fitness trackers are constantly advertising them-
selves irrespective of whether they are already paired with some device or not
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[18, 28]. In this case, the tracker uses the same device address and does not change
it despite the BLE guidelines. Thus, a user might be tracked by listening to the
Bluetooth traffic in an area.

6 Conclusions

Wearables are a diverse and expanding class of computing devices that pose many
security and privacy issues, but our experience with them as a mass consumer device
is limited to the past few years. The issues are more challenging for two major
reasons. Wearables are designed to collect, store, and share a great deal of health
data that might be considered personal or sensitive. At the same time, wearables
have limited computation, memory, and power resources to implement a full suite of
security features.

The increasing popularity of wearables among consumers is pushing commercial
wearables into the marketplace before security and privacy issues can be worked
out. This chapter has highlighted these issues because more research is needed to
incorporate security features into wearables from the beginning of their design.
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Wearable Computing
and Human-Centricity

Arash Tadayon, Ramin Tadayon, Troy McDaniel and
Sethuraman Panchanathan

Abstract Wearable computing has gained significant traction with the advancement
of computing technology and the resulting increase in efficiency and power within
smaller form factors. The interfaces and applications of these devices have evolved
over centuries from very primitive implementations to those which adapt to and
anticipate user needs. However, the principles of human-centric design have only
recently been defined and understood in the context of wearable computers. These
devices introduce an additional set of requirements to the traditional concepts of
human-centric computers which have yet to be defined in an adaptable framework.
The failures of many recently launched wearable devices highlight the importance
of these considerations throughout the design and development process. Human-
centricity currently serves as one of the major challenges to the ubiquity and future
success of wearable devices.

1 Introduction

Although the topic of wearables has recently gained immense popularity with the
advancement of mobile technologies, the history of wearable technology spans well
over four centuries. The earliest examples of wearables date back to the 1500s with
the invention of the first timepieces designed to be worn on an individual. The inven-
tion and distribution of wearable computers, however, began several 100 years later
within the twentieth century. Since then, these devices have grown in parallel with
computational power and have become increasingly ubiquitous in their applications.
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Their applications range from fashionable accessories to, more notably, medical
devices.

Similarly, themethods of interaction for these devices, including sensing and feed-
back, have diversified. Traditional wearables relied on visual or haptic interfaces to
gather information from users; however, new technologies allow for more discreet
methods of input including, for example, electrical stimulation. These passive meth-
ods of data gathering have introduced a new paradigm of anticipatory interfaces in
wearables that anticipate user needs. This diversification and evolution of wearables
has lead to their development in industries ranging from fashion to assistive devices.

While wearable devices are increasingly integrated as commonplace technology
within society, their ultimate role remains uncertain. Many organizations continue to
invest in the future of wearable technology, but with varying degrees of success; most
notably, the Google Glass project was intended to transform human perceptions of
wearables and their potential, but was ultimately deemed unacceptable by the general
public.

The evolution of wearable devices has also introduced a new consideration in
the design of technology: human-centricity. Society is mandating design that takes
into account the needs of the individual and addresses these needs throughout the
ideation and development of new devices. Wearables have introduced a mobile con-
text to computing that offers new restrictions on the function and appearance of
devices in order to best support the individual without inhibiting external needs. To
adapt to these changes, many developers have introduced personal, social, cultural,
and environmental considerations to the decision-making process in the design of
new technology. New interaction paradigms have emerged which consider the users
internal and external context in the delivery of information.

2 Definitions

The following definitions serve to clarify and disambiguate several of the terms used
in this chapter. Themain concepts of “Human-centricity” and “WearableComputing”
are defined in their respective sections below.

Mobile Computing: We define Mobile Computing, or “Nomadic Computing”
[71], as the design, implementation, and usage of portable deviceswhich can access
and transmit information without requiring a fixed location. Mobile devices such
as smartphones and laptops are the central focus of the study of mobile computing.
This definition includes mobile wearables which travel with the user.
Universal Design: The term “universal design” was originally coined by [43] in
relation to the construction of buildings. It was intended to describe the process of
designing all products and the built environment to be esthetic and usable to the
greatest extent possible by everyone, regardless of their age, ability, or status in
life.
Assistive Technology: We adhere to the definition of Assistive Technology out-
lined in the Assistive Technology Act of 2004 (29 U.S.C. Sec 2202(2)): “any item,
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piece of equipment, or product system, whether acquired commercially, modified,
or customized, that is used to increase, maintain, or improve functional capabilities
of individuals with disabilities” [2].
Usability: We rely on the definition of “usability” set forth by the International
Organization for Standardization as the “extent to which a product can be used
by specified users to achieve specified goals with effectiveness, efficiency, and
satisfaction in a specified context of use.”
Human Factors: While there are various definitions for this term in recent litera-
ture, in this chapter, we follow James H. Stramler’s definition of Human Factors as
the “field which is involved in conducting research regarding human psycholog-
ical, social, physical, and biological characteristics, maintaining the information
obtained from that research, and working to apply that information with respect
to the design, operation, or use of products or systems for optimizing human per-
formance, health, safety, and/or habitability” [73].
Accessibility: We refer to accessibility as the design of products to include access
for people with disabilities. This design strategy can facilitate either direct access
to the individual or indirect access through assistive technologies.
Anticipatory Interface: Robert Rosen defines an anticipatory system as one that
“contains an internal, predictive model of itself and its environment, which allows
it to change state at an instant in accord with the models predictions pertaining to
a later instant” [70]. Such an interface takes a passive approach to prediction, but
ultimately operates in the domain of action in response to predictions of the users
context.
Modality/Multimodality: We refer to a “modality” in the sense commonly used
in the study of Human–Computer Interaction (HCI): it is a perceptual channel
through which information is transmitted between a human and a machine, or
between two human beings [33]. Multimodality consequently refers to the use of
multiple modalities, as defined above, in a system or interface.
Smart Device: A “smart device” can be defined as a multifunctional ubiquitous
device which is able to communicate, often wirelessly, with other devices, access
remote and locally stored information, and provide access to that information
to the user via a mobile user interface [65]. Examples of these devices include
smartphones, smartwatches, and modern tablets.

3 What Is a Wearable Computer?

Since it is the primary focus of this chapter, we begin our discussion of wearable
computing with a definition of the concept:

Wearable computer is a broad term used to describe any computer that is worn
to some degree on or inside a human’s body. Due to the wide scope of devices that
this term can encompass, it is more beneficial to characterize it rather than use an
explicit definition. In 1997, Rhodes described a wearable computer as having five
main characteristics [69]:
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• Portable while operational: The most distinguishing feature of a wearable is
that it can be used while walking or otherwise moving around. This distinguishes
wearables from both desktop and laptop computers.

• Hands-free use: Military and industrial applications for wearables especially
emphasize their hands-free aspect, and concentrate on speech input and heads-
up display or voice output. Other wearables might also use chording keyboards,
dials, and joysticks to minimize the use of a user’s hands.

• Sensors: In addition to user inputs, a wearable should have sensors for the physical
environment. Such sensors might include wireless communications, GPS, cam-
eras, or microphones.

• Proactive: A wearable should be able to convey information to its user even when
not actively being used. For example, when a new email arrives, your computer
should be able to notify you immediately of its arrival.

• Always on, always running: By default, a wearable is always on and working,
sensing, and acting. This can be contrasted to pen-based PDAs, which normally
sit idle in one’s pocket and are only activated when being actively used for a task.

Since these characteristics address form factor, input/sensing, feedback/delivery
of information, and operational aspects of devices, they operate within the modern
definition of a computer.

4 History of Wearable Computers

The concept of wearable computing dates back to the 1500s, with the invention of
wearable timepieces that were transitional in size between clocks andwatches. These
clock-watches were designed to be worn as jewelry on clothing or around the neck
and utilized only an hour hand. Although their calculationswere fairly imprecise, and
they are not considered computers in the modern sense, these were the first wearable
devices that computed time.

These primitive wearables were followed by the development of rings that served
as a fully functional abacus in the 1600s and the invention of the wristwatch in the
1800s. However, the first generation of modern wearable computers had not emerged
until the twentieth century. For this reason, we begin our timeline in this section at
the twentieth century with the development of wearable computing devices.

The invention of the first modern wearable computer was self-credited to Edward
Thorp and Claude Shannon for their device which aided in predicting the outcome
of a roulette wheel in 1960 [76]. The device worked by measuring the position and
velocity of the ball and rotor to predict their future paths and stopping points. It
was concealed within a user’s shoe and used radio transmission to inform another
individual of the winning number as shown in Fig. 1.

The 1970s and 1980s yielded the emergence of general purpose wearable com-
puters, and the release of the first wearable computers built for general consumers.
Hewlett-Packard released the HP-01, the first algebraic calculator watch, at this
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Fig. 1 Thorp and Shannon’s shoe

Fig. 2 HP-01 watch

time [45]. The watch was released with six interactive functions: time, alarm,
timer/stopwatch, date/calendar, calculator, and memory. It included 28 keys, 6 of
which were operated by finger and the remainder through a stylus fitted in the watch-
band clasp (Fig. 2).

The 1990s and 2000s ushered in the integration of new sensors, such as cam-
eras, into wearables enabling new applications including augmented reality. These
decades also introduced the first applications of wearables which were implanted in
the human body. In 2002, as a part of his Project Cyborg, Kevin Warwick implanted
an electrode array to measure electrical signals within his nervous system and relay
the information to a pendant worn by his wife that would change colors based on
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the data [77]. The late 2000s also saw the introduction of mobile phones which
were integrated into wristwatches. Due to the diversification of wearables and the
introduction of Personal Area Networks (PANs) and Body Area Networks (BANs),
the need for standardization of interfaces and communication between these devices
had become apparent. Thus, the Institute of Electrical and Electronics Engineers
(IEEE) and Internet Engineering Task Force (IETC) began to develop standards for
communication protocols such as Bluetooth.

The influence of wearables on technologys evolution was solidified in the 2010s
as many companies began developing their own wearable devices, further expanding
their ubiquity.A suite of exercise bands (Nike FuelBand, Fitbit, JawBone, etc.), smart
watches (Pebble, Apple Watch, and Galaxy Gear), and assistive devices (exoskele-
tons, prosthetics, etc.) were rapidly released and adopted by the public within this
relatively short timeframe. There were, however, some failures within this relent-
less expansion. Most notably, Google released the Google Glass as a head-mounted
optical display in an effort to introduce seamless augmented reality to the average
individual. The release of this device introduced a myriad of privacy and safety con-
cerns ranging from the ability to discreetly record to the usage of the device while
operating a motor vehicle. The technology was ultimately discontinued within a year
of its launch.

As indicated above, hundreds of years of history have served to shape the purpose
of wearables and their integration with modern ubiquitous computing technology.
This history has indicated that wearable technology is subject to the evolution and
advancement of society and individuals. The recent technological advances above
set the stage for an ongoing discussion of the ability of these devices to facilitate
variation in user needs and backgrounds, and the challenges and barriers introduced
by these factors.

5 Wearable Device Interfaces

In this section, we review the design of wearable interfaces and the advantages and
limitations that various design strategies place on user interaction. Furthermore, we
introduce some of the primary challenges in interface design for modern wearables,
particularly when considering the individual user.

One of the main barriers of entry for wearable devices is the burden of adaptation.
When a new device is deployed, users are often forced to adapt to a new interface
and method of interaction to adequately use the technology. This has traditionally
been one of the main challenges for new devices, which developers have attempted
to address by defining a universal set of human factors design considerations. New
interaction styles are often derived from existing methods of interaction to minimize
adaptation costs.

Similarly, due to the inherent contextual challenges associated with wearable
devices, interfaces have an additional set of considerations beyond traditional
Human–Computer Interaction that theymust fulfill to be considereduser-friendly [12].
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There are three main considerations outside of the scope of traditional user experi-
ence:

Interaction Period: These devices are often used within much smaller interaction
periods than conventional devices, and are thus required to be highly efficient with
respect to user attention.
Context: They are often used in dual-task contexts where the user is simultane-
ously performing some other task while interacting with the device. The primary
task is often some physical task in the real world and thus, interaction with the
wearable becomes almost a distraction [78].
Interface Simplicity: When considering the broad range and volume of devices
developed in this domain, it is important that the interfaces are not overly com-
plex and map to interactions that build on what a user is already familiar with.
Although interface simplicity is a consideration made in broader applications, the
importance of this consideration is much greater in the wearable domain because
of a combination of the above factors.

Thus, the main goal of wearable user interfaces is to support users during their
day-to-day taskswhileminimizing cognitive load and interaction time. These devices
typically incorporate multimodal feedback in user interaction. They often rely on
more than one sense to relay information back to the user; however, one of their
feedback channels typically serves as the primary communication modality with
secondary channels that are often redundant. Effectiveness of feedback channels
is not only highly dependent on the individual, but also on current context, and it
can change as the user’s environment varies. As an example, a visual interface on a
smartwatch might be a good way to alert a user that they are receiving a phone call
while sitting idle, but may not be as effective when driving. In this scenario, haptic
displays may prove more useful to users while driving since they do not shift the
users vision from his or her primary motor task. Incorporating multimodality allows
users to prioritize which sense they want to dedicate to the reception of information
without completely disrupting their primary task.

5.1 Wearable Interfaces by Modality

The modality of interaction for a wearable interface varies greatly depending on its
intended purpose and application. We identify three main modalities of feedback for
wearable interfaces: visual, auditory, and haptic. Examples and descriptions of the
usage of each modality are provided below.

5.1.1 Visual

Visual interfaces are the most common method that wearables use to relay informa-
tion to users since more than 70% of our sensory receptors are visual, and engage
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Fig. 3 Wearables with visual interfaces. Pebble Smartwatch, FitBit, Google Glass

almost 50% of our cortex [21]. Typically, these devices rely on displays mounted
on a user’s wrist or head, but may occasionally depend on a non-wearable devices
display (for example, smartphones) to communicate wirelessly transmitted informa-
tion. There is, however, an explicit limitation on the size of these devices and displays
due to an individuals visual acuity and their ability to discern minor changes (Fig. 3).

Visual displays can be dated back to the earliest wearable devices as clocks rely on
a visual display to relay information on time. With the advancement of technology,
these primitive interfaces turned to digital screens with varying degrees of resolution.
Most digital displays for wearables can be categorized as either head-mounted or
wrist-mounted.

Head-Mounted Displays (HMDs) are wearable, lightweight displays mounted
on a user’s head and have digital displays in front of at least one of the user’s eyes.
These displays can be further separated intomonocular (only displays to a single eye)
and binocular (displays that cover both eyes) with the former being the more recent
approach to HMD development [42]. Within these subcategories exist immersive
displays that inhibit an individual’s ability to perceive the real world outside of the
HMD and semi-transparent, non-immersive displays. Applications of immersive and
non-immersive HMDs range from aviation, where they are used for navigation and to
enhance situational awareness for pilots [74], to computer-aided drafting for model
understanding and manipulation [7].

Because they hinder an individual’s ability to see their surroundings, immersive
displays are not often seen on individuals in day-to-day environments [3]. These
devices have, however, found many applications within the field of virtual reality.
Devices like the Oculus Rift and the HTC Vive have introduced virtual reality to
the gaming community, motivating developers to create applications that enhance
the experience of the average consumer. These devices were designed to operate
with limited mobility as they obscure vision and fully divert attention from the
outer environment, but can still be used in limited mobile environments as they
provide virtual representations of the real-world environment. Thus, more recently,
HMDs have been geared toward non-immersive displays for use in augmented reality
applications outside of virtual environments.
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Although non-immersive HMDs have design limitations [63, 79] which include
reduced vision due to the veiling luminance of the display, more of today’s wearables
(outside of virtual reality) are shifting toward this approach as it abides relativelywell
by one of the basic premises of wearable displays: that the users primary task should
not be interrupted [15]. Google Glass was a monocular, non-immersive HMD that
aimed to provide contextual information to users through a small projection within a
glass in a user’s peripheral vision. A broad range of applications within industry and
research were explored including a display for pediatric surgeons [52] or high-level
activity recognition using blinking and head motion [30].

Wrist-Mounted Displays (WMDs) are digital displays that are worn on the
user’s wrist or forearm. The position of these displays presents inherent difficulties
for a user as it distracts attention from the surrounding environment, and thus, they
often inhibit a user’s primary motor task. These devices typically require the user to
lift his or her arm while interacting with the device, which can lead to issues with
muscle fatigue after prolonged use; consequently, although they often provide similar
contextual information (for example, navigational or environmental data), WMDs
typically have shorter interaction cycles than HMDs and have different interruption
techniques. WMDs often rely upon secondary modalities such as haptics to direct
the user’s attention outside of their visual field.

The main category of WMDs is smartwatches. A smartwatch is defined as “a
wrist-worn device with computational power, that can connect to other devices via
short-range wireless connectivity; provides alert notifications; collects personal data
through a range of sensors and stores them; and has an integrated clock” [8].Although
they have existed inmany different forms for decades, smartwatches took off with the
launch of the Pebble device. This was the first platform-agnostic watch that allowed
users to interact with their smartphones without having to take the device out of their
pockets. Although smartwatches have started to gain interest, they still do not offer
enough additional functionality when compared with smartphones to allow for mass
adoption [8].

5.1.2 Auditory

The second most popular form of feedback occurs through the auditory channel. An
auditory display is defined as “any method of communicating information, usually
non-textual information, bymeans of nonspeech sound” [72]. This channel offers the
opportunity to receive information while the eyes and hands may be busy performing
some other primary task. Auditory interfaces can be subdivided into three main
categories: verbal, audification and sonification [72].

Verbal: Verbal interfaces use natural speech to present information. Examples
include car navigation systems, hands-free smartphone assistants, and automated
museum tours. These interfaces are the most common in wearable devices.
Audification: This technique is a direct mapping for data points into audio signals
to produce sound patterns. It is limited in use to large, periodic data sets where
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patterns can be explored at a high level rather than looking for granular differences.
An example of thiswould be looking through large sets of financial data to compare
trends between years and playing tones that might be higher in pitch to denote
higher profits and lower pitches to denote lower profits or losses.
Sonification: This is an analogic approach to mapping data to sound. Frequency,
harmonicity, and pulse rate are used as variables in the development of associations
between sound anddata. This allows formorefine-grained exploration of data since
mappings can be made to specific characteristics. As an example, a Geiger counter
uses the rate of clicking to denote the radiation level in the environment.

Sound is often used in wearable interfaces to offload visual information. This
is vital because, as discussed in the previous section, visual displays on wearables
are often small and constrained. Care must be taken in the amount of information
presented visually to avoid problems of cognitive overload and confusing, cluttered
displays. Thus, audio cues are often used to represent a subset of the information that
may be presented through a nonvisual channel. Sound can reliably attract a user’s
attention while they perform another task and can, therefore, serve as a method to
interrupt the user and redirect his or her attention to a visual display.

5.1.3 Haptic

Haptic interfaces rely on an individual’s sense of touch to provide information and are
used both as a primary and secondary modality for feedback in wearable interfaces.
Haptic interfaces “generate a feedback to the skin and muscles, including a sense
of touch, weight, and rigidity” [31]. Due to restrictions on size, haptic stimulation
is most often accomplished through vibrotactile patterns in wearable devices. As
more wearable devices are developed, the exploration of haptics becomes more of
a necessity than a luxury since the visual and auditory channels are primarily used
during navigation. This leaves haptics as an unobstructed channel that can be used
without severely impacting day-to-day activities but still allowing the user to receive
information from their device.

Because the sense of touch lacks the spatial acuity of vision and the temporal
acuity of hearing, frameworks based on natural human speech have been proposed
as building blocks for information delivery using haptics [48]. As noted previously,
the most common example is that of vibrating smartwatches to inform a user that
he or she is receiving a notification or call. Applications of haptic interfaces for
wearables range from navigation where a 4-by-4 array of micromotors have been
used on a user’s back to present directional information [16] to emotional therapy
where human touch can be recorded and played back [5]. While tactile displays are
most commonly used in conjunction with visual or auditory displays, new devices
are starting to explore the value of haptic-only wearables (e.g., Moment) (Fig. 4).

The true benefit of haptic interfaces lies not only in the small space required for
actuators but also in their capability to be personal and discreet. These interfaces have
an advantage that is unlike any other interface in that a user can receive information



Wearable Computing and Human-Centricity 391

Fig. 4 Moment smartwatch with haptic interface (https://wearmoment.com/)

and interact with their device without alerting those around them to the interaction.
This allows haptics-enabled wearable devices to seamlessly integrate into social
contexts and augment rather than interrupt.

5.2 Examples of Modern Wearable Interfaces

In the expanse of wearable applications, interfaces for these devices have developed
unique characteristics of interaction. Two primary examples illustrating the potential
of these characteristics, anticipatory and invisible interfaces, are described below.
Although these examples do not comprise the entirety ofmodernwearable interfaces,
they are mentioned here as they have gained significant attention in recent research.

5.2.1 Anticipatory Interfaces

With the rise of mobile devices, we are able to infer more about a user’s location,
activity, and social setting than ever before. As these devices continue to advancewith
new sensors, we may see a shift from inference to prediction of context that will, in
parallel, open the door for anticipation within computing applications. Although the
principle of anticipation has been known,most existing approaches on the interaction
cycle for assistive devices have been “laissez-faire.” Put simply, the device will wait
for explicit interaction from the user before it processes and provides an output.

In discussing applications, it is important to first differentiate prediction from
anticipation since the two are often incorrectly used interchangeably. Predictive
applications are those that simply build predictions of the user’s current or future

https://wearmoment.com/
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context. Anticipation uses these predictions to impact the future to the benefit of the
user. Applications in the field of anticipatory computing rely on two key steps prior to
the ability to anticipate. These include sensing the surrounding context and creating
a predictive model of this context. Once the predictive model has been created, the
system then uses this for anticipation of a user’s future needs [61].

Because the concept of anticipation in wearable computing is so new, few appli-
cations exist that are truly anticipatory. The majority of work in this area involves
robotics. Within robotics, the principle of anticipation has taken the forefront in
navigation [22], perception [27], and human movement characterization [23, 68].
Similarly, authors have explored applications in gaming through eye tracking to pre-
dict a player’s actions [35]. These early systems have helped to show the applicability
and usefulness of anticipation, but are restricted in context.

Within thewearable domain, there is an abundance of recent literature surrounding
predictive applications of internal and external context. One example of an applica-
tion that emphasizes the usefulness of mobile phones in determining external context
is SoundSense [41]. This project explores the use of the microphone to determine
information such as activity, location, and social events. The authors proposed a scal-
able framework for modeling sound events and were able to classify four different
activities: walking, driving a car, riding an elevator, or riding a bus (the precision on
riding a bus was much lower than other conditions). Similarly, a project that explored
internal context, called EmotionSense, was designed to infer a user’s emotional state
from microphone data [67].

Furthermore, one of the other major efforts toward the classification of human
behavior and extrapolation of context through mobile phones is Darwin Phones
[50]. The authors developed the first framework in the mobile domain which could
automate the updating of models over time, pool models that have been created
and evolved within other mobile devices, and combine classification results from
multiple mobile phones. This methodology is a step above most other work in the
literature that relies on the local sensing abilities of a single mobile device rather
than crowd-sourcing the classification.

Pejovic and Musolesi have proposed the potential for applications of anticipa-
tory computing within the emerging field of digital behavior change interventions in
mobile environments [61, 62]. The authors have referenced UbiFit [13] and BeWell
[36] as two applications that have taken very rudimentary steps toward the inclu-
sion of anticipation in mobile applications and provided potential architectures for
applications in this domain [61, 62]. UbiFit is a personal health application designed
to monitor weekly activity and provide subtle feedback when users are not active
enough. The app displays a garden which thrives when the user is meeting activity
goals, and remains barren when inactivity persists. BeWell is a mobile application
that monitors a user’s health along three dimensions: sleep, physical activity, and
social interaction. Much like UbiFit, this application provides intelligent feedback to
the user to promote better health through an ambient display of an aquatic background
which becomes more active the healthier you are.
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5.2.2 Invisible Interfaces

A crucial factor impacting the future expansion of wearable devices is ease of use.
With the examples stated above, the authors have embedded the interface for the
applications into the existing interface of the mobile phone to create an unobtrusive
feedback loop. Pantic et al. take this process one step further and state that the key
to anticipatory interfaces is “ease of use” and the ability to “unobtrusively sense
certain behavioral cues of the users and to adapt automatically to his or hers typical
behavioral patterns and the context in which he or she acts” [58].

It is this ability to unobtrusively sense behavior cues and to use those as inputs for
technology that comprises an invisible interface. Essentially, the traditional methods
of explicit human–computer interaction is abstracted away from the user and instead
use both internal and external context as the primary inputs for the technology.
This promotes the principles of ubiquitous computing and makes the technology an
extension of the person.

Although most applications in mobile computing still maintain the need for inter-
actionwith a physical interface, there has been amajor effort toward the development
of context-aware applications [10, 64]. These systems are generally split into two
major subcategories: external context (physical) and internal context (logical). Con-
text is any information that can be used to characterize the situation of an entity
where an entity is a person, place, or object that is considered relevant to the inter-
action between a user and an application, including location, time, activities, and
the preferences of each entity [28]. These systems face many challenges including
determining relevant information, dealing with uncertainty, and privacy [4].

The literature in this domain is quite developed and uses context as an input in a
variety of different ways. One unique approach looks to combine the influences of
internal and external user context to proactively determine recommendations [39].
The system builds a context history and a profile for the user in each of these contexts
to accurately predict the user’s needs simply based on past behavior.

Fenza et al. explore the usefulness of internal context in the healthcare domain
by using a network of wearable sensors to determine the individual’s current state of
health and provide personalized services. The authors use Fuzzy Logic to automati-
cally characterize context and find healthcare services that approximately meet this
context [17].

Muoz et al. explored the development of a context-aware messaging system in
a hospital environment [53]. Users (doctors, nurses, physicians, etc.) were given
mobile devices to write messages to each other that are only sent when a specified
context is encountered. For instance, a nurse could leave amessage for the next doctor
entering a given room. The system automates the delivery based upon sensed context
across many devices. However, this system does not fully embrace the concept of an
invisible interface since the main method of interaction is still physical rather than
an automated interaction solely based on context.
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6 Areas of Application

As the baby boomer population continues to age, the adoption of wearable, monitor-
ing technology grows at a considerable rate. New wearable devices are coming out
everyday that explore applications across all facets of life ranging from entertainment
to health. Health has specifically become a focal point in this progression due to the
exponentially-growing demand for these devices. The last few years have introduced
a broad variety of exercise bands (Nike Fuel Band, Fitbit, JawBone, etc.), smart
watches (Pebble, Apple Watch, and Galaxy Gear), and mobile health apps. These
technologies offer access to information that was previously unavailable and provide
platforms for a myriad of new assistive technologies through remote monitoring.

6.1 Fashion

One historically significant concern in the adoption rate and usability of wearable
technology is whether society considers technology to be “fashionable.” This is a
cultural concern dating as far back as the introduction of eyeglasses and watches, and
is an integral part of the introduction ofwearables to human societies. One of themost
important elements of fashion is that it relies heavily on context: different cultures,
societies, and regions have different takes on what makes a piece of clothing or
accessory “fashionable.”Evenwithin theUnitedStates, for example, fashion interests
can vary greatly by subregion [26]. With this as the basis for our understanding of
fashion, we present a list of integration strategies for the design of fashion-aware
wearable technology:

Assimilation: Some wearable technologies, particularly “electronic textiles”, can
be embedded or woven into, or made to resemble, existing fashionable clothing
or accessories in their region of deployment. This strategy favors users who value
discretion in the technology they use by hiding the circuitry and interface of the
wearable device, essentially rendering the technology “invisible” on the wearer.
This strategy can be seen, for example, in Liu et al.’s e-textile pants for stability
assessment in the elderly with motion impairments [38].
Enhancement/Augmentation: In this strategy, wearables are made to “enhance”
the appearance of clothing or accessories either by attaching themselves atop
these items or by being embedded in such a way that their existence is obvious,
either through exposed circuitry or through an exposed interface (Fig. 5). Often
these devices are adopted by users who value the high-tech look and wish for their
wearables to stand out. Mistry andMaes’ SixthSense gestural device, for example,
uses a worn pendant to project an interface to augment the real world [51].
Separation: The final strategy involves designing devices so that they can be worn
separately from clothing and other accessories, while remaining fashionable. This
is perhaps the most difficult strategy, as it involves designing a wearable that does
not conform to the form factor of common accessories and articles of clothing
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Fig. 5 Conductive thread used to create embedded electronics within clothing

in a particular society, but can be considered “fashionable” within that society or
culture. Often this means introducing a new category of fashionable items into a
society, which can take time to integrate. One example of this is work on fingertip
haptic wearables [66].

Regardless of the integration strategy used, there are several general points to
consider when designing fashionable wearables. One is that customizability and
adaptability in the look and feel of a device can help improve its fashion awareness,
as it can then be molded, either manually or autonomously, to match fashion tastes
for a variety of users and cultures. Another is that the device should be usable in a
variety of different contexts. For example, glasses can beworn to aid userswith visual
impairment (eyeglasses), improve visual clarity in bright environments (sunglasses),
or simply to enhance one’s look (fashion glasses or clear glasses). Themore functions
a wearable can serve, the greater its targeted audience, and the greater the likelihood
that it can be adopted into the fashion of a particular society.

6.2 Behavior Modification

One popular use for wearable devices, particularly in healthcare, is the modification
of problematic behavior. Devices intended for behavior modification can sense and
respond to targeted patterns of behavior to promote positive outcomes for the user.
We can classify these devices into two main subcategories: facilitators and drivers
[60]. Facilitators of behavior change afford greater control to a user over changing
their behavior. They may remind the user that a problematic behavior is occurring,
and provide steps and options for correction. These devices are intended to inform,
but not to directly elicit behavior change. On the other hand, drivers of behavior
change are devices which take direct action to change a user’s behavior, often by
modifying/constraining the environment. A driver for eye health may, for example,
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turn off and disable usage of a television screen once it has detected that the user has
been watching for a prolonged period in unhealthy conditions.
There are several general requirements which are commonplace for wearable devices
aimed at behavior change:

1. The device should be able to accurately detect problematic behavior. This
can often be a nontrivial issue, as the portable nature of wearable devices places
limitations on what information they can sense in real-time. As a result, some
types of behavior are easier to detect and interpret than others. For example,
physical activity is a highly studied sensing category for behavior modification
devices, and many wearables exist today which can discern this behavior from
quantitative indicators such as step count or heart rate [6]. The accelerometer in
the average smartphone, for example, can be utilized to estimate step count and
get a generally reliable measure for an individual’s physical activity, under the
assumption that the phone travels with its intended user [80]. However, sleep
patterns may be harder to detect, as the mechanisms for automatically detecting
sleep patterns without user entry can be complex [11].

2. Thedevice shouldbeaware of the context inwhichbehavior occurs. Often the
environment and the user’s goals play a large role as predictors of certain behav-
iors.Adevice intended for behaviormodification should be aware of these factors
to prevent the occurrence of false positives and false negatives in the detection of
problematic behavior [34]. As an example, consider a device intended to detect
and correct problematic gait patterns in users with Parkinson’s disease. Such a
devicewould detect when Freezing-of-Gait (FoG) events occur as the userwalks,
as these are dangerous symptoms of the disease given that FoG episodes increase
the risk of falling [75] (Fig. 6). However, in a crowded environment, a user may
freeze his or her gait simply because the path ahead is blocked or the individ-
ual is waiting in a line. These FoG events are not attributable to Parkinson’s
and should not be treated as problematic behavior. The device would, therefore,
need to discern between the different causes for frozen gait and should respond
to each appropriately.

3. The device should provide corrective feedback in a way that is intuitive,
accessible, and clear. It should be immediately apparent to the user, based on
the feedback of the device, what problematic behavior is occurring and, in some
cases, how to fix it. Furthermore, the feedback given from the device should
not produce any unwanted interference that could affect the safety, comfort or
health of the user. For wearables, this often means that the device should not be
a distraction when walking, driving, or interacting in public situations [18].

Behaviormodification devices often base their evaluation on the very samemetrics
they use to detect problematic behavior. If the problematic behavior can be accurately
detected and quantified, then it follows that researchers can evaluate the effectiveness
of a device based on the change in this problematic behavior produced by usage of the
device [54]. The most successful wearables for behavior modification are often able
to produce significant change in the targeted behavior under a variety of conditions
including users, environments, and contexts.
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Fig. 6 Device used to track Parkinsonian gait [75]

6.3 Fitness

Where devices for behavior modification are aimed at eliminating or changing prob-
lematic behavior, some devices instead focus on helping users maintain positive,
healthy lifestyles. By far the most popular of such wearable devices are fitness track-
ers. These wearables are often facilitators as defined in the above section; they pro-
vide the information a user needs to maintain healthy levels of activity throughout
the week. As these are devices intended for tracking physical activity, they require
a greater attention to durability, comfort, and reliability in design [49]. Inevitably,
a wearable for physical activity will be subject to a high amount of movement and
shaking, outdoor weather, and potential impact against various surfaces. To account
for this, wearable trackers such as accelerometers and heart rates sensors are often
well reinforced and insulated against damage to critical circuitry while maintaining
as little extra weight as possible to avoid burdening the user.

Since the mid-2000s, the popularity of wearable fitness tracking devices has taken
off (Fig. 7). A vast range of wearable devices have been developed from chest straps
to shoe attachments that have started to gather more information than ever on an
individuals activity and health. The effectiveness of these devices is vastly attributed
to the benefits that the smartphone has provided as a central communication system
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Fig. 7 Wearable fitness trackers. Jawbone UP, FitBit, Microsoft Band

for this otherwise fragmented market. The industry is now looking at embedding
fitness trackers into clothing as well to get even more information on overall health.

6.4 Assistive Devices

Assistive devices are designed, as defined above, to help augment the functional
capabilities of individuals with disabilities. A wearable assistive device serves the
added benefit of following the user, providing services in many aspects of that user’s
daily life. One example of a wearable assistive device is the Haptic Belt [47], which
can express nonverbal cues to assist in communication for individuals who are blind
(Fig. 8). This device uses a pinhole camera that is embedded into a pair of sunglasses
to determine if a person is approaching the visually impaired user. The belt then
vibrates to allow the user to turn and face the person so that they can initiate con-
versation. Assistive devices often target a specific disability and a specific goal or
function, and can assist in overcoming the challenges related to that function caused
by the disability through various means including sensory substitution or augmen-
tation. However, devices that are designed for individuals with disabilities can often
have benefits for the population at large as well. As an example, a project called the
Note-Taker was developed as a solution for visually impaired students to be able
to more accurately take notes in the classroom environment [25]. The device had a
camera that communicated with a tablet to allow the student to record the lecture and
zoom in on the board to more easily see what was being written. The project had a
lot of success with students who were visually impaired but also saw a huge demand
from their sighted counterparts who could also benefit from its features.



Wearable Computing and Human-Centricity 399

Fig. 8 Haptic Belt device [47]

6.5 Navigation

The problemof navigation often varieswildly by context; as such,wearables intended
to assist with navigation can have drastically different requirements and considera-
tions in their design (Fig. 9). To understand the constraints for effective assistance in
navigation, we consider a few of the attributes involved in research in this field:

Attributes of the Person:

• Impairment: One of the initial considerations in design focus on the user’s impair-
ment. Does the user have any attributes that make it challenging to navigate in
an environment? Typically, these include sensory, cognitive and/or motor impair-
ments, among others. Often these considerationsmanifest themselves in the design
of the interface, although core functionality may be affected as well. For exam-
ple, users with visual impairment may need more detailed information about their
immediate surroundings [29].

• Degree of Usage: Some users rely on navigation assistance more than others. An
interface designed for heavy usage may require additional steps to increase battery
life, particularly if the device is providing real-time assistance during navigation.

Attributes of the Task:

• Type of Navigation Task: A primary concern related to the navigation task is
the type of navigation. Is the user walking or driving? What type of vehicle is
being used? Each type of navigation task includes its own concerns for safety
and responsiveness. For tasks such as driving, the system may need to respond to
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Fig. 9 Navigation on the
Apple Watch

changes more quickly than for walking due to the relative difference in speed of
motion. Walking interfaces may provide the user with real-time information about
landmarks along the route [46] while navigation for driving might focus on points
of interest at the user’s destination [40].

• Degree of On-the-fly Assistance: Wearables for navigation may be designed dif-
ferently depending on howmuch the device knows about a navigation route before-
hand. Devices with high storage capabilities but low real-time memory might
pre-calculate optimum routes and follow a predetermined plan for the user’s navi-
gation while those with little storage may rely instead on using real-time learning
and adaptation to develop a route in real-time for the user, with only short-term
planning involved. These types of devices are often more flexible to change in
the environment but may use more power or suffer from signal interference. Many
navigation algorithms for autonomous agents in AI research, such as that of Oriolo
et al. [57], often deal with unknown environments and real-time planning.

• Path Attributes: Devices for navigation may also be concerned with details of
the path being calculated. For example, in some contexts, the shortest route is
desirable while in others a more scenic route is preferable. Furthermore, there
may be milestones or checkpoints along the way to a destination that the system
should account for in the production of a path.

Attributes of the Environment:

• Obstructions and Lighting: In general, navigation devices can improve in the
quality of their assistance based on the amount of details of the environment
makes available. This includes lighting attributes, which help the system determine
which paths are most visible to the system and the user so that it can recommend
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the safest route to a destination, particularly at night. For navigation by blind and
visually impaired users, information on obstructions and moving objects in the
environment may also assist the system in preventing a collision in real-time. The
system byMann et al., for example, utilizes real-time detection by a Kinect camera
for collision avoidance [44].

• Scope/Scale of Navigation Environment: Finally, navigation systems may also
be concerned with the scale of the navigation environment, as it may impact the
type of services offered by the system and the number of available routes. Indoor
navigation systems such as the one proposed byGolding andLesh [20]may require
higher accuracy of location and orientation detection of the user than navigation
within a city.

7 Key Barriers to the Success of Wearable Computers

Although the wearable market is growing at an alarming rate, barriers exist to the full
adoption of these devices. We have already seen this with the failure of the Google
Glass in 2015 and the fall of the Pebble smartwatch in 2016, but what are the factors
that inhibit a wearable technology’s success? We identify four main categories of
barriers to the success of these devices:

1. Cost: Cost has been one of the most important considerations in the rise and fall
of wearable technologies. With the rise in popularity of wearable technologies,
the markets for these devices mature a lot quicker than traditional technologies.
As a result, two things occur: the bottom line prices are driven down and the
demand for innovation goes up. This cuts the margins on newer technologies and
often leaves only a couple frontrunners. In the case of smartwatches, the Pebble,
FitBit, and the Apple watch took over. In order to keep up, these devices must
innovate much faster not only on the technical side but also on themanufacturing
side. It is the innovations in manufacturing that lead to a decrease in retail price
and make the products more affordable for lower income brackets.

2. Specialization: Too many highly specialized wearables are being designed with
single use cases. This is a barrier since there is an explicit limit (body real
estate) on the amount of devices that a single individual can wear at the same
time which, if devices are highly specialized, forces users to make decisions of
priority on what needs are most important. A survey conducted of user wearing
habits indicated that the preferred body parts for various types of wearables
are as follows (in descending order): (i) eyes (approximately 72%)—sunglasses,
shades, and prescription glasses; (ii) head (approximately 70%)—hats, caps, and
scarves; and (iii) hand—wrist watches (68.1%), bracelets (49.7%), and rings
(59.4%). Audio earphones and headphones, wearables with which consumers
are already familiar, received a preference rate of 64.7% [9].

3. Social Acceptability: Form factor and methods of interaction have been major
drivers for the social acceptance of wearable computers. Because wearable
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devices are still relatively new, more emphasis is currently being placed on the
innovativeness of the technology rather than the external appearance and social
impacts. As a primary example, Bluetooth headsets were designed to be a mod-
ernization for the interaction between people and their smartphones. Iterations
of headsets smaller in size began to appear on the market, but ultimately did not
achieve mass adoption due to the social awkwardness they created. The devices
were so inconspicuous that passersby would not know if the individual was talk-
ing to them or talking to someone on their phone. Similarly, the Google Glass’
form factor was deemed pretentious and scoffed in public settings. It also intro-
duced questions about privacy that were deemed socially unacceptable. Other
factors such as cultural and ethical considerations have an impact on the accept-
ability of a wearable device within a social setting. For example, in countries
which censor social media interactions, devices which augment or enable social
media usage by individuals may be deemed unacceptable.

4. Human-centricity: There is a set of human factors that are explicit to wearable
computers which cannot be ignored. These devices are often used in contexts
that are completely unique to those of traditionalHuman–Computer Interactions.
Thus, special considerations need to be made into how these devices are used,
when they should interrupt the user, where on the body they should be placed
and what their intended purpose is [9].

8 What Is Human-Centricity?

Interfaces are typically categorized as “user-friendly,” “accessible,” or “intuitive.”
Human-centricity is a newer design paradigm that aims to address aspects of each of
these terms. The term “human-centered” or “user-centered” was coined by Donald
Norman in the 1980s [56], and was expanded upon several years later to include four
basic suggestions on design [32, 55]:

1. Make it easy to determine what actions are possible at any moment.
2. Make things visible, including the conceptualmodel of the system, the alternative

actions, and the results of actions.
3. Make it easy to evaluate the current state of the system.
4. Follow natural mappings between intentions and the required actions; between

actions and the resulting effect; and between the information that is visible and
the interpretation of the system state.

The basic principle of human-centric design is that the end user is considered in
all stages of design and development. Considerations are made to the needs, wants,
limitations, uses, benefits and risks of a device from ideation all the way through
development and even marketing [24]. In essence, this philosophy looks to alter
the traditional feedback loop that exists between designers and developers to also
include the class of end users. That representation must be actively involved in the
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entire process and constantly giving feedback on their desires since they are an
important stakeholder in the final product.

As the concept has matured, standardizations have been developed around
human-centricity providing more concrete requirements. Most notably, the Interna-
tional Organization for Standardization created ISO 13407: “Human-centred design
processes for interactive systems” in 1999. It was revised with IISO 9241-210:
“Ergonomics of human-system interaction—Part 210: Human-centred design for
interactive systems” in 2010 and was reconfirmed in 2015 [1]. It describes human-
centered design as “an approach to systems design and development that aims to
make interactive systems more usable by focusing on the use of the system and
applying human factors/ergonomics and usability knowledge and techniques.”

9 Concerns of Human-Centricity

ISO 9241-210: “Ergonomics of human-system interaction—Part 210: Human-
centred design for interactive systems” recommends six characteristics for human-
centered design [14, 19]:

• The adoption of multidisciplinary skills and perspectives.
• Explicit understanding of users, tasks and environments.
• User-centered evaluation driven/refined design.
• Consideration of the whole user experience.
• Involvement of users throughout design and development.
• Iterative process.

These characteristics outline four basic categories of considerations that need
to be made in the design of human-centric devices: personal, social, cultural, and
environmental (Fig. 10).

9.1 Personal

This is the most critical consideration in human-centric design. The device should
be designed in a way that it is aware of the user’s limitations from a human factors
perspective. The device should be aware of the user’s psychological, social, physical,
and biological characteristics rather than require the user to attempt to adapt to the
device. An example of awareness of physical characteristics would be that if a device
is worn on the skin, it should not overheat and potentially burn the user. Similarly,
it should support psychological characteristics such as cognitive load. Developing
a device with an overly complicated interface that is unintuitive for the intended
audience is not human-centric. All of these characteristics vary between individuals
and so the device should also consider the spectrumof ability of its intended audience,
and address those users through accessibility characteristics.
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Fig. 10 Consideration categories of human-centric devices

This consideration also dictates that the device should support users in achieving
their goals or tasks rather than inhibit them. These tasks might not be directly related
to the use of the device but may be done in parallel. As an example, if a mobile,
wearable device is designed for active use throughout the day, it should be lightweight
so that it does not inhibit mobility as an individual completes his or her day-to-day
tasks. The concept of secondary tasks that are not tied with the direct use of the
device is often overlooked and can cause a lot of issues with utility and adoption.

9.2 Social

Typically, when thinking about human-centricity, the focus is placed on the consid-
erations made by the individual themselves. However, there are many factors out-
side of the individual’s immediate control that can also dictate design decisions in
human-centric devices. Social considerations are one of the most critical as humans
are inherently social creatures by nature. Within the design process, if the device is
designed for daily use, the question “is the usage of this device acceptable in public?”
should be asked. The development team needs to consider the social lives of its users
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and how they will be impacted by the technology. As an example, one of the major
barriers to the adoption of assistive technology is the social stigma attached to the
use of an assistive device [59]. The families of children with disabilities often choose
to adopt assistive technology devices due to the perceived increase in attention and
visibility.

A secondary consideration to social stigma is whether the device inhibits an
individual’s ability to effectively communicate with others. This principle of design
has less to do with the external appearance and more to do with the paradigm of
interaction. Understanding when to interrupt an individual and when to shift into
the background is a key factor in designing socially appropriate devices [15]. As an
example, smartphones now have settings that allow the user to set certain do-not-
disturb hours where notifications are instantly silenced. Thismode can be disengaged
when the user decides that they are in a social context where it is acceptable to be
interrupted.

9.3 Cultural

Culture at any level, including national, regional, or organizational, can greatly influ-
ence success in adoption and implementation of devices [37]. Culture plays an impor-
tant role in the adoption of technology and mandates standards which often underlie
or dictate an individual’s personal views. These standards appear both in the form of
legal restrictions on technology and occasionally as unspoken norms. In the design
of person-centric devices, it is important to consider whether the assumptions being
made in design implicitly or explicitly violate any of these customs. An example of
this consideration having been overlooked was with the launch of the Google Glass.
Although regulations did not exist prior to the device, new laws were developed as
the product violated cultural expectations of privacy.

Culture also plays an important role in determining economic factors around
a device that can often also dictate its potential for future success. When current
cultural trends are taken into account, technology can actually begin to mold the
future direction of societal views. Apple has been a company that has successfully
created a subculture that will readily adopt their new technology with little discretion
for whether or not it fits into current cultural values. This comes with the success that
they had in designing devices that have become iconic trends within current culture.

9.4 Environmental

The user’s external environment is also a major consideration in human-centric
design. External context can dictate anything from form factor to actual features and
functionality. Obvious questions include: How resistant is the device to the effects
of weather, rigorous human activity, crowded environments, dark or bright environ-
ments, or low internet signal strength? However, a more obscure consideration would
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be the choice of materials to use in the design process. Consider sending a device
to be used in a remote area of the world. It would be human-centric to use materials
that are readily available in that part of the world in the case that the device needs
immediate repairs on site. Similarly, one should consider the environmental impacts
that the device may have on the user’s environment after they discard the device.

Outside of the natural environment, there is also attention that needs to be paid
to the manmade environment. Indoor and outdoor environments have been largely
shaped by buildings, sidewalks and roadways which introduce their own set of
requirements on human-centric devices. It is important that the device is contextually
aware of the user’s surroundings and is designed in a way to adapt to the restrictions
set forth by this environment. Returning to the example of the assistive device made
for monitoring the gait of individuals with Parkinson’s disease, it is important to
distinguish between the gait of an individual who is walking on an incline and might
naturally be taking shorter steps versus an individual who is walking on a flat sur-
face and may be taking short or shuffled steps due to a Freezing-of-Gait episode.
Similarly, our gait differs in indoor environments such as waiting in line at a grocery
store where we might only be able to shuffle forward every few minutes.

10 Universal Design Versus Human-Centric Design

The term “human-centric design” is often mixed up with “universal design” and the
two are many times incorrectly equated. The terms both define considerations to be
made about the end-user during the design process, but have slightly different goals.

Human-centered design attempts to model human interaction, personal, social,
and cultural values into the design of an interface. The developers are expected to
make informeddesign decisionswith respect to the uses, benefits, and risks associated
with the end user. This design ideology takes into account not only the characteristics
of the individual using the device but also the context in which the device will be
used. This presents a new set of requirements on technology that are completely
external to the user, but are still important in the design of devices that he or she will
use. Similarly, the consequences of design decisions with respect to these factors
must be considered at each stage and factored into the decisions that are made in the
development of the device. A device is not truly human-centric if it does not address
all of these concerns.

Universal design, on the other hand, focuses on enabling as many individuals as
possible to access that interface. The main principle is to design with the intent of
usability to the greatest extent possible by everyone, regardless of their age, ability,
or status in life. The concept of ability is viewed as a spectrum rather than a binary
variable and the goal of this design ideology is to allow for the greatest distribution
of access across that spectrum. This can be addressed in various ways, but the most
common method of implementing principles of universal design is adaptability. The
iPad is one of the best examples of universal design as it includes various settings
and features that allow for the device to be used by individuals who may have
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visual impairments as well as those who may have auditory impairments. Human-
centered design focuses on people’s interaction with society and with one another
while universal design focuses on their interaction with technology.

A piece of translation software, for example, can be human-centered in that it
translates subtle parts of human speech such as idioms, special phrases, metaphors,
etc., to match the cultural and stylistic format of another language; however, if it
cannot be accessed by individualswho are blind, it would not be universally designed.
Similarly, a handheld electronic device may have accessibility options that allow for
usability to the majority of its intended population; however, if it is too heavy to
comfortably carry by hand, it may not be user-centric.

11 Human-Centric Wearables

To design human-centric wearables, one must be aware of the context in which they
are used. Often these devices are taken out into the public, moved around, and may
stay on the body for long periods of time. All of these requirements oblige us to study
how humans interact with the world to ensure that wearables can be embedded into
these interactions. Within the design and development process, it is vital to include
the end-user’s feedback and validates assumptions. The concerns of human-centricity
within this context often rely on the context in which the device is used; some general
requirements will be covered in this chapter with the most basic division of scope:
external to the user versus internal to the user (Fig. 11).

11.1 External Considerations

There are many external factors associated with the use of a wearable computer that
are often overlooked in the design process. Although the usermay bewilling to accept
the technology, occasionally it is their external context that places restrictions. It is
crucial to understand these facets as they often have a large impact on the ultimate
use and adoption of the device.

As an example, cultural appropriateness is something that is often overlooked
during the design process of wearables. Would it be culturally acceptable to wear
this device in the environment that it was intended to be used in? Many unsupported
assumptions are made about what society is willing to accept as appropriate without
ever having conversations with the stakeholders. Had this consideration been vali-
dated at an earlier point in the design and development process, the wearable could
have been made fashionable.

Another example of an external factor would be the wearable computers inter-
ference with public interaction. Is it too loud or distracting? Can it lead to awk-
ward social interactions? The example of the Bluetooth earpiece is appropriate.
Some devices were so loud that people around an individual could hear the entire
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Fig. 11 Internal versus external considerations of human-centric wearables

conversation from both sides which lead to issues with privacy. Other devices were
so small that people in the immediate vicinity were not sure if the individual was
talking to them or someone on the phone.

11.2 Internal Considerations

Similarly, there are considerations that need to be made about the internal context
of a user in the design of human-centric wearables. It is critical to have a complete
understanding of the human factors that surround the intended audience of the wear-
able and use this understanding as a basis for design decisions. Along with a firm
understanding of human factors, it is important to acknowledge the person’s goals
and tasks and ensure that the wearable device empowers the completion of these
tasks. As stated previously, wearables are often used in a dual-task setting where
interaction with the device is interrupting some other primary physical task in the
real world. Thus, the wearable should not become a major disruption to this primary
task or inhibit the individual from completing it.
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Internal considerations should also span the spectrum of ability of users. This
means that the device should be adaptable for individuals of various levels of ability
and can often mean redundant interfaces so that it is left to the user to decide how
they want to receive information. Redundancy is an important factor in accessibility
and, by transfer, is an important aspect of human-centric design. As an example, a
watch may provide a visual display when an alarm is triggered but may also provide
vibrotactile pattern for haptic feedback and play a tone for auditory feedback.

12 Conclusion

As the era of modern wearable technology continues to advance, the onus of adap-
tation continues to shift from the user to the wearable device, necessitating the inte-
gration of the human-centric design considerations reviewed in this chapter into
the development process for these devices. In a global market and a highly con-
nected world, the considerations of the individual, society, and world population
form layers of influence in wearable design which often conflict, requiring that
developers achieve a delicate equilibrium in their design decisions. The concepts
of customizability and multimodality continue to be explored within this context as
the single-purposed wearables of yesterday and today begin to assume an increasing
number of roles under continuing advancements in the size and power of sensors
and mobile interfaces. Future research in this field will seek to yield design patterns,
frameworks, models, and prototypes which can address the many limitations and
concerns of human-centricity highlighted above without sacrificing the basic stan-
dards of usability, cost-effectiveness, and portability that form the groundwork for
the success of this technology.
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Wireless Transfer of Energy Alongside
Information in Wireless Sensor Networks

Hooman Javaheri and Guevara Noubir

Abstract Despite steady improvements over the last few decades, wireless commu-
nication networks are still severely constrained by the availability of an energy source.
The problem manifests itself in many applications, in particular, wireless sensor net-
works enabling a plethora of Internet of Things devices, where communications are
infrequent and the nodes are often idle; and also small-scale communication net-
works, whose nodes need to be minuscule limiting the possibilities to incorporate
long-term energy peripherals such as batteries. Such applications can achieve optimal
energy efficiency using passive (battery-less) receivers that wirelessly receive energy
and information at the same time. In this chapter, we describe a set of techniques,
introduced in our past work (Javaheri HWireless Transfer of EnergyAlongside Infor-
mation: From Wireless Sensor Networks to Bio-Enabled Wireless Networks 2012
[37]), (Javaheri, Noubir, ipoint: A platform-independent passive information kiosk
for cell phones 2010 [42]), to simultaneously deliver energy alongside information
during wireless communications. We present mechanisms to consolidate energy and
information transfer in wireless sensor networks.We introduce iPoint, a communica-
tion system including a passively powered wireless receiver capable of establishing
two-way communication with a commodity smartphone without any hardware mod-
ifications. In contrast to traditional RFID tags, iPoint provides high computation
and sensing capabilities and most importantly, it does not require specialized reader
device to communicate. We prototype and experimentally evaluate our design that
includes optimization techniques to ensure efficient delivery of energy and informa-
tion and novel communication protocols.
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1 Introduction

Communicationmeans imparting or exchanging of information among several
parties. One important point, which is often overlooked, is that the parties
engaged in any form of communication requires a certain amount of energy to
send, receive, and process the traveling information. A dead node in a network
never receives the message intended for it much like a dead person who will
never hear a cry.

Over the last decade, wireless communication networks have achieved major suc-
cess and emerged as the key technology for enabling themobile revolution. Providing
mobility and accessibility, wireless communication redefines the notion of network
and connectivity, and powers a huge range of applications. The speed, capacity
and robustness of wireless communication keep improving every day, but several
challenges, most notably energy efficiency, hinder their effectiveness [22, 46]. Con-
serving energy in wireless networks is particularly important because the wireless
nodes are critically dependent on their limited energy resource, that is, their battery.
Receiving and decoding a wireless signal normally requires a significant amount of
computations. In addition, transmitting wireless messages is one of the most energy
consuming tasks in today’s computing. Performing such energy-hungry tasks with
low efficiency reduces the lifetime of the nodes and eventually causes node death
degrading connectivity and performance of the network. These challenges are spe-
cially critical for the emerging IoT revolution powered by wireless sensor networks.
Therefore, several attempts at hardware and software levels have beenmade to tackle
this problem: more efficient batteries with larger capacities have been invented [54];
the power consumption of wireless nodes has been significantly reduced thanks
to advances in low-power electronics and new methods of computation such as
reversible computing [6]; finally, many energy-aware communication protocols and
algorithms that factor in the energy constraints of wireless nodes have emerged [17,
74, 80, 81].

All wireless networks strugglewith the energy conservation issue, yet the problem
is more evident in certain applications such as wireless sensor networks (WSNs). A
WSN usually consists of several spatially distributed nodes that monitor or sense
a physical or environmental condition, and transmit the collected data via wireless
communication. The sensing process generally does not require a lot of energy. In
fact, wireless transmission accounts for almost all the node’s energy consumption. In
most cases, the data collection occurs sporadically or upon an external request. There-
fore, continuous operation of a node’s radio, which results in fast battery drainage,
is not necessary. Current techniques rely on periodically waking the receiver up to
synchronize and respond to the requests of a master node [13, 91]. These methods
help conserve energy but are far from optimal. Ideally, the radio component of the
sensor node should go into a full-sleep (idle) mode that consumes virtually no energy
and wakes up only on external requests or events. This can be achieved by integrating
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a completely passive component that acts as a wake-up circuit and relays the external
request to the idle node. The challenge of engineering such a system, which includes
software, hardware, and communication protocols, is one of the goals of this study.

Having a receiver that consumes no energywhile being idle is the optimal solution
for any of the scenarios mentioned above. Note that, this goal can not be achieved by
simply reducing the energy consumption of the radio components; rather, the energy
consumption should be eliminated when no communication is taking place. This
rules out the use of conventional wireless devices which are basically an ensemble
of active electronic boards that consume energy while operating, regardless of how
energy-efficient they are. Instead, let us consider the following scenario: assume
that the incoming signal, which carries a certain amount of information, provides
the receiver with the energy required to extract the information. On the other end,
the receiver simultaneously executes two actions on the signal. First, it converts the
energy of the signal into a usable form. Second, it runs the decoding procedure to
extract the embedded information. In this case, the energy consumption occurs only
when there is an incoming signal, and it is fully provided by the transmitter entity.
Therefore, the receiver does not rely on any other source of energy.

Combining energy and information transfer is a promising approach that leads
to engineering passive wireless receivers. There are many communication schemes
that provides a vast range of throughput, complexity, and energy efficiency. Also,
a few mechanisms such as RF energy harvesting have been proposed to transfer
energy wirelessly [53, 86]. However, combining these schemes presents several
challenges. The range and capacity of today’s energy transfer methods are very
limited,whichmakes pairing themwith normal communicationmethods difficult and
often impossible. In order to have a functional system, we need to carefully optimize,
modify, or completely revamp the energy and information transfer mechanisms. This
includes building more efficient systems using specialized hardware, and devising
better algorithms software solutions that exhaust the physical limits of the hardware.

In this chapter, we aim to explore several techniques to transfer energy alongside
information via awireless link.We look into techniques to consolidate the energy and
information transfer inwireless networks.We review and compare the energy transfer
technologies, provide design considerations, and sketch guidelines to implement such
functionality. At the end, we present a communication system that allows two-way
communication between a commodity smartphone and a passive receiver. The system
features a combination of ultra-low-power electronics and RF energy harvesting. We
introduce several techniques to increase the efficiency of the information and energy
channels, propose novel communication paradigms and protocols optimized for our
setup, build prototypes and finally, evaluate the system performance experimentally.

The contents of this chapter is based on authors’ previous work [37, 42]. The
results, discussions, and figures may have appeared in other manuscripts published
by the authors.

Chapter Organization The rest of this chapter is structured as follows:
In Sect. 3, we define a model for consolidated energy and information channels in
wireless sensor network. We describe the framework for our model and review the
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building blocks of suchmodel alongwith its design requirements. This section serves
as the basis for Sect. 4 in which we present iPoint.

Section4 includes a comprehensive design, optimization, prototype, and perfor-
mance evaluation of iPoint, a novel communication system that features a consoli-
dated energy and information channel. This includes the design and characterization
of hardware, software, and communication paradigms. Several optimization tech-
niques including theoretical analysis and experimental validations are detailed. A
shorter version of the results presented in this section has been published in [42].

Section2 reviews the related literature. We discuss previous studies in the field,
which presents the state-of-the-art for relevant technologies and identify the simi-
larities and distinctions of our work. Section5 concludes the document and presents
the direction for future work.

2 Related Work

2.1 Radio Frequency Identification (RFID)

RFID tags have the potential to deliver information anytime, anywhere [23, 88].
However, RFID tags have significant limitations making them impractical for deliv-
ering a substantial amount of information to commodity smartphones. First of all,
equipping smartphones with an RFID reader is a significant and challenging modifi-
cation to the phone hardware. Second, among the three types of RFIDs (i.e., passive,
active, and semi-active), only the passive ones do not require a battery and therefore
satisfy severe longevity constraints. However, passive RFIDs require the readers to
transmit at high power (in the order of watts), with large antennas. Furthermore, such
RFIDs are only capable of storing a very limited amount of information (e.g., 128
bytes) and are not capable of sophisticated interactions.

2.2 WISP

Several RF energy harvesting techniques and prototypes were explored over the last
few years. TheWISP platform and its variants harvest energy from RFID reader [83]
and TV radio stations [9], and are capable of powering an ultra-low-power microcon-
troller. The WISP was also used as a battery-less sensor node to communicate with a
traditional RFID reader [83]. It relies on a high energy source (30dBm) operating at a
medium RF frequency (915MHz). The constraint of the iPoint to operate on the low
RF energy from smartphones (few dBm) and higher Wi-Fi frequency (i.e., 2.4GHz)
requires more advanced RF energy harvesting mechanisms that we present in the
next sections. Other platforms for wireless power transfer exist but require either
high transmission power on the 915MHz band [69], or require highly customized
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transmitters and receivers such as in wireless power transfer via strongly coupled
magnetic resonances [50].

2.3 Backscattering

Communication based on RF backscattering has been an active avenue of research
with application in medical sciences. In this form of communication, the transmitter
sends RF signals to a passive device, normally implanted in the body. A receiver will
measure the backscattered signal coming from the implant.With a careful design, one
can modulate the information on the device in the backscattered signal. Researchers
have shown a proof-of-concept design that can convert wireless transmissions from
one technology (Bluetooth) to another (Wi-Fi, Zig-Bee) using backscatter communi-
cation via an implanted device [34]. Such design enablesmultimodal communication
between implanted devices such as contact lenses and wearable devices equipped
with multiple RF technologies in order to report medical or diagnostic information
from the body.

2.4 Multi-path Energy Routing

Recent research [61] has shown promising results in transferring RF energy via a
network of energy-harvester nodes. Energy can be routed alongside data in such
networks. Within a network consisting of energy harvesters that are optimized to
accumulate and relay the RF energy in different frequency bands, the energy flows
along multiple paths increasing the overall harvesting efficiency.

2.5 Near-Field Communication (NFC)

The near-field communication (NFC) [62], founded by Nokia, Phillips, and Sony in
2004, is a set of standards based on RFID technology that allows devices such as
smartphones to establish a communication.Communications take place at 13.56MHz
over very short range of less than few centimeters, which typically involves two
devices touching each other. NFC allows several modes of communications includ-
ing communication with a passive device. The communication scheme is ASK with
Miller orManchester coding. Data rate varies between 106 and 424 kbit/s. Because of
the very simple and fast set-up, NFC can be used to initializemore sophisticatedwire-
less communication to start peer-to-peer networking. The energy transfermechanism
is based on electrodynamic induction between two loop antennas. In comparison to
the solution presented in this work, NFC exchanges data at higher data rates but oper-
ates at shorter ranges. Devices communicating over NFC normally needs to touch to
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ensure reliability. Moreover, NFC functionality on a smartphone requires additional
designated hardware, which adds another hardware dependency.

2.6 Bokode

Recently, a clever alternative solution to RFID tags and traditional barcodes, called
bokode, was developed to deliver information from a dot of 3mm diameter encapsu-
lating a high-density Data Matrix code [60]. The information is revealed by putting
an off-the-shelf camera in an out of focus mode. This solution has the advantage
to reduce the size of the tag and increase the information density but still keeping
the tag passive. However, bokode still lacks a two-way communication capability
and requires sophisticated digital cameras (ten megapixel with a large lens) with
in/out focus capability. In the future, if smartphones become equipped with control-
lable focus cameras, the envisioned iPoint system might benefit from integrating a
bokode-based LCD display to deliver information to a smartphone at a lower energy
cost.

2.7 Microwave Power Transmission

A mechanism based on RF energy harvesting has been explored to transfer a huge
amount of energy over very long distances [58, 93]. For example, high-power direc-
tional antennas have been used to transmit energy to satellites from earth. The recten-
nas with efficiencies up to 95% have been demonstrated [85].

2.8 Resonant Inductive Coupling

Nonresonant inductive coupling, which is being widely used in transformers, suffers
from stiff drop in efficiency when the distance between interacting coils increases.
Karalis et al. [50] have shown that extremely high efficiency over mid-range can be
achieved if the inductive coils couple in their resonant frequency. They have built
a system that can transfer 60W of power over distances up to 2 meters with 90%
efficiency. Their work is the basis for a commercial technology called WiTricity [4]
that promises efficient wireless power transfer that can be used to wirelessly power
electronic deviceswithin environments such as homeor office. Severalmethods based
on resonant inductive coupling have been proposed for wireless energy transfer in
the biological setting, for instance to power medical implants in body [68, 73].
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3 Consolidated Energy and Information Channels (CEICh)
in Wireless Sensor Networks

In the previous section, we argued that combining energy and information transfer
may provide an optimal solution to energy conservation in wireless sensor networks.
In this section, we overview techniques to combine energy and information transfer
channels in wireless sensor networks.

3.1 Overview of CEICh

First, we define the framework (model) in which CEICh is being implemented as
follows:

• We consider a wireless sensor network whose nodes (devices) perform computa-
tions electronically and communicate using radio frequency (RF) signals.

• The network includes two types of nodes: passively powered receivers and the
energy-provider master node, which we call the source.

• The communication only occurs between a source and a receiver at the time. We
do not consider the communication among receiver nodes.

• In order to eliminate the energy conservation problem, the receiver may not rely
on a battery or other unpredictable source of energy, such as solar energy or
mechanical vibrations.

• In one communication cycle, the source sends the request to the receiver; the
receiver receives the request, processes it, computes the reply, and sends it back
to the source.

• The signal from source to receiver contains both energy and information. The
receiver obtains the energy required to receive and decode the transmitted signal
from the signal itself. Signals transmitted by receiver are not required to contain
energy.

Figure1 illustrates a general schematic of a CEICh.

3.2 Design of CEICh

ACEICh-enabled system performs three tasks: energy transfer, communication, and
computation. In this section, we take a closer look into the important features and
design elements of a CEICh enabled system.
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Fig. 1 The general schematic of CEICh

3.2.1 Energy Transfer Mechanisms

Mechanisms to transfer energy from a power source to a wireless device fall into two
categories:

Electrodynamic InductionMethods based on electrodynamic induction use induc-
tive coupling between the source and the receiver, and provide high-efficiency energy
transfer over very short distances. In such systems, the efficient energy transfer occurs
in the near-field region of the source’s inductive antenna. The near-field region bound-
aries are determined by the size of the antenna and thewavelength of the transmission.
For smaller antennas, the distances less than a wavelength, R < λ, from the source is
considered near-field region, while the transition to far-field occurs in λ < R < 2λ.
For larger antennas, the near-field region boundary is expressed by Fraunhofer dis-
tance:

R <
2D2

λ
, (1)

where D is the largest dimension of the antenna. The relationship between transmit
power and the distance in the near field can be expressed as follows.

PT ∝
{
R−1 for R ≤ 0.1λ
R−3 for R > 0.1λ

(2)

The efficiency declines significantly over greater distances, which makes such
methods ineffective when the signal has high frequency and long range, a typical case
in communications. Recently developed methods apply resonant inductive coupling
to achieve much higher efficiency over longer ranges.

Electromagnetic Radiation Methods based on electromagnetic radiation, also
called RF energy harvesting, include receivers equipped with rectenna, a special-
ized component made of an antenna connected to a voltage rectifier that converts the
electromagnetic energy of the received signal to a usable DC voltage. These meth-
ods operate in far-field region of the corresponding antennas hence attain longer
ranges. However, they exhibit a number of limitations. At the antenna level, a system



Wireless Transfer of Energy Alongside Information in Wireless Sensor Networks 425

using omnidirectional antennas shows a quadratic drop in efficiency with respect to
the distance. Moreover, the losses due to imperfect rectification and antenna match-
ing reduces the efficiency of the system. Matching and rectification losses can be
minimized in a well-designed rectenna. Also, the antenna efficiency improves using
directional antennas and applying beam-forming techniques.

3.2.2 Energy Transfer Efficiency

The most important property of any energy transfer mechanism is the efficiency, that
is what portion of the received energy from the source is converted to usable energy
for the receiver side. The factors determining the overall efficiency of an energy
transfer system is different depending on the method of transfer.

In case of electrodynamic induction, the overall efficiency is chiefly determined
by mutual inductance between the interacting coils, which in general is given by the
Neumann formula:

Mi j = μ0

4π

∮
C j

∮
Ci

dsi · ds j
|Ri j | (3)

where Mi j is the mutual inductance between coil i and coil j , μ0 is the vacuum
permeability, Ci and C j denote the curve of the coils and Ri j is the distance between
two points. The final value of the mutual inductance depends on the size of the
resonators, their relative orientation, and the distance between them. The coupling
coefficient between inductive resonators is defined as:

k = Mi j√
Li L j

, (4)

where Li and L j are self-inductance of the resonators. In many common inductive
coupling systems, 0 < k < 1 and the system is called weakly coupled. Using recent
methods such as Resonant Inductive Coupling, one can achieve higher coupling
factors (k > 1) and build strongly coupled inductive resonators. Other contributing
factors in overall efficiency includes ohmic and core losses in the coils, and appro-
priate impedance matching at either side.

In energy harvesting systems, the overall energy transfer efficiency can be esti-
mated by aggregating the effect of signal’s transmission losses, impedancemismatch,
and rectifier’s energy efficiency. Signal transmission losses are given by Friis equa-
tion, which gives PR, the power received at receiver’s antenna:

PR = PTG tGrLp

(
λ

4πR

)2

, (5)

where PT is transmit power; G t and Gr are antenna gains at transmitter and receiver
side, respectively; Lp is the polarization loss; λ is the wavelength, and R is the
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distance between the antennas. Adding the effect of impedance mismatch, we can
calculate the power that enters the rectifier circuit, Prec as:

Prec = (1 − |�r |2)PR, (6)

where�r is the reflection coefficient of the receiving antenna. Finally, the input power
to the receiver is given by:

Pin = ηrec × Prec, (7)

where ηrec is the efficiency of the rectifying circuit. The value of ηrec depends on
the design of the rectifier (e.g., half-wave or full-wave) as well as the electrical
characteristics of its components such as forward and break voltages of the diodes
and leakage voltage of the charging capacitors. In practice, the efficiency of the
rectifier is measured experimentally since the exact calculation proves impractical
due to complexity and nonlinearity of the circuit. In summary, the overall efficiency
can be expressed as the following:

η = Pin
PT

= ηrecG tGrLp

(
λ

4πR

)2

(1 − |�r|2). (8)

Each of the contributing elements mentioned in Eq.8may be optimized to achieve
higher energy transfer efficiency in the design of a CEICh. It is worthmentioning that
Eq.8 holds true assuming the perfect channel conditions. In practice, the efficiency
is further affected by fading (F−1), shadowing (B−1), and on-object antenna gain
penalties (�−1), each of which can be either modeled or measured.

3.2.3 Signal Amplification

Another important factor in the design of a CEICh is the minimum voltage required
to power-up the receiver, Vmin. If the output voltage of the energy transfer unit is not
sufficient, a voltagemultiplier circuit may be used to elevate the voltage beyond Vmin.
Because of the limited energy budget, the voltage multiplication is done using a pas-
sive circuit. In energy harvesting mechanisms, signal rectification and amplification
is done using voltage multipliers.

3.2.4 Voltage Rectification

A voltage rectifier, which is typically a network of diodes and capacitors, rectifies an
input AC signal to output DC voltage. The simplest rectifying circuit is the envelope
detector circuit shown in Fig. 2. Using a diode with forward voltage of VD, the
DC voltage of Vout = |Vin| − VD can be obtained in no-load conditions. The circuit
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V in Vout V in Vout

Fig. 2 The schematics of envelope detector circuit (left) and the clamp circuit (right)

experiences voltage ripples if connected to a load. This circuit is also called half-wave
rectifier because only the positive half of the AC waveform is rectified.

A clamp circuit as shown in Fig. 2 may be used to achieve higher DC voltage
levels. The negative half of the waveform is clamped to zero, and the output voltage
of Vout = 2|Vin| − VD is obtained. The circuit, however, shows a very drastic ripple
of size 2Vin when connected to a load.

By placing a clamp circuit in series with an envelope detector, one can achieve
higher DC voltage levels and significantly improves the ripple characteristics of the
circuit. This circuit, shown inFig. 3, is called voltage doubler andwasfirst invented by
Heinrich Greinacher in 1913, and is later used to power the particle accelerators [16].
Let us look at the steady-state analysis of the voltage doubler circuit. On the negative
half of the input AC waveform, the capacitor C1 is charged until VC1 = |Vin| − VD.
Similarly, over the positive half, the capacitor C2 is charged until we have

Vout = VC2 = |Vin| − VD + VC2 (9)

= 2(|Vin| − VD) (10)

The key feature of the Greinacher circuit is that individual voltage doublers can
be cascaded to build a voltage multiplier that generates arbitrarily large output DC
voltage. For an N-stage voltage multiplier, the output voltage of Vout = 2N (|Vin| −
VD) may be obtained theoretically. A output voltage can also be doubled by placing

Fig. 3 Schematic of
Greinacher voltage doubler

Vin Vout

Vin < 0

Vin > 0

C1

C2
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the voltage doubler in parallel with a mirrored copy with the same topology but
reversed polarity of the diodes. In a careful design, the amount of ripple can be
minimized when connecting the multiplier to a load. Note that, the analysis above
assumes that the diodes and capacitors in the circuit are ideal in no-load conditions. In
nonideal scenario, the parasitic effect of the capacitors in each stage and nonlinearity
of the diodes significantly affects the performance of the voltage multiplier. Also,
the behavior of the components will depend on the output current (load). There is
no closed form for the efficiency of the system in realistic conditions. Therefore, the
optimization of the overall efficiency of the rectifier should be based on simulation
and experimental measurement.

3.2.5 Signal Characteristics

Incorporating energy transfer in communications requires modification in signal
characteristics. Unlike conventional communication systems, the receiver does not
include an active signal amplifier, therefore the transmitter has to provide a signal
with higher level of energy to maintain the receiver in operating zone. In contrast,
response signals do not have the aforementioned restriction since the master node
does not have any energy constraints and may possess an active radio receiver with
signal amplifier to receive and demodulate the response from the receiver.

SignalPreambles,Trailers, andEnergyStorage Inmost cases, the convertedpower
obtained from the signal is not sufficient for continuous operation of the receiver,
hence the converted energy should be stored and accumulated over a longer period.
In particular, the receiver needs to obtain a minimum amount of energy before it
can demodulate the information. Therefore, the signal should include a preamble
designed to provide the energy to start-up the receiver. Similarly, having received
the signal, the receiver continues to process and respond to the request. The receiver
should have already harvested enough energy to complete the tasks, otherwise, the
signal needs to include a trailer that provides the required energy andmay contain no
actual information.We can define a duty cycle for the systemwhich can be estimated
by the following ratio:

DC = PET
Pactive

= ηPT
Pactive

, (11)

where η is the energy transfer efficiency, PT denotes the power sent by the transmitter,
PET is the converted power from energy transfer unit, and Pactive is the average power
that the receiver requires to perform a communication cycle, that is, to start-up,
demodulate, process, and reply to the signal. This unavoidable overhead significantly
reduces the data rate and throughput of the communications in a CEICh.
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3.2.6 Communications Schemes

Because of severe energy constraints, the demodulation process has to be simple
as possible, while remaining effective. Sophisticated decoding mechanisms demand
a significant amount of computations and energy, hence are not optimal. Due to
integration of the energy transfer and communication, the signal from themaster node
to the receiver carries a considerable amount of energy. Therefore, the signal-to-noise
ratio (SNR) is quite high, which allows using simpler modulation and demodulation
schemes.

Most of today’s communication protocols do not fulfill the requirements men-
tioned above, thus it needs to be modified or completely revamped according to the
design requirement and constraints. For example, frequency-shift keying (FSK) and
phase-shift keying (PSK) mechanisms require fairly complex receiver design, hence
are not suitable for communication in CEICh. On the other hand, schemes such as
amplitude-shift keying (ASK) or on-off keying (OOK) can be detected by a simpler
receiver design (an envelope detector circuit), and consequently can be used inCEICh
with minor modifications. Backscattering techniques are used to send information
from the receiver to the source. Such techniques based on modulating information in
the amplitude of reflected waves adjusting the impedance of the receiver’s antenna,
allow highly efficient bidirectional communication without using a stand-alone RF
transmitter in the receiver. In the following section, we present a system that employs
a two-way consolidated energy and information channel. The system includes two
optimized communication protocols to achieve maximum energy efficiency.

4 IPoint

In this section, as an implementation of aCEICh-enabledwireless system,wepropose
a system that provides two-way communication between a receiver with no source
of energy and a conventional smartphone. We present a complete design of the
system featuring energy harvesting as the energy transfermethod.We explore various
technologies, introduce new communication paradigms, and build a prototype of the
passively powered device that we call iPoint.

4.1 Motivation and Possible Applications

Providing information anytime, anywhere, and to anybody is a challenging task.
Consider an applicationwherewewant to deliver information to any person equipped
with a standard smartphone in even remote locations where there is no network
coverage, and where no source of energy is available. The information should be
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delivered from a device that can last decades without maintenance. Examples of
applications include information delivery to hikers lost in the woods (e.g., directions,
closest points for assistance), caves, and also high-density and interactive information
tags (e.g., tourists information, museums).

A smartphone is an ultimate example of awireless device. It provides a remarkable
combination of data acquisition, computing power, and communication interfaces, all
in a highly portable package. Our design exploits such capabilities of the smartphone
to mitigate energy conservation issues.

4.2 Definition of the System with Respect to CEICh Design

iPoint is a passively powered device that is capable of communicating with a com-
modity smartphone while obtaining the required energy for computation and com-
munication from the signal. This completely fits the definition of the receiver in our
CEICh model. Here, the master node or the source is a smartphone. In the process
of designing the iPoint, in addition to considerations stated in Sect. 3, we focused on
the following key characteristics:

• Universality: any smartphone should be able to serve as the master node without
any hardware modifications. Installing a software application should be sufficient
to enable all desired functionalities.

• Interactivity: the device should be able to accept, process, and reply to specific
requests. In other words, the communication between the iPoint and the smart-
phone is bidirectional.

4.3 Challenges and Approach

The key challenge to implement an efficient CEICh channel is sever power defi-
ciency throughout the system. Smartphones, unlike RFID readers, are not capable of
transmitting high-power RF signals. In fact, the amount of power transmitted by cell
phones is aggressively controlled because of several FCC regulations health issues.
Another obstacle that emerges in the course of the design, is lack of specialized
wireless interfaces in the smartphone. To maintain the universality of the system, the
CEICh design should use one of the standard wireless interfaces of the smartphone
(GSM, Wi-Fi, and Bluetooth) without any hardware modifications. This eliminates
the use of several mechanisms described in Sect. 3. For example, inductive coupling
energy transfer may not be implemented since the majority of smartphones do not
include inductive coupling resonator antenna.
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Fig. 4 Conceptual
illustration of how iPoint
device performs

4.4 Our Solution

These defining features lead us to a design that introduces innovative communication
paradigms and techniques and the integration of a set of fairly unrelated technologies.
Among the wireless interfaces present in smartphone, we picked Wi-Fi interface
because it provides a greater degree of control by software, works on an unlicensed
frequency band (2.4GHz) and also has the highest transmit power. A backscattering
technique cannot be used because of limited power budget and lack of compatible
wireless interface to detect the backscattered signal in the smartphone. Instead, we
design the iPoint to display the result on an LCD panel, exploiting the camera on the
smartphone to acquire the data via the captured image of the display and interpret the
information. Figure4 shows how this design operates. In the following, we briefly
review the system hardware and software architecture, the components, and the
communication paradigms and techniques:

• iPoint components: the iPoint consists of a rectenna optimized for the 2.4GHz
Wi-Fi band, an ultra-low-power microcontroller with an LCD driver, and a multi-
segment LCD panel.

• Smartphone: virtually any smartphone with a Wi-Fi network interface and an
integrated camera.

• Energy-provisioning: the smartphone delivers the energy to the iPoint via Wi-
Fi transmission. The iPoint benefits from a more efficient RF energy harvesting
circuit optimized for limited transmission power of smartphones, about two orders
of magnitude less than conventional RFID readers.

• Multimodal communication: we propose two novel communication mechanisms
to circumvent the severe energy asymmetry and constraints. (1) The information
from the smartphone to the iPoint is encoded in the Wi-Fi packet width, which
results in much simpler and more energy-efficient demodulation at the expense of
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a lower data rate. (2) The information from the iPoint to the smartphone is encoded
as a series of patterns shown on the LCD, to be captured by the smartphone camera.

4.5 Detailed System Architecture

This section outlines the architecture of the proposed system.We describe the system
components in detail, discuss the required features, important parameters and trade-
offs, and compare design choices. We break down hardware of the iPoint into three
components: a rectenna that receives the information and energy, an ultra-low-power
computing core to process the data, and a display to show the outputs (Fig. 5).

4.5.1 Energy Transfer

The energy transfer mechanism in iPhone is based on electromagnetic energy har-
vesting, therefore consists of a carefully design rectenna. The rectenna serves as the
power supply for the device. Its two main components, the antenna and the rectifier
circuit, in addition to two auxiliary circuits are described below:

• Antenna: The antenna is designed for the 2.4GHz band. External whip antennas
provide larger gain and better performance, whereas the integrated printed antenna
make more compact design possible. The directionality of the antenna may be
adjusted to achieve larger gain given spatial coordinates of the antennawith respect
to the smartphone.

• Rectifier circuit: It converts the RF energy of the arrived Wi-Fi signals to DC volt-
age by passing them through a cascade of voltage multiplier circuits. Input power
of the rectifier is often extremely small, therefore a multi-stage rectifier is used
to build up sufficient output DC voltage, normally 1–5V, to power the computing
unit. The efficiency of the rectifier depends on the overall design of the circuit as
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well as electrical characteristics of its components, notably forward voltage of the
diodes and leakage of the capacitors. A full-wave rectifier shows better converting
efficiency and produces more stable DC output compared to a half-wave rectifier,
but requires a differential output design. Designs using Schottky diodes, which
have smaller forward voltage, and RF optimized capacitors show significantly
better performance.

• Matching circuit: The antenna and the rectifier should be carefully matched over
theWi-Fi frequency band.Matching is typically done by experiment. The trade-off
between a good match and bandwidth of the rectenna should be considered in the
design. The ideal bandwidth of the system is roughly 20MHz, equal to width of
the Wi-Fi channel.

• Regulatory Circuit: A shunt voltage regulator is placed after the rectifier is used
to maintain the output DC voltage level within the safe range of operation for the
computing unit.

Additionally, the rectenna constructs the envelope waveform of the arrivingWi-Fi
transmission and passes it, as partially demodulated data, to the computing unit for
further processing. We will discuss this in greater detail in Sect. 4.6.

4.5.2 Computation

The computing unit of the iPoint should provide extremely low-power consumption
along with moderate computing capacity in a simple hardware design. Therefore,
ultra-low-power microcontrollers (MCU), such as TI MSP430 family, are favorable
design choices. The MCU should provide an adequate I/O interface and preferably
include integrated drivers for external displays. Considering the energy constraints,
the MCU may be underclocked to further reduce the power consumption.

4.5.3 Display

The iPoint displays the information with sufficient contrast and clarity to guarantee
error-free pattern recognition by the smartphone, and minimize the energy consump-
tion of the process. Passive-matrix liquid crystal displays (LCDs) [84] require a very
small amount of energy to reach desirable contrasts without the need for a light
source on the device, therefore is a better choice compared to LEDs. Given the same
input voltage and distance from the camera, larger panels produce more pixels but
less contrast compared to smaller panels.
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4.6 Multimodal Communications

Because of the very low-power transmission of smartphones, the energy harvested
by the rectenna is not sufficient to power a wireless transceiver and use conventional
communication schemes. In this section, we describe two novel schemes that allow
two-way communications between the iPoint and the smartphonewithin such limited
energy levels. These schemes leverage smartphone capabilities to reduce the energy
budget of the communications.We break down the communications into two separate
channels: smartphone-to-iPoint (S2I) and iPoint-to-smartphone (I2S). We propose a
different communication scheme for each channel.

4.6.1 Packet Length Modulation (PLM)

To provide energy for the iPoint device, the smartphone transmits Wi-Fi signals.
However, demodulatingWi-Fi packets needs an active demodulator requiring energy
beyond what iPoint harvester can obtain from the signals. We propose packet length
modulation (PLM), a scheme in which the information is embedded in the length of
the Wi-Fi packets.

Encoding In PLM, each packet length represents a symbol in the code. A message is
defined as a sequence of Wi-Fi packets each representing its corresponding symbol.
Note that, the smartphone sends the packets via its Wi-Fi interface, which uses the
Wi-Fi protocol and does not know about the PLM. The following modifications to
existing Wi-Fi protocol are necessary to implement PLM encoding functionality:

• Since a Wi-Fi access point may not be available, the smartphone creates an ad hoc
Wi-Fi network.

• The iPoint lacks any Wi-Fi transceiver, hence no acknowledgment packet is sent
back to the smartphone. Therefore, PLM uses broadcast packets to prevent unnec-
essary packet retransmission.

• The Wi-Fi packet length depends on the size of the packet, rate of the communi-
cation, and fragmentation. To have a robust encoding, the Wi-Fi interface should
transmit at a fixed rate without using any rate-adaptation algorithm. This can be
achieved by a UDP broadcast transmission.

• Assuming the PLM mechanism uses M different packet lengths, each packet
encodes log2 M bits of information. The fragmentation threshold determines the
maximum packet length, hence the number of the symbols, and should be set to
the maximum.

All modifications above are made in the software; no hardware modification is nec-
essary.

Decoding To decode the PLM signal, the iPoint retrieves the length of the received
Wi-Fi packets. First, the rectenna generates the envelope signal of the receivedWi-Fi
packet, and sends it to the computing unit. The computing unit samples the signal,
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Fig. 6 PLM decoding

determines its length, and maps it to its corresponding symbol. Predefined start and
stop flags can be used to distinguish the beginning and the end of a message. Figure6
illustrates the steps of PLM decoding.

Data Rate Analysis Let M denote the number of the packet lengths in the PLM.
Assume the transmitter sends the packets at rate, R. Let Smin be the smallest packet
size. Smin is determined by the MCU clock to guarantee packet detection and length
estimation, and by the energy-harvester efficiency and MCU energy requirements.
We consider packets of size multiples of Smin, Si = i × Smin . Hence, the average size
of the packet would be

Savg = Smin + Smax

2
= (M + 1)

2
Smin. (12)

Further assume a message is a sequence of packets separated by idle periods of
the length Sidle. We can calculate the time needed to send a packet, Tp and are as
follows:

Tp = Savg + Sidle
R

= (M + 1)Smin + 2Sidle
2R

(13)

where R is the data rate of theWi-Fi transmission in bps. Each packet encodes log2 M
bits of information. Therefore,

RPLM = log2 M

Tp
= 2 log2 M × R

(M + 1)Smin + 2Sidle
(14)

The values of Smin and Sidle are determined by the maximum sampling rate of the
MCU at iPoint side. Assuming fMCU is the sampling frequency of theMCU, we have

Smin, Sidle >
2R

fMCU
(Nyquist theorem). (15)



436 H. Javaheri and G. Noubir

0 10 20 30 40 50
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

X: 5
Y: 0.2902

Number of Messages (M)

N
or

m
al

iz
ed

 R
at

e 
(R

P
LM

 / 
f M

C
U
)

Fig. 7 Normalized Rate of PLM for different number of messages. It is shown that the best per-
formance is achieved when M = 5

Hence,

RPLM <
2R log2 M

(M + 1)( 2R
fMCU

) + 2( 2R
fMCU

)
(16)

RPLM <
log2 M × fMCU

M + 3
. (17)

Figure7 illustrates the performance of the PLM for different values ofM , showing
that the best performance is achieved using five different packet lengths. Note that
during idle periods, iPoint does not receive energy from the smartphone. This lowers
the output voltage of the rectifier which may result in unwanted shutdown of the
system. To maintain the harvested voltage level above the desired threshold, Smin

needs to be larger than Sidle.Wedefine the duty cycle of thePLMas the Smin/Sidle ratio.
The minimum duty cycle that allows the system to operate continuously depends on
the implementation and may be evaluated experimentally. Moreover, Smax = M ×
Smin should be smaller than the fragmentation threshold in the smartphone Wi-Fi
interface.

Finally, the smartphone needs to send preamble and trail Wi-Fi packets to provide
the energy required for the iPoint to start-up, process the information and send the
reply message back through I2S channel.

Bit Error Rate of PLM Before we start to estimate the bit error rate (BER) of the
PLM, let us take a closer look at the decoding mechanism. As previously explained,
messages are separated with an idle period of length Sidle = Smin. Let us assume that
MCU records N samples during that period. The sample is considered low (OFF) if
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the recorded voltage is below a threshold (Vth), otherwise is recorded as high (ON).
PLM decoder uses a sliding window to detect the Sidle while counting the recorded
samples. The decoder detects Sidle whenmore than �N/2 + 1� samples in thewindow
are recorded as OFF. Once Sidle is detected, the number of the samples up to that
point determines the preceding message. Given this decision mechanism, there are
two possible scenarios that the decoder receives an incorrect message:

CASE I: If the decoder fails to detect an idle period. In this case, two messages
around the undetected idle period are both lost.
CASE II: If the decoder mistakenly detects an idle period in the middle of a message.
In this case, the incoming message is lost.

First, we estimate the probabilities of sample error. Because of the close proximity
of the communication entities and presence of line of sight, we model the channel
between source and the receiver as additive white Gaussian noise (AWGN) channel
with good approximation. Therefore, the received sample, y can be expressed as
y = s + n, where n is the noise estimated by a zero-mean normal distribution with
variance of N0. During the idle period, the input of the envelope detector is the white
noise, n. If Gaussian noise is passed through an envelope detector, the probability
density function (PDF) of the envelope of the noise at the output of the detector can
be estimated with the following Rayleigh density function [70]:

P(x) = x

N0
e−x2/2N0 (18)

Therefore, the probability of the error (Blue area as shown in Fig. 8) is given by:

P(e|soff) = P(x > Vth) =
∞∫

Vth

x

N0
e−x2/2N0 dx . (19)

When the signal is present, the PDF of the output of envelope detector can be
estimated by Rician distribution [72]. Assuming that the amplitude of the signal is
A, we have

A0

Vth

p(y|sOFF)
p(y|sON )

Fig. 8 Probability density function of the received sample with PLM modulation
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P(x |A) = x

N0
e−(x2+A2)/2N0 I0

(
x A

N0

)
, (20)

where I0 is modified Bessel function of order zero. The sample error occurs when
detected envelope falls below voltage threshold and has the following probability
(Green area as shown in Fig. 8):

P(e|son) = P(x < Vth) =
Vth∫
0

x

N0
e−(x2+A2)/2N0 I0

(
x A

N0

)
dx (21)

Also, samples are independent and identically distributed (i.i.d.). Consequently,
the probability of CASE I, that is when more than �N/2 + 1� samples that were sent
as soff are detected as son, can be calculated as the following.

pI =
N∑

i=�N/2+1�
p(e|soff)i (1 − p(e|soff))N−i , (22)

where p(e|soff) is the probability of an error given an OFF sample was transmitted.
In CASE II, the probability of error in a message of length m × Sidle is:

pmII = (1 + (m − 1)N )

N∑
i=�N/2+1�

p(e|son)i (1 − p(e|soff))N−i . (23)

The total probability of CASE II can be calculated by averaging over all the
message sizes. For PLM with M different message, we have

pII = (1 + (M − 1)N

2
)

N∑
i=�N/2+1�

p(e|son)i (1 − p(e|soff))N−i . (24)

We assume that the probability of sending ON and OFF messages are equal
p(ON ) = p(OFF) = 0.5. Each message codes log2 M . Therefore, the total BER
can be written as:

BER = 1

2
log2 M(2pI + pII) (25)

Interference The scale of the PLM performance degradation due to interference is
limited because the device operates in short range. The sources ofWi-Fi interference
with large output power (e.g., access points or RFID readers) are commonly located
far from the device and as a result, do not pose any disruptive interference.
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4.6.2 LCD Pattern Coding (LPC)

The transmitting power of the smartphone is much lower than a conventional RFID
reader (few milliwatts for the smartphone versus few watts for the RFID reader).
Therefore, using a similar scheme as passive RFID tags (i.e., backscattering) is not
practical. Instead, we introduce LPC, a low-cost way of sending information to the
smartphone taking advantage of the imaging and computing capability of the phone.

Encoding Having processed the request sent from the user, iPoint encodes the infor-
mation in a series of LCD segment patterns and displays them on the panel. The
smartphone captures the sequence of the patterns with the camera, recognizes the
patterns, interprets the information, and finally sends the interpreted data to the user
through its own UI. Because all the expensive operations are done on the smartphone
side, the encoder/transmitter complexity of the iPoint may reduce significantly. This
also proves to be a very energy-efficient method as displaying information on the
LCD panel requires far less energy compared to conventional back scattering scheme
used in passive RFID tags. To get an intuition about the energy efficiency of LCD
displays, one can think of the lifespan of wrist watches with LCD display; they run
for years on a tiny button cell holding a small amount of charge.

An LCD pattern is a combination of the LCD display’s segments where a segment
can be ON or OFF. Upon receiving a request, the MCU computes the LPC encoded
output message, as a sequence of predefined patterns to be shown on the LCD panel.
A two-dimensional (2D) barcode encoding such as QR codes may be used to encode
the information. An LPC message that consists of n patterns on a M-segment LCD
panel, encodes n × M bits of information (Fig. 9).

Decoding At the other end of the channel, the LPC message is captured by the
smartphone camera by either recording a video or taking a series of pictures at a
satisfying rate. The smartphone decodes the captured message by running a pattern
recognition algorithm on each frame, and sends the interpreted data to the user via UI
or uses the data in the next sessions of communication. Several 2D barcode decoding
algorithm and software for smartphones have been published [24]. An example of
such setting is shown in Fig. 10.

P2 P1P3

LCD Patterns
(Encoded Information)

Data

The Output Message
Display Time

Fig. 9 LPC Encoding for a M-segment LCD panel
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Fig. 10 LPC decoding. To make decoding faster, the user is asked to align the image of the panel
within a virtual box, then the frame is sampled only on the intersections of mask grid lines (Narrow
dashed lines)

LPC Rate Analysis: Using passive-matrix panels, the LCD pattern update rate can
go up to 200Hz. However, our experiments indicate that the deciding factor on an
error-free decoding is the sampling rate of the camera. Let Rc denote the maxi-
mum sampling rate of the smartphone camera. Applying Nyquist theorem, we have,
Rmax < Rc/2 fps. Therefore, for a M-segment LCD display, we have the upper
bound transmission rate of RcM/2 bps. For most of today’s commercial smartphone
cameras, Rc ≈ 30 fps.

4.7 Optimization Techniques

In this section, we take a closer look into the techniques to optimize the performance
of the iPoint. We review the design choices for each component of the system, and
present advantages and disadvantages for each design. Also, we study the trade-offs
that emerge in the course of the hardware and software design.
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4.7.1 Antenna

The antenna is a key component of the iPoint design and its performance has a major
impact on the overall efficiency of the system. Note that in any communication
system, the design of both receiver and transmitter antenna should be optimized.
However, in order to maintain universality in our design, we do not have any control
over the transmitting antenna on the smartphone. Therefore, we assume that the
smartphone is equipped with an omnidirectional antenna optimized for the Wi-Fi
frequency and focus on improving the receiving antenna. In the design of iPoint,
we aim to maximize the gain of the antenna as well as its radiation performance
over the operating frequency band, which is 2.4GHz for iPoint. The cost and size
of the antenna plays an important role in choosing the proper antenna design. There
are three main types of antennas that can be used in our design: whip antennas,
chip antennas, and PCB planar antennas. Whip antennas consist of a single straight
piece of conductor, normally in the form of a wire, mounted over the ground plane.
These antennas have the simplest design and can achieve high gains (up to ≈ 6dBi).
However, they should extend perpendicular to the ground plain and the board to
achieve the best performance, hence, are not easily fit in compact board designs.
Chip antennas are smaller and can be easily mounted on electronic boards, but have
a radiation performance ranging from mediocre to poor. PCB antennas provide the
most flexibility in terms of antenna geometry. They are planar and have small size
in high frequencies therefore can fit in compact designs. The RF performance of the
PCB antennas are typically worse than whip antennas, but a good performance can
be achievedwith a careful design usingmicrowave simulation tools. In the following,
we present three PCB antennas that we designed for iPoint.We list the characteristics,
advantages, and disadvantages of each design.

PCB Dipole Antenna Dipole antennas have been widely used since the early days
of radio. Simplicity and effectiveness for a wide range of communication needs are
the reasons for this. A dipole, which it gets its name from its two halves, is a balanced
antenna, meaning that the poles are symmetrical: they have equal lengths and are
extended in opposite directions from the feed point. To be resonant, a dipole must be
electrically a half wavelength long at the operating frequency. Figure11 shows the
geometry of our dipole antenna which is designed to operate at 2.4GHz. The return
loss S11 of this antenna is presented in Fig. 11.

Yagi–Uda Antennas Higher gain antennas are usually obtained by forming arrays
of basic antennas. The Yagi–Uda antenna is the most successful general-purpose
directional antenna design at frequencies up to 2.5GHz. It is inexpensive and simple
to construct, and will provide gains of up to about 17dBi. Yagi–Uda antennas can
be built to support high input powers, and they are commonly used for directional
broadcast transmission. The geometry of the designed Yagi–Uda antenna, which is
operating at 2.4GHz, is shown in Fig. 12. The return loss of this antenna is also illus-
trated in Fig. 12. The gain and directionality of Yagi–Uda antennas are particularly
desirable. However, their large size in our operating frequency becomes problematic
and renders their use impractical.
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Fig. 11 The design of our dipole antenna optimized for 2.4GHz [37]

Planar Inverted-F Antenna The planar inverted-F antennas (PIFA) are commonly
used in mobile communication devices due to their small size (quarter-wavelength).
These antennas typically consist of a rectangular planar element located above a
ground plane, a short-circuiting plate, and a feeding mechanism for the planar ele-
ment. The Inverted-F antenna is a variant of the monopole where the top section has
been folded down so as to be parallel with the ground plane. This is done to reduce
the height of the antenna, while maintaining a resonant trace length. This parallel
section introduces capacitance to the input impedance of the antenna, which is com-
pensated by implementing a short-circuit stub. The stub’s end is connected to the
ground plane through a via connection. Figure13 shows the geometry of our PIFA
antenna designed to operate at 2.4GHz [37]. The return loss of this antenna is also
shown in Fig. 13. PIFA’s size makes it a very good choice for compact board design,
however, its performance is subpar compared to dipole and Yagi–Uda antennas.
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Fig. 12 The design of the Yagi–Uda antenna array optimized for 2.4GHz

4.7.2 Rectifier

The rectifier designed for iPoint is based on multi-stage Greinacher circuit described
in Sect. 3.2.4. The overall efficiency of the rectifier is determined by combination of
the design of the rectifier and the electrical characteristics of its components. In this
section, we review the key elements in designing an optimized rectifier for iPoint.

Diodes Since the rectifier is used to convert high-frequency Wi-Fi signals, the diode
used in the design should have fast switching times. Among available types of diodes,
Schottky diodes provide the fastest switching time, therefore are most suitable for
RF energy harvesting. Another benefit of using Schottky diodes is their low forward
voltage (150–350mV), which is considerably lower than normal p–n junction diodes
(0.6V). The lower forward voltage allows a greater portion of the signal to be rectified
and directly improves the efficiency of the rectifier. Other important parameters that
need to be considered in picking the proper diode for the design is the saturation
current, junction capacitance, and series resistance. In particular, we are looking for
the following characteristics:
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Fig. 13 The design of the Planar Inverted-F Antenna optimized for 2.4GHz

• High saturation current is required for driving heavier loads.
• Lower junction capacitance leads to lower overall rectifier reactance and reduces
the frequency dependence of the rectifier, and consequently eases the impedance
matching.

• Lower series resistance is desirable in order to reduce the power loss within the
rectifier.

In our prototype, we use HSMS-282x Schottky diodes from Avago Technologies
since they provide the best combination of the electrical characteristics within the
operating frequency and power band.

Load Impedance As described before, the load impedance greatly affects the per-
formance of the rectifier. The impedance of the MCU computing core of the iPoint
varies depending on the state of the computation. The low-power mode (LPM) of the
MCU shows the highest impedance, whereas the lowest impedance was measured
when MCU was driving the LCD. The highest power consumption coincides with
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the lowest impedance of the MCU, measured as 140 k�; In order to ensure that the
rectifier provides necessary power at all times, we modify the rectifier to have the
best efficiency while driving the maximum load.

Rectifier Topology The number of the stages and RF input of the rectifier have
significant effect on the output voltage level and efficiency of the rectifier.
Number of Stages In an ideal multi-stage rectifier, the output voltage is proportional
to number of the stages. Nevertheless, that does not hold in practice. The parasitic
effects of the intermediate stages plus the power loss due to resistance in each stage
limits the practical number of stages. Obtaining a closed-form analytical solution in
a multi-stage rectifier is not practical, but the optimization can be done using realistic
simulation. We used Agilent ADS tool to simulate rectifiers with different number of
stages. The components of each circuit are identical and simulated using the vendor-
provided parameters. Figure14 shows the efficiency of the rectifiers versus input RF
power. It shows that the maximum efficiency of the rectifier improves as number of
stages grows. The simulation result also shows that rectifiers with higher number of
stages show better efficiency at higher input powers.

4.7.3 Matching Strategy

The goal of the matching network is to adjust the input impedance of the system seen
from the antenna-rectifier interface, Z in, in order to have

Z in = Z∗
ant. (26)
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Here, lies a peculiar problem: the diodes are nonlinear electrical components,
hence the rectifier circuit shows a collective nonlinear behavior. This implies that
Z in depends on the input power from antenna, PR. This is not an ideal situation
because PR may vary unpredictably due to numerous dependencies discussed in
Sect. 3.2.2. The dynamic input impedance calls for a dynamic and adaptive matching
mechanism that cannot be achieved using passive components.

A viable solution to minimize the effect of impedance mismatch is to measure
the variation of Z in for a reasonable range of input power and design the matching
circuit accordingly. In the case of iPoint, we assume that the smartphone is always
transmittingWi-Fi signals at the maximum power allowed by regulations. Therefore,
the optimal matching occurs when the communication occurs in a specific distance,
which can be predicted.

The problem of dynamic impedance remains even if the input power is constant.
This is because the input impedance of the system is also affected by the current
that computing unit draws from the rectenna, iout. For example, the MCU requires
significantly higher current in the active mode (i.e., performing computation) com-
pared to standby (i.e., low-power mode), which results in lower input impedance. If
matching is optimized for the standby mode, any increase in iout results in quick drop
of output voltage of the rectifier leading to system shutdown. A partial solution is to
match the rectenna for an desired input impedance, which in most cases is minimum
value of Z in when iout = max . Given a fixed input power, when iout falls below max-
imum value, a power mismatch occurs but in fact the output voltage of the rectifier
increases. This prevents the system from shutting down as long as the input power
is sufficient.

In our design,matching is done using an LC network plugged between the antenna
and the rectifier. The final trade-off in matching is the operating bandwidth of the
system. While high-quality sharp matching maximizes the power transfer efficiency,
it also makes the system more frequency selective. This might not be ideal where the
operating bandwidth of the system is not small. The fundamental limit of impedance
matching over a bandwidth can be estimated by Bode-Fano theorem. Let us assume
the rectifier circuit can be represented by a parallel RC network. According to Bode
and Fano, if a lossless matching network is employed, we have the following limit
on the reflection coefficient for different frequencies:

∞∫
0

ln(
1

|�| ) dω ≤ π

RC
. (27)

A perfect matching over a specific bandwidth 	ω = ω2 − ω1 is theoretically
achieved if� = 1 for frequencies outside the bandwidth and� = �min forω1 < ω <

ω2. Equation27 gives the following lower bound for operating reflection coefficient:

�min > e−π/RC	ω. (28)
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Fig. 15 The impedance matching in action. The standing-wave ratio (SWR) of the rectenna is
shown before and after careful matching at active mode load

Dynamic impedance of the systemmakes thematchingmechanismavery complex
problem. As previously explained, the efficiency of the rectifier is also dynamic and
shares some of the same dependencies. In practice, it is necessary to determine
the value of matching components by optimizing the output power of the rectenna,
which accounts for both matching and rectifying efficiency. Figure15 shows the
performance of the designed matching network for iPoint’s rectenna.

4.7.4 Low-Power Computation

Power-aware Software The embedded software of the iPoint takes advantage of
low-power modes (LPM) provided by MCU to minimize the power consumption.
Any MCU components (timer, ADC, etc.,) can be turned off when its functionality
is not required.

Underclocking To further reduce the power consumption of the computing core,
we aggressively underclock the MCU. The iPoint’s computing core tasks, such as
PLM decoding and LPC encoding, do not demand a very fast clock, hence the clock
frequency may be reduced to a few kilohertzs. Figure16 illustrates the results of our
measurements of the MCU’s power consumption running the same instructions at
different clock frequencies.
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4.7.5 Prototype

We prototyped different versions of the iPoint based on the design described in
Sect. 4.5. Two versions (Ver. 2.1 and 3.1) are shown in Fig. 17. In this section, we
explain the implementation of the components in detail.

The smartphone used in the experiments is the HTC Dream also known as T-
Mobile G1 running Android mobile device platform Ver. 1.6. This 3G phone is
equipped with a 528MHzQualcommARM11 Processor, 192MB of DDR SDRAM,
320×480 pixel LCD Display with 180 ppi, 3.2-megapixel camera with auto-focus
capability, and aWi-Fi (802.11 b/g) wireless interface [35].We developed a software
application in Android platform that sends multiple PLM-modulated requests, and
performs the LPC decoding. The Wi-Fi interface was configured to send broadcast
packets at a fixed rate of 1Mbps, the lowest rate supported byWi-Fi communication.
Ideally, the application should create an ad hoc network, but the Android’s support
for the ad hoc mode is currently limited. As an alternative solution for prototyping,
the smartphone connects to an auxiliaryWi-Fi network created by an external access
point. We use UDP/IP, as opposed to TCP/IP, to avoid unnecessary retransmissions
caused by TCP flow control mechanism. For the iPoint rectenna, we implemented
a ten-stage modified Greinacher circuit, a full-wave rectifier with parallel RF inputs
connected to a 2.4GHz whip antenna. We used high-performance low-leakage RF
capacitors, and Schottky diodes (HSMS-282 series from Avago technologies) with
forward voltage threshold of 150–200mV, the lowest available. The value of inter-
mediate capacitors were chosen experimentally to maximize the output DC voltage.
The rectenna then was matched onWi-Fi channel 1 (2.412GHz) using an LCmatch-
ing network. The first stage of the rectifier circuit was used as an envelope detector
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Fig. 17 The Prototype of iPoint. Top: The iPoint prototype boards: a Computing core upper layer
(LCD display is shown). b Computing core lower layer (MSP430 is shown). c RF energy-harvester
front end, ten-stage Greinacher voltage multiplier. d The realization of iPoint version 2.1. Middle:
Prototype Version 3.1 with unified board design and PCB antenna. Bottom: Low-profile design of
the iPoint Ver. 3.1
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circuit for PLMdecoding. For the communication core,we embed aTIMSP430F417,
an ultra-low-power microcontroller from Texas Instruments. This 16-bit flash MCU
provides desired computing capabilities at low-power consumption. It features 32
kB + 256 B of flash memory, 1 kB of RAM, Low supply voltage of 1.8 V, integrated
LCD driver for 96 segments, on-chip comparator that can be used for finalizing the
PLM signal demodulation, and very low active power consumption of 200µA at
1MHz, which makes it a reasonable choice for the iPoint prototype. The LCD panel
selected for this generation of the prototype was a 26 segment watch LCD display.

4.7.6 Performance Evaluation

Wecarried out several experimentalmeasurements in order to accurately characterize
the device and prove the functionality of the design components. This section presents
the detailed description of the testbed and experimental results.

RangeBasedonour experiment, iPoint requires around−10dBmof power to operate
normally. The transmit power ofWi-Fi interface of smartphones varies from a model
to another but can be roughly estimated between 10–20dBm. If the antennas at
both receiver and transmitter side provide gain of GT = GR ≈ 3dB, and we have
polarization mismatch of L ≈ −3dB, the link budget analysis gives an operating
range up to two times of the signal wavelength, which is 12.5cm for Wi-Fi signal.
Our experimental evaluation is in agreement with the preceding estimation; our
prototype was fully operational in ranges below 25 cm.

Rectifier Efficiency To characterize the efficiency of the rectifier circuit, a MXG
Vector Signal Generator was used to feed the rectifier via a 0.5 ft coaxial cable, and
the output voltage level of the rectenna was measured. The rectifier was fed with a
Wi-Fi signal in a wide range of input power, from −20dBm to 15dBm. The output
voltage and efficiency were measured without a load and with a load of 140 k�,
which is close to the MCU impedance in active mode. Rectifier shows efficiency
levels up to 72%. The results are shown in Figs. 18 and 19.

Duty Cycle of PLMMinimum duty cycle as one of the important characteristics of
the iPoint system was discussed in Sect. 4.5. We measured the output DC voltage of
the rectenna for different duty cycles. The results are summarized in Fig. 20.

LCD Contrast Test The accuracy of LPC decoding relies on the contrast of the
pattern shown on the LCD panel, light conditions and the distance of the camera from
the panel. If available on the smartphone, an LED flash may be used to compensate
low-light conditions.

The power consumption of two LCD panels with different sizes were measured:
Panel 1 (3cm2, 24 segment) and Panel 2 (1.8cm2, 26 Segments). A test image was
taken from the LCDpanels at the same distance and under the same light environment
while the same pattern were displayed on both panels. The contrast of the panels
were compared digitally in Adobe Photoshop. To create a given desired contrast, we
measured the required voltage and input current for each panel. The larger panel,
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1 Mbps. harvester’s output level is fairly smaller than the peaks of envelope signal. That reason is
the long idle times between packet transmissions. The data is captured by a Infinium MSO8104
oscilloscope from Agilent Technologies. The plot is regenerated in MATLAB

requires 2.9V drawing 49µA (142.1µW), whereas Panel 2 requires 1.9V drawing
21µA (39.9µW).

PLM Decoding Performance In order to test the functionality of the integrated
demodulator of the front end, packets with different sizes were sent over the Wi-Fi
channel by the smartphone while the output of the energy harvester and integrated
demodulator being measured. The rate of communication was fixed to 1 Mbps. The
result is shown in Fig. 21.
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4.8 Summary

In this section,we introduced iPoint, a device that can interactwith commodity smart-
phones, equipped with a Wi-Fi network interface and camera, therefore enabling ad
hoc and universal communication. The energy and information are exchanged in
an instance of a previously described CEICh channel. At the core of iPoint lies an
ultra-low-powermicrocontroller. iPoint draws the entire of its energy from the smart-
phone transmissions, through an RF energy-harvester, making the use of batteries
unnecessary and guaranteeing its longevity. Two new communication paradigms are
introduced:

• Packetwidthmodulation allows the smartphone to encode information in thewidth
of the Wi-Fi packet and making demodulation extremely energy-efficient

• LCD information encoding and camera decoding.

We discussed several design possibilities and built a prototype of the iPoint. We
reported on the performance of our system for various transmission powers, operation
frequencies of the microcontroller, packet sizes and duty cycles.

5 Conclusion and Future Research Directions

Energy efficiency of wireless communications remains a key obstacle that greatly
influences the overall performance of wireless networks. Critical dependency of
wireless devices on their limited source of energy requires careful adjustments in
computations and communication to conserve as much energy as possible. In some
particular applications of wireless communication, the energy conservation issue
becomes so severe that having a local source of energy (battery) is not practical or
feasible. One example of such scenario can be observed in wireless sensor networks
in which the sensor node consumes a vast majority of its energy on keeping its
wireless radio on waiting for a typically rare incoming message. In this work, we
explore the wireless transfer of energy alongside information as a solution to energy
conserving problem in the aforementioned scenarios.

We have presented the notion of consolidated energy and information channel for
wireless sensor networks. We argue that energy conservation issues at the receiver
side can be eliminated by transferring energy via wireless signals. We have reviewed
the steps required to enable such functionality in wireless sensor networks, studied
potential wireless energy transfer methods, and presented the necessary modifica-
tions to wireless communication after the integration of energy transfer. We have
introduced iPoint, a passively powered wireless device that is capable of communi-
cating with a commodity smartphone without any need for a battery or any specific
hardware modification on the phone. The complete design and optimization of the
software and hardware of the device were presented. We presented two new commu-
nication schemes: packet length modulation (PLM) and LCD pattern coding (LPC).
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We provided the theoretical performance analysis, and also performed a rigorous
experimental evaluation of the system. iPoint is an example of a wireless device that
consumes no energy unless it is necessary. At first glance, this seems similar to the
functionality of RFID passive tags. However, iPoint’s ability to communicate with
a device as common as a smartphone without any hardware modification (just by
installing an application) makes the information much more accessible. The design
of the passively powered devices is a vastly complex problem. While we tried to
optimize the different components of the design as much as possible, there is still
room for improvement. In the future research, it would be interesting to consider
more sophisticated antenna designs to improve the energy harvesting performance.
Another interesting problem is to study the effects of installing security schemes on
top of the presented communication protocols on the overall energy efficiency of the
system.
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Abstract Wireless power transfer provides the potential to efficiently replenish the
energy and prolong the lifetime of nodes in ad hoc networks. Current state-of-the-
art studies utilize strong charger stations (equipped with large batteries) with the
main task of transmitting their available energy to the network nodes. Different to
theseworks, in this chapter, we investigate interactive, “peer-to-peer”wireless energy
exchange in populations of resource-limited mobile agents, without the use of any
special chargers. The agents in this model are capable of mutual energy transfer,
acting both as transmitters and receivers of wireless power. In such types of ad hoc
networks, we propose protocols that address two important problems: the problem
of energy balance between agents and the problem of distributively forming a certain
network structure (a star) with an appropriate energy distribution among the agents.
We evaluate key performance properties (and their trade-offs) of our protocols, such
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1 Introduction

In many current application domains, such as medical and environmental moni-
toring, industrial automation, wireless sensor networks, intelligent transportation
systems, etc., the need for battery-free ultralow-power devices, possibly wearable,
or implantable, is increasing dramatically [7]. Recently, there has been an increas-
ing interest to combine near-field communication capabilities and wireless power
transfer in the same portable device, allowing mobile agents carrying the devices
to wirelessly exchange energy. The near-field behavior of a pair of closely coupled
transmitting and receiving dual-band printedmonopole antennas (suitable for mobile
phone applications) can make it possible to achieve both far-field performance and
near-field power transfer efficiency (from 35 to 10%) for devices located few cen-
timeters apart [9]. Further developments on the circuit design can render a device
capable of achieving bi-directional, highly efficient wireless power transfer and both
can be used as transmitter and as a receiver [34, 38]. In this context, energy harvest-
ing and wireless power transfer capabilities are integrated, enabling each device to
act on demand either as a wireless energy provider or as an energy harvester.

Populations of such devices have to operate under severe limitations in their
computational power, data storage, the quality of communication and most crucially,
their available amount of energy. For this reason, the efficient distributed cooperation
of the agents towards achieving large computational and communication goals is a
challenging task. An important goal in the design and efficient implementation of
large networked systems is to save energy and keep the network functional for as
long as possible [19, 37]. This can be achieved using wireless power transfer as an
energy exchange enabling technology and applying interaction protocols among the
agents which guarantee that the available energy in the network can be eventually
distributed in a balanced way.

In this chapter, we present our recent line of research (presented in [20, 21, 27–
29]) on a newmodel for configuring thewireless power transfer process in networked
systems of mobile agents. Inspired by the Population Protocol model of [3] and [4],
this is the first study (to the best of our knowledge) of bi-directional, interactive
wireless charging in populations of mobile peers.

More specifically, we review two important problems under the model of interac-
tive wireless power transfer:

• Energy balance in the population: We provide an upper bound on the time that
is needed to reach energy balance in the population at the loss-less case, and we
investigate the complex impact of the energy levels diversity in the lossy case;
also, we highlight several key elements of the charging procedure. We provide
three interaction protocols which take into account the different aspects of the
charging procedure and achieve different performance trade-offs.

• Energy-aware star network formation in the population: For the first time, we
introduce energy issues in network construction protocols. More specifically, the
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network agents can exchange energywhen they interact. In this chapter, we provide
protocols that construct the star network structure and propose a corresponding
target energy distribution.

2 Related Work

Wireless power transfer is an emerging technology which recently has been studied
in various perspectives. Most of them use powerful entities called chargers, which
are able to carry large amounts of energy and transfer it to the network devices.
In [30, 31], the authors conducted experiments using real devices to evaluate their
proposed protocols that maximize the energy efficiency and achieve energy balance.
In [22, 23, 41], the authors proposed coordination protocols for multiple chargers.
The minimum number of the required chargers is investigated in [8]. Both data
gathering and energy transfer is studied in [17] and [46].

Numerous works suggest the employment of mobile wireless energy chargers in
networks of sensor nodes, by combining energy transfer with data transmission and
routing [12, 13, 45], or providing distributed and centralized solutions [42, 43]. In
[18], the authors study the case of collaborative charging where chargers can charge
each other, which in [23] was extended to a hierarchical structure. In [2], the authors
investigated the case where the nodes are mobile, as in [30], but the charger is mobile
too.

Other works focus on multi-hop energy transfer in stationary networks [35, 44],
as well as UAV-assisted charging of ground sensors [10, 14]. Most of those wireless
power transfer applications have also been verified experimentally, using real device
prototypes [26, 33]. Although all those works provide nice solutions on the efficient
charging of networks which is comprised of next- generation devices, none of them
investigates the bi-directional charging procedure in populations of mobile agents.

Using bi-directional wireless power transfer technology [34], it is possible to
both transmit and receive energy. The corresponding circuits can be embedded to the
mobile agents in the population protocols a fundamental study of which is provided
in [6]. In [24], the authors introduced the Arithmetic Population Protocol model
where the agents with limited capabilities are able to compute order statistics of
their arithmetic input values. More specifically, the agents have a fixed number of
registers and the joint transition function allows them to only make comparisons and
copy/paste operations on the values stored on their registers. In contrast, our model
allows the agents to compare their registered values and to update them, according
to the protocols. It is possible to construct a specific network structure as described
in [25]. In [28], the authors proposed the model where the agents are able to perform
peer-to-peer energy exchanges. We extend their model by letting the energy loss
factor be different in each energy exchange.

Last but not least, the book [32], is the first systematic exposition on the domain
of wireless energy transfer in ad hoc communication networks. It selectively spans
a coherent, large spectrum of fundamental aspects of wireless energy transfer, such
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as mobility management in the network, combined wireless energy and information
transfer, energy flow among network devices, joint activities with wireless energy
transfer (routing, data gathering and solar energy harvesting), and safety provisioning
through electromagnetic radiation control, as well as fundamental and novel circuits
and technologies enabling the wide application of wireless energy. In this work, we
do not address the communication layer. For interesting discussions of said issues
the reader may refer to [11, 40]. Also, the reader may refer to [39] for a detailed
survey on data dissemination techniques in Delay-Tolerant Networks.

3 The Model

We consider a population ofmmobile agents denoted asM = {u1, u2, . . . , um}, each
one equipped with a battery cell, a wireless power transmitter, and a wireless power
receiver. Additionally, each agent u has a state from a set of states Q and a small
local memory consisting of a small number of registers. For any time t ≥ 0 and agent
u, we denote by:

Ct (u)
de f= (Et (u), qt (u), Rt (u)) (1)

the configuration of u at t , where Et (u) (respectively qt (u), Rt (u)) is the energy
level (respectively state and memory) of agent u at time t . The relationship between
any pair of agents {u, u′} is further characterized by a connection state from a set of
states Q′ (different from Q); here, we set Q′ = {0, 1}. In particular, for any pair of
agents u, u′, if their connection state qt (u, u′) at time t is equal to 1, then we say that
u is connected to u′ at t ; otherwise (i.e., if qt (u, u′) = 0), they are disconnected.

Because of the limitations of current technology, the peers have to be within a
few centimeters from each other, and the size of the overall network is in the order
of a few meters. The movement of the agents does not follow any specific pattern,
but whenever two agents meet (e.g., whenever their trajectory paths intersect or
the agents come sufficiently close), they can interact according to an interaction
protocol P; all agents run the same protocol P . In particular, whenever agents u, u′
interact, they modify (a) their respective configurations (i.e., they exchange energy,
modify their states and local memory) and (b) their connection state according to P .
Formally, we assume that time is discrete and that if agents u, u′ interact at time t ,
they communicate their configurations and current connection state and they jointly
modify them as follows:

(Ct+1(u),Ct+1(u
′), q{u,u′}(t + 1)) = P(Ct (u),Ct (u

′), qt (u, u′)). (2)

The configurations of all other agents, as well as every other connection state
(including those involving agents u or u′ with other agents) remain unchanged.

Due to the nature of wireless power technology (e.g., RF-to-DC conversion, mate-
rials and wiring used in the system, objects near the devices, etc.), any transfer of
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energy induces energy loss. Therefore, whenever an agent u transfers energy ε to
agent u′, the amount of energy that the latter actually receives is (1 − β) · ε, where β

is a parameter depending on the environment and the equipment for energy transfer
available to the agents. In our experiments, we assume different values of β, which
are not known by the agents. More specifically, we explore the behavior of our proto-
cols in several cases where β is a constant value, as well as in the more general case,
where the value of β can be different in every interaction. In particular, we assume
that in every interaction, β is an independent random variable that follows some dis-
tribution (e.g., the normal distribution). For simplicity, we do not take into account
energy loss due to movement or other activities of the agents explicitly, as this is
besides the focus of our work. For a more realistic study of the physical properties
of Wireless Power Transfer, we refer the reader to [15].

In fact, we assume that most devices can be carried by individuals or other moving
entities that have their own agenda, and thus devices interact when the latter happens
to come in close proximity. In the most general setting, interactions between agents
are planned by a scheduler (that satisfies certain fairness conditions ensuring that
all possible interactions will eventually occur), which can be used to abstract the
movement of the agents. To allow for nontrivial results in our experimental evaluation
of our algorithmic solutions, here we consider a widely accepted special case of
fair scheduler, namely the probabilistic scheduler, which was introduced in [5].
According to the probabilistic scheduler, in every time step, a single interacting pair
of agents is selected independently and uniformly at random among all

(m
2

)
pairs of

agents in the population.
A crucial assumption of this model (which is inspired by the population protocols

model [5] and network constructors [25]) is that agents do not share memory or
exchange messages unless they interact. Furthermore, agents are computationally
weakmachines that cannot grasp the full structure and status of the entire population.
Nevertheless, through pair-wise interactions, agents are required to collect eventually
converge to a stable state.

4 Problem Definition and Metrics

In [25], the authors define thepopulationnetwork at time t to be the simple, undirected
graph Gt with vertex set as the set of agents M and edge set the set of pairs of
agents u, u′ that have q{u,u′} = 1. In particular, they design protocols (which they
call network constructors) that eventually converge to certain graph structures. We
significantly generalize the definition of network constructors to take into account
the energy levels of the agents in the population; we call this energy-aware network
formation. To this end, we use two metrics: the structural distance and the energy
distance.

Formally, let H be a target graph onm vertices. For two graphs H,G on the same
vertex set M , we denote by H � G the hamming distance between those graphs, i.e.,
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H � G
def=

∑

e

|1e(H) − 1e(G)|, (3)

where the summation is overall
(m
2

)
possible edges and 1e(H) (respectively 1e(G))

is the indicator variable for the existence of e in H (respectivley G). We define the
structural distance of the population from the target graph H at time t as follows:

δst (H,Gt )
de f= min

G∼Gt

H � G, (4)

whereGt is the population network at time t and theminimum is taken overall graphs
G that are isomorphic to Gt .

The energy distance is defined in analogy to the total variation distance in proba-
bility theory and stochastic processes [1, 16]. Let E ∗ be a target distribution, defined
on [m] = {1, 2, . . . ,m} and, for any t ≥ 0, let Et be the relative energy distribution
at time t given by Et (u) = Et (u)∑

u E(u)
, u ∈ M . Let also Σ(m) be the set of permuta-

tions of [m]. We define the energy distance of the population from the target energy
distribution E ∗ at time t as follows:

δet (E
∗,Et )

de f= min
σ∈Σ(m)

1

2

m∑

i=1

|E ∗
i − Et (σ (ui ))|, (5)

where theminimum is among all permutations of [m],Et (σ (ui )) is the relative energy
level of agent σ(ui ) at time t and E ∗

i is the target distribution at point i of its domain.
The general formulation of the problem that we consider in this chapter is as

follows:

Definition 1 (Energy-aware network formation)Consider a populationM of agents.
Let H be a target graph onM andE ∗ a target distribution. Let also ε be a small positive
constant. Assuming the probabilistic scheduler, find a protocol that, when run by the
agents in the population, there is t ≥ 0 such that:

1. δst (H,Gt ) = 0,
2. δet (E

∗,Et ) ≤ ε and
3. the total energy loss is minimized, i.e., E0(M) − Et (M) = ∑

u E0(u) − ∑
u Et (u) is as

small as possible.

In this work, we consider two special cases of the Energy-Aware Network Forma-
tion Problem: (a) the Population Energy Balance problem and (b) the Energy-Aware
Star Formation problem. In the Population Energy Balance Problem, the structure is
irrelevant (alternatively, this version of the problem may be thought as the energy-
aware construction of the complete graph), and the ultimate goal is to achieve approx-
imate energy balance at the minimum energy loss across agents inM . For this special
case, we also make the additional assumption that the energy loss factor is constant
for each interaction (rather than a random variable). In the second problem, we con-
sider the construction of one of the most basic graph structures, namely the star.
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Furthermore, we assume that the target distribution is such that the relative energy
level of each node is proportional to its degree. Our motivation for this problem
comes from the fact that star formations usually arise in wireless networks when
nodes are organized in a cluster, in which case a cluster head is selected to which
all communication is forwarded. In view of this, the energy level of the cluster head
should be proportional to the number of nodes in its cluster. Therefore, the target
energy level of the central node of the star at time t should be a = Et (M)

2 , while the
target energy level of a peripheral node should be b = Et (M)

2(m−1) . Setting without loss of

generality E ∗ = {a, b, b, . . . , b}, the minimum of 1
2

∑m
i=1 |E ∗

i − Et (σ (ui ))| (which
is equal to the energy distance δet (E

∗,Et )) is attained by choosing any permutation
σ that assigns the agent with the largest energy level to u1.

5 The Population Energy Balance Problem

Let U be the uniform distribution on M . We will say that the population has energy
balance ε at time t if and only if δet (U,Et ) ≤ ε. It is evident from the definition of
our model that δet (U,Et ) is a random variable, depending on the specific distribution
of energies in the population and the choice is made by the probabilistic scheduler at
time t . Therefore, we are rather interested in protocols that reduce the total variation
distance on expectation with the smallest energy loss. Furthermore, we measure the
efficiency of a protocol P by the expected energy loss and the expected time needed
for the protocol to reach energy balance.

5.1 Loss-Less Energy Transfer

In this section, we present a very simple protocol for energy balance in the case of
loss-less energy transfer, i.e., for β = 0 (Protocol 1). The protocol basically states
that, whenever two agents u, u′ interact, they split their cumulative energy in half.

Protocol 1: Oblivious-Share POS

Input : Agents u, u′ with energy levels εu , εu′

1 POS(εu , εu′ ) =
(

εu+εu′
2 ,

εu+εu′
2

)
.

In the following Lemma, we show that, when all agents in the population use
protocol POS, the total variation distance decreases in expectation. The proof not only
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leads to an upper bound on the time needed to reach energy balance (see Theorem 1),
but more importantly, highlights several key elements of the energy transfer process,
whichwe exploit when designing interaction protocols for the caseβ > 0 in Sect. 5.2.

Lemma 1 Let M be a population of chargers using protocol POS. Assuming inter-
actions are planned by the probabilistic scheduler and there is no loss from energy
exchanges, we have that

E[δet (Et ,U )|Et−1] ≤
(

1 − 2
(m
2

)

)

δet (Et−1,U ). (6)

Proof We first note that, since we are in the loss-less case, i.e., L(ε) = 0, for any
transfer of an amount ε of energy, we have that Et (M) = E0(M), for any t (i.e., the
total energy amount remains the same). Furthermore, U (x) = 1

m , for all x ∈ M .

Define Δt
de f= δet (Et ,U ) − δet (Et−1,U ) and assume that, at time t , agents u, u′

interact. By a simple observation, since the state of every other agent remains the
same, we have that

Δt =
∣∣∣∣
Et−1(u) + Et−1(u′)

2
− 1

m

∣∣∣∣ − 1

2

(∣∣∣∣Et−1(u) − 1

m

∣∣∣∣ +
∣∣∣∣Et−1(u

′) − 1

m

∣∣∣∣

)
(7)

For any charger x ∈ M and time t ≥ 0, set now zt (x)
de f= Et (x) − 1

m . Let also A+
t ⊆

M (respectivley A−
t , A=

t ) be the set of chargers such that zt (x) is positive (respectivley
negative and equal to 0).

By direct computation using Eq. (7), we can see that the total variation distance
at time t decreases (i.e., Δt is strictly less than 0) if and only if u ∈ A+

t , u′ ∈ A−
t ,

or u ∈ A−
t , u′ ∈ A+

t ; otherwise it remains the same (i.e., Δt = 0). Indeed, using the
numbers zt−1(x), x ∈ M , for the sake of compactness, we distinguish the following
cases:

Case I: If zt−1(u)zt−1(u′) ≥ 0, then Δt = 0.
Case II: If zt−1(u)zt−1(u′) < 0 and |zt−1(u)| ≥ |zt−1(u′)|, thenΔt = −2|zt−1(u′)|.
Case III: If zt−1(u)zt−1(u′) < 0 and |zt−1(u)| < |zt−1(u′)|, then Δt = −2|zt−1(u)|.

Since interactions are planned by the probabilistic scheduler, i.e., any specific pair
u, u′ of agents is chosen for interaction at time t with probability 1

(m2)
, by linearity of

expectation and Eq. (7), we get:

E[Δt |Et−1] = − 1
(m
2
)

⎛

⎝
∑

x∈M
2|zt−1(x)| · |{y : |zt−1(y)| ≥ |zt−1(x)|, zt−1(x)zt−1(y) < 0}|

−
∑

x∈M
|zt−1(x)| · |{y : |zt−1(y)| = |zt−1(x)|, zt−1(x)zt−1(y) < 0}|

⎞

⎠ , (8)
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where we subtracted

∑

x∈M
|zt−1(x)| · |{y : |zt−1(y)| = |zt−1(x)|, zt−1(x)zt−1(y) < 0}| (9)

from the above sum, since the contribution −2|zt−1(x)| of agent x is counted twice
for agents x, y such that |zt−1(x)| = |zt−1(y)| (once for x and once for y). Notice
also that, in the above sum, we can ignore agents x ∈ A=

t−1, since their contribution
to E[Δt |Et−1] is 0.

In order to give a formula for E[Δt |Et−1] that is easier to handle, consider a com-
plete ordering σt−1 of the agents x ∈ A+

t−1 ∪ A−
t−1 in increasing value of |zt−1(x)|,

breaking ties arbitrarily. We will write x <σt−1 y if agent x is “to the left” of agent y
in σt−1, or equivalently σt−1(x) < σt−1(y). We can then see that, the contribution of
an agent x ∈ A+

t−1 (respectively x ∈ A−
t−1) to E[Δt |Et−1] is |zt−1(x)| multiplied by

the number of agents in A−
t−1 (respectivley A+

t−1) that are “to the right” of x in σt−1

(i.e., agents y such that x <σt−1 y, for which zt−1(x)zt−1(y) < 0). Therefore, Eq. (8)
becomes

E[Δt |Et−1] = − 2
(m
2

)
∑

x∈M
|zt−1(x)| · |{y : x <σt−1 y, zt−1(x)zt−1(y) < 0}|. (10)

Assume now, without loss of generality, that the “rightmost” agent in σt−1 is some
y∗ ∈ A+

t−1. By the above equation, we then have that the contribution −|zt−1(x)| of
every agent x ∈ A−

t−1 is counted at least once (because of y∗, since x <σt−1 y∗ and
zt−1(x)zt−1(y∗) < 0). Therefore,

E[Δt |Et−1] ≤ − 2
(m
2

)
∑

x∈A−
t−1

|zt−1(x)|. (11)

But using a standard result on total variation distance (see for example, [1]), we have
that

δet (Et−1,U ) =
∑

x∈A−
t−1

|zt−1(x)| =
∑

y∈A+
t−1

|zt−1(y)| (12)

Therefore, we have that

E[Δt |Et−1] ≤ − 2
(m
2

)δet (Et−1,U ) (13)

which completes the proof. �

It is worth noting that the upper bound of Lemma 1 is tight when the distribution of
energies is such that there is only one agent with energy above or below the average.

We now use Lemma 1 to prove that protocol POS is quite fast in achieving energy
balance in the loss-less case.
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Theorem 1 Let M be a population of chargers using protocol POS. Let also τ0(c)
be the time after which E[δet (Eτ0(c),Uτ0(c))] ≤ c, assuming interactions are planned
by the probabilistic scheduler and there is no loss from energy exchanges. Then

τ0(c) ≤ 1
2

(m
2

)
ln

(
δet (E0,U )

c

)
, where δet (E0,U ) is the total variation distance between

the initial energy distribution and the uniform energy distribution.

Proof Taking expectations in the upper bound inequality from Lemma 1, we have
that

E[E[δet (Et ,U )|Et−1]] ≤
(

1 − 2
(m
2

)

)

E[δet (Et−1,U )] (14)

or equivalently

E[δet (Et ,U )] ≤
(

1 − 2
(m
2

)

)

E[δet (Et−1,U )]. (15)

Iterating the above inequality, we then have that

E[δet (Et ,U )] ≤
(

1 − 2
(m
2

)

)t

δet (E0,U ) ≤ e
− 2t

(m2) δet (E0,U ). (16)

Consequently, for any t ≥ 1
2

(m
2

)
ln

(
δet (E0,U0)

c

)
, we have thatE[δet (Et ,Ut )] ≤ c, which

concludes the proof. �

5.2 Energy Transfer with Loss

In this section, we consider the more natural case where every transfer of energy ε

induces energy loss L(ε) = βε, for some 0 < β < 1. The main technical difficulty
that arises in this case when considering the total variation distance change Δt =
δet (Et ,U ) − δet (Et−1,U ) is that any energy transfer between agents u and u′ affects
also the relative distance of energy levels of noninteracting agents from the total
average. More precisely, after u, u′ exchange energy ε at time t , we have Et (M) =
Et−1(M) − βε. Therefore, for any noninteracting agent x at time t , we have

|zt (x)| de f=
∣∣∣∣Et (x) − 1

m

∣∣∣∣ =
∣∣∣∣
Et (x)

Et (M)
− 1

m

∣∣∣∣ �=
∣∣∣∣
Et−1(x)

Et−1(M)
− 1

m

∣∣∣∣
de f= |zt−1(x)| (17)

As a consequence, straightforward generalizations of simple protocols like POS do
not perform up to par in this case.

In particular, there are specific worst-case distributions of energies for which
the total variation distance increases on expectation after any significant energy
exchange. As a fictitious example, consider a population of m agents, for some
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Protocol 2: Small-Transfer PST

Input : Agents u, u′ with energy levels εu , εu′
1 if εu ≥ εu′ − dε then
2 PST(εu , εu′ ) = (εu − dε, εu′ + (1 − β)dε)

3 else if εu′ ≥ εu − dε then
4 PST(εu , εu′ ) = (εu + (1 − β)dε, εu′ − dε)

5 else if |εu − εu′ | < dε then
6 do nothing.

m >
2+β

β
. Furthermore, suppose that agents ui , for i ∈ [m − 1] have energym, while

agent um has 0 energy at his disposal. The total variation distance in this example
is 1

m . Without loss of generality, consider now a variation of POS (adapted from the
original version for β = 0 to the case of β > 0) according to which, whenever two
agents u, u′ interact, the agent with the largest amount of energy transfers |εu−εu′ |

2
energy to the other.1 We now have that after any significant energy exchange step,
i.e., an interaction of um with any other agent, say x , according to protocol POS,
the new energy level of um becomes m

2 (1 − β), the new energy level of x becomes
m
2 , while the energy levels of all other agents remain the same. Therefore, the new
total energy in the population becomes m2 − m − β

2m, and the new total variation
distance becomes2

(
1

m
− 1

2m − 2 − β

)
+

(
1

m
− 1

2m − 2 − β
(1 − β)

)
= 2

m
− 2 − β

2m − 2 − β
(18)

which is strictly larger than 1
m , for any m >

2+β

β
. We conclude that, in this example,

the total variation distance increases also in expectation, as any interaction between
pairs of agents that do not contain um does not change the energy distribution.

It is worth noting that, even though the above example is fictitious, our experi-
ments verify our intuition that POS is not very suitable for energy balance in the case
of lossy energy transfer. In particular, it seems that the energy lost with every step
does not contribute sufficiently to the reduction of total variation distance between the
distribution of energies and the uniform distribution. Our first attempt to overcome
this problem was to only allow energy transfers between agents whose energy levels
differ significantly. However, this did not solve the problem either (see our experi-
mental results in Fig. 1), mainly because of interactions between agents that are both
below the average energy. As our main contribution, we present in Sects. 5.2.1 and
5.2.2 two interaction protocols that seem to make the most of the energy lost in every
step.

1Nevertheless, it is not hard to see that other variations of POS have similar problems.
2The total variation distance consists of two terms, since there are only two agents with energy
levels below the average.



470 A. Madhja et al.
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Fig. 1 Efficiency of the POS protocol applying the criterion that allows transfers between agents
with significantly different energy levels, compared to the standard protocol version

5.2.1 Small-Transfer PST

In this subsection, we present the protocol Small-Transfer PST (Protocol 2), which
suggests having only small energy transfers between interacting agents. Ideally, we
only allow exchanges of infinitesimal energy dε, which simplifies our analysis (in
the experiments, we just choose a very small fixed value ε). Even though this idea is
wasteful on time, we provide both analytic and experimental evidence that it achieves
energy balance without wasting too much energy. For this very protocol, we realize
the fact that under current technology, repetitive transfers of small energy amounts
may be inefficient in view of the overhead incurred in any transfer but we expect
future advances in wireless power transfer technology will eliminate this problem.

We prove the following lemma concerning the total variation distance change in
a population of agents that use protocol PST.

Lemma 2 Let M be a population of chargers using protocol PST. Given any distri-
bution of energy Et−1, let |A+

t−1| (respectively |A−
t−1|) be the number of agents with

available energy above (respectively below) the current average. Assuming interac-
tions are planned by the probabilistic scheduler, we have that

E[Δt |Et−1] ≤ 4

Et (M)

(
β − |A+

t−1| · |A−
t−1|

m(m − 1)

)
. (19)
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Proof We will use the notation from Lemma 1. Let a+ = |A+
t−1|, a− = |A−

t−1| and
a= = |A=

t−1|. Assumewithout loss of generality, that at time t , the probabilistic sched-
uler selects agents u, u′, such that Et−1(u) > Et−1(u′) − dε. Therefore, accord-
ing to PST, agent u transfers energy dε to u′, and so Et (u) = Et−1(u) − dε and
Et (u′) = Et−1(u′) + (1 − β)dε. The energy level of every other charger remains
unchanged. Furthermore, the new total energy in the population is:

Et (M) = Et−1(M) − βdε. (20)

A crucial observation for the analysis is that since PST only allows transfers of
infinitesimal amounts of energy, after any useful interaction (i.e., interactions that
change the distribution of energy in the population), the only agents that can poten-
tially change the relative position of their energy levels to the average energy are
those in A=

t−1.
We now distinguish the following cases:

Case I: For any x ∈ (A+
t−1 ∪ A=

t−1)\{u, u′}, we have that zt−1(x) ≥ 0, so

zt (x) = Et−1(x)

Et−1(M) − βdε
− 1

m
> 0 (21)

Therefore,

|zt(x)| = Et−1(x)

Et−1(M) − βdε
− 1

m
= Et−1(M)

Et (M)
|zt−1(x)| + β

1

m

1

Et (M)
dε. (22)

Case II: For any x ∈ A−
t−1\{u, u′}, we have that zt−1(x) < 0, so

zt (x) = Et−1(x)

Et−1(M) − βdε
− 1

m
< 0 (23)

for any infinitesimal energy transfer dε. Therefore,

|zt (x)| = Et−1(x)

Et−1(M) − βdε
− 1

m
= Et−1(M)

Et (M)
|zt−1(x)| − β

1

m

1

Et (M)
dε. (24)

Case III: If u ∈ A−
t−1 ∪ A=

t−1, then zt−1(u) ≤ 0, so

zt (u) = Et−1(x) − dε

Et−1(M) − βdε
− 1

m
< 0 (25)

since Et−1(u) ≤ Et−1(M) and β ∈ (0, 1).

Furthermore, by assumption, zt−1(u′) < 0, and also (by the conditions of PST),
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zt (u
′) = Et−1(u′) + (1 − β)dε

Et−1(M) − βdε
− 1

m
≤ Et−1(x) − dε

Et−1(M) − βdε
− 1

m
< 0 (26)

Therefore,

|zt (u)| + |zt (u′)| = 1

m
− Et−1(x) − dε

Et−1(M) − βdε
+ 1

m
− Et−1(x) + (1 − β)dε

Et−1(M) − βdε

= Et−1(M)

Et (M)
(|zt−1(u)| + |zt−1(u

′)|) + β

(
1 − 2

m

)
1

Et (M)
dε.

(27)

Case IV: If u′ ∈ A+
t−1 ∪ A=

t−1, then zt−1(u′) ≥ 0, so

zt (u
′) = Et−1(u′) + (1 − β)dε

Et−1(M) − βdε
− 1

m
≥ 0 (28)

Furthermore, by assumption, zt−1(u) > 0, and also (by the conditions of PST),

zt (u) = Et−1(x) − dε

Et−1(M) − βdε
− 1

m
>

Et−1(u′) + (1 − β)dε

Et−1(M) − βdε
− 1

m
≥ 0 (29)

Therefore,

|zt (u)| + |zt (u′)| = Et−1(x) − dε

Et−1(M) − βdε
− 1

m
+ Et−1(x) + (1 − β)dε

Et−1(M) − βdε
− 1

m

= Et−1(M)

Et (M)
(|zt−1(u)| + |zt−1(u

′)|) − β

(
1 − 2

m

)
1

Et (M)
dε.

(30)

Case V: If u ∈ A+
t−1 and u′ ∈ A−

t−1, then, similarly to the other cases we have
|zt−1(u)| > 0, |zt (u)| > 0, |zt−1(u′)| < 0 and |zt (u′)| < 0. Therefore,

Case VI: If u, u′ ∈ A=
t−1 there is no change in the energy distribution.

|zt (u)| + |zt (u′)| = Et−1(x) − dε

Et−1(M) − βdε
− 1

m
+ 1

m
− Et−1(x) + (1 − β)dε

Et−1(M) − βdε

= Et−1(M)

Et (M)
(|zt−1(u)| + |zt−1(u

′)|) − (2 − β)
1

Et (M)
dε.

(31)

Furthermore, the probability that the agents u, u′, that are chosen for interac-
tion by the probabilistic scheduler, are such that the conditions of case III (respec-
tively case IV and case V) are satisfied, is pIII = a−(a−−1)+2a−a=

m(m−1) (respectively

pIV = a+(a+−1)+2a+a=
m(m−1) and pV = 2a−a+

m(m−1) ). Putting it all together, by linearity of expec-
tation, we have
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E[δet (Et ,U )|Et−1] =
= pIII ·

(
Et−1(M)

Et (M)
δet (Et−1,U ) − 1

Et (M)

(
−β − β(a+ + a= − a−)

m

)
dε

)

+ pIV ·
(
Et−1(M)

Et (M)
δet (Et−1,U ) − 1

Et (M)

(
β − β(a+ + a= − a−)

m

)
dε

)

+ pV ·
(
Et−1(M)

Et (M)
δet (Et−1,U ) − 1

Et (M)

(
2 − β − β(a+ + a= − a−)

m

)
dε

)

= (pIII + pIV + pV)
Et−1(M)

Et (M)
δet (Et−1,U )

+ (pIII + pIV + pV)
1

Et (M)

β(a+ + a= − a−)

m
dε

+ β(pIII + pV − pIV) − 2pV
Et (M)

dε. (32)

By rearranging, we have

E[Δt |Et−1] =
(

(pIII + pIV + pV)

(
1 + βdε

Et (M)

)
− 1

)
δet (Et−1,U )+

+ (pIII + pIV + pV)
1

Et (M)

β(a+ + a= − a−)

m
dε+

+ β(pIII + pV − pIV) − 2pV
Et (M)

dε (33)

By now using the fact that pIII, pIV, pV ∈ [0, 1], pIII + pIV + pV ≤ 1 and the fact
that the total variation distance between any two distributions is at most 1 (see e.g.,
[1]), we get

E[Δt |Et−1] ≤ 4

Et (M)

(
β − a+a−

m(m − 1)

)
(34)

which completes the proof of the Lemma. �

It is worth noting that the upper bound on the total variation distance change
from the above Lemma is quite crude (and can be positive if β is not small enough).
However, this is mainly a consequence of our analysis; in typical situations, the
upper bound that we get from inequality (34) can be much smaller. For example, if
the energy distribution Et−1 at t − 1 is such that |A+

t−1| ≈ |A−
t−1| ≈ m

2 , (34) gives the
bound E[Δt |Et−1] ≤ − 1−β

Et (M)
dε, which is negative for any β ∈ (0, 1). This is also

verified by our experimental evaluation of PST. Nevertheless, the upper bound that
we get from Lemma 2 highlights key characteristics of the interactive energy transfer
process as we pass from loss-less (i.e., β = 0) to lossy energy transfer (i.e., β > 0).
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Protocol 3: Online-Average POA

Input : Agents u, u′ with energy levels εu , εu′

1 avg(u) = avg(u)·num(u)+εu′
num(u)+1

2 avg(u′) = avg(u′)·num(u′)+εu
num(u′)+1

3 num(u) = num(u) + 1
4 num(u′) = num(u′) + 1.
5 if (εu > avg(u) and ε′

u ≤ avg(u′)) OR (εu ≤ avg(u) and ε′
u > avg(u′)) then

6 if εu > εu′ then

7 POA(εu , εu′ ) =
(

εu+εu′
2 ,

εu+εu′
2 − β

εu−εu′
2

)

8 else if εu ≤ εu′ then

9 POA(εu , εu′ ) =
(

εu+εu′
2 − β

εu′ −εu
2 ,

εu+εu′
2

)

10 else
11 do nothing.

5.2.2 Online-Average POA

By the analysis of the expected total variation distance change in Lemma 1 for
energy transfer without losses, we can see that the total variation distance decreases
when the interacting agents have energy levels that are on different sides of the
average energy in the population. Using the notation form the proof of Lemma 1, if
agents u, u′ interact at time t , then we must either have u ∈ A+

t−1 and u′ ∈ A−
t−1, or

u ∈ A−
t−1 and u′ ∈ A+

t−1, in order for the total variation distance δet (Et ,U ) to drop
below δet (Et−1,U ). The situation becomesmore complicated when there are losses in
energy transfers, but the analysis in Sect. 5.2.1 suggests that, under certain constraints
on the energy distribution and the energy loss factor β, the total variation distance
decreases whenever there is an interaction between a high relative energy agent and
a low relative energy agent.

In view of the above, an ideal interaction protocol would only allow energy trans-
fers between agents with energy levels that are on opposite sides of the average
energy in the population. In particular, this would imply that, at any time t , each
agent x would need to know the sign of zt (x) = Et (x)

Et (M)
− 1

m , which is possible if x

knows (in addition to its own energy level Et (x)) the average energy Et (M)

m in the
population. However, this kind of global knowledge is too powerful in our distributed
model, since we assume that agents are independent and identical with each other. In
particular, this implies that not only are agents not aware of other agents they have
not yet interacted with, but also, that they have no way of knowing whether they have
met with another agent at some point in the past.

The main idea behind our interaction protocol POA (Protocol 3) is that, even in
our weak model of local interactions, agents are still able to compute local estimates
of the average energy based on the energy levels of agents they interact with. To do
this, every agent needs to keep track of the total number of interactions she has done,
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as well as her current estimation for the average energy. This is accomplished by
having each agent x ∈ M maintaining two local registers, namely:

1. num(x), which is used to count the number of interactions that x has been
involved in.

2. avg(x), which stores the current estimation of x for the average energy.

Furthermore, num(x) is initialized to 1, and avg(x) is initialized to E0(x). We
give the formal description of our protocol below.

It is worth noting that POA may not perform up to par in the general case where
interactions are planned by a potentially adversarial scheduler because the local
estimates kept by agents for the average can be highly biased. On the other hand,
in our experimental evaluation, we show that POA outperforms both POS and PST
when agent interactions are planned by the probabilistic scheduler. Furthermore, it
is much faster than PST in terms of the expected number of useful interactions (i.e.,
interactions that change the energy distribution in the population) needed to reach
energy balance.

6 The Energy-Aware Star Network Formation Problem

In this section, we present four interaction protocols which form a star network
structure in a population of (initially) disconnected agents (Fig. 2). In addition, the
protocols aim at minimizing the energy distance metric which was defined in the
previous sections. At any time t, two agents u, and u′ are selected to interact by
the probabilistic scheduler. The protocols are then executed in order to change the
configuration of each agent. The protocols differ on the types of interactions that
they allow, on the amount of energy that is exchanged during each interaction, and
on the size of memory available on each agent. Each agent has a state from a set
of states Q = {c, p, h1, . . . , hd}. All agents, initially, assume that they are central
agents (they are assigned the state c). The state p signifies that an agent is peripheral
to the star network. The states {h1, . . . , hd} do not alter the network structure. They
are used by some of the protocols in order to improve their performance.

6.1 Full Transfer PFT

In this section, we present a straightforward protocol that can be seen as a lower
bound to the performance of the other proposed protocols discussed in sections
below. Protocol 4 represents the pseudo-code of PFT . In this protocol, there are three
main interaction cases.

1. The first case is when both agents are central. In this case, one of them will
randomly be selected to remain central, and the other one will become peripheral
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Protocol 4: Full Transfer PFT

Input : Agents u, u′ with energy levels εu , εu′ and states qu , qu′
1 if qu == c AND qu′ == c then
2 agent = randomly_select_agent (u, u′);
3 if agent == u then
4 qu′ = p;
5 q{u,u′} = 1;
6 εsent = εu′ − Emin ;
7 εu = εu + εsent ∗ (1 − β);
8 εu′ = εu′ − εsent ;
9 else

10 qu = p;
11 q{u,u′} = 1;
12 εsent = εu − Emin ;
13 εu′ = εu′ + εsent ∗ (1 − β);
14 εu = εu − εsent ;

15 else if qu == p AND qu′ == p then
16 if q{u,u′} == 1 then
17 q{u,u′} = 0;

18 else
19 if q{u,u′} == 0 then
20 q{u,u′} = 1;

(a) Before. (b) After.

Fig. 2 The network before and after the star construction

and it will transmit all its available energy (except from a small amount of it,
denoted as Emin , which is needed in order for the agent to remain operational)
to the central agent. In addition, a connection between them will be established.
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2. In the second case, both agents are peripherals. If a connection between them
exists, the algorithm removes it and no energy is transferred.

3. In the final case, one agent is considered to be central, and the other one is
peripheral. In this case, if there is no connection between them, the algorithm
establishes it and like in the previous case, no energy is transferred between
them. That is because the agent that is peripheral has already transferred its
excess energy when it was a central node and became peripheral (case 1).

We expect this protocol, to have high energy loss and energy distance from the
target distribution, due to its random nature. In addition, we expect it to converge to
its final energy distribution in a low number of interactions. Intuitively, this protocol
will have the following outcomes:

a. High energy distance, because the agents transfer more energy than necessary.
This means that the peripheral agents will have a lower amount of energy and
the central agent will have a larger amount of it, with respect to the optimal
distribution.

b. High energy loss. Since the selection of the agent that will become peripheral
and transfer its energy to the central agent is random, it is probable to transmit
energy to an agent that in a later interaction will become peripheral as well and
it will have to transmit that energy again. This means that the energy transmitted
by the first agent will have made many hops until it reaches the final central
agent and will be affected by the energy loss factor multiple times. In addition,
when two agents interact and one has higher energy level than the other, the
optimal choice would be to transfer the least possible amount of energy in order
to avoid the energy loss. However, this is not the case in this protocol because
of the random selection mentioned above.

c. Low number of interactions until the star network structure (and the final energy
distribution) is formed. The final energy distribution only needs n − 1 energy
transmissions, since each agent (except the one that will remain the central
agent in the final network configuration) transmits all of its energy in a single
interaction. Once the central agent choice is finalized, the star structure will be
finalized as well.

6.2 Half Transfer PHT

In this section, we describe another interaction protocol called Half Transfer PHT ,
which allows the agents to store their initial energy level in their memory. Each agent
is only aware of its own initial energy, so this does not constitute global knowledge
by the agents.



478 A. Madhja et al.

The decisions made by this protocol differ from the PFT in two ways. When two
central agents interact, the agent with highest energy level at that time will remain
central, while the other one will become peripheral. The second difference lies in the
amount of energy that is transferredwhen there is an energy exchange. The peripheral
agent will keep half of its initial energy and will transmit the rest. This decision is
based on the observation that in order to achieve the desired energy distribution, the
central agent will have to acquire half of the total energy of the network. Aside from
these two differences, the PHT protocol operates exactly like the PFT protocol.

We expect this protocol to improve on the results of the PFT protocol on both the
energy loss and energy distance due to the nonrandom selection of agents and the
amount of energy that is transferred.

We expect this protocol to have lower energy distance than the PFT protocol, since
the central agent will have almost half of the total energy of the network. Moreover,
the energy loss is expected to be lower since the protocol takes into account which
agents have higher amount of energy to transfer.

a. Low energy distance. Since the central agent will have almost half of the total
energy of the network, the energy distance to the desired distribution will be
lower than the one from the PFT protocol.

b. High energy loss. The choice on which agent will become peripheral is not
random like in the PFT protocol. Since the agents can not be sure on which
agent will be the central in the final network structure, the same problem as
in the PFT protocol arises. More specifically, the energy will make many hops
until it will arrive to the correct agent, and thus suffers of the loss factor multiple
times.

c. Lownumber of interactions. Since the PHT protocolworks in the sameway as the
PFT protocol, the time it needs to complete the star structure will be comparable
to the time needed by the PFT protocol.

6.3 Degree Aware PDA

The protocol Degree Aware PDA aims to estimate the total number of agents that are
present in the network.This information is useful since each agent can adapt its energy
exchanges in order to reduce the energy distance. Each central agent’s estimation is
the number of their connected neighbors. The noncentral agents store the maximum
estimation among the agents that they have interactedwith. Themaximumestimation
is exchanged in each interaction, thus ensuring its propagation to every agent.
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In order to improve the estimation, each agent goes through d halted states
(h1, h2, . . . , hd ) before it becomes peripheral; d is a parameter whose choice will be
fine-tuned. The transition from a halted state to the next one is performed whenever
the agent interacts with a central agent, that has a higher estimation. Please note that
the next state after the final halted state hd is the peripheral state.

To reduce energy loss, the protocol allows energy transfer only between agents
where the one is central and has the highest estimation between themand the other one
is peripheral (or is in the last halted state and becomes peripheral in this interaction).
The selected amount of transmitted energy is described below. There are four main
interaction cases in this protocol:

Protocol 5: Half Transfer PHT

Input : Agents u, u′ with energy levels εu , εu′ , initial energies εini tialu , εini tialu′ and states
qu , qu′

1 if qu == c AND qu′ == c then
2 agent = NULL;
3 if εu == εu′ then
4 agent = randomly_select_agent (u, u′);
5 if εu > εu′ OR agent == u then
6 qu′ = p;
7 q{u,u′} = 1;
8 εsent = (1/k) ∗ (εu′ − εini tialu′ /2);
9 εu = εu + εsent ∗ (1 − β);

10 εu′ = εu′ − εsent ;
11 else
12 qu = p;
13 q{u,u′} = 1;
14 εsent = (1/k) ∗ (εu − εini tialu /2);
15 εu′ = εu′ + εsent ∗ (1 − β);
16 εu = εu − εsent ;

17 else if qu == p AND qu′ == p then
18 if q{u,u′} == 1 then
19 q{u,u′} = 0;

20 else
21 if q{u,u′} == 0 then
22 q{u,u′} = 1;

1. In the case where both agents are centrals, the agent with the lowest estimation
becomes a first-level halted agent. A connection between them is established,
the estimation of the central agent is increased by one and the estimation of the
halted agent is updated to this maximum value as well.
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Protocol 6: Degree Aware PDA

Input : Agents u, u′ with energy levels εu , εu′ and states qu , qu′
1 ru = number_of _neighbors(u);
2 ru′ = number_of _neighbors(u′);
3 x = max{ru , ru′ };
4 if qu == c AND qu′ == c then
5 agent = NULL;
6 if ru == ru′ then
7 agent = randomly_select_agent (u, u′);
8 if ru > ru′ OR agent == u then
9 qu′ = h1;

10 ru = ru′ = x + 1;
11 q{u,u′} = 1;
12 else
13 qu = h1;
14 ru = ru′ = x + 1;
15 q{u,u′} = 1;

16 else if qu , qu′ ∈ {p, h1, . . . , hd } then
17 q{u,u′} = 0;
18 ru = ru′ = x ;
19 else if qu == c AND qu′ ∈ {p, h1, . . . , hd } then
20 if ru ≥ ru′ then
21 if qu′ ≥ hd OR qu′ == p then
22 qu′ = p;
23 if q{u,u′} == 0 then
24 q{u,u′} = 1;
25 ru = ru + 1;

26 εsent = 1
k ∗ εu

εu+εu′ ∗ εu′ ;

27 if εu < εu′ ∗ ru then
28 εu = εu + εsent ∗ (1 − β);
29 εu′ = εu′ − εsent ;
30 else if εu > εu′ ∗ ru then
31 εu′ = εu′ + εsent ∗ (1 − β);
32 εu = εu − εsent ;
33 end if
34 else
35 qu′ = hi+1;
36 ru′ = ru ;
37 else
38 qu = h1;
39 ru = ru′ ;

40 else if qu ∈ {p, h1, . . . , hd } AND qu′ == c then
41 Similarly with the case above by symmetry.
42 end if
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2. In the case where each agent is either peripheral or halted, the agents exchange
the maximum estimation and delete their connection if it exists.

3. In the case where one agent is central and the other one is peripheral, if the
central agent has lower estimation than the peripheral, it becomes a first-level
halted agent and updates its estimation. Otherwise, their states remain the same,
but if the agents are not connected, they establish a connection and update their
estimations to the new maximum one. If the energy level of an agent times the
maximum estimation (between these two agents) is larger than the energy level
of the other agent, it will transmit an amount of energy that is equal to (1/k) ×
(E(u) × E(u′))/E(u) + E(u′)) where parameter k is used to limit the energy
exchanged between the agents and thus the energy loss, when the estimation is
not equal to the actual network size.

4. In the fourth case where one agent is central and the other one is halted, if the
halted agent has larger estimation than the central, the latter becomes halted
as well. Else, if the central agent has the larger estimation but the level of the
halted agents is not d, i.e., its state is not the hd , it moves to the next level
halted state. Otherwise, if the central agent has the highest estimation and the
halted agent’s state is the last one, then the halted agent becomes peripheral.
If the agents are not connected, they establish a connection and increase the
estimation of the central agent by one. If the energy level of an agent times the
maximum estimation (between these two agents) is larger than the energy level
of the other agent, it will transmit to it an amount of energy that is equal to
(1/k) × (E(u) × E(u′))/(E(u) + E(u′)). Also, both agents will update their
estimation to the maximum one between them.

Intuitively, this protocol is meant to have the following performance:

a. Almost zero energy distance is expected by this protocol since the agents estimate
the size of the network and thus they adapt their energy exchanges.

b. Low energy loss is assumed to be achieved as the protocol makes more targeted
energy exchanges, with the usage of the halted states discussed above. Thus,
most of the energy is transferred directly to the final central agent of the network
avoiding energy loss through multiple hops. The performance depends on the
size of d. The larger this parameter, the higher the number of additional states
is and thus, a lower energy loss is expected.

c. High number of interactions until the global star is completed since the agents
need to go through d additional states until they become peripherals. The higher
the parameter d, the higher the number of required interactions is.

In other words, the protocol achieves a tunable trade-off between energy efficiency
and convergence time.
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6.4 Fully Adaptive PFA

The protocol Fully Adaptive PFA aims to improve on the ideas of PDA protocol
introduced in the previous section. The protocol assumes slightly stronger agents
with the ability to store more information on their memory. In addition to storing the
estimation of the network size, as discussed above, each agent also stores the energy
level (at the time of their interaction) of the last central agent (ec) it has interacted
with.

This protocol works in the same way as the PDA protocol. The main difference
lies in the way the agents exchange energy. There are two different types of energy
exchanges.

a. When a central agent (u) interacts with either a peripheral or a d-level halted
agent (u′), the energy to be exchanged between them is calculated with this for-
mula εsent = (1/k) × (E(u)(r(u) − 1) − E(u′))/(r(u) + 1). When this value
is negative (respectively positive), it means that u has less (respectively more)
energy than it is required in order to achieve the desired energy distribution and
thus, it receives (respectively transmits) that (absolute) amount of energy from
(respectively to) u′.

b. When two peripheral agents (u, u′) interact, before they exchange energy,
they attempt to find the optimal energy level a peripheral agent should have
according to the desired energy distribution. This is done using the stored
value for the energy of the last central agent they have interacted with and
is defined as ep(u/u′) = ec/(r(u/u′) − 1). Both agents calculate this value
and they exchange energy if and only if they are on opposite sides of both
these calculated values (i.e., E(u) > ep(u) & E(u′) < ep(u) & E(u) > ep(v)

& E(u′) < ep(u′)). If all these conditions are true, then the agent with the highest
energy level (e.g., agent u) transmits energy according to the following formula:
εsent = (1/k) × (E(u′) − E(u))/2. As in the previous protocol, k is used to
limit the energy exchanged between the agents and thus the energy loss, when
the estimation is not equal to the actual network size.

This protocol aims to improve the outcomes of the PDA protocol, especially in the
energy loss metric because of the way that the energy is exchanged between agents.
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Protocol 7: Fully Adaptive PFA

Input : Agents u, u′ with energy levels εu , εu′ and states qu , qu′
1 ru = number_of _neighbors(u);
2 ru′ = number_of _neighbors(u′);
3 x = max{ru , ru′ };
4 if qu == c AND qu′ == c then
5 agent = NULL;
6 if ru == ru′ then
7 agent = randomly_select_agent (u, u′);
8 if ru > ru′ OR agent == u then
9 qu′ = h1; ru = ru′ = x + 1; q{u,u′} = 1; ecu = εu ;

10 else
11 qu = h1; ru = ru′ = x + 1; q{u,u′} = 1; ecu = εu′ ;

12 else if qu == p AND qu′ == p then
13 q{u,u′} = 0; ru = ru′ = x ;

14 mu = ecu/ru ; mu′ = ecu/ru′ ;
15 εsent = 1

k ∗ | εu−εu′
2 |;

16 if εu > eup AND εu′ < eup then
17 if εu > evp AND εu′ < evp then
18 εu′ = εu′ + εsent ∗ (1 − β); εu = εu − εsent ;

19 else if εu′ > eup AND εu < eup then
20 if εu′ > evp AND εu < evp then
21 εu = εu + εsent ∗ (1 − β); εu′ = εu′ − εsent ;

22 end if
23 else if qu/u′ ∈ {p, h1, . . . , hd } AND qu′/u ∈ {h1, . . . , hd } then
24 q{u,u′} = 0; ru = ru′ = x ;

25 else if qu == c AND qu′ ∈ {p, h1, . . . , hd } then
26 if ru ≥ ru′ then
27 if qu′ ≥ hd OR qu′ == p then
28 qu′ = p; ecu′ = εu ;

29 if q{u,u′} == 0 then
30 q{u,u′} = 1; ru = ru + 1;

31 ecu′ = εu ; εsent = 1
k ∗ | εu′ ∗ru−εu

ru+1 |;
32 if εsent < 0 then
33 εu′ = εu′ + εsent ∗ (1 − β);
34 εu = εu − εsent ;
35 else if εsent > 0 then
36 εu = εu + εsent ∗ (1 − β);
37 εu′ = εu′ − εsent ;
38 end if
39 else
40 qu′ = hi+1;

41 ru′ = ru ;
42 else
43 qu = h1; ru = ru′ ;

44 else if qu ∈ {p, h1, . . . , hd } AND qu′ == c then
45 Similarly with the above case by symmetry.
46 end if



484 A. Madhja et al.

7 Performance Evaluation

We conducted simulations in order to evaluate the performance of the proposed
protocols. The simulation environment is Matlab R2016a.

For statistical smoothness,we conducted each simulation 100 times. The statistical
analysis of the findings (the median, the lower and upper quartiles, snd outliers of
the samples) demonstrates very high concentration around the mean and so, in the
following simulation results, we depict only the average values.

7.1 The Population Energy Balance Problem

In this section, we present the evaluation of the proposed protocols for the population
energy balance problem. More specifically, we compared the protocols POS, PST and
POA by conducting experiment runs of 1.000 useful interactions, where the nodes to
interact are selected by a probabilistic scheduler. We assign an initial energy level
value to every agent of a population consisting of |m| = 100 agents uniformly at
random, with maximum battery cell capacity 100 units of energy. The constant β of
the loss function is set to three different values, as different energy losses might lead
to different performance (see Fig. 3).

Total energy in the population
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Fig. 3 Performance of PST for different values of β. Different loss functions affect the performance
of the protocol
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7.1.1 The Impact of β

Different loss functions L(ε) lead to different performance of the interaction proto-
cols, both when running the same protocol and when comparing different protocols.
Regarding the impact of different values of the β constant on the same protocol, an
example is shown in Fig. 3. The total variation distance w.r.t. the remaining energy
in the population is shown. We ran the PST protocol for values 0.2, 0.4, and 0.6. The
results clearly show that the bigger the β, the larger the variation distance for a given
total level of energy in the population. For this reason, we decided to comparatively
evaluate our protocols for different values of β, as shown in Figs. 4, 5, and 6. As for
the impact on different protocols, if we observe Fig. 4 carefully, we can see that, for
the same total initial energy and number of useful interactions, when the β constant
and consequently the energy loss increases, the rate of total energy loss also does.

7.1.2 Energy Loss

Figure4 are depicting the total energy of the population over time, for 1.000 useful
agent interactions of the three protocols POS, PST and POA. Each protocol’s behavior
is similar, regardless of the value of β, but with higher losses when β increases. The
energy loss rate for POS and POA is high in the beginning, until a point of time when
energy stops leaking outside the population. This is explained by the fact that both
protocols perform interactions of high energy transfer amounts ε which lead to high
L(ε). After those interactions, POS performs energy transfers of very small ε forcing
the energy loss rate to drop sharply and POA drives the energy levels of most agents
to the same side of the average value, rendering useful interactions very rare. PST
has a smoother, linear energy loss rate since ε is a very small fixed value.

7.1.3 Energy Balance

Useful conclusions about energy balance of the population can be derived from the
total variationdistance over timedepiction inFig. 5.Afirst remark is that the protocols
are balancing the available energy in the population in an analogous rate to the energy
loss rate. Since a better energy balance is expressed by lower values of total variation
distance, it is apparent that eventually the best balance after 1.000 useful interactions
is provided by POS. However, note that this is a conclusion regarding only the energy
balance, not taking into account the losses from the charging procedure. As we will
see in the next subsection, better balance does not necessarily lead to higher overall
efficiency, w.r.t. energy loss. If we take a better look at the energy balance figures,
we observe that even if the total variation distance follows a decreasing pattern, it is
not strictly decreasing. This is natural since many interactions can temporarily lead
to a worse energy balance in the population due to sharp changes in the distribution
of total energy.
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Fig. 4 Comparison of the
three protocols on energy
loss metric for different
values of β
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Fig. 5 Comparison of the
three protocols on energy
balance metric for different
values of β
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7.1.4 Running Time

The time that each protocol needs for balancing the available energy in the population,
is not a negligible factor. Quick balancing leads to transfers of significantly smaller
amounts of energy among agents and consequently to lower energy losses. On the
other hand, in order to achieve quick balancing, in some cases, there has been already
much energy loss due to frequent lossy interactions. In Figs. 4, 5, and 6, we can see
that POA is the fastest to achieve a stable level of energy balance in the population, as
opposed to POS, which is wasteful in terms of running time. PST timing performance
lies somewhere in between the two other protocols, since it is able to conduct all
types of interactions (unlike POA in which only some interactions are allowed and
PST which performs only interactions of small ε).

7.1.5 Overall Efficiency

We measure the overall efficiency of a protocol by taking into account the both
energy losses and energy balance in the population. This combination of the two
crucial properties is shown in Fig. 6a–c, where PST and POA clearly outperform
POS, most of the time. More specifically, although POS achieves very good balance
quickly, the impact of energy loss affects very negatively its performance. This pattern
results in the fact that for the same amount of total energy in the population, PST and
POA achieve better total variation distance than POS. It is also clear that eventually,
POA outperforms both POS and PST when agent interactions are planned by the
probabilistic scheduler. Furthermore, it ismuch faster than PST in terms of the number
of useful interactions.

7.2 The Energy-Aware Star Network Formation Problem

In this section, we present the evaluation of the proposed protocols for the energy-
aware star network formation problem. In order to abstract the real network of diverse
portable devices, we apply a nonuniform initial energy distribution among the agents.
The number of agents varies from 20 to 100. The total initial energy is analogous to
the number of agents. More specifically, the total energy is set to 3000 · [20 : 20 :
100] for 20, 40, 60, 80, and 100 agents, respectively. Our protocols are designed
to run constantly, but for the purposes of this chapter, we plot their performance
until the desired energy distance is achieved. The wireless energy loss factor β is
different at each interaction and follows the Normal Distribution. More specifically,
β ∼ N (0.2, 0.05).

In this section, we provide our simulation results on various metrics. At first, we
find the best value of the parameters d and k for various metrics and various number
of agents. In order to select the best values for d and k for each protocol, we design
a metric that takes into account both the energy loss and the speed of each protocol
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Fig. 6 Comparison of the
three protocols on efficiency
for different values of β
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trying to optimize their trade-off. This metric is defined as follows:

y = t × energy_losst × energy_distancet (35)

where t is the time when the protocol with the worst performance reaches its best
energy distance and the factors energy_distancet and energy_losst are the energy
distance and total energy loss of each protocol at time t , respectively. The values of
d and k which give the minimum value for y are selected.

These selected values are used to investigate the protocols’ performance on the
followingmetrics: (a) structural distance, (b) energy distance, (c) energy loss, and (d)
speed. The metrics (a) and (b) are already described in Sect. 4. Metric (c) refers to the
amount of energy lost due to energy exchanges and metric (d) represents how fast,
i.e., the number of interactions, the protocols achieve the desired energy distance.

7.2.1 Fine Tuning of Parameter D

In this section, we conduct simulations in order to evaluate the performance of the
PDA and the PFA protocols for different values of the parameter d which indicates the
number of halted states an agent will have to pass through before its state becomes
peripheral. We select various number of agents (20, 40, 60, 80, and 100) and we set
the value of k, which is used to withhold the amount of transmitted energy, to k = 1
in order to evaluate the effect of d independently of k.

Degree-Aware protocol. Figure7 presents the effect of d on the PDA protocol.
More specifically, Fig. 7a depicts the impact of d on the total energy loss when the
protocol achieved an energy distance equal to 0.2. Interestingly, the energy loss is
not affected by the value of d. This means that even a value of d = 1 is sufficient for
the PDA protocol to reach its optimal energy loss.

In order to further evaluate the effect of d, we also need to take into account its
effect on the speed of the protocol (i.e., howmany interactions are required to achieve
the desired energy distribution). In Fig. 7b, as expected, we observe that the lower
the value of d the faster the PDA protocol achieves the energy distribution. This is
natural since the agent does not have to pass through many halted states in order to
begin transmitting its energy to prospective central agents.

Fully Adaptive protocol. Figure8 presents the effect of d on the PFA protocol.
More specifically, Fig. 8a depicts the impact of d on the total energy loss.We observe
that for lower values of d the total energy loss is higher. This is explained by the
fact that an agent, when in a halted state, will not make any energy exchanges. The
more halted states the agent has to pass through, the higher the confidence will be
about the estimated size of the network, thus making any energy exchanges more
precise. We also observe that for larger network size, the total energy loss is higher.
This is expected because the number of energy exchanges is much larger. Another
observation that can be made by Fig. 8a is that for values of d ≥ 3 the effect on the
energy loss is diminished.
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Fig. 7 Evaluation of the parameter d for the PDA protocol
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We further investigate the effect of d on the speed of the protocol. As in the PDA

protocol, in Fig. 8b, we observe that the lower the value of d, the faster the PFA

protocol achieves the targeted energy distribution. In fact, we see that for d ≥ 6 the
PFA protocol, in the first interactions, increases the energy distance significantly.
This can be explained by the fact that the structural distance is being decreased, but
the necessary energy exchanges are not being performed. We will refer to the period,
in the lifetime of a protocol, during which there are many fluctuations in the energy
distance metric as metastability period.

After the execution of the protocols, we calculate the value d from the Eq.35. The
values for both the PDA and the PFA protocol are d(PFA) = d(PDA) = 1.

7.2.2 Fine Tuning of Parameter K

In this section, we conduct simulations in order to evaluate the performance of the
PHT , the PDA, and the PFA protocols for different values of the parameter k which
is used to withhold the amount of transmitted energy. More specifically, if in any
given interaction, an agent is supposed to transmit amount of energy ex , with the
addition of k it will transmit ex

k . In order to evaluate the effect of k solely, we set the
value of the parameter d = 1. As in the previous section, we conduct simulations
with a various number of network sizes, comprised of 20, 40, 60, 80, and 100 agents,
respectively.

Similar to the parameter d, we evaluate the effect of k on the total energy loss
as well as the speed in which the protocols achieve an energy distance close to the
desired distribution.

Half Transfer protocol. Figure9a presents the effect of k on the energy loss
factor for all network sizes. We observe that the effect of k increases as the network
size increases. In addition, with higher values of k the PHT protocol achieves lower
energy loss. However, as shown in Fig. 9b, the protocol arrives faster to a lower
energy distance with lower values of k.

Degree-Aware protocol. Figure10a presents the effect of k on the energy loss
factor. We observe that with higher values of k the PDA protocol, achieves lower
energy loss. This is expected because during the first few energy exchanges, we are
in the metastability period described above. The performed energy exchanges during
this period are not optimal.

Figure10b depicts the effect of k on the speed of the PDA protocol. The results
clearly show that k’s effect is minuscule and can be dismissed.

Fully Adaptive protocol. In Fig. 11a, similarly to the PDA and PHT protocols, it
is observed that higher values of k lead to lower energy loss. It is worth noting that
for values of k ≥ 4, the performance of the protocol is similar with respect to this
metric.

In Fig. 11b, we can clearly see that for lower values of k the PFA protocol reaches
energy distance close to the desired energy distribution much faster.

Similarly to the parameter d, using Eq.35, we find the optimal value of k for each
protocol. More specifically, we select k(PHT ) = 1, k(PDA) = 7, k(PFA) = 1.
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Fig. 9 Evaluation of the parameter k for the PHT protocol



Efficient Protocols for Peer-to-Peer Wireless Power Transfer … 495

Number of agents

20 30 40 50 60 70 80 90 100

E
ne

rg
y 

lo
ss

×105

0

0.5

1

1.5

2

2.5

3
k=1
k=2
k=3
k=4
k=5
k=6
k=7
k=8

(a) Energy loss to total number of agents.

Time (in number of interactions)

0 6000 12000 18000 24000 30000 36000

E
ne

rg
y 

di
st

an
ce

0

0.05

0.1

0.15

0.2

0.25

0.3
k=1
k=2
k=3
k=4
k=5
k=6
k=7
k=8

(b) Energy distance to number of interactions.

Fig. 10 Evaluation of the parameter k for the PDA protocol
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Fig. 11 Evaluation of the parameter k for the PFA protocol
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In the following sections, we present the performance of the four protocols
described in the previous sections, after the fine tuning of the various parameters.
We conducted simulations with different network sizes, i.e., with 20, 60, and 100
agents, respectively. We observed that each protocol has similar performance for
each network size. Thus, we select to present the results for a network with 100
agents.

7.2.3 Protocols’ Performance on Time to Converge

In this section, we compare the protocols performance on the number of interactions
they need to build a global star network structure, as well as to achieve a low energy
distance. In Fig. 12a, we can clearly see that during the metastability period the PFT

and PHT protocols increase the structural distance. This is explained by the fact that
the agents do not have any knowledge on the network size. Whenever a central agent
interacts with a peripheral agent, a connection will be established, resulting in a large
number of unnecessary connections between agents. When the metastability period
ends, these protocols will eventually build a star network as well. The PDA and PFA

protocols have similar performance in this metric as they build the structure relatively
quickly, compared to the other two protocols. The performance gap between the two
types of protocols can be explained by the power of two choices [36] that the halted
states provide.

Figure12b depicts the performance of the protocols on the number of interactions
needed in order to achieve a relatively low energy distance. We clearly observe that
the PFA protocol, outperforms all other protocols. It reaches almost zero energy
distance in relatively few interactions. The PDA protocol also reaches the desired
energy distribution but does so with almost double number of interactions than the
PFA. The PFT and PHT protocols do not achieve a good energy distribution. They
achieve their best energy distance with relatively few interactions but that energy
distance is far from the desired distribution.

7.2.4 Protocols’ Overall Performance

In this section, we perform simulations in order to compare the performance of the
protocols with respect to the energy they spend in order to achieve the target energy
distribution as well as their performance on how close they come to that distribution.

Figure13a depicts the total energy lost during the energy exchanges by each
protocol with respect to the total initial amount of available energy in the network.
As expected, the PFA protocol achieves the lowest energy loss since the energy
exchanges made are more precise and focused. In order to make the comparison
fair, the amount of lost energy depicted for the PDA protocol is the value when the
protocol reaches sufficiently low energy distance (0.05). The PHT protocol also has
a similar performance in this metric. In contrast, the PFT protocol has the worst
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performance, spending more than half of the initial energy. This is expected due to
the completely random nature of the protocol.

In Fig. 13b, we observe that during the metastability period, the PDA protocol is
actually better than the PFA. This can be explained by the value of k = 7 that was
selected. After this period, the PFA clearly outperforms all protocols on both the
energy distance metric as well as the energy loss. The PDA protocol approaches the
desired energy distribution but in doing so, it spends all the available energy in the
network. The PHT protocol manages to reduce the energy distance but it fails in
approaching the PDA protocols. As expected, the PFT protocol performs badly in
this metric as well.

7.2.5 The Loss-Less Case

Finally, we conduct simulations in order to evaluate the performance of the proto-
cols in the loss-less case. The only metric that is affected by the loss factor is the
energy distance. In Fig. 14, we observe that in the loss-less case as well, the PFA

protocol clearly outperforms all the other protocols. The PDA protocol even though
it approaches the desired energy distribution, it does so with more interactions. The
PHT protocol reaches a very good energy distance (0.1) in less interactions than the
PDA protocol but it cannot further approach the target distribution. The PFT protocol
is outperformed by all other protocols.
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Furthermore, we observe that the PHT protocol, performs significantly better in
the loss-less case. This is expected since the peripheral agents only keep half of their
initial energy and transmit the rest to the central agent. This leads to the central agent
having (almost) half of the network’s energy. Due to the nonuniform distribution of
the initial energies, the peripheral agents will not have the desired energy distribution.
An energy balancing scheme between the peripherals was implemented in order
to further reduce the energy distance, but after simulations, we observed that this
only works in the loss-less case. In the case where there is energy loss, the distance
actually increases since the peripheral agents will lose evenmore energy while trying
to achieve energy balance.

8 Conclusion

In this chapter, we studied two main problems on the new topic of interactive wire-
less charging in populations of resource-limited, mobile agents, namely the energy
balance and the energy-aware network formation (particularly for the creating a star
structure). We considered both the lossless and lossy cases of energy transfer. Three
protocols for the problem of energy balance between the network agents and an
upper bound on the time needed to reach energy balance are provided. In addition,
four interaction protocols have been proposed for the problem of energy-aware star
network formation. These protocols assume different amounts of knowledge of the
network and achieve different trade-offs between energy balance, time and energy
efficiency.

We plan to further fine-tune the assumptions of this chapter, by considering unique
features of wireless networks, e.g., wireless channel models, data communication
specifics, PHY and link layer, for verifying the applicability and the practicality of
the proposed concepts.
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Next-Generation Software-Defined
Wireless Charging System

M. Yousof Naderi, Ufuk Muncuk and Kaushik R. Chowdhury

Abstract Recent research in the emerging field of RF wireless energy transfer and
harvesting has shortcomings such as low charging rates, and real-time adaptability
and intelligent control to changing energy demands of the network. In this chapter, we
introduce DeepCharge, a new architecture for next-generation wireless charging sys-
tems that act as an integrated hardware and software solution, and consists of software
controller, programmable energy transmitters with distributed energy beamforming,
and multiband energy harvesting circuits. DeepCharge realizes a software-defined
wireless charging system through separation of controller, energy, and hardware
planes. We demonstrate our indoor and outdoor prototypes with extensive experi-
mental measurements, and discuss the RF exposure safety limits besides the most
important research challenges toward next-generation DeepCharge-based wireless
charging architectures and systems.

1 Introduction

Electronic devices, from implants to IoT sensors, are being increasingly integrated
into our daily life in a wide variety of applications. Industry predictions state that 50
billion devices will be connected to the Internet in the next 5 years [1, 2]. Energy
continues to be a key challenge in these devices. On one hand, they have limited
battery, while on the other hand, there is a need for consumer-friendly and fast
recharging methods. Wireless charging can potentially realize battery-less Internet
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of things (IoT) and eliminate the need for external power cables or periodic battery
replacements.

Some of the shortcomings of state-of-the-art wireless charging are: (i) need for
direct contact betweenwireless charger and receiver during inductive-based charging
that imposes location constraints and less freedom, (ii) low charging speed, (iii) low
charging ranges, and (iv) lack of a distributed system, intelligent controller, and
real-time adaptability to energy demands.

In this book chapter, we introduce our vision of a software-definedwireless charg-
ing system called DeepCharge, for intelligent charging. The proposed architecture
relies on a combination of controllable software and hardware. Specifically, pro-
grammable energy transmitters (ETs) and energy harvesters (EHs) are the main
components of a network architecture that provides wireless charging without the
need for a fixed power source or charging cable. This design can enable high charging
rates and untether electronic devices from the constraints of cables and power sock-
ets, leading to flexibility of deployment and ease of maintenance. In this chapter, we
present the system architecture, the system prototypes for both indoor and outdoor
scenarios, extensive experimental studies, research opportunities and challenges, and
future directions.

DeepCharge allows carefully controlled energy beamforming from distributed
dedicated ETs to increase the charging ranges and capacity of wireless energy trans-
fer. While this form of network driven energy delivery is highly controlled, it also
utilizes the RF ambient power (mainly applicable in the outdoor scenarios) to power
the IoT devices whenever possible. The growing interest and demands on mobile
services have resulted in a constant increase of the installed base stations (BSs)
worldwide. It is predicted that cellular coverages will increase to over 95, 90, and
65% of the world population, respectively, by 2019 [3]. With such rapid scaling of
communication infrastructures, cellular and TV signals may soon become impor-
tant sources of pervasive ambient energy. This can also become a game-changing
localized energy source as base stations become smaller and start to be deployed
in high densities in both urban and rural areas. While ambient energy harvesting
has the advantage of scavenging existing pervasive radiation without any need of
dedicated transmitter, how much energy can be effectively delivered is subject to
the characteristics of the surrounding environments, schedule followed by the base
stations and mobile users, underlying dynamic channel characteristics, line of sight
and blockages, and distance to the ambient sources. All these factors are considered
in the adaptive resource management feature integrated within DeepCharge.

The contributions of the proposed DeepCharge network architecture are three-
fold: First, we enable energy transfer through the distributed action of multiple ETs
emitting radio frequency (RF) radiation. We demonstrate prototypes for both indoor
and outdoor scenarios, accompanied by extensive experimental studies. Second, we
present the evolution of our RF energy harvesting circuits leading to a design that
can operate at very low levels of input RF signal strengths for ambient harvesting and
also high power levels. Our circuit not only harvests energy intentionally transmitted
in the license-free industrial, scientific, and medical (ISM) 2.4GHz and 900MHz
band, also used by Wi-Fi, Bluetooth, by dedicated energy transmitters, but can also
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scavenge ambient energy present in the cellular GSM and LTE bands. Third, we
develop a software controller that schedules multiuser wireless charging and adapts
optimal sequence and duration of energy beams to the energy needs. In particular, the
software platform remotely manages the hardware profiles, resources (e.g., energy
waveforms and transmission powers), and coordinates the actions of multiple energy
transmitters so that the net result in a focused energy targeting a particular sensor.

The DeepCharge architecture offers higher levels of adaptation and reconfigura-
bility for wireless charging through software-defined architecture with controller
software and programmable ETs, and higher wireless charging rates and distances
through spatially distributed wireless beamforming compared to omni-directional
RF energy transfer. The DeepCharge system provides convenience regarding the
charging IoT devices with varying and high demanding charging needs and impacts
scenarios where city-wide deployed sensors may not have access to sunlight and are
impaired by dust/snow accumulation on solar panels. In such cases, sensors powered
by ambient cellular transmissions would be critical.

The rest of this chapter is organized as follows. Section2 gives background infor-
mation and a summary of the most relevant works. This is followed by a description
of the DeepCharge architecture in Sect. 3. Our indoor and outdoor implementations
as well as the evolution of our energy harvesting circuits are detailed in Sect. 4.
Section5 discusses the RF exposure safety and FCC regulations, and Sect. 6 provides
a summary of emerging research challenges for software-defined wireless charging
systems. Finally, Sect. 7 concludes our work.

2 Related Works

2.1 Energy Harvesting-Powered IoT

First, we discuss important works regarding traditional energy harvesting-powered
IoT systems. Solar is one of the earliest candidates for energy harvesting in sensor
networks, since it offers high energy density among the ambient options, and is avail-
able in a wide range of sizes and power levels [4, 5]. In [6], a solar energy harvesting
module is used to establish a solar-powered network where some nodes can receive
and transmit packets without the need to consume their limited battery resources. In
[7], a solar energy harvesting system based on the principle of photo-voltaic effect is
proposed. In addition, a new recharging circuitry, which can reinforce the lifetime of
the nodes, is designed to recharge its battery when the charge drops below a thresh-
old level. Brunelli et al. [8] utilizes the automatic maximum power point tracking
at a minimum energy cost by minimizing the size of harvesters photo-voltaic mod-
ules. The proposed harvesters power consumption is less than 1 mW. In [9], the
authors proposed a new low-power maximum power point tracker (MPPT) circuitry
for sensor network, which transfers the energy in nonoptimal weather conditions.
The integrated solar energy harvester presented in [10], scavenges the energy using
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an array of photo diodes, fabricated with storage capacitors on a chip. Despite the
benefits of solar harvesting, it has a major drawback of operation only in the presence
of direct sunlight.

Another practical source of energy harvesting ismechanical vibration. A vibration
energy harvester, presented in [12], scavenges electricity from the force exerted on
shoes during walking using piezoelectric crystals. An example demonstration of
vibration energy harvesting from the ambient environment is proposed in [13] to
drive an autonomous wireless condition monitoring sensor system (ACMS). This
system generates average 58W in a volume of only 150mm3 at 52MHz, when
the system is used with ACMS. This system has commercialized as an industrial
air compressor and an office air conditioning unit. In [14], the aim is to achieve
higher than 10W per day when the person wears the watch and moves the hand. The
important aspect for vibration energy harvesting is the size of the generator. [15]
presents a mechanism to gather energy based on motion-driven generator with linear
motion of the proof mass. According to the experiments, with 0.25mm3 generator,
the device is able to generate power between 1 and 4 W. With an 8cm3 generator,
the power between 0.5 and 1.5mW is measured as an output.

Wearable devices can be powered with human body energy harvesting. One of the
approaches is to power devices from human body heat. According to [16], the first
thermo-electric device utilizing this concept was demonstrated in 2004. Interuniver-
sity Microelectronics Center (IMC) fabricated a watch-size thermo-electric gener-
ator, which can scavenge energy using human body heat to generate about 100W
under normal activity. Moreover, IMEC has developed a wearable (headphone type)
battery-less wireless two-channel electroencephalography (EEG) system, which is
powered by heat and ambient light. This system can generate more than 1mW, on
average, in an indoor environment while consumes only 0.8mW [17]. Recently, the
research community has started to focus on improving efficiency of these thermo-
electric devices. In a recent study presented in [18, 19], thermal impedance matching
as well as electrical impedance matching are two important aspects of improving the
performance of thermo-electric devices affixed to the human body.

Wireless energy transfer for powering IoT devices has received significant atten-
tion in the recent years, with comprehensive classification and surveys on this topic
presented in [22–24, 83]. However, the concept of wireless energy transfer is not new
and was proposed first by the Nikola Tesla back in 1899. Based on Teslas research,
W.C. Brown introduced and developed the first rectenna, which is a type of voltage
rectifying antenna in the 1960s. The first experimental results on the rectenna in
1963 reveal an efficiency of 50% and output 4WDC and 40% at output 7WDC using
23GHz as the operational frequency. Additionally, devices were developed based
on microwave power transmission (MPT) from 1964 to 1975, such as using MPT in
helicopters and design of further refined rectennas whose efficiencies ranged from
26.5% at 39WDC to 54% at 495WDC with amplitron, an oscillator (or a genera-
tor of microwaves) that could amplify a broad band of microwave frequencies, at
2.45GHz [20]. Many researchers recently have focused attention on RF energy har-
vesting, despite its low energy density. A wireless battery charging system using RF
energy harvesting was studied in [25]. In the study, a cellular phone can be charged
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with the charging rate of 4mV/s at a frequency of 915MHz. RF energy harvesting
with ambient sources is presented in [26], where the energy harvester can obtain
109W at 800MHz from daily office workers’ routine in Tokyo. A new design for
remote telemetry based on RF energy harvesting was proposed in [21]. The design is
capable of generating and delivering RF energy for down-hole telemetry systems that
is used for monitoring levels of underground water and fossil fuel sources, using con-
ductive pipes radiating RF signal. Consequently, the down-hole telemetry systems
may be converted to wireless systems with the help of this design.

Among the recent works, [72, 73] design and develop a communication system
for data over energy transfer, and [75, 79] introduce techniques for multi-hop energy
transfer. In the case of in-band energy and data transfer, [76] provides a routing
protocol and [80, 85, 86] design medium access controls that address challenges of
how and when should the energy transfer occur. These works address research chal-
lenges at the protocol level such as the impact of energy communication over data,
when schedule energy transfer, decide and assign right priority for energy transfer,
and allocate optimal frequencies that maximize received power. Thus, energy trans-
fer becomes a complex medium access problem that needs to address additional
parameters such as battery level, wave propagation effects, and energy harvesting
efficiency characteristics in addition to the classical link layer problem that aims to
achieve fairness in the channel access. Furthermore, the act of multiple concurrent
energy transfers introduces both constructive and destructive interferences among
RF waves from different ETs. Being able to compute the harvestable energy at a
given point in space is nontrivial, and depends on the relative distance of active ETs
as well as path loss information. Analytical frameworks have been developed for
sensor networks with multiple ETs to model the distributions of wireless charging
times [82], node lifetime [81], and harvestable RF energy [78]. In addition, RF-
powered IoT networks with concurrent data and energy transfer [74, 84] and mobile
chargers [87] have been experimentally studied.

Common areas where RF energy harvesting concept is utilized includes passive
radio frequency identification (RFID) and passive RF tags. RFID and RF tags contain
a device powered by propagating RF waves [27, 28]. In [29], the authors investigate
the feasibility and potential benefits of using passive RFID as a wake-up radio.
The results show that using a passive RFID wake-up radio offers significant energy
efficiency benefits at the expense of delay and the additional low-costRFIDhardware.
Recently, prototypes for such RF harvesters have been developed in both academia
[30, 31], as well as commercial products in the industry [32].

2.2 Distributed Wireless Energy Transfer

Early wireless charging efforts mainly involves single-antenna omni-directional
energy transfer and multi-antenna beamforming with a single transmitter/base sta-
tion.However, nowadays,manycommunication systems are equippedwithmore than
one transmitter, and also the need for distributed beamforming is emerging. Yang
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et al. [55] has introduced an adaptive energy beamforming scheme using imperfect
channel state information (CSI) feedback in a point-to-point multiple-input single-
output (MISO) system. It maximizes the harvested energy while taking into con-
sideration balancing the time resource used for wireless power transfer and channel
estimation. Additionally, [56, 57] have studied energy beamforming in multiuser
systems. Sun et al. [56] considered a TDMA-based MISO system and modeled a
joint time allocation and energy beamforming design as a non-convex programming
problem to maximize the system sum-throughput. Moreover, [58] has introduced a
novel signal splitting scheme at the transmitters that optimize the rate-energy trade-
off and exploits collaborative energy beamforming with distributed single-antenna
transmitters.

2.3 RF Energy Harvesting Circuits

We have seen recently interesting developments in higher efficient energy harvesting
for dedicated and ambient RF source with a diverse range of input powers from low
to high. Table1 summarizes and compares some notable works.

Park et al. introduced an RF energy harvesting design with an efficiency of 78%
at more than 10 dBm using a dedicated RF source [37]. Scorcioni et al. [38] designed
a circuit with 40% efficiency at inputs higher than−10dBm. Le et al. [39] integrated
a CMOS-based RF-DC power converter to obtain 60% efficiency at −8dBm. On
the other hand, [40] proposed a dual-stage design to operate both in the high input
power and the low input power ranges up to 20dBm. Furthermore, ambient RF
energy harvesting circuit designs from sources such as Wi-Fi, cellular base stations,
and analog/digital TV have been advanced in the form of single circuit and array
of circuits. Nishimoto et al. [44] has demonstrated a sensor node that harvests from
TV transmitters. Vyas et al. [45] harvest single-tone digital TV signals at a distance
of 6.3km from the source, and showed a circuit with a peak efficiency of 20% at
the input power of −3dBm. Additionally, [47] presented a self-powered sensor at
10.4km from the source by harvesting digital TV signals.

Harvesting power from multiple frequency bands simultaneously is an emerging
concept with some notable works on [43, 48, 50, 51], where multiband array recten-
nas have multiple antennas tuned to the individual bands. On the other side, [52]
showed a multiband rectifier with a wideband antenna, instead of multiple antennas,
and a summation network is described in that enables combining power from these
rectifiers, even if all bands are not available at the same time in the environment.

2.4 Wireless Software-Defined Networking

Software-defined networking (SDN) defines a new architecture that allows the uti-
lization of one or multiple controllers to manage the resources in a network. The key
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Table 1 Comparative evaluation of state-of-the-art RF energy harvesting circuits and systems

Related work Frequency band Peak conversion
efficiency

Matching
architecture

Technology

Keyrouz [35] DTV
(470− 810MHz)

NA L matching
network

HSMS-282C
HSMS-285C

Parks [36] DTV (539MHz)
ISM (915MHz)
267, 400, 600,
900 and
1350MHz

25− 30% @
−10dBm
5− 10% @
−10dBm

L Matching
Network

HSMS-285C

Scorcioni [38] ISM (868MHz) 58%@−3dBm NA 130 nm CMOS

Nintanavongsa
[40]

ISM
(902− 928MHz)

NA NA HSMS-2852
HSMS-2822

Liu [43] GSM900
(915MHz)
GSM1800
(1800MHz)

30% Transmission line HSMS-2850
ATF34143

Nishimoto [44] DTV
(512− 566MHz)

8% @ 10KΩ NA NA

Vyas [45] DTV
(512− 566MHz)

19.5% @ 1M Ω L matching
network

NA

Shigeta [46] DTV
(512− 566MHz)

7% @ 470K Ω L matching
network

SMS-7630
HSMS-286C

Parks [47] DTV (539 MHz)
Cellular
(738MHz)

23% @
−8.8dBm 26%
@−18dBm

NA Seiko S-882Z IC
Charge Pump

Powercast 2110B
[49]

ISM
(902− 928MHz)

NA NA CMOS

Pinuela [51] DTV
(470− 610MHz)
GSM900
(925− 960MHz)
GSM1800
(1805−
1880MHz) 3G
(2110−
2170MHz)

40% @ −25dBm
(end-to-end)

L Matching
network

SMS-7630

Stoopman [53] ISM (915 MHz)
and ISM(886−
908MHz)

40% @ −17dBm NA 90nm CMOS

Assimonis [54] ISM (868MHz) 9% @ 10K Ω Transmission line
(Microstrip)

HSMS-285C

idea here is to decouple the control decisions from the data plane (e.g., switches and
routers), enable remote management of programmable hardwares, and dynamically
configure and update the networked devices over their operational lifetime. However,
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SDN has been mainly applied in the areas of wired networks [65], data centers [67],
and recently, in wireless networks such as underwater [68] and 5G [66].

A detailed survey on wireless software-defined networks can be found in [59–61]
where SDN is utilized to address different challenges, such as dynamic interference
management, congestion control, load balancing, enhancing scalability and global
view of network, and enabling multiple wireless network coexistence. Addition-
ally, there is a symbiotic relationship between SDN and software-defined radios
(SDRs). SDRs provide a radio communication system that can be reconfigured
and reprogrammed completely by the user. This allows programmable physical and
MAC layers, and replaces hardwares such as mixers, filters, amplifiers, modula-
tors/demodulators, and detectors by software programs. Accordingly, SDRs can be
a complementary solution to SDN. Macedo et al. [62] and Jagadeesan et al. [63]
discuss the role of SDRs within wireless SDN environments.

Furthermore, network programmability as a feature through the integration of
SDRs and SDN has been studied in works such as [61, 64]. Moreover, [66] pro-
poses SoftAir, a system for software-defined underwater networks, and discusses the
benefits and the essential management tools for underwater SDN-based networks.
Finally, an architecture for wireless SDN (called software- defined wireless virtual
network (SDWVN)) has been introduced in [69], where the authors propose a system
with three layers such as a physical network (L1), virtualization function (L2), and
virtual (L3).

Given the many benefits of SDN, DeepCharge is built atop the control model
defined by an SDN to realize the next-generation wireless charging paradigm. As we
will demonstrate in the sections below, it is a viable method to power IoT networks,
and to best of our knowledge is the first work on this area of SDN-based energy
transfer.

3 DeepCharge Architecture Design

As shown in Fig. 1, DeepCharge consists of IoT devices (i.e., sensor nodes, wearable
devices, etc.), multiple energy transmitters, and ambient sources such as TV and
cellular base stations. There are two sources of energy to power the IoT devices.
Intelligent beams from a set of ETs and ambient energy from cellular/TV base sta-
tions. The ETs jointly forms a highly focused power in the form of energy pulse and
target it to a device for a determined duration. Each sensor is equipped with an energy
harvesting circuit which is capable of harvesting energy at different frequencies from
ambient and RF beams and converts them to DC power for device operation. A new
device can register/authenticate itself to the server controller before receiving the
energy. The RF harvesting circuit is tunable to allow harvesting from frequencies in
ET and ambient bands. DeepCharge allows ETs to emulate a software-defined and
scalable virtual multiple-input multiple-output (MIMO) system that can transmit N
concurrent streams to one or more devices that may give an improvement up to N2

in the gain of the received power compare to noncooperative single ET action.
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Fig. 1 Overview of DeepCharge architecture

Figure2 depicts the architecture and interactions of DeepCharge that consists of
three layers: controller, software-defined energy and data, and hardware. Distributed
wireless chargingbehavior canmore effectively be controlled in the centralized server

Fig. 2 The layered architecture and interactions of DeepCharge
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rather than using custom configurations in different devices scattered across the net-
work in order to mitigate interference and optimize performance of energy transfer.
At this layer, throughmanagement commands generated by querymanagementmod-
ule, the server can configure network elements and transmission parameters, enable
self-healing capabilities by detecting and controlling energy interference, power out-
age, and faulty elements, and manage data and energy duty-cycle durations.

To this end, “device localization and registration database” module keeps the
records of active devices and their locations, and “energy demands learner” estimates
the upcoming energy consumptions based on active data traffic rates, and history of
energy demands. Additionally, “energy distribution optimization” module acts for
optimizing energy transfer flows over the network while satisfying the estimated
energy needs, and “beam scheduling” module handles time scheduling of the beams
accordingly.

In the second layer, software-defined energy interfaces are utilized by the server
to implement the different behavior policies. This interface allows for effective virtu-
alization of the access network and the best dynamic use of available resources. This
layer is responsible for managing physical energy beamforming (e.g., beamforming
matrix) through energy wave management and feedback manager, frequency and
phase synchronizations, unified control of energy and data access, and signal pro-
cessing tasks. The functionality of modules related to this layer has been discussed
in Sect. 4.1. Finally, the hardware layer is responsible for generating the initial end-
device registration requests, energy requests when the battery of an IoT end-device
goes below a threshold or needs more energy, and energy level updates of the end-
device. In addition, it reports feedbacks such as measured received signal power and
channel state information (CSI) and sensor local data.

DeepCharge system architecture provides several advantages. First, it supports
the abstraction of the energy and data from the control plane, which results in less
complexity, and brings more flexibility into charging system. Moreover, it allows
intelligent management based on traffic flows by integrating wireless energy transfer
with time-varying traffic and energy demands at the server. In particular, devices
may have spatially and temporally varying energy needs based on their application-
specific requirements and locations. These different energy needs require different
energywave allocations, tailored to each specific device. The controller uses the latest
aggregated energy updates and status of devices to schedule energy beam durations
to support current needs. The controller can perform energy transfer optimizations
for a large number of deployment scenarios, also considering any global interference
scenarios between groups of ETs controlled by different users or installed by distinct
establishments. The set of target devices that are served at any given time and the
schedules of the distributed energy beamsmay change adaptively, based on the energy
demands and energy status of network notified to the software controller.

Therefore, DeepCharge deals with traffic bursts and manages short-term and
long-term energy load balancing among ETs as well as IoT devices. Furthermore,
it supports dynamic energy beamforming allocation/scheduling and allows imple-
mentations such as (i) determine and control who gets energy, when and for how
long; (ii) choose the level of granularity of charging; (iii) dynamically adjusts trans-
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fer power to cover needed nodes; (4) shut down or lower the power of ETs to save
energy. In addition, the majority of the state-of-the-art resource allocation solutions
for wireless charging systems as well as wireless software-defined networking is
application-dependent and based on meticulously designed heuristics. However, the
complexity of heuristics for real-world resource management scales exponentially
with the number of devices. In addition, the scalable wireless systems are complex
and often impossible to model accurately. For instance, the capacity of energy trans-
fer varies with ET transceiver characteristics, frequencies of operation, interactions
with other devices, and interference on shared resources such as channel, network,
etc. Accordingly, DeepCharge can utilize collected global view of the system such as
the RF environment, system states, and network operational constraints tomake deci-
sions directly from experience. To this end, the controller could use a combination
of machine learning and multi-objective optimization to provide a viable alternative
to human-generated heuristics. The decisions can be diverse such as (i) modifying
channel access parameters at the link layer, (ii) switching to a different transmis-
sion scheme at the physical layer (iii) switching between MIMO beamforming and
distributed beamforming, (iv) scheduling duration of beams and ETs groups, and
(vi) changing the role/task assigned to individual ET or a group of ETs. Finally, we
believe the proposed architecture is a perfect fit for enabling wireless charging as a
service in 5G and D2D communications.

4 System Prototypes

4.1 Distributed Indoor Development

Commercially available wireless charging systems are not distributed and have lim-
itations such as low charging rates, need line-of-sight alignment, and close contact
with the device. To address these challenges, we developed our DeepCharge pro-
totype as a proof of the concept, which powers nodes through distributed energy
beamforming. Figure3 shows the setup, and consists of the following components
(1) programmable ET, (2) RF energy harvester circuit, and (3) controller software.
Our programmable ET is based onUniversal Software Radio Peripheral (USRP) [33]
B210 connected to a 750− 950MHz 10W HPA-850 RF bay power amplifier [89].
The RF energy harvester has been fabricated and connected to a sensor device (e.g.,
TI EZ430) to convert RF-to-DC with high efficiency [34].

The software plane has been implemented in the USRPs and executes distributed
energy beamforming algorithm to synchronize both phase and frequency, and maxi-
mizes the received power at the desired receiver using a power amplifier with maxi-
mum allowable power [88, 90, 91]. Based on the feedback from the target, ETs create
a virtual antenna array and focus their signals toward the node, such that the emit-
ted waveforms add up constructively at the target. Each ET uses extended Kalman
filter [92] to continuously correct the frequency offset between its carrier frequency
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Fig. 3 The experimental setup of DeepCharge for indoor scenario

and the feedback as a reference signal. The energy harvesting circuit converts the
incident RF energy into DC voltage stored in the capacitor. The sensor estimates the
received signal strength (RSS) of the net incoming signal and broadcasts a single bit
to all the ETs to indicate whether this value is higher or lower than that measured
in the previous time slot. If the RSS is higher, the ETs update this information and
perturb their phase setting using the last setting as the baseline. If the RSS is lower,
the ETs revert their phase selection to that of the previous time slot, before beginning
the subsequent round of phase perturbation. This randomized ascent procedure is
repeated until the ETs converge to phase coherence [93]. Figure4 shows the results
of the energy beamforming for two ETs, and improvements of the received power.
There is a synchronization period for phase adjustments among ETs, where the sys-
tem converges to an optimal value in a few seconds time using the sensor-generated
feedback.

The RF energy harvesting circuit contains four components: antenna, impedance
matching network sub-circuit, four-stage diode-based Dickson voltage rectifier, and
3300 μF capacitor for energy storage. The impedance matching network sub-circuit
with adjustable capacitorsmaximizes the energy transfer andminimizes power reflec-
tion between the antenna and voltage rectifier. For efficient DC conversion, we
designed a four-stage diode-basedDickson voltage rectifier by choosing the Schottky
diode that operates with quick activation time and lower forwarding voltage drop as
the nonlinear component of the rectifier. The 3300 μF capacitor is used to store the
energy from the voltage rectifier, which serves as the energy storage for operating
the TI EZ430 sensor.



Next-Generation Software-Defined Wireless Charging System 517

Fig. 4 The received energy comparison according to number of ETs and phase synchronization
period

Fig. 5 Comparative charging time for different number of ETs with and without beamforming

As shown in Fig. 5, the net conversion efficiency depends upon the accurate phase
matching of the ETs and the circuit design. Once the voltage across the capacitor
reaches 3.6 V, the devices disconnect from the charging and resume their normal
operation. Furthermore, Fig. 6 shows the instantaneous harvested voltage that has
been measured at the output of RF energy harvesting circuit for (a) beamforming-
enabled and (b) beamforming-disabled scenarios. It shows the level of harvested
voltage when only one ET is turned on, and then two ETs are transmitting. The
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Fig. 6 The instantaneous harvested voltage that has been measured at the output of RF energy
harvesting circuit for a beamforming-enabled and b beamforming-disabled

consistency of constructive interference in the case of our beamforming-enabled
implementation is demonstrated.

Finally, our specially designed middleware contains the software controller and
communicates with system components (USRPs and receivers) to schedule andman-
age the hardware resources. Devices and ETs send registration beacons that contain
their ID and a description of the functions supported by the discovered device in
a predetermined format. The controller then executes remote procedural calls and
invokes functions in the ETs, such as adjusting the center frequency, transmit power
levels, and stopping or starting beamforming operation, based on the energy status
of devices.

The controller implements different resource management and system adjust-
ments such has ET/device registration, adaptive energy allocation, and movement
and channel change adaptation. In ET/device registration process, the controller
parses all the incoming queries using query management module. If a registration
message is detected, controller extracts the request type/ID which refers to either
ET or device. Then it registers ET/device with its reported parameters that have
been included in the registration message accordingly in a host table (for ETs) or
guest table (for devices). The controller then sends appropriate ACK to ET/device
to inform successful completion of registration.

Figure7 shows the process of adaptive energy allocations. The controller con-
stantly monitors the registered devices for their change of energy discharging rates,
rates of ambient RF harvesting, and battery levels utilizing the energy updates from
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Fig. 7 Depicting the process of adaptive energy allocations based on RF ambient power and
discharging rate changes

devices. Each registered device through the RF energy harvester can observe and
monitors the level of ambient harvesting rate as well as battery level. When any
of these critical parameters goes below specific thresholds an energy request mes-
sage would be initiated from the device to the controller. Such message contains the
updated values of three fields: ambient energy, discharge rate, and battery level. The
controller accordingly classifies the devices based on their conditions into different
priority levels. It then determines the best set of ETs to serve the highest priority
devices by checking the energy transfer table. The energy transfer table contains the
end-to-end RF-to-DC conversion efficiency for each set of ETs device. This number
is a function of a number of parameters including distance between ETs and receiver
device, RF-harvesting circuit, and transmission power. In the initialization phase, the
controller estimates these rates using measured harvested powers that are reported
from the devices. After updating the best set of ETs and highest priority devices,
the controller recalculates the optimal energy beamforming scheduling, and send
commands to ETs regarding their schedules/parameters.

In the process of adaptations to anydevicemovement andwireless channel change,
each ET receives feedbacks from its target device. These feedbacks can be utilized
to estimate the channel and the arrival phase of signals transmitted between the ET
device. ET determines any changes in the channel or location change of the energy
receiving device through this estimated phase, and update the feedback and steer-
ing matrices to provide continuous and accurate energy beamforming. ET informs
controller about new changes and the energy transfer table would be updated accord-
ingly.
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Table 2 Summary of Boston ambient RF power measurements over 40 subway stations

Band GSM850 GSM1900 LTE730 LTE740 DTV

Frequencies
(MHz)

869–894 1930–1950 734–744 746–756 494–584

Average (mW) 1.8153 0.1335 1.4193 1.4029 0.0547

Maximum
(mW)

10.3474 0.5226 13.0601 19.1625 0.3038

Median (mW) 0.7938 0.0821 0.2869 0.0825 0.0362

StDev 2.4500 0.1351 2.9876 3.5793 0.0610

Fig. 8 a The charging times according to existence of ambient and beamforming harvesting power,
b Percentages that each ambient channel wins the highest measured power over all subway stations

4.2 Self-powered Outdoor Development

The importance of outdoor RF energy harvesting is motivated by the recent improve-
ments in RF-to-DC conversion efficiency at low input powers [41], RF outdoor sur-
vey studies [42], constant increase of the installed base stations (BSs) worldwide,
and increasing advancements in energy efficiency of sensor devices. Next, we have
extended DeepCharge system to outdoor scenarios where it utilizes ambient energy
harvesting as described in Sect. 4.1. To this end, we first conducted a systematic study
of RF energy availability in the Boston city, and then built and optimized our outdoor
prototype.

For the first round of experiments, we have conducted a city-wide RF spectral
survey at GSM850, GSM1900, LTE730, LTE740, and DTV bands within the Boston
area. Our ambient spectrum studies were undertaken from outside of 40 subway
stations at street level as survey points that are distributed in the city to measure
the available RF power within each ambient band. We used a USRP device with a
WBX antenna manufactured by Ettus Research LLC [33], and it was calibrated in
the laboratory with the Agilent N9000 signal analyzer. The banded input RF power
in mW is calculated by summing and averaging over all received power across
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Fig. 9 Levels of average RF
power at subway stations,
universities, museums,
shopping centers, parks in
Boston city

the band in a similar way the spectrum analyzer calculates channel power. Table2
summarizes our results across all subway stations indicating the frequencies, average,
maximum, median, and standard deviation for all banded power measurements. It
can be observed that RF ambient powers can be relatively high and suitable for
harvesting. Based on our survey, Fig. 8a compares the charging times needed to
power a Nordic nRF51822 low energy Bluetooth radio for transmission of one packet
in three scenarios: (i) ET wireless transfer without any ambient harvesting, (ii) ET
wireless transfer with ambient harvesting at LTE 730 MHz, and (iii) ET wireless
transfer with ambient harvesting at GSM 850 MHz. Additionally, we found that the
percentages of each ambient RF signal band where the highest power is measured
is composed of 46, 5, 30, 16, and 3% for GSM850, GSM1900, LTE730, LTE740,
and DTV, respectively, as a fraction of all sample locations, as seen in Fig. 8b. This
implies that 92% available ambient RF power is contributed byLTE700 andGSM850
bands.

Using insights from our initial survey, follow-up rounds of experiments have been
conducted using the RF energy harvester to measure the available ambient RF power
at LTE700 and GSM850 bands within six different locations of Boston, such as uni-
versity areas, museum, shopping centers, outside of the subway station, park, and
concert theater. These locations have been selected to help us comprehend the dispar-
ities and similarities among results in terms of geographical terrain and population
distribution and densitywhen investigating the energy level in such environments.We
used our RF harvesting circuit [40] with a PCB Log Periodic antenna, and Sinometer
VA18B Multimeter with RS232 USB Cable that is connected to a laptop to record
the instantaneous output voltage of the energy harvester. Using Agilent N5181MXG
RF signal generator and Agilent E5061B vector network analyzer, we created a map
between output voltages and input powers, and use them to estimate the incident
ambient RF power signals.

The measurement samples were obtained with a 30-min section at each location
and each section is repeated over the morning of 5 days. The dataset from our survey
of the signal strength distribution in Boston is shown in Fig. 9 which summarizes
average ambientRFpower levels for LTEandGSMfrequencies over a set of locations
withmaximum andminimum values. Accordingly, our proposed RF-EH circuit must
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Fig. 10 Comparative illustration of ambient RF power levels and charging times between two
locations of Ell Hall and MFA in Boston city

be responsive to a power range between−25 and 0 dBm.The amount of power aswell
as the fluctuations of ambient RF signals are location-dependent and may vary over
time due to physical obstructions in the path, such as multipath fading, attenuation
from buildings, reflections, etc. Figure10 compares ambient power and charging
times for two locations: Ell Hall and Museum of Fine Arts (MFA) in Boston. It can
be observed that Ell Hall location provides a steady level of power while MFA shows
significant fluctuations that have resulted in longer charging time with lower speed.

Figure11 shows two nodes in our outdoor DeepCharge system prototype, where
we have used 6 dBi wideband log-periodic antenna connected to the energy har-
vesterwith twoTI eZ430-RF2500master/slavemoteswith an ultra-lowpowermicro-
controller TIMSP430F2274, and 2.4GHz CC2500 radio chip. Similarity, the experi-
mentswere conductedwith a 30-min section and repeated over themorning of 5 days.
We demonstrate the feasibility of battery-free communications through integration of
a two-step charging process within the slavemote: harvest-only and harvest-transmit.
We first charge and store ambient power up to 3.6 V, and then follow a duty-cycling
mechanism of harvest and data communication. This allows the storage of ambient
RF energy in the capacitor by switching between its operational sleep and active
modes. During the data communication cycles, the slave sensor periodically wakes
up and transmits sensed data, including temperature and voltage values to the master
sink and goes back into the sleep state. The master node sends the information to the
cloud. In the sleep mode, sensor consumes a current between 7.4 and 15 μA, and
in the active mode between 103.7 and 210.3 µA. The slave mote is programmed to
operate between 1.8 and 3.6V to ensure that the sensor cannot enter a nonoperational
state. Our design can power a TI eZ430RF2500 sensor continuously in battery-less
mode (or active mode) as well as it can harvest and store energy from the ambient RF
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Fig. 11 The setup of
DeepCharge for
self-powered outdoor
scenario

power source at the same time. The battery-free operation is shown in Fig. 12 with
the charging and data communication (i.e., discharging) duty cycles. It demonstrates
the sufficiency of GSM harvested power over charging cycle in front of Ell Hall to
provide enough energy for transferring the sensed data over next communication
cycle.

4.3 RF Energy Harvesting Circuit Design

RF energy harvesting relies on the energy contained in the RF fields generated by
electromagnetic wave transmitters. Conceptually, this energy is captured and con-
verted into functional DC voltage using a specialized circuit directly connected to a
receiving antenna. Although this technique has least energy intensity compared to
other energy harvesting systems, RF energy harvesting systems have many useful
features, not present otherwise. Such systems can be used in any location that has a
high incidence of strong ambient RF waves, or in specific applications where there
is a presence of a dedicated transmitter. Hence RF energy harvester is generally not
dependent on time of the day, geographical aspects of the region, weather condi-
tions etc., which must be considered in other examples of energy harvesting systems
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Fig. 12 Depicting charging and data communications cycles with capacitor voltage, when a sensor
node periodically wakes up during an outdoor experiment

Fig. 13 Overview of RF energy harvesting circuit design

including solar, and wind energy. RF energy can also be used to drive more than one
device at the same time.

Figure13 depicts the components of RF energy harvesting circuit. The voltage
multiplier converts incident RF signal into DC power. Impedance matching network
consist of inductive and capacitive elements that maximizes the power delivery from
the antenna to voltagemultiplier. Smooth power load is provided by an energy storage
which can be used for durations when external energy is not available. However,
a complex interplay of design choices must be considered together. For example,
increasing the stages gives higher voltage at the load, but it also reduces the current
through the final load branch, and thus result in charging delays. On the other hand,
while fewer stages of the multiplier ensure quick charging of the capacitor, the
generated voltage might become low and insufficient. Similarly, a slight change
in the matching circuit parameters can change significantly the optimal frequency
range for harvesting, often by several MHz. Thus, a complex interplay of design
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choices must be considered together. In this section, we discuss the most important
parameters in our optimal design of RF energy harvesting circuit.

Rectifier Topology: We choose a Dickson topology that provides connected
capacitors in parallel, reduces the circuit impedance, and facilitates the matching
of antenna side to the circuit load.Choice of Diodes: Operating with weak input sig-
nals is one of the crucial requirements in the design of RF energy harvesting circuits.
Diodes with lowest possible turn-on voltage are preferable since the peak voltage of
the AC signal obtained at the antenna is much smaller than the diode threshold [94].
Additionally, diodes with a very fast switching time needs to support harvesting sig-
nals at high-frequencies. We use Schottky diodes that have a metal–semiconductor
junction and allows the junction to operate much faster and gives a forward voltage
drop of as low as 0.15V. Number of Stages: The number of rectifier stages has a
major influence on the output voltage of the energy harvesting circuit. Each stage is
arranged in series as a modified voltage multiplier, and output voltage relates directly
to the number of stages. Due to the parasitic effect of the constituent capacitors of
each stage, the voltage gain decreases as the number of stages increases. To cap-
ture this impact, we conducted measurements using Agilent ADS with sweeping
input powers from −20 dBm to 20 dBm and circuit stages from 1 to 9. Figures14
and 15 show the impact of the number of stages on the efficiency and output volt-
age of energy harvesting circuit, respectively. The circuit stage in the simulation is
a modified voltage multiplier of HSMS-2852, arranged in series. Accordingly, we
observe that as the number of stages increases the circuit yields higher efficiency, but
for higher stages, the peak of the efficiency curve shifts towards the higher power
region. The voltage plot shows that higher voltage can be achieved by increasing the
number of circuit stages, but a corresponding increase in power loss is introduced
into the low power region.

Impact of Load Impedance: Figure16 shows the impact of load impedance on
five-stage energy harvesting circuit, where each stage is a modified voltage multi-
plier of HSMS-2852, arranged in series. Here, we have simulated the effect of load
impedance on the efficiency using Agilent ADSwith a parameter sweep of−20 dBm
to 20 dBm and 1K� to 181K� for input RF power and load value, respectively. It
can be observed that the circuit yields to optimal efficiency at a particular load value,
and its efficiency decreases dramatically if the load value is too low or too high.
Over a sensor network operation, the motes draw different amount of current on dif-
ferent operation states: active (all radios operational), low-power (radios shut down
for short intervals, but internal micro-controller is active), and deep-sleep (requires
external interrupt signal to become active again) states. Impact of RF Input Power:
RF energy harvesting circuit consists of diodes and shows nonlinear behavior regard-
ing the input power. Accordingly, the impedance of circuit varies with the amount of
power received from the antenna. Figure17 presents the impact of RF input power,
ranging from −20 to 20 dBm, on the circuit impedance. A sharp bend at 5 dBm can
be observed that is due to this nonlinearity in operation.
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Fig. 14 Effect of number of stages on the efficiency of energy harvesting circuit

Fig. 15 Effect of number of stages on the output voltage of energy harvesting circuit

4.4 RF Energy Harvesting Circuit Evolutions

In this section, we describe the evolution of our RF energy harvesting circuit in the
form of three generation prototypes based on their performance characteristics and
usage for different application scenarios.
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Fig. 16 Effect of load impedance on the efficiency of energy harvesting circuit

Fig. 17 Effect of RF input power on the impedance of the energy harvesting circuit

4.4.1 First-Generation Design: Dual-Stage RF Energy Harvesting
Circuit

Our initial RF-EH prototype [40] consists of a dual-stage energy harvesting circuit
with a seven-stage and ten-stage design. Seven-stage is more receptive to the low
input power regions and ten-stage is more suitable for higher power range.

Figure18 shows the first-generation fabricated circuit based on a modified Dick-
son voltage multiplier. We employed two different diodes from Avago Technologies,
HSMS-2822 for high power design (HPD) and HSMS-2852 for low power design
(LPD). This circuit can power perpetuallyMica2 sensormotes aswell asTexas Instru-
ments MSP430G2553 with right duty-cycle configuration. As shown in Fig. 19, the
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Fig. 18 Overview of our first RF-EH circuit prototype
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Fig. 19 Efficiency comparison of simulation, prototype, and Powercast energy harvesting circuit

efficiency of this design for both the fabricated circuit and simulated PCB has been
compared with the commercial off-the-shelf high-efficient Powercast P1100 circuit.
Agilent ADS simulation with coplanar waveguide with the ground plane (CPWG) is
used to study the impact of the PCB. Figure19 shows our prototype and outperforms
Powercast P1100 largely between −20 and −7dBm.
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Fig. 20 The second RF-EH circuit prototype as a wake-up radio
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Fig. 21 Output voltage of RF energy harvesting circuit and potential wake-up delay

4.4.2 Second-Generation Design: RF Energy Harvesting Circuit
for Wake-Up Radio

Our second-generation RF-EH circuit prototype [77] is shown in Fig. 20 and acts
as a low-cost long-range wake-up receiver. Here, the energy harvesting circuit can
generate the pulse signal up reception of a wake-up signal and trigger the interrupt of
pin on a connected sensor mote. Figure21 compares the performance of this circuit
withWISPwhich is an RFID-based battery-free programmable sensing platform. As
shown in Fig. 21, our design can get a wake-up response at 19 ft with only 95s delay
and helps to reduce potential wake-up delay and performs much better than WISP.

Additionally, our second RF-EH circuit prototype has been adapted [70] as cost-
effective and long-range passive wake-up receiver for both range-based wake-up
(RW) and directed wake-up (DW) as seen in Fig. 22 . Here, it interfaces Texas Instru-
ments eZ430-RF2500 sensor board and achieves a wake-up range up to 1.16m with
+13 dBm transmit power. Furthermore, our empirical study shows that at +30 dBm
transmit power, the wake-up distance of the developed RW module is >9m. High
accuracy of DW is demonstrated by sending a 5-bit ID from a transmitter at a bit rate
up to 33.33 kbps. It has been shown that using a 3 Watts EIRP energy transmitter,
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Fig. 22 The second RF-EH
circuit prototype for RW and
DW passive wake-up radio

compared to a non-optimized design, an optimized design can increase the wake-up
range by up to 5.69 times.

Moreover, we have developed an independent wake-up receiver design for
DW [71] that is optimized for higher range as well as higher energy savings at
both wake-up transmitter and wake-up receiver. By balancing the trade-offs, our
optimized design can provide energy saving per bit of about 0.41 mJ and 21.40 nJ,
respectively, at the wake-up transmitter and wake-up receiver.

4.4.3 Third-Generation Design: Adjustable Ambient Rf Energy
Harvesting Circuit

The range of frequencies for harvesting ambient RF signals, e.g., digital/analog TV
and cellular is wide. In the case of array, circuits fabricatingmore than one circuit that
has been pre-tuned to distinct frequency does not allow addition or change of bands
after the circuit fabrication, and lacks adaptability to change in the RF input powers.
To address these issues, we propose a tunable single energy harvesting circuit [11]
that enables harvesting from a wide range of ambient RF signals at LTE 700, GSM
850, and ISM 900 bands. Figure23 shows the component of our circuit.

Our design enables free choice of any antenna with different characteristic
impedances, interfacing between antenna and rectifier, and powering of different
sensors regardless of load. This means independent of voltage rectifier from the
impedance of both antenna and load. It is a modified π tunable impedance network,
and allows ambient RF-EH circuit to select the excited frequency band based on the
ambient power.

Figure24 shows the power conversion efficiency (PCE) performance of our design
when connected to a TI eZ430 sensor mote. It can be observed that our circuit can
yield up to 48% of performance at sensor active state and more than 20% in the
passive state at specified frequency bands.
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5 RF Exposure Safety and Scalability Analysis

While RF wireless energy transfer technology is an emerging solution to address
issues related to battery, reliability, and energy management in next-generation IoT
networks, it is paramount to carefully design wireless charging systems that produce
RF power below the safety limits of the human body.

The proposed DeepCharge architecture is a promising tool to control and intel-
ligently manage all levels of RF exposures over small and large-scale networks. As
per FCC regulations [88, 90, 91], the maximum permissible RF exposure limits for
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Table 3 FCC limits for maximum permissible exposure

Frequency range
(MHz)

Electric field
strength (V/m)

Magnetic field
strength (A/m)

Power density
(mW/cm2)

Averaging time
(min)

0.3–3.0 614 1.63 1001 6

3.0–30 1842/f 4.89/f 900/ f 21 6

30–300 61.4 0.163 1.0 6

300–1500 – – f/300 6

1500–100,000 – – 5 6

Table 4 FCC limits for general population/uncontrolled exposure

Frequency range
(MHz)

Electric field
strength (V/m)

Magnetic field
strength (A/m)

Power density
(mW/cm2)

Averaging time
(min)

0.3–3.0 614 1.63 1001 30

3.0–30 842/f 2.19/f 180/ f 21 30

30–300 27.5 0.073 0.2 30

300–1500 – – f/1500 30

1500–100,000 – – 1 30

different frequency range are given in the below tables. Different organizations out-
side US provide similar regulations such as the European Telecommunications Stan-
dards Institute (ETSI) for Europe, and Ministry of Posts and Telecommunications
(MPT) in Japan (Tables3 and 4).

Here, the1 maximumpermissible RF exposure limit is expressed in terms of power
density mW/cm2 for certain average time duration. As an example, for the general
population (refer table above) in 900MHz frequency band, the power density limit for
30min average time is f

1500 = 0.6mW/cm2, whereas it is 1mW/cm2 for 2.4GHz
frequency band for the same 30min average time duration. Next, we show some
detailed analysis to manage RF exposures based on FCC regulations. The power
density Pd at a distance d can be determined as follows:

Pd = PTGT

4πd2
(1)

Assuming all ETs transmit with maximum power PT , the received signal after
will have a beamforming gain up to K 2, where K is the number of participating ETs.
Considering the FCC safety regulations, we can calculate the maximum number of
ETs which can participate in beamforming as below:

1Plane-wave equivalent power density, which has both E-field and H-field components. Equivalent
for far-field and near-field power density can be calculated based on: |Etotal |2/3770mW/cm2, and
|Htotal |2/37.7mW/cm2.
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Fig. 25 The numerical plot of received power at energy harvester (in dBm) versus number of ETs
for different separation distances

Kmax =
⌊√

Pd,lim

Pd

⌋
(2)

For example, if PT = 1 Watt, GT = 6 dB and d = 1m, the power density Pd =
0.032 mW/cm2. The FCC RF exposure limit for 900MHz is Pd,lim = 0.6 mW/cm2.
In this scenario, maximum number of ETs which can participate in beamforming is:

Kmax =
⌊√

0.6

0.032

⌋
= 4 (3)

The maximum allowed exposed RF power can be calculated using free space path
loss and Kmax as below:

Rmax = PT + GT + GR + 20log10(
λ

4πd
) + 20log10(Kmax ) = 23.24 dBm (4)

Figure25 illustrates the numerical plot of the received power at energy harvester
(in dBm) versus number of ETs for different separation distances. The blue horizontal
line shows the maximum permissible received power according to FCC regulations,
and will dictate the maximum number of ETs, which can participate in the wireless
charging.
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Next, we discuss the scalability of system and its constraints. DeepCharge archi-
tecture provides a high degree of scalability due to use of distributed beamforming
along software controller. Despite MIMO beamforming where multiple antennas
attached to a single device and provides a limited coverage and scale, the coverage
of DeepCharge increases dynamically by activation or addition of new ETs. In par-
ticular, K active ETs results in an increase of gain up to K 2 on the amount of received
power in comparisonwith a single energy transmitter and gain up to (K )2 − (K − 1)2

compare to K − 1 ETs, which directly translates to increase of charging coverage.
The main constraints in scalability here are as follows: (1) convergence time due
to phase adjustments of beamforming can increase by the addition of new ETs, (2)
maximum permissible RF exposure limits how many active ETs can operate at the
same time to guarantee safety regulations, and (3) higher number of ETs could result
in higher energy consumptions due to increase in channel estimations.

Figure26 depicts coverage scalability of distributed beamforming for different
number of ETs and received powers (20, 18, 15,13, 5, 3, and 0dBm) at the input ofRF-
EHwhich are enough to power TI eZ430-RF2500motes with ultra-low powermicro-
controller TIMSP430F2274, and 2.4GHzCC2500 radio chip. EachET transferswith
1 Watts at f = 900MHz and has linear gain 6 dB at both transmit and receive sides.
Figure26 shows how the system can scale by increasing the number of ETs and
cover longer charging distances. The convergence time for beamforming optimal
phase varies based on wireless channel conditions. For a set of experiments in our
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indoor testbed (Sect. 4.1), the average time has been measured 2.4 and 2.9 s for three
and five energy transmitters, respectively.

6 Research Challenges

In this section, we discuss the research challenges toward next-generation
DeepCharge-based architectures and systems.

1. Scalable Coordination of ETs: Distributed coordination among energy trans-
mitters through time, frequency, and phase synchronizations are one of the key
enablers of energy beamforming. As network scales, and need to ensure addi-
tive signal reception at the harvesting sensor, it becomes paramount to ensure
this coordination through low-overhead channel state estimation, feedbacks, and
cooperation among ETs.

2. Optimal ET Resource Management: In DeepCharge, energy transmitters are
programmable and can be allocated to a large pool such as spectrum bands,
transmission powers, beam durations, and beam schedules. As a result, there
are challenges to develop large-scale convex or non-convex resource allocation
algorithms such as beamforming weight design for spatial distributed ETs and
collaborative scheduling of energy beams, while maintaining low computational
complexity and fast convergence.

3. Energy Transfer Hand-offs: In DeepCharge, a hand-off might happen when a
usermoves from an area that covered by a group of ETs to another area that needs
to be covered with a different set of ETs. The frequency of hand-off depends
on the size of ETs and their associated coverage. Since the energy needs of IoT
devices change based on real-time traffic, the hand-off process design needs to
consider delay, jitter, and unequal priorities of the different nodes.

4. BeamformingOverheads: To improve energy transfer efficiency, feedbacks, and
control messages should be minimized for energy beamforming. The impact of
beamforming overheads becomes more significant as IoT networks are moving
towards denser deployment with more heterogeneous setups. The channel mea-
surements from all the transmitters to all the receivers is required a priori to
apply desired beamforming. The channel information must be collected at the
scale of tens of milliseconds for any real-time system. With the increase in num-
ber of transmitters and receivers, the process of collecting channel information
becomes a high overhead. Thus, a real-time distributed beamforming system
cannot rely on explicit channel feedback and it becomes necessary to utilize
advanced channel estimation techniques.

5. Optimal Placement of Energy Transmitters: The ET placement problem will
determine the required number of ETs and their locations while considering
on the available ambient RF power and average energy needs of IoT net-
work. Additionally, it directly impacts maximal energy coverage and capacity
of the wireless charging system. A more complicated placement problem can be
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considered, includingmultilevel clustering ofETswith hierarchicalmanagement
structure.

6. TimelyEnergyNeedsMonitoring andPredictions: IoT nodes have spatially and
temporally varying energy needs, based on their geographic location, participa-
tion in data forwarding, application-specific requirements and on the network
topology. It is important tomonitor the traffic rates and information on the energy
level of each node to schedule the duration and transfer power fromETbeams and
that from the ambient source that is adequate to support current node operations.
Furthermore, anticipating application-specific traffic demands (based in node-
initiated “energy reports”) can enable a safety-related energy guard and enhance
the network reliability by estimation and transfer of the power in advance.

7. Timely Adaptability: The most important requirement in the design of control
messages such as energy updates, command queries from controller, etc., is their
latency time. More specifically, while the considered network size is huge with
many traffic flows, how to design messaging protocol with fast convergent rate
and low latency are among the challenges that need an optimal design.

8. Circuit Design: The next-generation RF energy harvesting circuits need to oper-
ate optimally on multiband of frequencies (e.g., LTE, GSM, beamforming) with
respect to energy conversion efficiency (ECE). Selection of circuit components,
optimization of summation boards, and enabling cognitive energy harvesting by
ultra-low power switching between different frequencies are among important
challenges in this area.

7 Conclusion

In this chapter, we described DeepCharge, a new architecture for next-generation
wireless charging systems. Our design addresses the limitations of existing systems
and provides higher levels of adaptation and reconfigurability through the use of
controller, higher wireless charging rates and distances through distributed energy
beamforming, and realizes higher levels of RF harvesting through design of the
integrated harvester that can capture both ambient and controlled energy beams.
We demonstrated our indoor and outdoor prototypes with extensive experimental
measurements. In addition, we discussed the RF exposure safety limits based on
FCC regulations that need to be considered in the configuration of wireless charging
systems. Finally, we summarized themost important research challenges toward real-
izing software-defined wireless charging systems that will power the IoT revolution
of tomorrow.

Acknowledgements Thiswork is supportedby the funds available through theUSNational Science
Foundation award CNS 1452628.



Next-Generation Software-Defined Wireless Charging System 537

References

1. Evans, D.: CiscoWhitepaper on the Internet of Things: How the Next Evolution of the Internet
is Changing Everything. (2011). http://www.cisco.com/

2. IDC Report. Worldwide and regional Internet of Things (IoT) 2014–2020 forecast: A virtuous
circle of proven value and demand. https://www.business.att.com

3. Ericsson Mobility Report: On the pulse of the networked society. https://www.ericsson.com
4. Lee, J.B., Chen, Z., Allen, M.G., Rohatgi, A., Arya, R.: A High Voltage Solar Cell Array As

An Electrostatic MEMS Power Supply, MEMS94, IEEEWorkshop Micro Electro Mechanical
Systems, pp. 331–336 (1994)

5. Sangani, K.: Power solar-the sun in your pocket. Eng. Technol. 2(8), 3638 (2007)
6. Lin, K., Yu, J., Hsu, J., Zahedi, S., Lee, D., Friedman, J., Kansal, A., Raghunathan, V., Sri-

vastava, M.: Heliomote: enabling long-lived sensor networks through solar energy harvesting,
SenSys05. In: The 3rd International Conference on Embedded Networked Sensor Systems,
Nov 2005

7. Balakumar, R., Vaidehi, V., Balamuralidhar, P.: Solar energy harvesting for wireless sensor
networks, CICSYN09. In: The 1st International Conference on Computational Intelligence,
Communication Systems and Networks, July 2009

8. Brunelli, D., Benini, L., Moser, C., Thiele, L.: In: An Efficient Solar Energy Harvester for
Wireless Sensor Nodes, DATE08. Design, Automation and Test in Europe (2008)

9. Alippi, C., Galperti, C.: In: An Adaptive System for Optimal Solar Energy Harvesting in
Wireless Sensor Network Nodes, Circuits and Systems I: Regular Papers, IEEE Transactions,
July 2008

10. Guilar, N., Chen, A., Kleeburg, T., Amirtharajah, R.: Integrated solar energy harvesting and
storage, ISLPED06. In: The 2006 International Symposium on Low Power Electronics and
Design, Oct 2006

11. Muncuk, U., Alemdar, K., Sarode, J.D., Chowdhury, K.R.: Multi-band Ambient RF energy
harvesting circuit design for enabling battery-less sensors and IoTs. IEEE Internet Things J.
(2018)

12. Paradiso, J.A.: Systems for human-powered mobile computing, DAC06. In: The 43rd Design
Automation Conference, pp. 645–650, July 2006

13. Torah, R., Glynne-Jones, P., Tudor, M., ODonnell, T., Roy, S., Beeby, S.: Self-powered
autonomous wireless sensor node using vibration energy harvesting. Meas. Sci. Technol. 19,
8 (2008)

14. Hayakawa, M.: Electric Wristwatch with Generator, U.S. Patent, 5 001 685, Mar 1991
15. Von Buren, T., Mitcheson, P.D., Green, T.C., Yeatman, E.M., Holmes, A.S., Troster, G.: Opti-

mization of inertial micropower generators for human walking motion, JSEN06. IEEE Sens.
J. 6(1), 2838 (2006)

16. Leonov,C.R.V., Torfs, T., Fiorini, P., VanHoof, C.: Thermoelectric converters of humanwarmth
for self-powered wireless sensor nodes, JSEN07. IEEE Sens. J. 7, 650657 (2007)

17. EE Times India. http://www.eetindia.co.in
18. Leonov, V., Van Hoof, C., Vullers, R.J.M.: Thermoelectric and hybrid generators in wearable

devices and clothes, BSN09. In: The 6th International Workshop on Body Sensors Networks,
pp. 195–200 (2009)

19. Leonov, V., Fiorini, P.: Thermal matching of a thermoelectric energy scavenger with the ambi-
ence, ECT07. In: The 5th European Conference on Thermo-electrics, pp. 129–133, Sept 2007

20. CampanaEscale,O.A.: Study ofTheEfficiency ofRectifyingAntennaSystems forElectromag-
netic EnergyHarvesting, TheDegree of Engineer Thesis. Escola Tecnica Superior d.Enginyeria
de Telecomunicacio de Barcelona, Department de Teoria de Senyali Comunicacions, Spain,
Oct 2010

21. Briles, S.D., Neagley, D.L., Coates, D.M., Freud, S.M.: Remote Down-hole Well Telemetry,
U.S. Patent, No. 6766141 B1, July 2004

22. Lu, X., Wang, P., Niyato, D., Kim, D., Han, Z.: Wireless networks with RF energy harvesting:
a contemporary survey. IEEE Commun. Surv. Tutor. 17(2), 757789 (2015)

http://www.cisco.com/
https://www.business.att.com
https://www.ericsson.com
http://www.eetindia.co.in


538 M. Yousof Naderi et al.

23. Lu, X., Wang, P., Niyato, D., Kim, D.I., Han, Z.: Wireless charging technologies: Fun-
damentals, standards, and network applications. IEEE Commun. Surv. Tutor. 18(2), 14131452
(2016)

24. Lu, X., Niyato, D., Wang, P., Kim, D.I.: Wireless charger networking for mobile devices:
fundamentals, standards, and applications. IEEE Wirel. Commun. 22(2), 126135 (2015)

25. Harrist, D.W.: Wireless Battery Charging System Using Radio Frequency Energy Harvesting,
Master of Science Thesis, University of Pittsburgh, USA (2004)

26. Tentzeris, M.M., Kawahara, Y.: Novel energy harvesting technologies for ICT applications,
SAINT08. In: IEEE International Symposium on Applications and the Internet, pp. 373–376
(2008)

27. Finkenzeller, K.: RFIDHandbook: Fundamentals and Applications in Contactless Smart Cards
and Identification. Wiley, Chichester, Sussex, UK (2003)

28. Annala, A.L., Oy, I., Friedrich, U.: Passive Long DistanceMultiple Access UHFRFID System,
Palomar Project, European Commission, Public report, Project No. IST1999-10339, Nov 2002

29. Ba, H., Demirkol, I., Heinzelman, W.: Feasibility and benefits of passive RFID wake-up radios
for wireless sensor networks, GLOBECOM10. In: IEEE Global Telecommunications Confer-
ence, Dec 2010

30. Ungan, T., Reindl, L.M.: Harvesting low ambient rf-sources for autonomous measurement
systems, IMTC08. In: IEEE International Instrumentation andMeasurement Technology Con-
ference, Victoria, Vancouver Island, Canada, May 2008

31. Javaheri, H., Noubir, G.: iPoint: a platform-independent passive information kiosk for cell
phones, SECON10. In: The 7th Annual IEEE Communications Society Conference on Sensor
Mesh and Ad Hoc Communications and Networks, June 2010

32. Powercast Corporation. http://www.powercastco.com/
33. Ettus Research. https://www.ettus.com/
34. Muncuk, U., Mohanti, S., Alemdar, K., Naderi, M.Y., Chowdhury, K.R.: Software-defined

wireless charging of internet of things using distributed beamforming. In: ACM Conference
on Embedded Networked Sensor Systems (SenSys 2016), Demo Session, Nov 2016

35. Keyrouz, S., Visser, H.J., Tijhuis, A.G.: Ambient RF energy harvesting from DTV stations. In:
Loughborough Antennas and Propagation Conference (2012)

36. Parks, A.N., Smith, J.R.: Sifting through the airwaves: efficient and scalable multiband RF
harvesting. In: IEEE International Conference on RFID (IEEE RFID) (2014)

37. Park, J.-Y., Han, S.-M., Itoh, T.: A rectenna design with harmonic-rejecting circular-sector
antenna. IEEE Antennas Wirel. Propag. Lett. 3(1), 52–54 (2004)

38. Scorcioni, S., Larcher, L., Bertacchini, A., Vincetti, L., Maini, M.: An integrated RF energy
harvester for UHF wireless powering applications. In: IEEE Wireless Power Transfer (WPT),
Perugia, vol. 2013, pp. 92–95 (2013)

39. Le, T.,Mayaram, K., Fiez, T.: Efficient far-field radio frequency energy harvesting for passively
powered sensor networks. IEEE J. Solid-State Circuits 43(5), 1287–1302 (2008)

40. Nintanavongsa, P.,Muncuk,U., Lewis,D.R.,Chowdhury,K.R.:Designoptimization and imple-
mentation for RF energy harvesting circuits. IEEE JETCAS 2, 2433 (2012)

41. Pinuela, M., Mitcheson, P.D., Lucyszyn, S.: Ambient RF energy harvesting in urban and semi-
urban environments. IEEE Trans. Microw. Theory Tech. 61(7), 27152726 (2013)

42. London RF survey. http://www.londonrfsurvey.org
43. Liu, Z., Zhong, Z., Guo, Y.X.: Enhanced dual-band ambient RF energy harvesting with ultra-

wide power range. IEEE Microw. Wirel. Compon. Lett. 25(9), 630–632 (2015)
44. Nishimoto, H., Kawahara, Y., Asami, T.: Prototype implementation of ambient RF energy

harvesting wireless sensor networks. In: Sensors, 2010 IEEE, pp. 1282–1287, Nov. 2010
45. Vyas, R.J., Cook, B.B., Kawahara, Y., Tentzeris, M.M.: E-WEHP: a batteryless embedded

sensor-platform wirelessly powered from ambient digital-TV signals. IEEE Trans Microw.
Theory Tech. 61(6), 2491–2505 (2013)

46. Shegita, R., Sasaki, T., Quan, D.M., Kawahara, Y., Vyas, R.J., Tentzeris, M.M., Asami, T.:
Ambient RF energy harvesting sensor device with capacitor-leakage-aware duty cycle control.
IEEE Sens. J. 13 (2013)

http://www.powercastco.com/
https://www.ettus.com/
http://www.londonrfsurvey.org


Next-Generation Software-Defined Wireless Charging System 539

47. Parks, A.N., Sample, A.P., Zhao, Y., Smith, J.R.: A wireless sensing platform utilizing ambient
RF energy. In: 2013 IEEE Topical Conference on Power Amplifiers for Wireless and Radio
Applications, Santa Clara, CA, pp. 160–162 (2013)

48. Keyrouz, S., Visser, H.J., Tijhuis, A.G.: Multi-band simultaneous radio frequency energy har-
vesting. In: 2013 7th European Conference on Antennas and Propagation (EuCAP), Gothen-
burg, pp. 3058–3061 (2013)

49. P2110B Series 850–950MHz Power Harvester Development Kit Powercast Corp. http://www.
powercastco.com/products/development-kits/

50. Masotti, D., Costanzo, A., Prete, M.D., Rizzoli, V.: Genetic-based design of a tetra-band high-
efficiency radio-frequency energy harvesting system. In: IET Microwaves, Antennas & Prop-
agation, vol. 7, no. 15, pp. 1254–1263, 10 Dec 2013

51. Pinuela, M., Mitcheson, P.D., Lucyszyn, S.: Ambient RF energy harvesting in urban and semi-
urban environments. IEEE Trans. Microw. Theory Tech. 61(7), 2715–2726 (2013)

52. Parks,A.N., Smith, J.R.:Active power summation for efficientmultibandRF energy harvesting.
IEEE MTT-S International Microwave Symposium, Phoenix, AZ 2015, 1–4 (2015)

53. Stoopman, M., Keyrouz, S., Visser, H.J., Philips, K., Serdijn, W.A.: Co-Design of a CMOS
rectifier and small loop antenna for highly sensitive RF energy harvesters. IEEE J. Solid-State
Circuits 49(3), 622–634 (2014)

54. Assimonis, S.D., Daskalakis, S.N., Bletsas, A.: Sensitive and efficient RF harvesting supply for
batteryless backscatter sensor networks. IEEE Trans. Microw. Theory Tech. 64(4), 1327–1338
(2016)

55. Yang, G., Ho, C.K., Guan, Y.L.: Dynamic resource allocation for multiple-antenna wireless
power transfer. IEEE Trans. Signal Process. 62(14), 35653577 (2014)

56. Sun, Q., Zhu, G., Shen, C., Li, X., Zhong, Z.: Joint beamforming design and time allocation
for wireless powered communication networks. IEEEWirel. Commun. Lett. 18(10), 17831786
(2014)

57. Chen,X.,Wang,X.,Chen,X.: Energy-efficient optimization forwireless information andpower
transfer in large-scale mimo systems employing energy beamforming. IEEE Wirel. Commun.
Lett. 2(6), 667670 (2013)

58. Lee, S., Liu, L., Zhang, R.: Collaborative wireless energy and information transfer in interfer-
ence channel. IEEE Trans. Wirel. Commun. 14(1), 545557 (2015)

59. Haque, I.T., Abu-Ghazaleh, N.: Wireless software defined networking: a survey and taxonomy.
IEEE Commun. Surv. Tutor. 18(4), Feb 2016

60. Hu, F., Hao, Q., Bao, K.: A survey on software-defined network and OpenFlow: from concept
to implementation. IEEE Commun. Surv. Tuts. 16(4), 2181–2206 (2014)

61. Hakiria, A., Gokhale, A., Berthou, P., Schmidt, D.C., Gayraud, T.: Software-defined network-
ing: challenges and research opportunities for future Internet. Comput.Netw. 75, 453471 (2014)

62. Macedo, D.F., Guedes, D., Vieira, L.F.M., Vieira, M.A.M., Nogueira, M.: Programmable
networks-From software-defined radio to software-defined networking. IEEE Commun. Surv.
Tutor. 17(2), 1102–1125, 2nd Quart (2015)

63. Jagadeesan, A.N., Krishnamachari, B.: Software-defined networking paradigms in wireless
networks: a survey. ACM Comput. Surv. 47(2), 111 (2014). Jan

64. Reza, M., Sivakumar, S., Nafarieh, A., Robertson, B.: A comparison of software defined net-
work (SDN) implementation strategies. In: Proceedings of the 2nd International Workshop
Survivable Robust Optical Network, Hasselt, Belgium, pp. 1050–1055, Jun 2014

65. Kreutz, D., Ramos, F.M.V., Verssimo, P.E., Rothenberg, C.E., Azodolmolky, S., Uhlig, S.:
Software-defined networking: a comprehensive survey. In: Proceedings of the IEEE, vol. 103,
no. 1, pp. 14–76

66. Akyildiz, I.F., Wang, P., Lin, S.-CH.: SoftAir: a software defined networking architecture for
5G wireless systems. Comput. Netw. J. 85, 1–18, July 2015

67. Jain, S., Kumar, A., Alok, M., Mandal, S., Ong, J., Poutievski, L., Leon, S., Arjun, V., Venkata,
S., Wanderer, J., Jim, Z., Zhou, J., Zhu, M., Zolla, J., Holzle, U., Stuart, S., Vahdat, A.: B4:
experience with a globally-deployed software defined wan. SIGCOMM Comput. Commun.
Rev. 43(4) (2013)

http://www.powercastco.com/products/development-kits/
http://www.powercastco.com/products/development-kits/


540 M. Yousof Naderi et al.

68. Akyildiz, I.F., Wang, P., Lin, S.-C.H.: SoftWater: Software-defined networking for next-
generation underwater communication systems. Ad Hoc Netw. J. 46, 111 (2016)

69. Cao, B., He, F., Li, Y., Wang, C., Lang, W.: Software defined virtual wireless network: frame-
work and challenges. IEEE Netw. 29(4), 612, Jul/Aug 2015

70. Chen, L.,Warner, J., Yung, P.L., Zhou, D., Heinzelman,W., Dermirkol, I.,Muncuk, U., Chowd-
hury, K.R., Basagni, S.: REACH2-Mote: a range extending passive wake-up wireless sensor
node. ACM Trans. Sens. Netw. 11(4) (2015)

71. Kaushik, K., Mishra, D., De, S., Chowdhury, K.R., Heinzelman, W..: Low-Cost Wake-Up
receiver for RF energy harvesting wireless sensor networks. IEEE Sens. J. 16(16) (2016)

72. Cid-Fuentes, R.G., Naderi, M.Y., Basagni, S., Chowdhury, K., Cabellos-Aparicio, A., Alar-
con, E.: On Signaling Power: Communications over Wireless Energy. IEEE INFOCOM, San
Francisco, CA, USA (2016)

73. Cid-Fuentes, R.G., Naderi, M.Y., Basagni, S., Chowdhury, K.R., Cabellos-Aparicio, A., Alar-
con, E.: An All-Digital Receiver for Low Power, Low Bit-Rate Applications Using Simulta-
neous Wireless Information and Power Transmission, IEEE ISCAS 2016, Montreal, Canada,
May 2016

74. Naderi, M.Y., Chowdhury, K.R., Basagni, S., Heinzelman, W., De, S., Jana, S.: Surviving
wireless energy interference in RF-harvesting sensor networks: an empirical study. In: IEEE
SECON Workshop on Energy Harvesting Communications, Singapore (2014)

75. Kaushik, K., Mishra, D., De, S., Basagni, S., Heinzelman, W., Chowdhury, K.R., Jana, S.:
Experimental Demonstration of Multi-Hop RF Energy Transfer. IEEE PIMRC, London, UK
(2013)

76. Doost, R., Chowdhury, K.R., DiFelice, M.: Routing and link layer protocol design for sensor
networks with wireless energy transfer. In: Proceedings of IEEE Globecom, Miami, Fl (2010)

77. Chen, L., Cool, S., Ba, H., Heinzelman, W., Demirkol, I., Muncuk, U., Chowdhury, K.R.,
Basagni, S.: Range extension of passive wake-up radio systems through energy harvesting. In:
Proceedings of IEEE ICC, Budapest, Hungary, June 2013

78. Naderi, M.Y., Chowdhury, K.R., Basagni, S.: Wireless sensor networks with RF energy har-
vesting: energy models and analysis. In: IEEE WCNC, Accepted, New Orleans, LA (2015)

79. Mishra, D., Kaushik, K., De, S., Basagni, S., Chowdhury, K.R., Jana, S., Heinzelman, W.:
Implementation of multi-path energy routing. In: IEEE PIMRC, Washington DC, Sept 2014

80. Cid-Fuentes, R.G., Naderi, M.Y., Doost, R., Chowdhury, K.R., Cabellos-Aparicio, A.,
Alarcon, E.: Leveraging deliberately generated interferences for multi-sensor wireless RF
power transmission. In: Proceedings of IEEE GLOBECOM, San Diego, CA, USA, p. 2015,
Dec 2015

81. Naderi, M.Y., Basagni, S., Chowdhury, K.R.: Modeling the residual energy and lifetime of
energy harvesting sensor nodes. In: Proceedigns of IEEE GLOBECOM, Anaheim, CA, USA,
Dec 2012

82. De, S., Mishra, D., Chowdhury, K.R.: Charging time characterization for wireless RF energy
transfer. IEEE Trans. Circuits Syst. II 64(4) (2015)

83. Mishra, D., De, S., Jana, S., Basagni, S., Chowdhury, K.R., Heinzelman, W.: Smart RF energy
harvesting communications: challenges and opportunities. IEEECommun.Mag,Accept (2014)

84. Naderi, M.Y., Chowdhury, K.R., Basagni, S., Heinzelman, W., De, S., Jana, S.: Experimental
study of concurrent data and wireless energy transfer for sensor networks. In: IEEE GLOBE-
COM, Austin, TX (2014)

85. Nintanavongsa, P., Naderi,M.Y., Chowdhury,K.R.:A dual-bandwireless energy transfer proto-
col for heterogeneous sensor networks powered byRF energy harvesting. In: IEEE International
Computer Science and Engineering Conference (ISCEC), Bangkok, Thailand, Sept 2013

86. Naderi, M.Y., Nintanavongsa, P., Chowdhury, K.R.: RF-MAC: a medium access control pro-
tocol for re-chargeable sensor networks powered by wireless energy harvesting. IEEE Trans.
Wirel. Commun. 13(7), July 2014

87. Coarasa, A.H., Nintanavongsa, P., Sanyal, S., Chowdhury, K.R.: Impact of mobile transmitter
sources on radio frequency wireless energy harvesting. In: Proceedings of IEEE International
Conference on Computing, Networking and Communications (ICNC), San Diego, CA, Jan
2013



Next-Generation Software-Defined Wireless Charging System 541

88. FCC Radio Frequency Safety Guidelines. https://www.fcc.gov/general/radio-frequency-
safety-0

89. HPA-850 RF Bay Amplifier. http://rfbayinc.com/
90. FCC RF Exposure Wireless Charging Apps v02. https://apps.fcc.gov/eas/comments/

GetPublishedDocument.html?id=319&tn=270151
91. FCC General RF Exposure Guidance v06, FCC publication number: 447498. https://apps.fcc.

gov/oetcf/kdb/forms/FTSSearchResultPage.cfm?switch=P&id=20676
92. Mudumbai, R., Hespanha, U.M.J., Barriac, G.: Distributed transmit beamforming using feed-

back control. IEEE Trans. Inf. Theory 411426 (2010 )
93. Mudumbai, R., Brown, D.R., Madhow, U., Poor, H.V.: Distributed transmit beamforming:

challenges and recent progress. IEEE Commun. Mag. 47(2), 102110 (2009)
94. Yan,H.,MaciasMontero, J.G.,Akhnoukh,A., deVreede,L.C.N.,Burghart, J.N.:An integration

scheme for RF power harvesting. In: The 8th Annual Workshop on Semiconductor Advances
for Future Electronics and Sensors, Veldhoven, Netherlands (2005)

https://www.fcc.gov/general/radio-frequency-safety-0
https://www.fcc.gov/general/radio-frequency-safety-0
http://rfbayinc.com/
https://apps.fcc.gov/eas/comments/GetPublishedDocument.html?id=319&tn=270151
https://apps.fcc.gov/eas/comments/GetPublishedDocument.html?id=319&tn=270151
https://apps.fcc.gov/oetcf/kdb/forms/FTSSearchResultPage.cfm?switch=P&id=20676
https://apps.fcc.gov/oetcf/kdb/forms/FTSSearchResultPage.cfm?switch=P&id=20676


Part VI
Robotics and Middleware



Robotic Wireless Sensor Networks
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Abstract In this chapter, we present a literature survey of an emerging, cutting-edge,
and multidisciplinary field of research at the intersection of Robotics and Wireless
Sensor Networks (WSN) which we refer to as Robotic Wireless Sensor Networks
(RWSN). We define an RWSN as an autonomous networked multi-robot system that
aims to achieve certain sensing goals while meeting and maintaining certain com-
munication performance requirements, through cooperative control, learning, and
adaptation. While both of the component areas, i.e., robotics andWSN, are very well
known and well explored, there exist a whole set of new opportunities and research
directions at the intersection of these two fields, which are relatively or even com-
pletely unexplored. One such example would be the use of a set of robotic routers
to set up a temporary communication path between a sender and a receiver that uses
the controlled mobility to the advantage of packet routing. We find that there exist
only a limited number of articles to be directly categorized as RWSN-related works
whereas there exist a range of articles in the robotics and the WSN literature that
are also relevant to this new field of research. To connect the dots, we first iden-
tify the core problems and research trends related to RWSN such as connectivity,
localization, routing, and robust flow of information. Next, we classify the existing
research on RWSN as well as the relevant state of the arts from robotics and WSN
community according to the problems and trends identified in the first step. Lastly,
we analyze what is missing in the existing literature and identify topics that require
more research attention in the future.
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1 Introduction

Robotics has been a very important and active field of research over last couple of
decades with the main focus on seamless integration of robots in human lives to
assist and to help human in difficult, cumbersome jobs such as search and rescue in
disastrous environments and exploration of unknown environments [1, 2]. The rapid
technological advancements over last two decades in terms of cheap and scalable
hardware with necessary software stacks have provided a huge momentum to this
field of research. As part of this increasing stream of investigations into robotics,
researchers have been motivated to look into the collaborative aspects where a group
of robots can work in synergy to perform a set of diverse tasks [3, 4]. Nonethe-
less, most of the research works on collaborative robotics, such as swarming, have
remained mostly either theoretical concepts or incomplete practical systems which
lack some very important pieces of the puzzle such as realistic communication chan-
nel modeling and efficient network protocols for interaction among the robots. Note
that, we use the term “realistic communication channel model” to refer to a wireless
channel model that accounts for most of the well-known dynamics of a standard
wireless channel such as path loss, fading, and shadowing [5]. On the other hand,
the field of wireless networks (more specifically, Wireless Sensor Networks (WSN)
and wireless ad hoc networks) has been explored extensively by communication
and network researchers where the nodes are considered static (sensor nodes) or
mobile without control (mobile ad hoc network). With the availability of cheap eas-
ily programmable robots, researchers have started to explore the advantages and
opportunities granted by the controlled mobility in the context of wireless networks.
Nonetheless, the mobility models used by the network researchers remained simple
and impractical, and not very pertinent to robotic motion control until last decade.

Over last decade, a handful of researchers noticed the significant disconnection
between the robotics and the wireless network research communities and its bottle-
neck effects in the full-fledged development of a network of collaborative robots.
Consequently, researchers have tried to incorporate wireless network technologies
in robotics and vice verse, which opened up a whole new field of research at the
intersection of robotics and wireless networks. This new research domain is called
by many different names such as “Wireless Robotics Networks”, “Wireless Auto-
mated Networks”, and “Networked Robots”. In this chapter, keeping in mind that the
primary task of teams of robots in many application contexts might be pure sensing,
we will refer to this field as “Robotic Wireless Sensor Networks (RWSN)”. According
to the IEEE Society of Robotics and Automation’s Technical Committee: “A ‘net-
worked robot’ is a robotic device connected to a communications network such as
the Internet or LAN. The network could be wired or wireless, and based on any of a
variety of protocols such as TCP, UDP, or 802.11. Many new applications are now
being developed ranging from automation to exploration. There are two subclasses
of Networked Robots: (1) Tele-operated, where human supervisors send commands
and receive feedback via the network. Such systems support research, education, and
public awareness by making valuable resources accessible to broad audiences; (2)
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Autonomous, where robots and sensors exchange data via the network. In such sys-
tems, the sensor network extends the effective sensing range of the robots, allowing
them to communicate with each other over long distances to coordinate their activity.
The robots in turn can deploy, repair, and maintain the sensor network to increase
its longevity, and utility. A broad challenge is to develop a science base that couples
communication to control to enable such new capabilities”. We define an RWSN as
an autonomous networked multi-robot system that aims to achieve certain sensing
goals while meeting and maintaining certain communication performance require-
ments via cooperative control, learning, and adaptation. Another important definition
related to this field is “cooperative behavior”which is defined as follows: “given some
task specified by a designer, a multiple-robot system displays cooperative behavior
if, due to some underlying mechanism (i.e., the ‘mechanism of cooperation’), there
is an increase in the total utility of the system.” A group of cooperative robots is of
more interest than single robot because of some fundamental practical reasons such
as easier completion and performance benefits of using multiple simple, cheap, and
flexible robots for complex tasks.

Over the years, robotics and wireless network researchers have developed algo-
rithms as well as hardware solutions that directly or indirectly fall under the umbrella
of RWSN. Network of robots is already experimentally applied and tested in a range
of applications such as Urban Search And Rescue missions (USAR), firefighting,
underground mining, and exploration of unknown environments. The very first prac-
tical USAR mission was launched during the rescue operations at the World Trade
Center on September 11, 2001 [2] using a team of four robots. In the context of fire-
fighting, a group of Unmanned Aerial Vehicles (UAV) was used for assistance at the
Gestosa (Portugal) forest fire in May 2003 by Ollero et al. [6]. Communication links
between the robots in such contexts can be very dynamic and unreliable, thereby,
require special attention for an efficient operation. This requires careful movement
control by maintaining good link qualities among the robots. Among other appli-
cation contexts, underground mining is very important. Due to many difficulties
like lack of accurate maps, lack of structural soundness, harshness of the environ-
ment (e.g., low oxygen level), and the danger of explosion of methane, accidents are
almost inevitable in underground mining resulting in the deaths of many mine work-
ers. Thrun et al. [7] developed a robotic system that can autonomously explore and
acquire three-dimensional maps of abandoned mines. Later, Murphy et al. [8] and
Weiss et al. [9] also presented models and techniques for using a group of robots in
underground mining. The field of cooperative autonomous driving, one of the major
research focuses in the automobile industry, also falls under the broad umbrella of
RWSN. Baber et al. [10], Nagel et al. [11], Milanes et al. [12], and Xiong et al. [13]
worked on solving a range of problems in practical implementations of autonomous
driving systems and flocking of multiple unmanned vehicles like Personal Air Vehi-
cle (PAV). Robot swarms [14, 15], which deal with large numbers of autonomous and
homogeneous robots, are also special cases of RWSN. Swarms have limited memory
and have very limited self-control capabilities. Example use cases of swarms are in
searching and collecting tasks (food harvesting [16], in collecting rock samples on
distant planets [17]), or in collective transport of palletized loads [18]. Penders et al.
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[1] developed a robot swarm to support human in search missions by surrounding
them and continuously sensing and scanning the surroundings to inform them about
potential hazards. A swarm of robots can also be used in future health-care systems,
e.g., swarm of microrobots can be used to identify and destroy tumor/cancer cells.
Military application is another obvious field of application. Many researchers have
been working on developing military teams of autonomous UAVs, tanks and Robots,
e.g., use of Unmanned Ground Vehicles (UGV) during RSTA missions. One exam-
ple of such project is “Mobile Autonomous Robot Systems (MARS),” sponsored
by DARPA. The works of Nguyen et al. [19] and Hsieh et al. [20] are mentionable
on military application of Networked Robots. In the field of Exploration, the most
famous example is the twin Mars Exploration Rover (MER) vehicles. They landed
on Mars in the course of January 2004 [21]. Among other applications, hazardous
waste management, robot sports [22], mobile health-care [23], smart home [24–26],
smart antenna, deployment of communication network and improvement of current
communication infrastructure [27, 28], and cloud networked robotics [29–31] are
also important. In summary, there exists a huge range of applications of an RWSN.
In Table1, we list the different types of applications of an RWSN.

In this chapter, we present a literature survey of the existing state-of-the-arts on
RWSN. We discover that while there exist significant amount of works [32] in both
the ancestral fields (robotics andWSN) that are also relevant to RWSN,most of these
state of the arts cannot be directly classified as RWSN-related works, yet should not
be omitted. Nonetheless, there also exist a range of works that properly lie at the
intersection of robotics and WSN and, therefore, directly fall under the purview of
RWSN. To draw a complete picture of the RWSN-related state of the arts, we first
identify and point out current research problems, trends, and challenges in the field
of RWSN such as connectivity, localization, routing, and robust flow of information.
While some of these problems are inherited from the fields of robotics (such as path
control and coordination) and WSN (such as routing and localization), a new class
of independent problems have also emerged such as link quality maintenance, Radio

Table 1 Application summary of RWSN

Applications References

Search and rescue [1, 2, 6, 10]

Mining [7–9]

Autonomous driving [10–13]

Robot swarm [14–18]

Military applications [19–21]

Robot sports [22]

Mobile health-care [23]

Smart home [24–26]

Deployment of communication network [27, 28]

Cloud networked robotics [29–31]
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Signal Strength Information (RSSI) estimations in present and future location of a
robot, and guaranteed proximity between neighboring nodes. Second, we categorize
the existing research in accordance with the problems they address. In doing so, we
also include solutions that are not directly applicable but provide with a solution
base to build upon. For example, in the contexts of connectivity maintenance, the
traditional solutions involve representing the network as a graph by employing sim-
ple unit disk wireless connectivity model [33]. However, in practical employment,
the wireless communication links do not follow unit disk model and rather follow a
randomized fading and shadowing model [5]. Thus, such existing solutions do not
directly fall under RWSN yet can be modified to include more realistic communica-
tion model and, thus, should not be omitted. Lastly, we discuss what is missing in
the existing literature, if any, as well as some potential directions of future research in
the field of RWSN. In this chapter, we further discuss how and where do the existing
works fit in the context of the layered architecture (Internet model) of a network stack
in order to identify key networking goals and problems in an RWSN.

2 What is an RWSN?

In this section, we illustrate the field of RWSN in detail. Here, we address some core
and important questions related to RWSN:What is an RWSN?What kind of research
works are classified as RWSN-related works?

We define an RWSN as a wireless network that includes a set of robotic nodes
with controlled mobility and a set of nodes equipped with sensors, whereas all nodes
have wireless communication capabilities. Ideally, each node of a robotic sensor net-
work should have controlled mobility, a set of sensors, and wireless communication
capabilities (as illustrated in Fig. 1). We refer to such nodes (devices) as “Robotic
Wireless Sensors (RWS)”. Nonetheless, an RWSN can also have some nodes with
just sensing and wireless communication capabilities but without controlled mobil-
ities. We refer to such nodes (by following traditional terminology) as “Wireless
Sensors”. Note that, every node of an RWSN must have wireless communication
capabilities according to our definition. Moreover, an RWSN is typically expected
to be able to fulfill or guarantee certain communication performance requirements
enforced by the application contexts such as minimum achievable Bit Error Rate
(BER) in every link of the network.

To answer the second question, the existing research works related to RWSN can
be subdivided into two broader genres. The first genre focuses on generic multi-
robot sensing systems with realistic communication channels (i.e., including the
effects of fading, shadowing, etc.) between the robots. To clarify, these are mostly
the existing works in the robotics literature on multi-robot systems but with practical
wireless communication and networking models. One application context of such
an RWSN is in robot-assisted firefighting where the robots are tasked to sense the
unknown environments inside rubble to help and guide the firefighters. Now, if the
robots are not able to maintain a good connectivity among themselves or to a mission
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Fig. 1 Illustration of a robotic wireless sensor

control station, the whole mission is voided. Refer to Fig. 2 for an illustration of such
contexts where a group of robots is sensing an unknown environment to guide the
humanmovements. In Fig. 2, the network consisting of five robots and twofirefighters
needs to be connected all the time and also needs to have properties such as reliability
and lower packet delays. Thus, we need a class of multi-objective motion control
that will optimize the sensing and exploration task performance, and will also ensure
the connectivity and the performance of the network. Some of the main identifiable
challenges in this genre of works are as follows: connectivity maintenance, efficient
routing to reduce end-to-end delay of packets, and multi-objective motion control
and optimization.

The secondgenre ofworks focuses on the application ofRWS to create and support
a temporary communication backbone between a set of communicating entities. In
these contexts, we sometimes use the terms “robotic router” and “robotic wireless
sensor” synonymously, to put emphasis on the communication and routing goals.
The main theme of these works is to exploit the controlled mobility of the robotic
routers to perform sensing and communication tasks.Note that, there exists a vast lit-
erature on multi-agent systems in robotics and control community that apply simple
disk models for communication modeling and, subsequently, apply graph theory to
solve different known problems such as connectivity and relay/repeater node place-
ments. In order to be directly included in the RWSN literature, these existing works
need to include the effects of fading and shadowing in the communication models
which is likely to significantly increase the complexity of the problems as well as the
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Fig. 2 Illustration of robotic sensor where a group of five robots is sensing the environment around
the firefighters to guide them in firefighting while also providing connectivity

solutions. An example of the second genre of works is in the application of RWS
in setting up a temporary communication backbone. While sensing is still involved
for the robotic router placement optimization and adaptation, the main purpose of
the system is to support communication, not sensing. In Fig. 3, we present an exam-
ple illustration where a set of two robotic routers form a communication relay path
between two humans (e.g., two firefighters) who are unable to communicate directly.
Some of the main challenges in this genre of RWSN research are as follows: link
performance guarantee (in terms of Signal to Interference plus Noise Ratio, SINR,
or Bit Error Rate, BER), optimized robotic router placements and movements in a
dynamic network, nonlinear control dynamics due to inclusion of network perfor-
mance metrics into control loop, and localization. A special case of this would be
robot-assisted static relay deployments, where the robots act as carriers of static relay
nodes and smartly place/deploy them to form a communication path/backbone.

Next,we identify a set of system components and algorithms required in anRWSN
as follows. All these pieces are individual research problems themselves and thus
require separate attention.

• RSSI Models, Measurements, and RF Mapping: In an RWSN, it is important
to estimate and monitor the quality of the communication links between the nodes
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Fig. 3 Illustration of robotic routers where the two humans are not able to communicate directly
due to the presence of a wall or some other blocking objects

(in terms of Bit Error Rate (BER), Signal to Noise plus Interference Ratio (SINR),
etc.) in order to satisfy the communication-related requirements. (Note that, RF-
based communication is standard mode of communication in RWSN for obvious
reasons.) For practicality, these estimations must be either partly or fully based
on online RF sensing such as temporal RSSI measurements in a deployment.
Moreover, in some application contexts of RWSN, the sole goal of a robotic sensor
network canbe to sense and formulate anRFmapof an environment to beprocessed
or exploited later on.Wepresent a surveyof suchRFmapping andmodeling-related
works in Sect. 3.1.

• Routing Protocols: Similar to any wireless sensor networks, routing and data
collection is crucial in an RWSN. The concept of RWSN has opened up the door
to a new class of routing protocols that incorporates the controlled mobility of
the nodes in the routing decisions for more effective communication. Moreover,
end-to-end delay reduction and reliability improvement have become of prime
interests. A brief survey of existing RWSN-related works on routing protocols is
presented in Sect. 3.2.

• Connectivity Maintenance: In any collaborative network of robots, it is impor-
tant to maintain a steady communication path (direct or multi-hop) between any
pair of nodes in the network for an effective operation. This problem, tradition-
ally referred to as connectivity maintenance problem, in very well studied by the
robotics research community. A survey of such state of the arts is presented in
Sect. 3.3.
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• Communication-Aware Robot Positioning and Movement Control: As men-
tion earlier, one of the application contexts of RWSN is in supporting temporary
communication backbones. The most important research question in such con-
texts is to devise a control system that adapts the positions of the robotic routers
throughout the period of deployment to optimize the network performance while
optimizing the movements as well. Therefore, the main goal of these class of work
is continuous joint optimization of the robotic movements and the wireless net-
work’s performance.Moreover, the router placement controller should also be able
to support network dynamics such as node failures and change in the set of com-
munication endpoints. Another important application context of RWSN systems
is distributed coordinated sensing using multiple robots. In such sensing contexts,
the robotic sensing agents should be able to optimally sense the region of interest
and route the sensed data to other nodes or a command center. This also requires
careful communication-channel-dynamics-aware positioning of the robotic sen-
sors. We present a summary of such communication-aware robotic router/sensor
positioning works in Sect. 3.4.

• Localization: Localization is a well-known problem in the field ofWSN as well as
robotics. Thus, it is quite intuitive to be included in the field of RWSN. Moreover,
the field of RWSN sometimes requires techniques for robots to follow each other
or maintain proximity to each other. For that high accuracy relative localization
is more important than absolute localization. We present a brief summary of such
localization-related works in Sect. 3.5.

3 RWSN System Components

In this section, we present a categorical survey of all state of the arts in the field of
RWSN. The works are classified according to the problem addressed.

3.1 RSS Models, Measurements, and RF Mapping

Radio Signal Strength (RSS) variation over a spacial domain greatly impacts the
wireless communication properties, such as power decay and packet loss, between
twonodes.Different properties of a physical environment, such as obstacles andprop-
agation medium, affect radio signal propagation in different way, thereby, causing
fading, shadowing, interference, and path loss effects [5]. All these should be taken
into consideration (via proper communication channel models) for proper selection
of radio transmission and reception parameters to improve the communication quality
in an RWSN. While there exists a range of standard communication channel models
in the literature, such as simple path loss model and log-normal fading model [5], the
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applicability as well the model parameters’ values depend on the actual deployment
environments. For example, according to a log-normal fadingmodel [5], the received
power is calculated as follows:

Pr,d Bm = Pt,d Bm + Gd B − Lre f − 10η log10
d(t)

dre f
+ ψ

Pref
r,d Bm = Pt,d Bm + Gd B − Lre f + ψ

(1)

where Pr,d Bm is the received power in dBm, Pt,d Bm is the transmitter power in dBm,
Gd B is the gain in dB, Lre f is the loss at the reference distance dre f , η is the path loss
exponent, d(t) is the distance between the transmitter and receiver, ψ ∼ N (0, σ 2)

is the random shadowing and multipath fading noise which is log normal with vari-
ance σ 2, and Pref

r,d Bm is the received power at reference distance (dre f ). While some
of the variables such as Pt,d Bm , dre f , and Gd B are known or can be measured, the
values of other variables such as η, Lre f , and σ are dependent upon the deploy-
ment environment. Thus, it is important to identify or estimate the proper values
of such parameters in the deployment environment in order to estimate the Pr,d Bm .
Moreover, RSS models and maps are very important and useful database that can be
used for a range of purposes such as localization of nodes based on received signal
strength [34–37],mapping of an unknown terrain [38], and identifying obstacles [39].
The communication model-based estimations of the RF signal strengths in the future
and unvisited locations are also very important for maintaining connectivity among
mobile nodes and for optimizing the network performance. In this section, we pro-
vide a brief overview of the state-of-the-art RSS modeling and mapping techniques
that are applicable in an RWSN.

What Is Already Out There? In the context of mapping and modeling of the
RF channels, the most common and practical class of approaches is to deploy the
network of robots with an initial model of the communication channel. Then, the
robots continually or periodically collect RF samples to update the communication
model parameters in an online fashion. One can also opt for an offline modeling
where the robots collect a set of RF samples over the region of interest followed by
post-processing of all the samples to estimate the communication channel properties.
Nonetheless, the later class of methods is unrealistic and of little interest to us as it
can not cope with temporal changes in the communication channel properties, which
is a quite common phenomenon.

One of the key challenges of online RF mapping is in the sparsity of RF sam-
ples. Mostofi et al. [40] have done significant research in exploiting this sparsity
to their advantage for RF channel modeling in networked robot systems. In [41],
Mostofi and Sen presented a technique of RSS mapping by exploiting sparse repre-
sentation of the communication channel in frequency domain. They demonstrated
how one can reconstruct the original signal using only a small number of sensing
measurements by employing the theory of compressive sampling [42]. Later, they
utilized the compressive sampling-based reconstruction of the signal in the domain
of cooperative mapping [38] to build a map of the region of interest. Mostofi et al.
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[43] further presented an overview of the characterization and modeling of wireless
channels for an RWSN. In their works, all three major dynamics in a physical wire-
less communication channel (small-scale fading, large-scale fading, and path loss)
are considered [44–46]. In [46], Mostofi, Malmirchegini, and Ghaffarkhah also pre-
sented techniques for channel predictions in future locations of robots based on the
compressed sensing-based channel models. Since all these are completely based on
wireless measurements, multipath fading has a great influence over the results. Later
on, Yan and Mostofi [47] presented a combined framework for the optimization for
motion planning and communication planning. The concept of compressive sensing-
based signal reconstruction and material-dependent RF propagation properties are
also employed for RF-based imaging and mapping of cluttered objects/regions [39,
48, 49]. In these works, RF signal propagation properties (mostly attenuations) of the
communication path between pairs of moving robots are used to estimate a structural
map of an obstacle or a cluttered region. Hsieh et al. [50] have also demonstrated an
RSS mapping technique using a group of robots in an urban environment. The goal
was to learn the environment’s communication characteristics to generate a connec-
tivity graph. Later on, they used this model for connectivity maintenance problem in
a network of robots [51]. In [52], Fink and Kumar presented another mapping tech-
nique using multiple robots. Their goal was to use the mapping for localization of
an unknown source using a Gaussian process-based maximum likelihood detection.
They further extended theGaussian process-based channelmodel to guarantee amin-
imum stochastic end-to-end data rate in a network of robots [53]. Signal attenuation
factors due to the presence of obstacles are taken into account in the work of Wang,
Krishnamachari, and Ayanian [54]. Ghosh and Krishnamachari [55] have proposed
a log-normal model-based stochastic bound on interference power and SINR for any
RWSN. The works presented in [56–58] are also related to this context. A concise
summary of all these related work is presented in Table 2.

WhatWould Be the Potential Future Research Directions? To our knowledge,
a generic model for interference and SINR estimation is missing in the current liter-
ature. Interference modeling is a key to develop a more realistic model of wireless
channels. Interference should also be taken into account for robotic router placements
contexts, where the main goal of the network is to guarantee certain communication
performance qualities. In our opinion, this should be a major focus of future research
in this topic. Moreover, the effects of channel access protocols, such as Carrier Sense
Multiple Access (CSMA) [5], need to be taken into account in the interference and
SINR models. The existing signal strength models could be extended to achieve this
goal. Nonetheless, to our knowledge, this has remained an unexplored problem in
the context of an RWSN. Another future research direction would be to perform
an extensive set of measurement experiments in real (rather than simulated) mines,
undergrounds, or firefighting environments. This data can be used to identify the RF
properties in such environments that can be exploited to the advantage of RWSN
system design.
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Table 2 Summary of RSS models, measurements, and RF mappings-related works

Algorithm classes Online: Modeling during deployment [38, 40,
41, 43, 46, 47]

Offline: Modeling before deployment [50, 51,
55]

Challenges Sparse sampling [38, 40]

Future location’s signal prediction [46, 47]

Temporal dynamics [46]

Available theoretical tools Compressive sampling [42]

Gaussian process [52, 55]

Fading models [5]

Path loss models [5]

Potential future directions Interference and SINR models

Account for channel access methods like
CSMA

Real-world data collection and analysis

3.2 Routing

Routing in an RWSN can be considered same as in Mobile Ad Hoc Networks
(MANET) butwith an extra advantage of controllability. InMANET, there aremainly
two types of popular routing algorithms called reactive and proactive techniques.
Among the reactive techniques, Ad Hoc On-Demand Distance Vector (AODV) [59],
[60] and Dynamic Source Routing (DSR) [61], [62] are the most popular ones. On
the other hand, in the class of proactive techniques, Optimized Link State Routing
(OLSR) [63] and B.A.T.M.A.N. [64] are the popular ones. While any of these algo-
rithms can be used for an RWSN, they do not take advantage of the extra feature in
RWSN: controlled mobility. Ideally, the controlled mobility aspect should also be
taken into account for optimized routing decisions.Nonetheless, it remained to be one
of the less explored areas in RWSN. Moreover, a lower end-to-end delay and higher
reliability in packet routing (mostly control packets) are two important and required
aspects in an RWSN. Delayed or missing packets can result in an improper collab-
orative movement control and task completion in an RWSN. To this extent, some
researchers have modified existing routing solutions to adapt in a robotic network
and proposed completely new routing solutions as well. In this section, we present
a brief survey of the state-of-art routing techniques in RWSN that are developed or
modified with sole focus on robotics.

MRSR,MRDV, andMRMM: In [65],Das et al. presented three routing protocols
based on traditional mobile ad hoc protocols, such as DSR [61] and AODV [60], for
routing in a network of mobile robots. A brief description of each of these algorithms
is as follows:
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• Mobile Robot Source Routing (MRSR): It is a unicast routing algorithm based
on Dynamic Source Routing (DSR) [66]. MRSR incorporates three mechanisms:
route discovery, route construction, and route maintenance. In the runtime of route
discovery phase, each robot along the pathway of route reply message encodes its
mobility information into the route reply packet. During route construction,MRSR
exploits graph cache that contains the topological information of the network. The
route maintenance phase is similar to the maintenance method applied in DSR.

• Mobile Robot Distance Vector (MRDV): This is also a unicast routing algorithm
based on the well-known AODV [67] routing protocol. MRDV protocol adopts
AODV features such as the on-demand behavior and hop-by-hop destination
sequence number. Nevertheless, unlike MRSR, MRDV explores only one route
that may not have the longest lifetime among all possible routes, thereby, resulting
in high probability of route errors.

• Mobile Robot Mesh Multicast (MRMM): This is a multicast protocol for mobile
robot networks based on ODMRP (On-Demand Multicast Routing Protocol) [68]
for MANETs.

Adaptive Energy Efficient Routing Protocol (AER): This protocol was pro-
posed by Abishek et al. [69] to achieve optimal control strategy for performing
surveillance using a network of flying robots. AER protocol is also subdivided into
three phases (similar to DSR [66]): route discovery, route maintenance, and route
failure handling. The residual energy levels and signal strengths at the neighboring
nodes are the main route determining factors in this protocol. To model them, the
authors defined two decision parameters: T (attribute value of the neighbor) and C
(cost function). The best value of T decides the forwarding node. The nodes that are
neither selected for message forwarding nor have sufficient energy, are switched to
the sleep state to minimize energy consumptions.

ACTor-based Robots and Equipment Synthetic System (ACTRESS): In [70],
Matsumoto et al. proposed a robotic platform called ACTRESS that consists of
robotic elements referred to as robotors. They also proposed a routing protocol
exclusively for that platform. The messages are classified into two different classes:
messages to establish/relinquish a communication link, and messages for control
and rest of the purposes. The first kind of messages uses traditional communication
protocols such as TCP/IP. The second type of messages uses its proposed special
protocol to establish logical links, allocate tasks, and control cooperative motions.
For this purpose, the authors have introduced four levels of messages: physical level,
procedural level, knowledge level, and concept level. The common part of all four
types of messages is referred to as the message protocol core, which is used for:
negotiation, inquiry, offer, announcement and synchronization.

WNet: Tiderko et al. [71] proposed a new multicast communication technique
called WNet that is based on the well-known Optimized Link State Routing(OSLR)
protocol [63]. Similar to OLSR, WNet uses HELLO and Topology Control (TC)
management frames to create and update the network topology graph stored in each
robot node. However, the packet frames are integrated with some additional infor-



558 P. Ghosh et al.

mation of link attributes that is used for link quality estimation. Next, the Dijkstra
algorithm [72] is applied to the topology graphs to determine the routing paths.

Steward-Assisted Routing (StAR): In [73], Weitzenfeld et al. presented a new
routing algorithm called StAR that deals withmobility and interference in an RWSN.
Theobjective of this protocol is to nominate, for each connected partition, a “steward”
for each destination. These stewards are noting but next hop robots toward destination
that can store the data until a route to the destination is available. Themessage routing
of StAR is based on a combination of global contact information and local route
maintenance. Also, periodic broadcast messages with unique source identifiers are
sent containing topological location of the active destination. At the beginning of
this process, each node selects itself as the steward and then progressively changes
the local steward based on advertisements from the neighbors. StAR uses a sequence
number to maintain the freshness of information, similar to AODV protocol.

Optimal Hop Count Routing (OHCR) and Minimum Power over Progress
Routing (MPoPR): Hai, Amiya, and Ivan [74] are among the few researchers who
leveraged controlled mobility of the robotic routers to assist in wireless data trans-
mission among fixed nodes. This method is divided into two parts. The first, which
they refer to as Optimal Hop Count Routing (OHCP), computes the optimal number
of hops and optimal distances of adjacent nodes on the route. Each node identifies
its closest node by comparing the respective neighbors’ distances with the optimal
distance. If a node cannot find any such neighboring node, it sends back a route
failure message to the source. Otherwise, the second part of the routing, which the
authors refer to as Minimum Power over Progress Routing (MPoPR), uses greedy
routing on the results obtained fromOHCP tominimize the total transmission power.

Synchronized QoS routing: In [75], Sugiyama, Tsujioka, and Murata presented
a QoS routing technique for a robotic network that is based on the QoS routing in
ad hoc network [76] and DSDV routing protocol [77]. In this method, they used the
concept of Virtual Circuits to reserve a specified bandwidth. It is the job of the sender
to reestablish the circuit in case of a broken connection due to topology changes.
This method also includes a methodology for accelerating the transmissions of the
control packets.

Topology Broadcast based on Reverse-Path Forwarding (TBRPF): In the
CENTIBOT project [78], Konolige et al. used a proactive MANET technique called
Topology Broadcast based on Reverse-Path Forwarding (TBRPF) to deal with multi-
hop routing in dynamic robotic network. This link state routing protocol was origi-
nally proposed by Bellur and Ogiel [79, 80]. In this algorithm, each node maintains
a partial source tree and reports part of this tree to its neighbor. To deal with mobility,
it uses a combination of periodic and differential updates.

B.A.T.Mobile: Sliwa et al. [81] have also proposed a mobility-aware routing pro-
tocol called B.A.T.Mobile which builds upon the well-known B.A.T.M.A.N rout-
ing [64] protocol for MANET. This algorithm relies on a future position estimation
module for the next hops that use the current and past position-related information
as well as the knowledge of the mobility algorithms of the users. The estimation
module is further used to rank the neighbors and estimate their lifetime. The neigh-
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bor rankings are used to change the route in a proactive manner for end-to-end data
transfer.

OtherMethods: There also exist some methods that have the potential to be used
in an RWSN after few modifications. Among such methods, the geographic routing
algorithms and encounter-based routing algorithms arementionable. Greedy Perime-
ter Stateless Routing (GPSR) [82] is an example of geographic routing protocols that
use router positions and packet destinations for making forwarding decisions. If the
locations of all nodes in the network are known, this algorithm can be used in RWSN.
However, this approach faces many problems in mobile wireless networks. In [83]
Son, Helmy and Krishnamachari identified two problems due to mobility in geo-
graphic routing, particularly in GPSR, called LLNK and LOOP. They also presented
two solutions: neighbor location prediction (NLP) and destination location predic-
tion (DLP); to solve those problems. Rao et al. [84] also identified some issues with
GPSR and proposed a lifetime timer-based solution. In [85], Mauve et al. presented
a generalized multicast version of GPSR like geographic routing. There are many
other works on position-based routing [86, 87]. For a more detailed and complete
overview on position-based routing algorithms, an interested reader is referred to
[88].

Encounter-based routing is another relevant group of routing, mainly used in
Delay Tolerant Networks (DTN). In general, DTN routing protocols are divided into
two categories: forwarding-based or replication-based. Forwarding-based protocols
use only one copy of the message in the entire network while the replication-based
technique uses multiple copies of the message. Replica-based protocols are also sub-
divided into two categories: quota-based and flooding-based. Flooding is the most
simple and inefficient technique. Balasubhamanian, Levine, and Venkataramani pre-
sented a flooding-based technique of replication routing in DTN [89, 90], modeling
it as a resource allocation problem. Another flooding-based technique is presented in
[91], called Maxprop. Spyropoulos, Psounis, and Raghavendra presented two quota-
based replication routing techniques for DTN called Spray and Wait [92], and Spray
and Focus [93]. There are many other papers on DTN routing [94–96]. Although
this group of techniques is not directly related, they can be modified to develop very
efficient routing for RWSN.

The research works related to data collection protocols in WSN community are
also of interest. Among these protocols, a prominent and recent class of queue-aware
routing algorithms, called Backpressure routing algorithms [97, 98], has caught our
interest. The Backpressure routing algorithms and a range of similar algorithms [99–
101] are proved to be “throughput optimal”, in theory. One of the most recent Back-
pressure style routing algorithm is called the Heat Diffusion (HD) routing algo-
rithm [102, 103] that has shown to offer a Pareto-optimal trade-off between routing
cost and queue congestion (delay). The Backpressure routing algorithms, including
HD algorithm, do not require any explicit path computations. Instead, the next hop
for each packet depends on queue-differential weights that are functions of the local
queue occupancy information and link state information at each node. There have
been several reductions of Backpressure routing to practice in the form of distributed
protocols, pragmatically implemented and empirically evaluated for different types
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of wireless networks [98, 104–106]. Ghosh et al. have also developed a distributed
practical version of theHDalgorithm calledHeatDiffusion collection protocol [107].
While these protocols perform effectively in a static WSN, their applicability in an
RWSN are yet to be tested. Since these algorithms do not require any route calcula-
tion as well as routing tables, they will require less memory and computation in the
resource-constrained robotic nodes.Moreover, one extra advantage of such protocols
is the adaptability in a dynamic network due to not relying on a single predetermined
path. Besides these protocols, there exist a number of other prior works on routing
and collection protocols for wireless sensor networks, including the Collection Tree
Protocol (CTP) [108], Glossy [109], Dozer [110], Low-power Wireless Bus [111],
and RPL [112]. These protocols can also be modified for application in RWSN. The
work presented in Glossy [109] is of particular interest due to its simplicity and
wide adaptability for high throughputs and low delays. A concise overview of all the
routing related work is presented in Table 3.

WhatWould Be the Potential Future Research Directions? To our knowledge,
there exists a significant amount of research on routing related to MANET and
WSN that can be applied to an RWSN either directly or after some modifications.
However, a significant focus of future routing algorithms needs to be directed toward
reducing delays, improving reliability, and incorporating the controlled mobility
in the routing decisions. The emphasis should be on delay and reliability as on-
time message delivery among different control system components is the key for a
successful and efficient control system. One example of using the controlledmobility
to our advantage is shown in the works ofWang, Gasparri, and Krishnamachari [113]
where the robots ferry messages from a source to sink in a way similar to a postman.
Another research directionwould be to add nodemovements in routing decisions. For
illustration, assume that there exist two possible routing paths, and the relatively bad
path can be improved considerably by slightly moving the node. Then, the routing
decision should include movement into consideration.

3.3 Connectivity Maintenance

Connectivity maintenance is a well studied and classic problem in the field of swarm
robotics. In the connectivity maintenance problem, the main goal is to guarantee the
existence of end-to-end paths between every pair of nodes. The interaction between
pairs of robots is usually encoded by means of a graph, and the existence of an
edge connecting a pair of vertexes represents the fact that two robots can exchange
information either through sensing or communication capabilities. Notably, the con-
nectivity of the interaction graph represents a fundamental theoretical requirement
for proving the convergence of distributed algorithms in a variety of tasks, rang-
ing from distributed estimation [114–116] to distributed coordination and formation
control [117–119].

TraditionalApproach: In the context of robotic networks, where the connectivity
of the interaction graph is strictly related to the motion of the robots, a fundamental
challenge is the design of distributed control algorithms which can guarantee that
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the relative motions of the robots do not result in a network partitioning, by relying
only on local information exchange. Two possible versions of the connectivity main-
tenance problem can be considered: local connectivity and global connectivity. The
local version of the connectivity maintenance problem focuses on the preservation
of the original set of links of the graph encoding the pairwise robot-to-robot interac-
tions to ensure its connectedness. The global version of the connectivity maintenance
problem focuses on the preservation of the overall graph connectedness, i.e., links
can be added or removed as long as this does not prevent the interaction graph to
remain connected over time. Historically speaking, the local version of the connec-
tivity problem has been the first version of the problem to be investigated by the
research community. However, it turned out that preserving each of the links of the
interaction graph significantly constrains the robots’ mobility, while, in general, not
each link is strictly required to ensure the connectedness of the interaction graph. For
this reason, more recently the research community has focused mostly on the global
version of the problem. Next, we present a brief survey of the available connectivity
maintenance protocols that can be used in RWSN.

As already mentioned, connectivity maintenance has been studied extensively in
the contexts of distributed robotics and swarm robotics. Most of the state-of-the-art
protocols for connectivity maintenance are based on a graph modeling of the robot-
to-robot interactions.More specifically, letG = {V, E} be the interaction graphwhere
V = {1, . . . , n} is the set of robots and E is the set of edges encoding the interactions
between pairs of neighboring robots. In particular, the existence of an edge is often
related to the spatial proximity between pairs of robots, i.e., an edge exists between
two robots if the Euclidean distance between them is less than a given threshold.

By following this graph-based modeling of a robotics network, a natural metric to
measure the network connectedness is the algebraic connectivity. More specifically,
in the context of graph theory, the algebraic connectivity is defined as the second
smallest Eigenvalue, λ2(L), of the graph Laplacian matrix, L, of the network. In
[120, 121], it is shown that λ2(L) is a concave function of the Laplacian matrix
and represents the network connectivity when L is a positive definite matrix. Thus,
the connectivity optimization goal becomes simple maximization of the algebraic
connectivity value, λ2(L). Another way to represent the connectivity is via a powered
sum of adjacency matrix, Asum = ∑K

i=0 Ai where A is the adjacency matrix of the
network graph G. Asum basically represents the number of paths up to length K
between every pair of nodes in the graph [122]. It follows that for a network to be
connected, for all pairs of nodes and K = n − 1, Asum has to be positive definite
(where n is number of nodes).

Next,webrieflydiscuss some representative state-of-the-art local andglobalmeth-
ods for connectivity maintenance. In [123], Dimarogonas and Kyriakopoulos pre-
sented one illustrative local connectivity maintenance approach using two potential
fields in the controller where the nodes try to maintain all the initial links throughout
the time. Notarstefano et al. also presented a double integrator disk graph-based local
approach for connectivity maintenance [124, 125]. In [126], Spanos et al. introduced
a concept of geometric connectivity robustness which is basically a function tomodel
and optimize local connectivity. Another class of local connectivity-related works
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lies in the context of leader–follower robot architectures where the follower robots
try to maintain the connectivity to a designated leader or vice verse. The work of
Yao and Gupta [127] is relevant in this context. They employed a leader–follower
control architecture for connectivity by adaptively classifying the nodes into back-
bone and non-backbone nodes. Gaustavi et al. [128] have followed a similar path by
identifying sufficient conditions for connectivity in a leader–follower architecture of
mobile nodes. On the other hand, there exists a range of global connectivity-related
works that are proposed over last decade. One of the earlier global decentralized
connectivity maintenance techniques is the super-gradient and orthonormalization-
based approach by Gennaro and Jadbabaie [129]. Later on, Dimarogonas and
Johansson [130] proposed a control strategy using “bounded” inputs. Another very
effective approach for connectivity maintenance based on decentralized estimation
is presented in [33]. There are many extensions to this framework such as the integra-
tion of additional (bounded) control terms [131] and the saturation of the connectivity
control term itself [132]. Zavlanos et al. also presented a couple of important tech-
niques on the distributed global connectivity control [133–135] along with a com-
pact survey on graph theoretic approaches for connectivity maintenance [136]. In
[137], a technique based on dynamics of consensus methods is presented. Schuresko
et al. [138] also presented techniques for connectivity control based on information
dissemination algorithm, game theory, and the concept of spanning tree. A multi-
hop information-based global connectivity maintenance and swarming technique is
introduced by Manfredi [139]. Gil, Feldman, and Rus [140] proposed a well-known
k-center problem-based connectivity maintenance algorithm for an application con-
text where a group of robotic routers provides routing support to a set of robotic
clients. The concept of bounded velocity of the routers and the clients is employed
in this work. In [141], the connectivity maintenance problem in multi-robot sys-
tems with unicycle kinematics is addressed. In particular, by exploiting techniques
from non-smooth analysis, a global connectivity maintenance technique under non-
holonomic kinematics is proposed, which only requires intermittent estimation of
algebraic connectivity, and accommodates discontinuous spatial interactions among
robots. Most of these global connectivity maintenance methods are built upon the
concepts of graph theory and algebraic connectivity.

Realistic Approach for RWSN: While all the previously mentioned methods
for connectivity are relevant to the field of RWSN, most of them lack a commu-
nication channel model that includes the effect of fading and shadowing observed
in a standard wireless channel. Rather, most of these methods employ the simple
unit disk model for wireless communication links to model the network graph where
every pair of nodes are assumed connected if and only if they are located within
a communication radius, say R, of each other and disconnected otherwise. How-
ever, in reality, the communication links are very dynamic and unpredictable due
to effects like fading and shadowing [5]. Therefore, the unit disk model-based con-
nectivity maintenance are rather impractical and should be modified. Moreover, the
connectivity maintenance algorithms should use an optimization function that takes
into account communication link features such as signal strengths, data rates, realistic
communicationmodels, and line of sightmaintenance to define connectedness. As an
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example, Mostofi [142] presented a realistic communication model-based decentral-
izedmotion planning technique for connectivitymaintenance.A behavioral approach
for connectivity that takes into account the locations, measured signal strength and
a map-based prediction of signal strengths is proposed by Powers and Balch [143].
Anderson et al. presented a line of sight connectivity maintenance technique via a
network of relays and clusters of nodes in [144]. In [145], a spring–damper model-
based connectivity maintenance is described. In summary, there exist only a handful
of connectivity protocols that incorporate the well-known characteristics of an RF
channel such as fading, and even fewer are practically implemented and evaluated
(Table 4).

WhatWouldBe the Potential FutureResearchDirections?One obvious future
direction would be to extend the theory of traditional unit disk model-based connec-
tivitymaintenance protocol to include the effects of fading and shadowing.Amodular
or hierarchical approach would be ideal in this context where a graph identification
module (by including fading and shadowing effects) and a graph theory-based con-
nectivity maintenance module will work independently but with synergy. Another
future direction would be to develop more protocols of second kind and evaluate
them extensively to enrich the literature. Lastly, but most importantly, there is a lack
of real-world experiments with a physical RWSN testbed to validate most of the
existing theoretical and algorithmic contributions. Thus, a future goal of connectiv-
ity maintenance-related research should be on the development of a cheap, scalable,
and easily programmable physical system and demonstration of the feasibility of the
well-known solutions.

3.4 Communication-Aware Robot Positioning and Movement
Control

In this section, we present a summary of the state-of-the-art techniques on
communication-aware positioning and placement control of a group of robots in
order to fulfill data routing and sensing requirements.

3.4.1 Multi-Robot Sensing

One of the main focus of RWSN should be on multiple robots-based sensing with
realistic wireless communication constraints. Note that, every function/subproblem
in an RWSN, such as localization and movement control, involves some sort of
sensing such as RSSI, SINR, or locations of nodes. However, in this section, we focus
on the state-of-the-arts onmulti-robot systemswhere themain purpose of deployment
is to sense an environment. There exist many works in the field of sensor networks
and distributed robotics that deal with distributed sensing and sensed data collection.
However, most of these works have some idealistic assumptions about either the
communication model or the robot control problem and, thus, not directly applicable
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Table 4 Summary of connectivity maintenance-related works

Importance Exchange of information

Proof of convergence

Distributed coordination and formation control

and so on

Versions Local [123, 126, 127]

Global [130, 137, 138, 140, 141]

Traditional approach Algebraic connectivity:
Second smallest eigenvalue, λ2(L), of graph
Laplacian L
Represents connectivity if L is positive definite

Maximize λ2(L) to improve connectivity

Powered sum of adjacency matrix:
Asum = ∑K

i=0 Ai where A is the adjacency
matrix

Asum represents the number of paths up to
length K between any pair of nodes in the
graph

Issues:
Relies on simple unit disk model for
interactions

Lacks realistic communication channel model;
effects of fading and shadowing [5] are ignored

No focus on the communication link qualities

Realistic approach Features:
Accounts for location, signal strengths,
interference, and data rates [142, 143]

Realistic communication channel models [142]

Line of sight maintenance between
neighbors [144]

Examples:
[142–146]

Potential future directions Modify existing unit disk model-based graph
methods of connectivity

Develop more efficient algorithm for
connectivity with the focus on the realistic link
qualities

Develop hardware prototypes and test out the
algorithm in real-world scenarios
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in RWSN. In this section, we only focus on the existing works on multiple robots-
based sensing that involves realistic models for both communication and control.

What Is Already Out There? In the field of multi-agent sensing, distributed
coverage of the area of interest is a very well known topic of research in the contexts
of bothWSN [147] and multi-robot systems [148]. In the contexts ofWSN, coverage
control algorithms focus on the placements of static sensor nodes to optimally cover
the area of interest. We do not present a survey of this well-studied problem. An
interested reader is referred to a survey such as [147]. However, most of these works
do not use the controlled mobility of the robots to the advantage. On the other hand,
there exists a class of coverage control-related articles in the field of coordinated
robotics that focus on the control and path planning of the robots. Most of these
works employ graph theoretic tools such as Voronoi partitions to solve the coverage
problem [149–151]. However, these works do not address the problem of collect-
ing and communicating the sensed data effectively. Only recently, a small group
of researchers started to look into multi-robot sensing problem from both control
and communication point of views. The work of Kantaros and Zavlanos is relevant
in this context [152]. They looked into the coverage problem of multiple robotic
wireless sensors placement by formulating an optimization problem that combines
placement optimization with realistic communication constraints and sensing effi-
ciencies of the robotic nodes. In [153], Yan andMostofi also looked into the problem
of robotic path planning and optimal communication strategies in the context of a
single robot-assisted sensing and data collections. Similar combined path planning
and communication optimization in the contexts of multiple robots-based system are
presented in the works of Ghaffarkhah andMostofi [154, 155]. The works ofMostofi
et al. [39, 156, 157] on cooperative sensing and structure mapping are also related
to this context. In these works, the authors leveraged multiple pairs of coordinated
robots and their RF communication abilities to sense/map unknown structures. To
this end, they employed the concepts of compressible sampling/sensing [42] and the
well-knownpropagation properties ofRF signals such as path loss and fading [5]. The
work by Le Ny, Ribeiro, and Pappas [158] also presents an optimization problem that
couplesmotion planning and communication objective for sensing. On a similar note,
Williams and Sukhatme proposed a multiple robot-based plume detection method in
[159]. In [160], a new formulation of the multi-robot coverage problem is proposed.
The novelty of this work is the introduction of a sensor network, which cooperates
with the team of robots in order to provide coordination. The sensor network, taking
advantage of its distributed nature, is responsible for both the construction of the
path and for guiding the robots. The coverage of the environment is achieved by
guaranteeing the reachability of the sensor nodes by the robots. A concise summary
of this class of works is presented in Table 5.

WhatWould Be the Potential Future Research Directions? To our knowledge,
there exist a very few works on robot-assisted sensing that involved timely, reliable,
and efficient delivery of the sensed data. Amajor focus of the future should be on such
joint optimization of data collection and sensing tasks. Moreover, there might exist
many dissimilar robots (each consisting of different sets of sensors) in anRWSN.This
requires a simple, unified abstraction in terms of control as well as the sensed data
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Table 5 Summary of multi-robot sensing

Existing works Multi-agent sensing and coverage algorithms
from WSN [147, 148]

Distributed coverage control in distributed
robotics [149–151]

Combined optimization of sensing coverage
placement and efficient data routing and
collection [39, 152–160, 162]

Potential future directions Sensor data collection abstraction (e.g.,
publish–subscribe model) for multiple
dissimilar robotic systems

Sparse sensing for energy efficient
nonredundant sensing

More algorithms on combined optimization of
robotic path planning, sensing, and
communication quality

collection. The popular publish–subscribe-based frameworks (such as MQTT [161])
may be used in such contexts. Moreover, the introduction of controlled mobility has
opened up the applications of sparse sensing [157] which can be exploited for energy
efficient, nonredundant sensing.

3.4.2 Robotic Router Positioning

Robotic router/relay placement is a cutting-edge topic of research in the field of
RWSN. It mostly concerns the second trend in RWSN research, i.e., the use of a
robotic network to form a temporary communication backbone or support an exist-
ing backbone to improve performance. The problem of robotic router placements
is complex and involves direct relations with many other research pieces of RWSN
such as connectivity maintenance, communication link modeling, and localization.
A robotic router/relay is a device with wireless communication capabilities and con-
trolled mobility. Such devices can be employed to form temporary/adaptable com-
munication paths and to ensure robust information flow between a set of nodes that
wish to communicate but lack direct links between each other. Note that, we use
“robotic router/relay” to refer to the robotic nodes helping in setting up communica-
tion and “communication endpoints” to refer to the nodes willing to communicate.
Robotic relay/router nodes relay messages between such communication endpoints.
The communication endpoints might have certain communication requirements such
as minimum achievable data rate, high throughput, and lower delay. Moreover, the
communication endpoints can be mobile or the environment can be dynamic with
changing communication link properties. The objective of a robotic router place-
ment/positioning algorithm is to place the relays in an optimal manner such that the
communication requirements are fulfilled throughout the deployment time, and to
adapt with the network dynamics. Before moving on, we present a commonly used
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term in such contexts called “flow”. A “flow” is defined as the communication path
between a pair of communication endpoints via a set of robotic routers/relays. In
other words, a set of robotic routers assigned to a flow are dedicated to form and
support the communication path between the respective pair of communication end-
points. Based on the objectives as well as network dynamics, the allocation of a set of
robotic routers among different flows may also change over time. Some of the major
components of robotic router placements algorithms are as follows: proper position-
ing and movement planning of these robotic routers, allocation and reallocation of
robots among flows as they arrive or disappear, and connectivity maintenance. In this
section, we present the state-of-the-art techniques on robotic router placements.

What Is Already Out There? The earlier relevant state of the arts on robotic
router placement/movement algorithms are linked to the connectivity maintenance
problem.Amajor focus of suchmethodswas to keep amoving target/node connected
to a static base station via a set of robots with the assumption of an initially connected
network. The work of Stump, Jadbabaie, and Kumar [163] is mentionable in this
context where either the transmitter node is fixed and the receiver node is moving
or vice versa. They developed a framework to control a team of robots to maintain
connectivity between a sender and a receiver in such cases. Among other state of the
arts, Tekdas, Yang, and Isler [164] focused on the connectivity of a single user to the
base station and proposed two different models-based motion planning algorithms.
One is based on known user motion (user trajectory algorithm) and the other is
for unknown-random, adversarial motion of the user (adversarial user trajectory
algorithm). However, this class of works does not deal with the qualities of the
communication links as well as the end-to-end performance. DeHoog, Cameron, and
Visser [165–167] have also proposed some techniques for maintaining connectivity
to a command center in the context of exploration of unknown environments. In
their tree-like role-based network formulation, the leaf nodes are the “explorers”
that explore new frontiers, the root of the tree is the “base station”, and the rest of
the nodes are “relays” to keep connectivity between the “explorers” and the “base
station”.

Over last couple of years, a handful of researchers have started exploring the
problem with more realistic communication models. Yan and Mostofi [168, 169]
are among these handful of researchers to work on the robotic router problem. They
extended the concept of connectivitymaintenance to formulate an optimization prob-
lem which considers true reception quality expressed in terms of bit error rate. The
goal was to minimize bit error rates of the receivers for two scenarios of multi-hop
and diversity. They also demonstrated that the Fiedler eigenvalue optimization-based
approach results in a performance loss. They used an extension of the channelmodel-
ing technique introduced in [45, 46]. In [170], Dixon and Frew presented a gradient-
basedmobility control algorithm for a team of relay robots with the goal of formation
and maintenance of an optimal cascaded communication chain between endpoints.
Rather than considering the relative positions of theneighbors, theyusedSNRof com-
munication links between neighbors. They presented an adaptive extremum seeking
(ES) algorithm which is employed for operating a distributed controller. Goldenberg
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et al. [171] presented another distributed, self-adaptive technique for mobility con-
trol with the goal of improving communication performance of information flows.
In their work, they tried to design and analyze a simple system to address three
issues: application dependency, distributed nature, and self-organization. A solution
to the problem of computing motion strategies for robotic routers in a simply con-
nected polygon environment is presented in [172]. For a summary of all the relevant
references, a reader is referred to Table6.

As mentioned earlier, the main goals of robotic router placements are to fulfill
certain communication requirements such as supporting a set of flows [173], guar-
anteeing certain performance criterion (say, data rate) to the customers [174], or
fixing holes [175]. In [173], Williams, Gasparri, and Krishnamachari presented a
hybrid architecture called INSPIRE, with two separate planes called Physical Con-
trol Plane (PCP) and Information Control Plane (ICP). Their goal was to support a
flow-based network between multiple pairs of senders and receivers using a group
of robots and optimize the overall Packet Reception Rate (PRR) (or the expected
number of transmissions, ETX). In [113], Wang, Gasparri, and Krishnamachari pre-
sented a method called robotic message ferrying, where a set of robots literally travel
from a source to a sink/destination to deliver data. The main objective of this work
was the allocation of such robotic router nodes among a set of senders and the opti-
mization of the communication performance such as throughput. Tuna et al. [175]
also proposed a centralized method of fixing routing holes (due to the absence of
nodes or failure of nodes) using a group of robotic routers. In the proposed method,
all nodes communicate to a central server to send the sensed data, which in turn
controls the positioning and deployment of a set of UAVs to fix routing holes. This
algorithm employs geographical routing and Bellman–Ford routing algorithms to
find the missing nodes/links. In [53], Fink, Ribeiro, and Kumar focused on guaran-
teeing a minimum end-to-end rate in a robotic wireless network. They model the
communication channels via a Gaussian process model learned with a set of ini-
tially collected data. They proposed a stochastic routing variable to calculate an
end-to-end rate estimate, which is exploited to find a slack in the achieved rate and
the required rate. This estimated slack is further used for proper mobility control.
Fida, Iqbal, and Ngo [176] proposed a new metric, called reception probability, and
a throughput-based route optimization method that employs the new metric. They
used Particle Swarm Optimization (PSO) [177] for finding the optimal configura-
tion due to non-convexity of the problem. Gil et al. [174], also proposed a method
of robotic router placements where the communication demands (in terms of data
rates) of a set of clients are fulfilled by another set of robotic routers. The demands
are modeled in terms of effective SNR (ESNR) to represent the required rate. Each
client is serviced by the router closest to it while the router to router communica-
tions are assumed to have a very high capacity. They used a synthetic aperture radar
(SAR) [178] concept-based directional signal strength (both amplitude and phase)
estimation method and a Mahalanobis distance-based cost function for the position-
ing and path planning of the routers. Some preliminary works on optimizing SINR of
the links, i.e., minimizing the effect of interference is presented in [179]. The work of
Wang, Krishnamachari, and Ayanian [54] on robotic router placements in cluttered
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Table 6 Summary of robotic router placements related works

Existing works Tethering a moving object to a base
station [163, 164]

Robot-assisted static relay placements [181,
182]

Single communication chain formation with
performance guarantee in terms of bit error
rate, number of hops, end-to-end rate, or
SINR [53, 168–172, 176, 183–185]

Multiple flow-based robotic network [173,
179] or mesh robotic network placement and
performance optimization [174, 175]

Use controlled mobility to carry the message
from a source to a destination [113]

Integrated framework for network
goal-oriented mobility control [54, 173, 183]

Potential future directions Hardware implementation and evaluation of the
existing algorithms

Include the effects of interference and channel
access protocols in the placement optimization
problem

More decentralized method developments

environments, is also related to this context. On a related note, Ghosh and Krishna-
machari [180] showed that there exists a bound on the number of robotic routers we
need to deploy to guarantee certain communication requirements in terms of SINR.
They also proposed a method of estimating worst-case interference and SINR in a
flow-based robotic router deployment context.

WhatWould Be the Potential Future Research Directions? To our understand-
ing, there exist a lot of research opportunities in this field of research. First, there is a
lack of a physical robotic system-based experimentation of the existing works. One
potential direction is to implement some of the promising algorithms and concepts on
a real system and perform thorough analysis. To this end, there is a lack of academic
open-source robotic network testbeds. Thus building a generic, scalable, adaptable
robotic network testbed is another potential direction of research. Furthermore, most
of the solutions are centralized and need to be converted to decentralized methods.
Interference among the robotic routers as well as the effect of CSMA or any other
channel access is also unaccounted for in most of the existing works. Nonetheless,
to our understanding, the main focus of future should be on developing scalable,
adaptable physical systems to test out the developed algorithms.
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3.5 Localization

In this section, we present a survey on the state-of-the-art localization techniques in
the context of RWSNs. The problemof localization is verywell known in the contexts
of sensor networks and distributed robotics. The state-of-the-arts on localization are
very mature and require a complete separate survey [34–37]. In this section, we
provide a very brief overview of the existing localization works and point out the
works most relevant to the field of RWSN. Note that, the concept of “localization”
is to locate a node in a deployment arena with respect to a reference frame or a
reference location. A commonly used system called the Global Positioning System
(GPS) localizes objects in terms of their latitudes and longitudes. However, GPS is
known to not work properly in cluttered or indoor environments. Therefore, most of
the target application contexts of RWSN require an alternate and efficient localization
scheme for indoor environments such as RF-based localization. Moreover, while
absolute locations are much important, a relative localization between the nodes
in the network is sufficient in many contexts of RWSN. For example, consider a
scenario where a group of robotic routers is employed to connect a moving target
with a base station. In such contexts, the robots form a chain where each robot
positions itself with respect to its neighboring nodes only. Relative positions with
respect to the neighboring nodes are enough for a node’s movement control decisions
in this context. In this section, we present a summary of the existing literature on the
relevant localization techniques.

Vision and Range-Based System: As mentioned earlier, localization has been a
very active field of research in the domain of distributed robotics. The most popular
localization systems in the field of robotics employ cameras and range finders. With
the help of efficient sampling and filtering algorithms such as particle filtering or
Kalman filtering, the camera-based systems locate the object in its field of view
while range finders provide depth/distance information [186–189] . In order to deal
with the movements as well as errors, some researchers use temporal snapshot of the
targets [190, 191]. However, any camera/vision-based approach hasmany limitations
such as the visibility requirement, limited field of vision of traditional cameras, larger
form factor of the robots, and costly image processing software requirements. On
the other hand, while the laser range-based methods do not suffer from the visibility
problem, they are limited to direct line of sight between the target and the tracker
and require complicated processing.

RF-Based System: As an alternative to GPS and vision-based localization sys-
tems, wireless sensor network researchers have proposed a variety of Radio Fre-
quency (RF) based localization systems. As mentioned earlier, there exist a range
of survey papers with the sole focus on such RF localization techniques [34, 35].
Briefly speaking, the existing localization techniques employ either of the follow-
ing aspects: Direction of Arrival (DoA), Time of Arrival (ToA), Time Difference of
Arrival (TDoA), Received Signal Strength (RSS), and proximity. The typical under-
lying technologies used to realize these techniques are RFID, WLAN, Bluetooth,
and ZigBee. Liu et al. [34] provided a great outline and classifications of general
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wireless localization techniques and systems. They outline most of the performance
metrics used in traditional RF-based localization as follows: accuracy (mean error),
precision (variance, or distribution of accuracy), complexity, robustness, scalability,
and cost. With the recent trends of networked robots, it is of interest to the research
community to look at these performance metrics from the perspectives of RWSN.
The difference between anRWSNand aWSNwith static andmobile actuating sensor
nodes is that robots are more dynamic in position and require greater performance
and flexibility in localization due to the larger range of tasks the robots are expected
to perform.

RFID-Based System: Over last two decades, many researchers have peered into
the use of RFID tags because of their low cost and power (or zero power for pas-
sive tags). A confined deployment arena for a team of robots can be fitted with a
mass deployment of RFID tags. Then, we can localize any RFID/RF device carrying
robots in that arena [192, 193]. Zhou et al. present a survey of existing research and
deployments of RFID tags for localization in [194] which shows its usefulness in
robotics. However, one large quirk of RFID tags is the static nature of the tag place-
ments and limited tag functions and information. The benefits of RFID tags manifest
when meticulous planning or post-deployment positioning (using a robot) is done.
In [195], a multi-robot exploration of an unknown graph describing a set of rooms
connected by opaque passages is considered. In particular, the authors demonstrate
how in this framework, which is appropriate for scenarios like indoor navigation or
cave exploration, communication can be realized by bookkeeping devices, such as
RFID tags, being dropped by the robots at explored vertices, the states of which are
read and changed by further visiting robots. As an alternative, RFID tags can be
replaced or complemented by WSNs, which have greater capabilities and flexibility.

Wireless AP-Based System: With the ubiquity ofWLAN access points and wide
availability of wireless sensor nodes, the research community has investigated the
use of a network infrastructure to position and navigate robots. The work of Ladd
et al. [196] illustrated the feasibility of using commercial off-the-shelf radios and
radio signal strength measurements as a robust locater of robots. To enhance the
overall performance of RSS-based localization, researchers have investigated RF
scene analysis or fingerprinting as a viable option for indoors. Ocana et al. [197]
presented such a robot localization system that starts with a semiautonomousmethod
to fingerprint indoor environments using a robot.Many other research teams followed
up with works concentrated on RF surveying with directional antennas on a robot,
such as in [198–202].Weencourage readers to also refer to our section onRFmapping
(Sect. 3.1) to complement the RF scene analysis.

Distributed and Cooperative System: Distributed and cooperative network and
RF-based localization in a dynamically moving network of robots is still not a fully
understood area.Wymeersch [203] showed the positive impacts of cooperative local-
ization on achievingmore complex taskswith a teamof robots. This furthermotivates
the need for a better understanding of cooperative network and RF-based localiza-
tion to see if we can enhance the functionality of RWSNs. In [204], Koutsonikolas
et al. delved into the problem of cooperative localization, but the authors assume
there is a subset of robots that carry extra sensors, including GPS, to aid in the
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overall system. The rest of the robots carry 802.11 radios, only using beacons to
determine proximity. On that node, the work of Zickler and Veloso [205] focus on
relative localization and tethering between two robots based on the received signal
strengths. They opt for a discrete grid-based Bayesian probabilistic approach. In
their system, a locator node moves to different relative positions with respect to the
node being localized to collect multiple RSS values while they communicate their
odometer readings. In [206], Filoramo et al. describe an RSSI-based technique for
inter-distance computation in multi-robot systems. In particular, for a team of robots
equipped with Zigbee radio transceivers, they propose a data acquisition technique
which relies on spatial and frequency averaging to reduce the effect of multipath for
both indoor and outdoor environments. Furthermore, they show how the proposed
data acquisition technique can be used to improve a Kalman Filter-based localization
approach. Another RSSI-based relative localization system is proposed by Oliveira
et al. [207] which also relies on pairwise RSSI measurements between the robots.
To improve the performance and accuracy of the localization, they apply Kalman
filter and the FloydWarshall algorithm. One of the most recent significant works on
relative localization is presented in [208] which applies MIMO-based system for a
single node-based localization. These methods are particularly relevant to the field
of RWSN. We present a summary of the state-of-the-art localization methods in
Table 7.

WhatWould Be the Potential Future ResearchDirections?Most of the current
robotics network-related researches are performed in artificial fixed indoor environ-
ments as there exist costly camera-based solutions (such as VICON system [209]) to
provide millimeter-level accuracy required for the experimentation. We believe that
RF localization will be able to help extend such experiments to truly indoor clut-
tered environments with much lower cost than deploying camera systems. However,
most of the existing RF solutions are also not portable, e.g., they require either a
fixed infrastructure with RF beacons, a map of the environment, etc. Therefore, the
future direction of localization relation research should be focused on developing
portable scalable at least centimeter-level accurate RF localization systems that can
be quickly deployed on demand and can be removed easily. Moreover, the frame-
works should be portable to deploy in real-world applications such as in firefighting.
In that context, another potential direction is toward “self-sufficient” RWSN, i.e., the
networkwill not require help from any existing infrastructure to perform the assigned
tasks. Further, researchers should study different localization properties such as accu-
racy, complexity, and communication requirements in the context of RWSN where
a robot’s performance directly relies on localization, e.g., in the context of tracking
and following a firefighter while providing connectivity to a command center.

4 RWSN Network Stack Layer Analysis

In the last section, we categorized the state-of-the-arts in the field of RWSN accord-
ing to the key research problems in focus. The majority of the works in RWSN
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Table 7 Summary of localization-related works

Localization algorithm
type/class

References Comments

Vision and range-based system [186–191] Popular in robotics

High accuracy

Many off-the-shelf solutions
are available

Requires heavy computation

Requires line of sight

Large form factor

RF-based system [34, 35] Popular in WSN community

Uses RF signal properties (like
signal strength or time of
arrival)

Lower accuracy compared to
camera-based system

Low cost and low computation

No line of sight requirement

Small form factor

RFID-based system [192–195] Low cost and power (or zero
power for passive tags)

Requires static placements of
the tags in the deployment
arena

Requires pre-deployment of
the localization infrastructure

Wireless AP-based system [196–202] Use pre-deployed or existing
WLAN access points

Use commercial off-the-shelf
radios

Requires pre-mapping or
fingerprinting of the
deployment region

Distributed and cooperative
system

[203–208] A subset of anchor robots has
GPS or other localization
capabilities

Rest of the robots localize
themselves relative to the
anchor nodes

Sometimes odometer readings
are combined for better
accuracy [205]

Some types of filtering can be
involved to improve
performance

(continued)
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Table 7 (continued)

Localization algorithm
type/class

References Comments

Future directions Co-optimization of localization accuracy and communication goal

Develop cheap, scalable, and high accuracy system

Study the trade-offs among accuracy, complexity, and cost

are focused on RSS modeling and mapping, connectivity maintenance, routing
algorithms, communication-aware robot placements, connectivity maintenance, and
localization. However, one key thingmissing in the last section is how all these works
fit in the contexts of traditional networking concepts. Traditionally, the protocols rel-
evant to a network (say sensor network) are developed by following the well-known
layered network stack architectures such as the OSI model or Internet model. Ideally,
we would want the same for RWSN. However, we discover that the layered structure
in an RWSN device does not follow the traditional norm. Rather, it mostly relies on
interdependencies between layers. To understand the layering requirements, we first
analyze the existing works explained in the last section according to the five-layered
Internet protocol stack: physical layer,MAC layer, network layer, transport layer, and
application layer. Next, we discuss some potential unified architectures for RWSN.

4.1 Internet Model for Network

4.1.1 Physical Layer

The physical layer in a traditional network deals with the physical communication
between nodes. The function of physical layer includes but not limited to representa-
tion of bits, controlling data rate, synchronization between transmitter and receiver,
defining the communication interface, and controlling the mode of communication
such as simplex or duplex. Therefore, research on topics such as communication hard-
ware, physical medium and communication technologies (e.g., RF and Bluetooth),
and modulation–demodulation of signal falls under this category. There exist many
sorts of wireless communication technologies such as RF, Bluetooth, and Sonar for
communication among robots. For obvious reasons, the dominant technologies for
aboveground communication areRFcommunication techniques [210–213]. For short
range communication, somenetworks of robots useBluetooth [214] and infrared. The
aboveground radio frequency-based methods are not applicable for acoustic commu-
nication (e.g., underwater communication) due to reasons like high loss exponents
and fading due to turbulence. Themost common acoustic communication techniques
are special RF communication [215] and sonar.While RF-based communication still
remains the mainstream for RWSN system, the introduction of robots and controlled
mobility has opened up some new but relatively unexplored communication meth-
ods. On that node, Ghosh et al. [216] have presented a proof-of-concept of a new
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method of communication that employs the location and the motion pattern of a
communicating robot as the communication signal.

Most of the works on RSS measurements, RF mapping, and position control to
improve link qualities fall under the purview of the physical layer since these works
are directly linked to the signal strengths variations over the area of interest. On
a similar note, most of the RF-based localization techniques use properties (such
as signal strength) of the communication signals (RF or ultrasound) and, thus, also
fall under the purview of the physical layer. Among the emerging research domains
related to physical layer of an RWSN, the concept of distributedMIMO implementa-
tion using robots is promising. In [217], Zhang et al. presented a cooperative MIMO
like communication structure in mobile sensor/robotic networks. They subdivide a
network into twin subnetworks where each transmitter node pairs itself with another
node for transmitting cooperatively in an MIMO like fashion.

Another class of work that also partly falls under the purview of physical layer lies
within the communication-aware robot positioning and movement control-related
works where the robots adapt their positions to optimize the quality of the commu-
nication links. In such cases, the robots employ the physical layer information such
as RSSI [179] or data rate [174] to control the movements of the robots acting as
relays/routers/sensors.

In summary, we can state that a major focus of most of the existing state of the
arts on RWSN has been toward the physical layer.

4.1.2 Media Access Control Layer

Briefly speaking, Media Access Control (MAC) protocols deal with proper dis-
tributed access of the physical medium among nodes, node to node communication,
framing, and error corrections. While most of the classical MAC layer modules and
protocols [5] are applicable to RWSN, to our knowledge, there exist only a few
MAC layer protocols designed specifically for networking between robots. Related
tomedia access protocols, CSMA/CA is an obvious choice for RWSNdue to its ubiq-
uitous properties such as randomness and scalability. On the other hands, TDMA and
FDMA systems can also be modified for RWSN with the extra feature of controlled
mobility. On that note, Hollinger et al. [218] presented an MAC protocol for robotic
sensor networks in acoustic environments. They proposed a three-phased method
based on TDMA with acknowledgments. The phases are Initiation, Scheduling, and
Data transfer, respectively. There also exist works related to mobile WSN which use
predictedmobility patterns, such as pedestrianmobility or vehicular mobility, of both
source and sink to design efficient application context specificMAC protocols. Some
examples of such MAC protocols are as follows: MS-MAC [219], M-MAC [220],
M-TDMA [221], MA-MAC [222], MobiSense [223], and MCMAC [224]. These
works show that many difficulties arise as a result of mobility (mainly uncontrolled
mobility) such as random variations in link quality and frequent route changes. To
deal with these problems of mobility, researchers proposed a class of methods like
negotiation-based rate adaptation and handover by transmitter. For a more detailed
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survey on such techniques, the reader is referred to [225]. In contrast, the mobility
of the nodes in RWSN are controlled and, thus, can be exactly known or predicted
with higher accuracy. This opens up a new domain of research where the mobility
controller and the MAC protocol could work in an integral manner to optimize the
utilization of the radio resources.

In summary, while the existing MAC protocols are applicable to RWSN, there
is a lack of MAC layer protocols specifically designed and optimized for RWSN.
As mentioned earlier, one of the future directions would be to incorporate mobility
control with MAC access protocols for better performance. Another future direction
would be to use the knowledge of the MAC protocol to estimate signal properties
such as interference and SINR [180], and to control the link properties such as
interference [226].

4.1.3 Network Layer

Network layer in a traditional wireless network deals with the packetization of data
as well as routing of the packets from source nodes to respective destination nodes.
One of the main application contexts of RWSN is to maintain a temporary commu-
nication backbone to support data flow between communication endpoints. Thus,
a major focus of RWSN-related works till date has been on developing network
layer protocols and combining controlled mobility with routing of packets. All the
routing-related works presented in Sect. 3.2 directly fall under this category for obvi-
ous reasons. Similarly, all the works on communication-aware robot placements
(discussed in Sect. 3.4) also fall under the purview of network layer. However, as
mentioned earlier, the concept of layering in RWSN is slightly vague as it relies
on cross-layer dependencies such as dependencies between the physical layer and
the network layer. This is most apparent in the contexts of robotic router placement
algorithms that deal with the placements of the robotic nodes (based on the physical
layer information) to optimize the end-to-end path from a source to destination as
well as to optimize each link [81, 173]. All connectivity-related works presented in
Sect. 3.3 also fall under this category as the key goal in such connectivitymaintenance
algorithms is to guarantee the existence of a communication path between every pair
of nodes in the network. Without connectivity, the network might be segregated into
smaller subnetworks and would not be able to fulfill the routing goals.

4.1.4 Transport Layer

In the field of RWSN, the researchers are yet to significantly focus on the transport
layer protocols. Till date, researchers employed traditional transport layer protocols
such as TCP, UDP, or some MANET transport layer protocols for robotic networks.
However, unlike MANET, robotic networks have an extra feature of controllable
mobility which provides an extra dimension. But there is no significant work on con-
trolling mobility for improved performance of transport layer protocols. Conversely,
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controllability requires highly reliable, low delay, and error-free communication
between robots, which is not possible using original TCP or UDP and requires some
special transport layer protocol. In this section, we present a brief overview of the
existing transport layer protocols for RWSN.

Among the state-of-the-arts, the work of DouglasW. Gage on the MSSMP Trans-
port Layer Protocol (MTP) [210] is mentionable. This protocol is based on the Reli-
able Data Protocol (RDP). The RDP is much more effective and appropriate service
model formobile robot applications thanTCP. There aremany features ofRDPwhich
are more useful in RWSN such as more communications bandwidth than TCP and
simpler in terms of implementation. But the interface to the application layer inMTP
is similar to TCP, i.e., based on socket-like API. There is also a couple of conges-
tion control protocol designed for tele-operation of robots such as trinomial method
[227], Real-Time Network Protocol (RTNP) [228], and Interactive Real-Time Proto-
col (IRTP) [229]. All these methods are not directly related to the RWSN but can be
ported. Similarly, there exists a group of works on transport layer for MANET [230,
231]. For a detailed overview on existing congestion control protocols of mobile
ad hoc network, an interested reader is referred to [232]. In summary, the transport
layer-related research on RWSN requires significant attention in future with a major
focus on reliability and delay performances.

4.1.5 Application Layer

Many of the existing works related to RWSN are actually related to the application
layer. In some of the target application contexts, the robots in an RWSN need to
make informed movement and communication decisions in order to work in a coop-
erative manner. For example, in order to form a communication relay path between
a pair of communication endpoints, the relay robots need to process a combina-
tion of information such as neighboring node locations, flow endpoint requirements
(say, a minimum data rate), current link status, and expected interference power to
adaptably and optimally position the relays. According to the layered hierarchy, all
these processing and decision-making should be done in the application layer to keep
the system modular. For example, in the route swarm work [173], the Information
Control Plane (ICP) takes care of making decision regarding state changes of the
robots as well as the allocation of robots among different flows. Thus, the ICP in
that architecture is mostly implemented in the application layer. In the same manner,
all the robotic router-related works are partly/fully dependent upon the application
layer.

Another mentionable field related to the application layer is cloud robotics. Cloud
robotics basically uses an application layer abstraction of a heterogeneous network
of robots to perform a group of tasks. Cloud robotics provides a unified scalable
control platform for a group of heterogeneous robots. The work of Du et al. [29] is
among the most promising works in this field of research. Quintas et al. [30] also
proposed a related architecture. In [31], Kamei et al. presented a detailed study of the
advantages, concerns, and feasibility in Cloud Networked Robotics. In this paper, we
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Table 8 Summary of relevant keywords for the RWSN layering architecture

Layer References Related keywords

Physical layer [210–217] RSS measurement, RF
mapping, localization,
distributed MIMO,
connectivity, robotic router
placement, and
communication-aware robot
positioning

MAC layer [5, 180, 218–226] Scheduling, CSMA, TDMA,
and FDMA

Network layer Routing, robotic router
placement,
communication-aware robot
positioning, and connectivity

Transport layer [210, 227–232] Delay, real-time
communication, UDP, and
TCP

Application later [29–31, 173] Connectivity, positioning,
robotic router placement,
communication-aware robot
positioning, and cloud robotics

do not delve into cloud robotics as it does not directly fall under the RWSN research
domain.

In summary, there is no cleanway of classifying the existingworks into the layered
architecture. Rather, each of the problems and solutions belongs to multiple layers.
Moreover, we need a new layer/module to deal with the mobility control. All these
lead us to believe that maybe we need a new architecture for RWSN that builds
upon the existing layered network stacks, discussed in the next section. Note that we
present a summary of our network protocol stack-related discussion in Table8.

4.2 An Unified System Architecture for RWSN

Based on our analysis in Sect. 4.1, we find that the existing works in RWSN do not
fit well in the Internet model of networking stack. Rather, most of the solutions in
RWSN require interlayer dependencies. For example, a robotic router placement
algorithm relies on the physical layer estimation models which in turn rely on some
knowledge about the relay node positions and the network graphs. Moreover, we
need to have a control layer to combine the network goals with the movement of
the robots. Thus, we require a new system hierarchy for RWSN where the existing
network architecture can be kept intact to the most extent. On that note, Williams,
Gasparri, and Krishnamachari [173] have proposed an architecture with two planes:
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Fig. 4 Illustration of a unified architecture

the Information Control Plane (ICP) and the Physical Control Place (PCP) where the
ICP takes care of the networking as well as high-level movement decisions and the
PCP takes care of the movements. There also exist software architecture solutions
for a system of multiple robots such as ALLIANCE [233] and CLARAty [234]. The
works of Arkin and Balch [235] and Stoeter et al. [236] are also relevant in this
context.

However, the concept of a unified system architecture is one of the relatively
unexplored domains of research in RWSN. Most of the existing literature emphasize
only certain aspects of system challenges instead of focusing on the networked robot
system as a whole. Thus, there is a need of a base, decentralized, realistic system
framework using realistic communication models that can autonomously control
an individual robot as well as a group of robots in any kind of RWSN application
contexts. The term framework here refers to a collective set of system modules
such asmovement control, sensors and connectivitymaintenancewith necessary
interconnections, as illustrated in Fig. 4. This base framework should have plug
& play flexibility as well, i.e., any extra module pertinent to a specific requirement
can be added or removed. In Fig. 4, we present a sample, illustrative architecture for
RWSN, based on our understanding.

5 Collaborative Works on Networked Robots

There are many projects on collaborative robotics with different goals in focus.
Among them, Ubiquitous Robotics network system for Urban Settings (URUS)
project (http://urus.upc.es) [237], Japan’s NRS project [238], Physically Embed-
ded Intelligent Systems Ecology [239] project, DARPA LANdroids program [240],
Mobile Autonomous Robot Systems (MARS) [241], Mobile Detection Assessment

http://urus.upc.es
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andResponse System (MDARS) [210] are the important ones. Among other projects,
the swarm-bot project by cole Polytechnique Fdrale de Lausanne (EPFL) ([242],
[243]), the NECTAR Project [244] by Filippo Arrichiello and Andrea Gasparri, and
I-Swarm project ([245], [246]) by Karlsruhe are the significant ones.

Since we are mainly interested in network-related research in RWSN, the main
project that falls in our category is theDARPALANdroids program. This is one of the
recent projects undertaken onRWSN. Tactical communication enhancement in urban
environments is themain goal of this program [240]. Toward this goal, the researchers
tried to develop pocket-sized intelligent autonomous robotic radio relay nodes that
are inexpensive. One of the serious communications problems in urban settings is
multipath effect. LANdroids are envisioned tomitigate the problem by acting as relay
nodes, using autonomous movements and intelligent control algorithms. LANdroids
will also be used to maintain network connectivity between dismounted war-fighters
and higher command by taking advantage of their cooperative movements.

On the other hand, there are some industrial projects that also fall under the
purview of RWSN such as Facebook’s Aquila project [247] and Google’s project
Loon [248]. There are also some open-source projects on swarm robotics such as
swarm robot [249] and swarm-bots [250]. Swarming Micro Air Vehicle Network
(SMAVNET) is a related project by EPFL where a swarm of UAVs is envisioned to
be used to create temporary communication networks.

6 Summary and Conclusion

The main aim of this chapter was to identify and define a new field of research,
RWSN, and provide a starting point to the new researchers. Briefly speaking, an
RWSN consists of a group of controllable robots with wireless capabilities that are
deployed with the goal of improving/providing a portable wireless network infras-
tructure in application with need of sudden and temporary wireless connectivity
such as in a search and rescue mission or in a carnival. While there exist a range of
relevant state-of-the-arts, the application of controlled mobility to the advantage of
wireless communication is still an open area of research. However, like every new
field of research, there are some challenges in RWSN research. Some of the known
challenges are as follows: (1) lack of programmable, scalable RWSN testbeds for
implementing and validating concepts; (2) lack of good venues to publish research
(there is only a handful of newworkshops and conferences that focus on RWSN); and
(3) because of the interdisciplinary nature of this field, it requires the researchers to
have knowledge on a vast range of topics such as robotics, control, communication,
embedded systems, and networks. Nonetheless, based on all the discussions in this
chapter, it is evident that RWSN is an emerging and promising piece of technol-
ogy with limitless possibilities. Some of the known promising ongoing and future
directions of RWSN-related research are listed in Table 9.
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Table 9 Ongoing and future research directions

Systems � Build a full-fledged low-power reusable
RWSN testbed

� Implement and analyze promising
theoretical concepts on a real system

� Extensive measurements in real
environments (such as mines), identify the RF
properties, and formulate communication
models and emulators

Modeling and mapping � Build a mathematical or systemic model for
interference and SINR estimation in an RWSN

� Incorporate the effects of MAC protocols
such as CSMA into interference estimations

� RF-based online mapping of an unknown
environment

Routing � Develop routing algorithms with guaranteed
lower delay but higher reliability

� Apply existing MANET protocols in the
context of RWSN

� Include controllability of the nodes in the
routing decision where a bad link can be
potentially improved via small movements

Connectivity maintenance � Realistic communication model-based
connectivity control

Robotic router � Optimization of router placements with
realistic SINR models

� Guaranteed communication performance
such as min achievable data rate by placing
robotic routers between TX-RX pairs

� Robot-based communication link repair

� Robotic message ferrying-related research
with more focus on the trade-off between
movement energy consumption cost and the
payoff from good performance or timely
message delivery

Localization � Build a portable RF-based localization
system with at least centimeter-level accuracy

� Focus more on relative localization than
absolute localization

Network stack � Multiple robots-based cooperative MIMO

� MAC protocols with mobility control,
engineered specifically for RWSN

� Transport layer protocols (alternate to UDP
or TCP) engineered for RWSN

� Unified system architecture for RWSN
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Robot and Drone Localization
in GPS-Denied Areas

Josh Siva and Christian Poellabauer

Abstract Robots and drones have recently become commonplace, with more
advanced and affordable units available every year. While initially they may have
been marketed primarily to hobbyists, consumer robots (and drones in particular)
have become much more than just toys; they have garnered more and more attention
from researchers across fields such as environmental sensing, surveillance, com-
puter vision, machine learning, systems engineering, and networking. Robots and
drones provide a rich playground in which to tackle challenging problems aimed
at increasing the autonomy of machines. Moreover, as these machines become ever
more ubiquitous, there arises both the desire and need to provide a way for them to
coordinate their movements and actions so that they can accomplish tasks such as
navigating without collision or mapping an area. Such coordination becomes more
difficult once the space thatmust be navigated is in aGPS-denied area. In this chapter,
the many facets of robot and drone coordination in GPS-denied areas are discussed,
addressing issues associated with localization and coordinating multiple agents as
they attempt to accomplish a common goal.

1 Introduction

Consumer and commercial drones and robots have found widespread use and are
only going to become more ubiquitous with time. For example, consumer drone
sales are expected to increase from 1.9 million in 2016 to 4.3 million in 2020, while
commercial drone sales are expected to go from 600,000 to 2.7 million in that same
time span [17]. A related trend is the increasing autonomy of cars, which will soon
make them more akin to robotic vehicles than traditional transportation systems.
These large pools of unmanned systems and vehicles may also be supplemented in
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the future by other mobile robots that will be used to complete a variety of tasks.
What we have then is a considerable number of mobile robots, all trying to carry
out their tasks in a variety of locations, all the while needing to avoid crashing into
obstacles as well as each other.

The coordination of multiple robots and drones is a difficult problem on its own;
however, the variety of locations inwhich they can operate create evenmore problems
with navigation and coordination when such locations lack GPS coverage, such as
under dense foliage, in urban areas (urban canyons), and indoors. In these GPS-
denied areas, we want robots and drones to be able to, cooperatively or otherwise,
continue carrying out their tasks such as search and rescue, navigation, package
delivery, or site mapping. This chapter will begin with discussing characteristics of
robots and drones (Sect. 2). Since the very essence of multi-robot coordination is
cemented in localization, we will explain the more general issue of localization in
GPS-denied areas as well as how it pertains to mobile agents and how those agents
can act cooperatively (Sects. 5–7). Finally, at the end of the chapter, we will consider
localization in the practical context of multi-robot coordination and discuss some of
the difficulties associated with coordination in a GPS-denied area (Sect. 8).

2 Robots and Drones

Robots and drones bring to mind many different images ranging from the positronic
automatons of science fiction to the remote control quadcopters found in toy stores
today. The common viewpoint of a robot or drone is that it is the combination of a
computer with some sort of mechanism to allow it to physically manipulate, sense,
andmove around in its environment. However, once it is also equipped with a form of
wireless communication, robots and drones share many similarities and challenges
found in sensor networks. Consider that these machines are simply wireless sen-
sor nodes that happen to be mobile, and with this simplified view, it is easy to see
that issues such as energy efficiency, communication, message routing, and localiza-
tion are just as important in networks of robots as they are in networks of sensors,
especially when both are deployed in an ad hoc fashion. Another difference that
distinguishes robots and drones (or at least the types considered here) fromWireless
Sensor Networks is that the former are mission oriented. That is, we are concerned
with robots and drones that are trying to accomplish a specific task rather than sim-
ply remaining in place and passively collecting data about something. This offers a
much richer set of difficulties and solutions when it comes to the overall problem of
coordinating groups of drones and robots.1

1The word drone has historically referred to unmanned aircraft (military aircraft in particular), but
aside from the form of propulsion, there is an extraordinary amount of overlap between what we
refer to as drones and what we normally call robots. Because of this, as well as the militaristic
implications of the word drone, we will hereon refer to flying or airborne robots as simply robots
unless the form of propulsion is of importance.
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2.1 Autonomy

The degree to which a robot is autonomous is driven by the ability of a robot to
carry out the tasks for which it is designed, given the hardware available to it and
without human intervention. In particular, we are concerned with achieving a level
of navigational autonomy where multiple robots are capable of moving about within
a space while avoiding collisions with obstacles and other robots as they try to
accomplish various other tasks (though their task could simply be to navigate a space
such as when robots are used to develop maps of an area). Note that this chapter is
not concerned with robots that exhibit a high level of autonomy when it comes to
tasks other than those related to navigation and coordination. For example, a robot
that must be told where to go and how to do its job at each step may not be considered
autonomous by most people, but if the robot is capable of navigational autonomy,
the trip from point A to point B can be handled in an intelligent way that potentially
involves coordination with a number of robots. Specifically, robot coordination is
meant to encompass both collaborative and incidental negotiation of the space by the
robots involved. This is the level of autonomy that wewish to examinewith respect to
movement in GPS-denied areas, and it stands in contrast to non-coordinated robots,
whichmay be individually autonomous, but that do not communicate nor proactively
attempt to avoid collision. In the future, robots will likely rely on many techniques
to coordinate their actions ranging from sense and avoid to path planning to warning
systems [26].

2.2 Form Factors

Terminology aside, the form factor of a robot is important to consider. For example, a
nonmobile robot is clearly not concerned with issues of navigation and coordination,
and aquatic robots face a drastically different set of difficulties when it comes to
that same topic. In particular, we are concerned with coordinating mobile robots on
the ground and in the air. Though there are many forms of locomotion that permit
robots to be mobile in these domains, it is much easier to consider representative
subgroups that illustrate particular mobility features. In particular, ground and air
mobility can each be divided into groups of robots that have constrained motion
(i.e., planes and cars) and those that have relatively free motion in all directions (i.e.,
non-fixed wing aircraft and omni-wheel robots). The former group is characterized
by potentially higher speeds and more predictable movements, while the latter may
move more slowly but can move with more degrees of freedom. These different
aspects of motion affect localization/tracking and ultimately how we are going to try
to coordinate the movement of these groups of robots.

Beyond the form of mobility, we also expect a certain set of capabilities from
robots if we wish them to be able to navigate about a space and coordinate their
actions with other robots. For example, there must be a way to both sense and
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localize surroundings (walls, chairs, trees, people) as well as other robots. This data
must also be communicated in someway to other robots to aid in decision-making and
coordination. There are two extremes to the robotic network: first, we can consider
a completely centralized system in which the robotic agents have a minimal set of
sensors and computational ability and are completely coordinated by a central entity.
A strong communication infrastructure is necessary for even the simplest actions
as the central entity is responsible for collecting all sensor data (from the robots or
elsewhere) and using that to tell the robots what to do. This infrastructure means that
the area in which the robots can operate can be restricted and the responsiveness of
the robots can be reduced; however, it allows the robots themselves to be extremely
simple machines. On the other hand, the second form of robotic network would be
completely decentralized and necessitates each robot having sufficient sensors and
computational capacity to handle navigation.

Communication in this network then serves to enable the robots to coordinate their
actions and even help each other with tasks such as localization. At the extreme, this
network would be an ad hoc mesh network. As yet, there is no answer as to the best
way robotic networks should be implemented, but there is certainly a precedent in
favor of the ad hoc network approach in the form of vehicle to vehicle communi-
cation in VANETs. Moreover, a decentralized approach provides an opportunity for
resilience by removing the single point of failure of the central entity. On the other
hand, it is important to note that there are scenarios in which an implementation lying
somewhere in between the two robotic network extremes may be the best solution.
Consider the use cases broken out by environment below where the use of multiple
robots is useful, the coordination of their movements is crucial, but the ideal network
architecture is not always immediately apparent:

• Office building—The typical office building provides many obstacles in the form
of cubicles, chairs, desks, and people. Best suited to smaller flying robots and
those restricted to movement along the ground.

– Search and Rescue (SaR): Robots respond in a disaster scenario such as a fire or
earthquake to quickly search the building for victims, collect information ahead
of human first-responders, and provide support for ongoing operations.

– Mapping and exploration: Whether in the context of providing information to
first-responders in SaR or exploring a condemned building, multiple robots can
cooperatively plan their investigation of the building to make quick work of the
mapping process.

• Large room—A single large room such as a warehouse or manufacturing build-
ing/room. Airborne robots of larger size are a bit more feasible in this domain.

– Transportation of goods: Many robots are operating throughout the room, mov-
ing pallets of items from one area to another. Their movements are tightly
coordinated to prevent collisions while they carry their heavy loads.

• City—Tall buildings block Line of Sight (LOS) with GPS satellites leading to
either no GPS location updates or locations with terrible accuracy. Robots moving
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on the ground need to coordinate their motion with people, cars, and, possibly,
other robots. Flying robots of all forms could fill the urban canyons coordinated
into lanes or common flight paths.

– Package delivery/general traffic negotiation: A scenario for the future in which
many robots are present in a city and a robot must coordinate its movements
with the general robotic and human traffic in order to get where it needs to go
(either along roads or in the air) to accomplish its mission.

• Forest—Alarge expanse of trees forming a fairly dense canopy that is occasionally
broken up by meadows which may allow for intermittent GPS.

– SaR: Robots need to scour a forest to find a missing hiker. Their search patterns
rely on the fact that the robots know exactly where they are and where they have
searched. It is conceivable that some robots are deployed carrying supplies that
a lost, hungry, and tired hiker might find useful. These special robots could then
be coordinated in a special way by being spread throughout the ranks of other
searching robots so that immediate aid is never too far away.

Communication is a very important facet of coordinating multiple robots, but a
sufficient treatment of the topic is beyond the scope of this chapter. Other chapters
in this book provide an excellent survey of this topic.2

3 Localization in GPS-Denied Areas

The topic of localization is the more general issue of locating something within a
certain space, meaning that it does not have to be restricted to robots only. One of
the most well-known solutions to this particular problem is GPS, where satellites in
orbit about the Earth can provide someone with a location within an error margin
of a few meters [12]. In general, the goal of localization is to provide an entity
with coordinates whether they are absolute as in latitude and longitude or relative to
some local frame of reference. However, GPS coverage is not perfect because it is
dependent on line of sight with a sufficient number of GPS satellites, which is not
guaranteed in places such as dense forests or in urban canyons. When line of sight
is not available, then multipath effects can cause errors of over 80m [12]. The goal
then is to find a way to localize a robot without making use of GPS, whether the
robot operates almost exclusively in GPS-denied areas or just happened to find itself
in one. These two different scenarios imply different requirements for GPS. When
a signal is lost, the robot may simply be required to maintain the same localization
accuracy as GPS. In contrast, a robot that operates exclusively in GPS-denied areas

2The chapter “Robotic Wireless Sensor Networks” dives deeply into various communication chal-
lenges and serves as an excellent companion to this chapter.
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could very likely find itself in very cluttered, possibly highly dynamic environments
such as a warehouse, where the accuracy of localization must be higher than can be
achieved from GPS.

4 Technologies for GPS-Less Localization

There are many technologies available that have been researched to replace GPS,
either intermittently or completely. By far, the most common approach is to leverage
existing wireless networks, but there are many other classes of GPS-less localization,
including visual localization, IR-based localization, and sound-based localization to
name a few. Of these other classes, visual localization stands out, because of the
potential for using the camera(s) for mapping, localization, and collision avoidance.
In the case of a flying robot, the payload weight is extraordinarily important. A piece
of hardware that can perform multiple tasks simultaneously could keep the payload
light and therefore keep the robot in the air for a greater amount of time. This same
argument works for radio frequency localization, because it can be used for both
localization and communication. It is also important to consider the computational
burden that themethod of localization places on the robot as this will affect the ability
of the robot to handle or react to an event (e.g., a robot trying to enter a flow of traffic)
in an appropriate amount of time. Sections5 and 6 will further explain the details
of radio frequency localization and visual localization, respectively, and consider
the challenges each approach faces. A final localization method that is often paired
with almost any localization strategy is dead reckoning. In dead reckoning, a robot’s
current position is combined with data from Inertial Measurement Units (IMUs) to
estimate the next position. This will be discussed further in Sect. 7.

5 Radio Frequency Localization

Radio frequency localization makes use of wireless communication technologies
such as Wi-Fi (IEEE 802.11), Bluetooth (IEEE 802.15.1, Bluetooth SIG), ZigBee
(IEEE 802.15.4), or Ultra-Wideband (UWB) (IEEE 802.15.4a) to perform localiza-
tion. This is particularly advantageous if the communication technology can remain
useful as a communication device rather than spending most of its time sending bea-
cons or processing the signal in a way that prevents the data from being captured.
Although radio frequency localization is not a particularly new topic, especially in
Wireless Sensor Networks, the restriction of only using localization methods that
are sufficiently accurate and do not impose a large amount of infrastructure (e.g.,
many anchors or access points) reduces the number of viable solutions. In the next
section, wewill discuss the shortcomings of a number of radio frequency localization
approaches and show that the prominent candidates for radio frequency localization
technologies are Wi-Fi, UWB, and Long-Term Evolution (LTE).
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5.1 Problems

Wi-Fi and Bluetooth, including the more current Bluetooth Low Energy (BLE)
standard, are convenient tools to use for localization, because they are typically
already found in consumer electronics (including consumer robots). Both technolo-
gies include a metric called Received Signal Strength Indicator, which is an estimate
of the strength of the signal as defined by the hardware vendor (at least in the case
of 802.11 Wi-Fi). Unfortunately, this also means that its implementation can be
somewhat ambiguous [2]. In general, if this value were a completely accurate mea-
surement of the power of the signal at the antenna, the distance to the transmitting
device could be easily determined due to the fact that radio signals in free space
travel in a predictable way according to

PR = P0 − 10γ log(d) (1)

where PR is the received power in dBm, P0 is the reference power at 1m, γ represents
various environmental characteristics, and d is the distance between the sender and
receiver. However, in realistic settings, the RSSI measurements are not reliable,
because they suffer from large errors induced bymultipath effects as well as a distinct
lack of stability even when the environment is static [19]. Factors such as differences
in the radio hardware between manufacturers and the impact of the environment
(fading) affect the relationship between distance and signal strength. Due to this
high sensitivity to the environment, which can cause localization errors of several
meters [41], obtaining accurate localization for the coordination of groups of robots
is difficult.

Another approach is to measure the Time of Flight (ToF) of a packet between
sender and receiver to estimate the distance. The most important factor to consider
for such timing-based approaches is the set of parameters that affect the timing
measurement. At a high level, both hardware and software componentswill introduce
delays that must be accounted for. Especially when time stamping is used, accurate
synchronization between sender and receiver may also be required. From a statistical
point of view, to assess the achievable accuracy of this method, we look to the
Cramér-Rao Bound (CRB), which allows us to calculate the estimation variance of
a particular method of ranging. The variance on position estimates based on timing
is directly proportional to the bandwidth of the communication technology [39, 48],
which means that the smaller bandwidths of ZigBee, BLE, and Wi-Fi are, perhaps,
not the best choices for timing-based localization. As we will discuss later, this
is the reason that UWB communication is a promising technology, because, as its
name implies, the bandwidth is large, which enables more precise ToF estimation.
Additionally, with channel state information available for Wi-Fi, we will see how
revisiting timing-based Wi-Fi localization has paid off (in Sect. 5.2).

Yet another class of solutions frequently found in the literature is fingerprint-based
localization, where RSSI values from multiple anchors are used as a fingerprint for
a particular position in a space [10, 19, 29]. RSSI measurements are taken at known
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Fig. 1 Example of a radio map used for RSSI fingerprinting

locations and kept in a radio map and RSSI measurements from nodes at unknown
locations are compared to these map entries to estimate their locations. An example
of such a radio map is shown in Fig. 1, where the black dots indicate the location of
a radio transmitter and the changing colors indicate the loss in signal strength with
distance to the transmitters. Fingerprint localization can provide good localization
accuracy, but it suffers from the same sensitivity to environmental changes that
plague other forms of RSSI localization. Although there are solutions to dynamically
generate the radio map [29], which can help with the setup cost and the reliability
over time, fingerprint-based localization does not offer a great deal of freedom for
the devices being localized; that is, they are confined to the mapped area. While it
might be okay with a small number of robots restricted to a single room (or highly
instrumented building) whose environment is mostly static, this solution does not
scale well geographically and simply does not provide the freedom of movement that
is often required. Additionally, note that the room must contain a sufficient number
of anchors to disambiguate locations on the radio map. This burden of deployment,
including setting up andmaintaining large numbers of anchors and generating a radio
map, is a factor that needs to be seriously considered, especially for a potentially
large-scale robot localization system (e.g., large warehouses and urban canyons).

The remaining solutions to radio frequency based localization are all timing based
and typically offer excellent accuracy. They are divided into two groups: indoor
solutions withWi-Fi and UWB and an outdoor solution based on LTE. While Wi-Fi-
andUWB-based localization could also be used in outdoor environments, LTE-based
localization is primarily intended for outdoor use to help replace the loss of GPS in
urban canyons. Since LTE signals can penetrate walls of buildings (within reason), it
is not out of the question to consider LTE as an indoor localization method; however,
from a deployment perspective, it makes much more sense to make use of resources
that you have control over. For instance, if Wi-Fi coverage is poor in a particular
area, it is possible to move or reconfigure an access point to provide better coverage.
The same cannot be said for cell towers. Favoring the more flexible resource for a
given area leads us to consider only Wi-Fi and UWB for indoor localization.
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Fig. 2 Subcarriers for
OFDM

5.2 Wi-Fi Localization

Starting with 802.11a, Wi-Fi signals were encoded using Orthogonal Frequency
Division Multiplexing (OFDM), which uses many subcarriers within a channel to
transmit data [16, 23, 49]. A simplified example of this is shown in Fig. 2. ForWi-Fi,
each 20MHz channel consists of 52 subcarriers. A feature found in recentWi-Fi stan-
dards is the use of multiple antennas for spatial diversity and multiplexing. In fact,
using multiple antennas, 802.11n introduced the concept of transmit beamforming,
where the signal is steered toward the intended target. This was improved upon in
802.11ac [24]. These developments help combat the issue of multipath interference,
where reflected signals disrupt the direct path signal at the receiver. Asmentioned ear-
lier, multipath propagation is a leading cause of inaccuracies in regular RSSI-based
localization schemes, so it would seem that 802.11n would make RSSI localiza-
tion more appealing. However, it turns out that for transmit beamforming to work,
the transmitter must have access to subcarrier level information of the signal. This
information is referred to as Channel State Information (CSI). CSI is a collection
of physical (PHY) level data that includes complex amplitude and phase as well as
time stamps which is a much richer collection of data than RSSI. In recent years,
researchers have found ways to access CSI in commercial Wi-Fi Network Interface
Cards (NICs), which has opened up a world of possibilities. Some of the NICs that
have been used are the Intel 5300 [27], Atheros 9390 [56], and Atheros 9590 [43].
A list of additional Atheros devices can be found at the Atheros CSI Extraction
Tool website.3 The catch with CSI localization is that software to extract it from the
chip is not available (at the moment) for anything other than Atheros and the single
Intel chipsets. This restriction is a factor to consider when developing a localization
scheme for a robotic network as it may be problematic to incorporate the few choices
of hardware into a flying robot due to weight, space, and/or hardware compatibility
constraints.

3 http://pdcc.ntu.edu.sg/wands/Atheros/.

http://pdcc.ntu.edu.sg/wands/Atheros/
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With that said, the different approaches to usingWi-Fi CSI for localization can be
divided into two main branches: applying traditional RSSI-like path loss localization
methods and using methods of localization that, previously, could not be carried
out with Wi-Fi. Additionally, the availability of multiple antennas has encouraged
researchers in both branches to incorporate methods to differentiate the direct path
signal from multipath reflections. For example, in Cupid [56], the Angle of Arrival
(AoA) is distinguished by using the MUSIC algorithm [54], which computes the
signal intensity over a range of angles.

In line of sight conditions, the greater signal intensity will indicate the AoA of the
signal.MUSIC is also used in ToneTrack [67] and SpotFi [35], though not necessarily
for the same reason. SpotFi uses a rough Time of Flight (ToF) to determine which
signal is the direct path signal and then uses MUSIC to identify the AoA of this
signal for localization. Since this ToF value does not take into account the numerous
sources of delay, to determine a distance between the sensing node and the target,
SpotFi, much like CUPID [40, 56, 66], uses path loss much like in RSSI-based
localization except that in this case the signal strength comes from the energy (based
on the amplitude of the subcarriers) of the received signals as collected at the PHY
level rather than the RSSI value. The median accuracy of these approaches is still
on the order of meters, which makes them less appealing for localization in robotic
networks operating indoors with the potential for clutter and tight spaces or in a
tightly coordinated fashion.

In contrast to the signal strength approaches with CSI above, the new timing-
based approaches toWi-Fi localization are particularly interesting because they have
allowedWi-Fi localization to consistently fall below one meter of error. On the other
hand, this is also where we see how big of a difference the choice of hardware makes.
For example, SAIL [43], implemented with an Atheros 9590 NIC, demonstrates
localization (not just ranging) from a single access point in which AoA is combined
with ToF to come up with a location estimate. ToF is calculated based on packet time
stamps and provides an estimate with an error of 2 m. ToneTrack [67], implemented
with Wireless Open-Access Research Platform (WARP) hardware radios, uses Time
of Arrival (ToA) at a set of anchor access points as well as frequency hopping with
theMUSIC algorithm to localize a target within less than onemeter of error. Chronos
[65], implemented with the Intel 5300 NIC, which calculates remarkably accurate
ToF to each antenna using a novel approach of aggregating CSI across channels,
achieves a ranging error of 10–30cm between 0 and 15m and a median localization
error between 60cm and 1m. Finally, Ubicarse [37], implemented with the Intel
5300 NIC on a tablet, combines additional sensor information with CSI obtained
from the two antennas on the device to realize a synthetic aperture radar (creating
the illusion of an antenna array through movement) with multiple anchors that has a
median localization error of 39cm. While all of these projects use different methods
of localization, the large differences in accuracy illustrate how dependent accuracy
and reliability can be on the particular chip manufacturer.

Though CSI localization is not without its drawbacks, it has already been suc-
cessfully incorporated into flying robots [65]. The Atheros Tool was also added to
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Manifold Linux which is used by DJI robots.4 Furthermore, the ability to completely
localize a robot with a single anchor (demonstrated in SAIL and Chronos) is partic-
ularly useful because it keeps the localization infrastructure minimal, which cannot
be said for the localization methods that rely on anchors performing trilateration or
triangulation. If the number of hardware options for implementing CSI localization
increases, then this will allow greater flexibility for those attempting to build robotic
networks with them.

5.3 UWB Localization

UWB communication is characterized by large signal bandwidths (500 MHz and
up) and ‘bursty’ communication that has been designed to provide high throughput
as well as a means of localization. The large bandwidth is what makes it possible to
use timing-based methods for localization. UWB communication, unlike Wi-Fi and
Bluetooth/BLE, is not incorporated into consumer electronics; however, it has found
its way into proprietary RF localization solutions such as TimeDomain 5 and Pozyx.6

More recently, UWB modules have become available for a reasonable price from
companies like DecaWave.7 UWB has been used for decades for communication but
has recently garnered a good deal of attention for indoor localization of robots due
to its high accuracy. Although UWB devices are still not very common, UWB-based
localization systems could easily be used in a robotic network (as they have already
been used in single robot applications). Additionally, there is the benefit of avoiding
(or working nicely alongside as noted in [3]) the 2.4GHz band used by Wi-Fi and
Bluetooth/BLE, which can help with communication reliability.

The vast majority of UWB localization systems are implemented in an environ-
ment where multiple UWB transceivers act as anchors while the robot to be localized
carries another one referred to as the tag. Localization transmissions take the form
of broadcast from either the anchors or the robot. Though anchor setup does tend to
restrict the coverage area for localization, later in Sect. 5.5, we will look at ways for
this technology to be extended for multi-agent scenarios.

One of the most simple implementations of this localization environment is pre-
sented in [36], where the robot transmits a beacon that is picked up by the anchors.
The Time Difference of Arrival (TDOA) at each of the anchors (which are physi-
cally wired together to tightly synchronize them) is used to calculate the location of
the target. TDOA has an advantage over TOA, because it does not require that the
sender and receiver have synchronized clocks. However, this infrastructure creates
a bottleneck between the anchors, which could be problematic in terms of scalabil-
ity, so another approach is to have the robot self-localize. With self-localization, the

4https://github.com/libing64/manifold_linux.
5http://www.timedomain.com/.
6https://www.pozyx.io/.
7http://www.decawave.com/.

https://github.com/libing64/manifold_linux
http://www.timedomain.com/
https://www.pozyx.io/
http://www.decawave.com/


608 J. Siva and C. Poellabauer

Fig. 3 The message passing
sequence for SDS-TWR
ranging

anchors transmit a beacon that the robot collects (along with the associated timing
information) and then uses TDOA [55] or particle filters [25] to establish its posi-
tion. Particle filters provide a means of both combining multiple position estimation
inputs as well as keeping track of multiple likely candidates for the correct position.
Sensor fusion tools such as this are addressed in more depth in Sect. 7.

Another way of tackling localization with UWB is for the robot to use pairwise,
rather than broadcast, communication with anchors to establish a range between each
anchor and the robot. This technique has been demonstrated in [58, 64], where the
method of localization is Symmetric Double Sided Two Way Ranging (SDS-TWR)
with multiple anchors surrounding the target (referred to as the “tag”). SDS-TWR
refers to the communication that must occur between two points to calculate an
accurate Time of Flight that makes up for the lack of synchronization and accounts
for clock drift (the changing offset of the clock on the localization target from the
anchor time). As illustrated in Fig. 3, given twoUWBenabled devices (nodes, robots,
etc.), A and B, A sends a message to B, B responds after a certain delay, and A
responds to B after a certain delay. These values are combined using the following
equation to get the distance:

t = tround A − treplyA + troundB − treplyB/4

Time of Arrival and Two Way Ranging (TWR) are used in [3] and [33], respec-
tively, with less accurate results, which points to SDS-TWR or TDOA as the better
methods for robot localization. However, while those two methods provide the best
accuracy in terms of localization, it is important to note that they will have detri-
mental effects on the network performance and scalability. For example, a robot
self-localized with SDS-TWR needs to exchange four messages with every anchor
(with a minimum of three anchors) to allow it to discover its position. This method
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has the potential to cause a bottleneck at the anchors if there are many robots using
the same localization method in the same area.

5.4 LTE Localization

LTE signals from cell towers have been proposed as an alternative way to localize
aircraft outsidewhen they enterGPS-denied areas. In particular, these areas of interest
are urban canyons where the lack of line of site with GPS satellites causes multipath
effects that dominate and deteriorate the accuracy. Since cell towers are ubiquitous
and provide excellent coverage, they present an interesting opportunity to provide
continuous localization outdoors no matter where the robot is located. In addition to
radio signals of other sorts such as AM, FM, and Wi-Fi, LTE is considered a Signal
Of Opportunity in [45, 57], which can be used to make up for the lack of perfect
coverage from GPS.

5.5 Cooperative Radio Frequency Localization

Cooperative localization using radio frequency devices centers around extending
absolute localization (localization to a global frame of reference) from areas of cov-
erage (GPS available and/or anchors visible) to areas lacking it and cooperatively
correcting position estimates by considering other agents’ view of the world. These
methods are not mutually exclusive and can help greatly improve the quality of
localization in a robotic network. Moreover, some of the methods of cooperative
localization have analogs in visual localization.

By using a localization infrastructure (e.g., anchors, GPS, LTE) that cannot reach
all robots in the network we create the situation illustrated in Fig. 4. The inner set
of robots is not able to localize themselves using the infrastructure, but if the robots
labeled A in Fig. 4 are localized then they can act as anchors themselves. This allows
all of the robots to localize themselves. Viewed another way, consider a group of
robots that have localized themselves relative to each other to produce the (simplified)
graph in Fig. 5. This orientation of the robots cannot be properly positioned in the
localization space, because all locations are relative to the other robots in the graph.
That is, the robots can rotate and translate within the space and there is nomeasurable
difference without an external reference Therefore, the network of robots must be
anchored byabsolutely localizing three of the robots. Thiswould then provide enough
information for all of the robots in the network to have absolute positions. For a deeper
analysis of this problem from a graph theoretic point of view, see [15].

The secondary use of cooperative localization is to handle noisy measurements
(i.e., distance or angle measurements with errors that are large and/or sporadic)
so that all robots can be localized. One such example is found in the context of
correcting dead reckoning measurements (more on dead reckoning is provided in
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Fig. 4 Robots distributed across an area without GPS except for on the outskirts

Sect. 7), in particular, correcting bearing estimates [31]. In this scenario, the path of
a robot is abstracted as a series of lines and joints in which the length of a line (the
distance the robot has traveled as calculated through odometry or dead reckoning)
is considered fairly trustworthy. Communication distance (or relative localization)
is then used between two wandering robots to correct the changes to bearing that
occurred at the joints in their paths as illustrated in Fig. 6. In the general case of
corrective cooperative localization discussed in [15], we use optimization algorithms
to correct distance or bearing measurements according to the constraints imposed by
the network. In the case of a network constructed by bearing measurements, this is
easily illustrated in Fig. 7 where the bearings pointing to each sensor are corrected so
that they intersect in a common location. The usefulness of cooperative localization
cannot be overstated as it allows robots to localize themselves even if they are located
in a GPS-denied area and it provides a means of correcting localization estimates.
Moreover, there is a third aspect of cooperative localization that allows us to construct
a better overall picture of a robotic network: the impact on communication. Consider
that for all of the robots to be absolutely localized in a GPS-denied area in the
absence of cooperative localization, anchors must be provided that cover the entire
localization area. This imposes a nontrivial cost to the localization system, because
it necessitates either including more anchors or increasing their transmission power.
An alternative, then, would be to let a small subset of the robots in the network act as
anchors for the rest of the robots. Such a configuration would decrease the number of
static anchors that must be introduced to the localization area down to the minimum
necessary for absolute localization, but it comes at a cost to the robots assigned as
mobile anchors. These robots must have a communication range that covers all of
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Fig. 5 Localization graph of a set of relatively localized robots

Fig. 6 Position correction
by adjusting bearing changes
to account for how A met up
with B

Fig. 7 Corrected set of
bearing estimates

the rest of the robots in the network, which would cause an increase in the power
consumption of the radio frequency localization devices. Additionally, these robots
would face an increased communication/computational burden due to the necessity
of carrying out the communication (and maybe computation) required for radio
frequency localization. Cooperative localization offers many benefits, but, given the
particular deployment scenario, reducing the localization burden on the robots by
using a collection of densely deployed anchors could outweigh the cost of setting
up such a localization infrastructure. This is a balancing act between scalability and
implementation complexity that must be weighed against the needs of the robotic
network.
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Fig. 8 Infrastructure-based
range-free localization in a
hallway

5.6 Range-Free Localization

The idea behind range-free localization is that it is possible to use connectivity
information that is provided by any sort of wireless communication technology to
produce a rough location estimate. These forms of localization are certainly not
intended for detecting any sort of fine-grain movement, but they could be useful
for quickly determining highly populated/active areas and roughly approximating
locations in situations or locations where precise localization would be overkill.
Additionally, the assumptions made here are that the communication range greatly
exceeds the range where accurate localization is a necessity and simple communica-
tion is cheaper (fewer packets transmitted and/or less time spent doing computation)
than ranging. Moreover, since ranging/localization accuracy tends to decrease with
increased range, the value of a range-based localization estimate may also decrease.
That is, a robot is paying the same amount in resources for a less accurate estimate. In
this way, range-free localization serves as a way of increasing efficiency in a robotic
network.

Range-free localization methods as they would be applied to robotic networks
necessitate a certain level of cooperation between the different agents in the net-
work. This cooperation differs from what is discussed in Sect. 5.5, because range-
free localization only aims to provide hints about the locations of different robots in
the network rather than providing accurate locations. Given an infrastructure-based
localization system, we may have the distribution of robots shown in Fig. 8. In this
scenario, robots A, B, and C are all located fairly close to one another, so precise
localization is certainly desirable to avoid collision. However, robot D is fairly distant
so a method of localization such as centroid or APIT [28] would be sufficient. Now
if the localization approach is to avoid heavy infrastructure, then we are looking at a
scenario that looks very similar to that introduced in Sect. 5.5. Consider the following
scenario: Given clusters of robots in a warehouse as shown in Fig. 9, each cluster A,
B, C, andD contains robots that are close enough to each other to necessitate accurate
localization. However, each cluster pair is beyond this threshold, but they still might
like to know where the other clusters are roughly located. How can range-free local-
ization help? One of the most basic methods of range-free localization is called the
centroid method which requires (at least) three nodes with known locations that are
able to communicate with some new unknown node. The simple way in which this
could be used is that clusters A, B, and C all know where they are located relative to
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Fig. 9 Rough localization of
inner cluster of relatively
localized robots

each other (there are beacons/anchors of some sort at these locations) and they guess
that cluster D is located at the centroid of the triangle created by A, B, and C. Such
an estimate is good enough since, unless D moves toward one of the clusters, it is not
important to know exactly where D is located. This example illustrates the biggest
drawback to range-free localization: anchors are a necessity. Without agents to act as
points of reference there is no way to come up with a position estimate, so range-free
localization is purely complementary in a cooperatively localized robotic network; of
course, in a densely deployed infrastructure-based robotic network, there are always
anchors. In a dense deployment of robots, the centroid method could be improved
upon by using APIT for range-free localization, and if we make the assumption that
a cooperatively localized robotic network is also a multi-hop network, then we can
use other range-free localization algorithms such as DV-Hop [47].

Though range-free localization is based on connectivity information from a form
of wireless communication, it does not necessitate the use of radio frequency local-
ization in general. Since any robotic network must have a form of communication,
it is not difficult to see how range-free localization could play a complementary role
in localization through visual means as well.

As a final note, the performance of the variety of methods presented here is
highly dependent upon the technology available/chosen. Moreover, the algorithm,
its implementation, and the platformuponwhich it is implemented further complicate
a straight forward comparison between the various approaches. As a starting point
in deciding between the different radio localization approaches presented above,
Table1 provides a list of relevant keywords.
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Table 1 Summary of RF localization keywords

Ranging Location Range-free

TWR Trilateration Centroid

SDS-TWR Triangulation APIT

MUSIC Optimization DV-Hop

RSSI/Power Filtering Proximity

6 Visual Localization and Navigation

Visual localization encompasses different, visual, approaches to robot navigation
including relative and absolute localization, mapping, and obstacle detection. There
are two distinct branches that exist in visual localization: leverage visual markers to
assist in the detection of other drones and obstacles or extract characteristics from the
images collected by a robot’s camera in order to map the environment and assess the
robot’s motion and location within that map. The first branch is particularly useful if
the robot’s environment is controlled and it is easy to distribute markers or if markers
can easily be applied to other robots. The latter approach allows robots to navigate
much more freely and to even generate maps of a location which could be used by
other robots (or humans). Such a map, depending on the type, can be invaluable for
identifying all of the static (and, to a lesser extent, dynamic) obstacles that exist in a
space.

Of course, one of the greatest hurdles to visual localization is that the computa-
tional requirements can easily exceed the resources available on a simple robot. To
get around this problem, there are four different approaches: offload the computation
to an external computer, utilize new technology, reduce the computational burden
in software, and increase the processing power available to the robot. Offloading
the workload to another computer may be feasible when operating a few robots,
but this framework would not scale well; moreover, it is difficult to imagine how
it would work with a heterogeneous collection of robots, all with different types of
cameras possibly communicating on the same wireless medium. Utilizing new tech-
nology such as the Dynamic Visual Sensor from INILabs8 is certainly attractive due
to its ability to provide updates at the microsecond interval and drastically decreased
computational requirements when compared to conventional cameras; however, the
expense and availability are major concerns at the moment. This technology shows
remarkable promise, and will likely play a key role in robotics in years to come.
With all this said, we are left with decreasing the computational burden through
software and increasing the processing power of the robot, so as we continue to talk
about visual localization and navigation, we will simplify the matter by assuming
all robots are capable of processing data onboard, and that the key contribution that
decreased processing burden provides is a faster update rate leading to greater robot

8http://inilabs.com/products/dynamic-vision-sensors/.

http://inilabs.com/products/dynamic-vision-sensors/
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Fig. 10 Examples of custom
visual markers

responsiveness. In the rest of this section, we will discuss the major branches of
visual localization and navigation as well as methods for visual cooperation.

6.1 Visual Markers

In the land of marker-based visual localization, there are two more subcontinents
that divide the topic further. In the first subdivision we have simple, custom markers
whose simplicity can allow faster processing of pose estimates (estimates of both the
relative location and orientation of a robot) while in the second subdivision, there
are fiducial markers which are standardized and can provide information over and
above pose.

Custom visual markers come in a variety of shapes and sizes and can be as simple
as colored tape placed at particular locations on an obstacle or robot. Examples of
custom visual markers are seen in Fig. 10. For a great example of how the simplicity
of an image can help with localization computation, consider the image on the left
in Fig. 10 which is used in [18]. Through the blob detection algorithm implemented,
the robot is able to process a 320× 480 stream at 30Hz on a relatively low powered
onboard ARMprocessor. Additionally, by beginning each iteration of blob detection,
in particular, using a method called region growing, starting at the previous center
of the blob and stopping when the shape is fully detected, the detection process is
sped up greatly. Aside from the ease of detection that this image offers, the shape
itself also makes it easy to determine the offset of the camera from the shape. This
is accomplished by simply measuring the distortion of the ellipse and the direction
in which it occurs to give us a relative location that is within a few centimeters.

Another simple visual marker for relative localization is the one on the right in
Fig. 10 [53]. The bright colors at the end of each rectangle make it easy for the robot
to detect the marker through image segmentation. The use of a bright color rather
than the black and white image above makes the detection of the marker a little bit
more robust to lighting conditions. By knowing the distance that the rectangles are
separated, the visual distortion caused by the pose of the camera with respect to the
marker can be calculated. The combination of location updates paired with onboard
sensors through a Kalman Filter (discussed a bit more in Sect. 7) allows the drone to
estimate its position within a couple of centimeters.
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These two cases illustrate some of the most important factors to consider when
designing a custom marker: the difficulty of detection of the shape and color in a
variety of environments, the size of the marker, and the camera that will be used for
detection. Marker shape and color must be chosen appropriately for the environment
in which the marker is going to be used because it is desirable for the marker to
be unique. For instance, a rectangular marker may be mistaken for other rectangles
which is a very common shape around man-made environments. The size also plays
a key role because it, unsurprisingly, impacts the distance at which the marker can be
reliably detected, but this, as well as marker shape and color, must also be balanced
with the type of camera employed. Cameras differ in their hardware aspects (e.g.,
monocular vs stereo vs image and depth, frame rate, frame size, lens) and this choice
primarily impacts the choice of algorithm, which, in turn affects the processing
burden on the robot. A couple informative and concise overviews of camera selection
can be found online.9

With an understanding of the camera utilized by the robots and how that will
impact marker detection, visual localization with custommarkers can be rather accu-
rate. However, while custom markers can be quite useful they have a number of
drawbacks. For instance, if one is designing a robotic network that includes the use
of visual localization, then it becomes necessary to standardize the type of visual
marker that will be employed. Additionally, poor image capture or partial occlusion
can render the marker undetectable. Both of these problems are (at least partially)
solved with the use of fiducial markers; that is, markers that provide some metric
against which to judge the captured image. Fiducial markers have proven to be very
useful for augmented reality applications because they allow for the resolution of
scale in the image as well as camera pose which are useful if a virtual object is to
be placed in the scene in a realistic fashion. These two properties also make fiducial
markers good for visual localization. A few examples of markers that are used in
visual localization are ArUco and AprilTag shown in Fig. 11 [38]. Each of these
markers encodes an ID into the bits (the little squares in the images) which can be
used for things such as identification or indexing into a table to look up additional
information. The encoding of the image using error correction codes provides some
robustness to capture quality which is useful for determining pose in uncertain light-
ing and at different viewing angles. Some fiducial markers are more successful than
others in this respect; in particular ArUco and AprilTagmarkers that are only 3.2 cm2

are discernible out to 1.2m with a camera resolution of 640× 480 in good lighting
conditions whereas the Vuforia marker is only found by the software at a maximum
distance of 0.8 m [38]. Moreover, AprilTag is much more resilient to lighting con-
ditions than the other two markers and can even be found at an angle of 60◦ in all
light conditions. It should be noted that Vuforia has gone through a couple iterations
since this side by side examination, so the results are not representative of current
technology. Still, the point remains that results can vary from one fiducial marker to
the next. In addition to using these markers as localization points, these markers can

9http://robotsforroboticists.com/camera-lens-selection/, http://www.baslerweb.com/en/vision-
campus/camera-selection.

http://robotsforroboticists.com/camera-lens-selection/
http://www.baslerweb.com/en/vision-campus/camera-selection
http://www.baslerweb.com/en/vision-campus/camera-selection
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Fig. 11 Examples of
fiducials: a ArUco b
AprilTag

be used for identifying obstacles to assist with robot localization [52]. Of course, the
drawback to this approach is that all obstacles must be identified and tagged with a
fiducial marker which is not particularly practical.

Since a visual marker would likely need to be small so as not to be intrusive on the
environment (e.g., office,mall, warehouse), the useful area that a robot could navigate
in could be prohibitively small. Another place that these markers could be used is
on other robots. Such work is demonstrated with custom markers [18, 51] in which
one robot is tagged with a visual marker and the other robot calculates the distance
between the two. The high precision found in this form of localization allows for
more precise movement between multiple robots. The ability to relatively localize
in this way is quite similar to relative localization in radio frequency localization
except that the direction plays a much bigger role with visual localization.

Notice that all marker-based localization necessitates the robot keeping a marker
within its field of view. Thismeans that if tagging robotswithmarkers is the only form
of relative localization then there is the potential for there to be a robot in a robotic
network that is not observing or being observed by the rest of the network. When this
occurs, there is potential for a crash between two robots that did not even know the
other was there. On the other hand, tagging all robots with fiducial markers allows
for additional information to be conveyed between robots without having to use the
potentially busy communication network. Another similarity with RF localization
is with the range-free localization methods found in Sect. 5.6. The ability to discern
a range from an RF signal is similar to knowing the scale and original shape of
a visual marker. Both techniques can lead to accurate positions; however, if less
information is known such as only knowing whether there is an anchor in range or
knowing that a marker exists, then we can turn to range-free localization. That is,
being able to recognize markers (because of a distinctive color or shape, perhaps)
is enough information to carry out range-free localization. Many of the techniques
from Sect. 5.6 will apply for visual markers with some minor alterations to take into
account that vision is directional which will likely necessitate taking movement and
rotation of the robot into account.

Though the use of visual markers (both custom and fiducials) has its drawbacks
with respect to the need to face them and their restricted operating area, the ability
to tag places or things with an identifier that allows relative localization could be
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very useful for identifying and negotiating an object that must be moved by a robot,
identifying and moving about other robots, or perhaps helping a robot to find its
way within a warehouse (like a “You are here” symbol on a mall map). Though this
approach is not appropriate for all localization purposes in a robotic network, visual
markers can certainly serve as an aid to localization. In such a case, visual markers
could serve as hints and a tool for measurement correction alongside amore powerful
method of localization such as SLAM.

6.2 SLAM

Simultaneous Localization and Mapping (SLAM) is a powerful technique in which
a robot explores an area and uses its sensors to develop a map and to simultaneously
figure out where the robot is located within this map. While SLAM can be per-
formed both online and offline, we are primarily concerned with online SLAM; that
is, performing SLAM while the robot is exploring the area. The overall approach
to SLAM is primarily divided between graph theory based methods and filtering
methods (filtering will be addressed in the context of dead reckoning in Sect. 7.2 as
well). Both approaches attempt to combine the current estimated location along with
movement information and data collected about environmental features to solve the
SLAM problem. To accomplish this, it is common in SLAM to rely on whatever
sensors are used to be able to detect the range and bearing to a (natural or unnatural)
landmark in the environment and to be able to uniquely identify the landmark [63].
It is necessary to note that the SLAM problem is not restricted to the use of cameras
for the sensing device (e.g., laser range finders are often used), but visual SLAM
provides a great deal of information about the explored environment which is why
we will focus on it from hereon.

There are two different maps that are generally used for navigation: topological
and metric. The former being characterized by its lack of detail and scale so that only
important relationships can be seen while the latter is filled with detail (sometimes
muchmore than necessary) and subject to scale so that precise navigation is possible.
Though metric maps are the focus for the rest of this section, topological maps
certainly have useful characteristics. For instance, topological graphs will take up
less storage space than a metric map and may provide sufficient information for path
planning on a larger scale where a metric map would be unwieldy. Since the general
issue of path planning (rather than tight coordination of robot movement) is not of
concern here, we avoid discussing topological maps further though the interested
reader can refer to [22].

There are a few different approaches tometricmapping that can be carried out by a
robot. In general, the problem reduces to collecting images, producing a 3D position
estimate of the pixels in the screen, and recovering the scale of these estimates. As
one can imagine, this process is differentiated greatly bywhether amonocular, stereo,
or depth camera is used. The last two automatically capture depth and scale infor-
mation, but their useful distance is limited and they are generally more expensive.
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While stereo and depth cameras are still worth mentioning, the solutions involving
monocular SLAM are particularly interesting due to their minimalist nature (which
is ideal for power-constrained robots) so they will be discussed in greater depth here.

First of all, note that the form factor of the robot becomes a little more impor-
tant when it comes to SLAM techniques. For example, robots that move about on
the ground are going to generate a somewhat different map than an airborne robot.
Additionally, fixed wing aircraft may find it difficult to perform SLAM for navigat-
ing a GPS-denied area due to tighter real-time constraints of a constantly moving
aircraft and the potential for a low update frequency. With these considerations in
mind, we look at some of the most recent work in monocular SLAM. The most
recent advancements in visual SLAM take their inspiration from the work of Klein
andMurray [34] who developed Parallel Tracking andMapping (PTAM). Originally
developed for augmented reality, PTAM splits the work of tracking the movement
of the camera and developing a map of the space into two threads which run con-
currently. To support this, rather than operating on every single frame (which would
include a lot of redundant information), the PTAM technique chooses select key
frames that are used to optimize the map at a rate that is independent of the frame
rate. Two recent works that build on the PTAM framework (as well as work by others
in the field) are LSD-SLAM [13] and ORB-SLAM [46]. LSD-SLAM (Large-Scale
Direct SLAM) is a method by which optimization is carried out over pixel intensities
in the frame rather than using features (special aspects of the scene extracted from
a frame) to produce a semi-dense map of the scene. Relying on the whole input
image rather than using features extracted from the image allows some robustness
to tracking when in either sparsely textured, which makes it difficult to extract fea-
tures, or highly repetitively textured areas, which leads to the same features being
detected again and again; however, LSD-SLAM still uses features for loop detection,
that is, figuring when the robot is visiting a location it has already seen. The maps
generated by this method are quite accurate and can run in real time on a CPU with-
out the help of a GPU. Moreover, this approach has even been demonstrated on an
Android smartphone.10 Though in LSD-SLAM, the scale of the map is estimated and
optimized solely through the accumulation of visual data, SLAM has been imple-
mented for flying robots by one of the same authors using various onboard sensors
to help resolve the scale of the map [14]. The other approach that we noted above,
ORB-SLAM, relies on features extracted from the frames for tracking, mapping,
and loop closure detection. The ORB (Oriented FAST and Rotated BRIEF) feature
descriptor is fast to calculate and match; moreover, ORB is also invariant to perspec-
tive. ORB-SLAM is demonstrably more accurate than LSD-SLAM and can operate
in real-time, and the implementation on a flying robot [42] indicates that it does
not require any downsizing of the input frame to maintain a reasonable update rate
(15–20Hz) unlike LSD-SLAM. Additionally, with the new ORB-SLAM2 algorithm
available,11 the generation of a semi-dense map like LSD-SLAM is now possible.

10For more on LSD-SLAM see http://vision.in.tum.de/research/vslam/lsdslam.
11For more information on the ORB-SLAM project visit http://webdiis.unizar.es/~raulmur/
orbslam/.

http://vision.in.tum.de/research/vslam/lsdslam
http://webdiis.unizar.es/~raulmur/orbslam/
http://webdiis.unizar.es/~raulmur/orbslam/
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Through the use of powerful SLAM algorithms, robots can both localize them-
selves and provide a map to aid other robots in localization. Most importantly, the
mapping operation only needs to be carried out periodically, so the burden is not on
every robot to constantly map the space in which they are operating. Further work
still needs to be done to show whether these SLAM methods can be integrated into
an autonomous robot. Additionally, it is unclear how these SLAM algorithms will
behave during extended missions in a particular area that extend well beyond the dis-
covery of loop closure and the resolution of scale or how robust they are to dynamic
environments (though this is touched on briefly in [46]).

6.3 Cooperative Visual Localization

Though it is interesting to see these methods of visual localization for single robots,
the real key is to make use of the visual information from a number of robots navi-
gating the same space. This cooperative visual localization can be built upon some of
the ideas used above. The first simple example involves the detection of a landmark.
Consider two robots A and B moving about in a space such that B is trying to follow
A. Now, one way that robot A could assist robot B is to identify landmarks that B
should look for to know which direction to go to follow A. There is certainly no
reason why a landmark could not be some visual marker we have seen above such as
brightly colored tape or a fiducial marker, but there is no reason to restrict ourselves
to markers. Robot A could identify a landmark by a set of features such as those used
in ORB-SLAM above (the ORB part of ORB-SLAM), but there are other features
descriptors such as SIFT, SURF, BRIEF, and FAST. The features can be shared with
B (maybe along with the direction that A moved after seeing the landmark), so that
B can then search for that landmark and follow along A’s path. This is essentially a
way of one robot to show another robot what it has seen.

This general idea is taken a step further in multi-robot SLAM in which the visual
data is combined across multiple robots to help with map building/optimization
including the discovery of loop closures. Using map edges and corners as landmarks,
robots in [32] are able to localize themselves relative to a reference map generated
by a previous robot’s traversal of the area. The odometry drift encountered by the
second robot is corrected by matching up the landmarks found by the first robot.
Of course, one can make use of more traditional feature descriptors such as SIFT
for matching scenes captured by different robots as demonstrated in [50]. In that
scenario, the robots are used to implement distributed stereo vision (combining pairs
of monocular robots to create the parallax found in stereo vision) and adjust their
movement so that they can maximize their overlapping field’s of view.

Unfortunately, not all implementations of cooperative SLAM tackle the issue from
a distributed approach, which impacts scalability (whichmay not be an issue depend-
ing on the deployment expectations). The Collaborative Structure from Motion
(CSfM) system [20] and CoSLAM [70] both process computationally expensive
parts of SLAM on an external computer (including GPU acceleration), so it is



Robot and Drone Localization in GPS-Denied Areas 621

difficult to see how such algorithms could be moved to a network of robots with
its limited computational capacity. In all fairness, CSfM keeps part of the SLAM
computation on the robots themselves (feature extraction and relative motion esti-
mation) while pushing off the computationally expensive fusion of data andmapping
to the central computer. Part of the advantage of this is that the robots are not depen-
dent on the central computer for guidance, which gives them some resilience to loss
of connectivity or other assorted network issues. On the other hand, there is CoSLAM
which is implemented offline with GPU acceleration, but uses the many viewpoints
from the robots’ cameras to provide excellent resilience to highly dynamic environ-
ments. The final approach mentioned here is that of DDF-SAM12 (Decentralized
Data Fusion—Smoothing And Mapping) [8, 9] which takes a strongly statistical
approach to fusing the different maps developed on each robot. The method provides
robustness to network connectivity issues and operates in a decentralized fashion (as
the name implies) which provides hope for greater scalability.

The issue of scalability is very pronounced in cooperative visual localization
because visual localization is already computationally demanding. By adding the
complications of communication and map merging, the problem can become nearly
intractable. Perhaps the one positive to realize in all this is that the computationally
demanding task of map optimization and loop closure detection is not a necessity
indefinitely, for once an area is explored and mapped it does not need to be con-
tinuously reexplored and remapped by the robots that follow afterward. The cost of
SLAM, whether cooperative or otherwise, is then more of a one-time setup cost that
must be paid for an accurate map of an area. The exploration of an area is not an
easy task; a fact to which the human explorers of yore would likely agree.

6.4 Parallels with Visual Sensor Networks

While the assumptions that were made in the beginning of this section allowed us
to continue our conversation about visual localization in robots, it is now necessary
to step back and consider real-world implementations. Now, if robotic networks are
like Wireless Sensor Networks (WSNs), then robotic networks in which cameras
are employed are most similar to Visual Sensor Networks (VSNs). These types of
networks are characterized by including cameras in the nodes of theWSNand usually
performing operations such as occupancy detection, object recognition, and object
tracking [59]. Relative visual localization may be used in both robotic networks and
VSNs, but, perhaps, the biggest parallel lies in the limitations imposed by power in
both. The fact that cannot be overlooked (which is why we keep bringing it up) is
that robots do not have an unlimited source of power and not working within the
limits can, most especially in the case of flying robots, be catastrophic.

With VSNs, one particularly important issue is how different vision algorithms
that run on the nodes are going to impact the battery life of the node. The algorithms

12or the more recent DDF-SAM 2.0.
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usually employed for computer vision are not lightweight and can take a considerable
amount of processing power [1, 6, 59] which means it might be wise to consider
when it is necessary to utilize such algorithms. A possible way to balance the com-
putation and communication load is to dynamically assign the role of "base station"
to an agent within the network. The ad hoc base station can be assigned through
a round-robin mechanism or could be determined through market-based, auction-
based, or trade-based task assignment methods [68]. One could also consider when
it is possible to distribute calculations across multiple nodes rather than trying to
stream data constantly to a base station as in CSfM [20]. However, distributing com-
putation means that we must look at the impact of networking and communication
on the life of the robot. It is advantageous to minimize, as much as possible, the
amount of communication as demonstrated in [44] in which the data association
problem (which comes up in the case that landmarks/locations/objects cannot be
identified perfectly) is distributed across a group of robots. These communication
issues share many characteristics not only with VSNs but with MANETs and, to a
certain degree, VANETs. Solutions from these similar domains could very well be
applied to communication in robotic networks.

7 Dead Reckoning and Filters

7.1 Dead Reckoning

In the absence of constant GPS location updates, localization mechanisms gener-
ally fall back on a method of positioning called dead reckoning. In dead reckoning,
data from sensors such as accelerometers, gyroscopes, barometers, and ultrasonic
range finders are used to figure out where the robot is located relative to its last
known location. This allows the robot to estimate its position and attempt to main-
tain its trajectory even though there are inconsistent location updates. The sensors
used in current robots are Micro-Electro-Mechanical Sensors (MEMS) which are
packed together into a single unit called an Inertial Measurement Unit (IMU). Dead
reckoning turns out to be problematic in the long term because consumer grade
IMUs have a tendency to accumulate errors over time. In particular, a key issue with
accelerometers is that noisy measurements caused by the necessity of subtracting
the acceleration due to gravity are integrated [4] which exacerbates the measure-
ment errors. Moreover, magnetometers are very sensitive to electromagnetic field
distortions which means that even those created by the robot [7] could be some-
what problematic (though proper placement of hardware on the chassis can alleviate
this issue). Electromagnetic interference can come from a variety of sources, which
means that the accuracy is often going to be a point of concern.

While dead reckoning on its own, over an extended period of time, may lead to
large errors in location estimates, it turns out to be extraordinarily useful in scenarios
where location updates are either sporadic, such aswhen a robot temporarily enters an
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urban canyon, or noisy, such as when localization is performed using radio frequency
devices indoors. Both sporadic updates and noisy measurements appear in visual
localization as well in the form of very low pose estimation update rates (as in
SLAM) and when landmarks/markers are not seen clearly by the onboard camera.
Dead reckoning can be combined with other localization methods to great effect,
especially when used in a way that is referred to as tightly coupled. Tight coupling
refers to how the estimates are combined; in particular, tight coupling tends to involve
the use of filters such as Kalman Filters (KFs), Extended Kalman Filters (EKFs), or
Particle Filters (PF).

7.2 Filtering and Estimation Techniques

The main idea behind KFs, at the highest level, is that they allow one to collect mea-
surements that include noise and make estimates about some property. The estimate
is weighted by the level of confidence in a particular measurement. In aiding robotic
movement, KFs allow for the estimation of the current position of the robot through
Bayesian inference even though the input measurements (such as from the IMU)
would produce a very large estimation error on their own. Additionally, KFs can also
provide resilience against temporary loss of input, which may be common in, say, a
radio frequency localization system. The drawback to KFs is that they are restricted
to linear systems which limits their usefulness. To extend KFs to nonlinear systems,
that is, systems for which state updates are not all linear equations, derivatives such
as EKFs or unscented KFs were developed. However, all variations assume Gaus-
sian error distributions. EKFs in particular have seen a lot of attention in the field of
robotics.

A KF or a derivative are not the only choices when it comes to estimating position
based on noisy measurements. Another option to tackle systems that exhibit nonlin-
earity is to use a PF in which the problem of filtering is tackled through a genetic
approach. A PF uses a stochastic distribution of particles that is updated based on
collected observations. PFs are able to handle almost any probabilistic robot model
that can be formulated as a Markov chain which makes them applicable to a much
wider range of problems than KFs and its derivatives. The computational complexity
is related to the number of particles tracked; therefore, it is possible to decrease the
number of particles tracked to allow the algorithm to run on a resource-constrained
platform (with decreased accuracy, of course). One of the biggest drawbacks to PFs
is that the number of particles increases exponentially with the dimension of the
state space [62]; however, it is possible to decrease the complexity of PFs by turning
to a family of PFs called Rao-Blackwellized PFs. Such filters use the probabilistic
structure of a problem, such as creating conditional independence between feature
locations by knowing the path of a robot during SLAM, to greatly decrease the impact
of state-space dimension on the computational complexity.

Localization with radio frequency communication benefits greatly from filtering
location estimates with dead reckoning (also referred to as fusion). Certainly, noisy
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RSSI-based localization is a prime candidate for sensor fusion especially on a smart-
phone platform [69] where the choices for GPS alternatives are few and far between.
Though radio frequency localization is improved tremendously through the use of
UWB or CSI data, localization can still benefit from dead reckoning and/or sensor
fusion. Consider CUPID [56] and SAIL [43] which both use CSI Wi-Fi localization.
Both of these localization methods use dead reckoning (based on accelerometer-
derived step counts) to attempt to disambiguate the angle of the direct signal which
can not be determined solely from theMUSIC algorithm and the linear array of anten-
nas at the access point. SAIL goes even further and fuses accelerometer, gyroscope,
and compass heading data with a KF to estimate the displacement of the user. Using
KFs for tracking can also be accomplished with a more minimal set of inputs; that is,
the position estimates can be used in conjunction with a KF to provide smoothing and
estimates that assume that the target will move in, roughly, the same direction it was
moving during the last update. Such a case is illustrated with UWB localization in
[64]. Another tactic to take with position estimates is to treat distance measurements
in a probabilistic fashion. This is demonstrated in a UWB localization system which
uses a PF to estimate the position of mobile robots in both line of sight and non-line
of sight scenarios [25].

Visual localization with robots has inevitably lead to the combination of visual
estimates of pose with IMU data. Visual marker relative localization and onboard
sensor data can be combined quite effectivelywith aKF to allow a drone to staywithin
several centimeters of its intended location [53]. However, when a linear estimator
will not do, there is the EKF, which has been used fairly often for implementing
visual SLAMon robots. Visual SLAMwith amonocular cameramust estimate seven
degrees of freedom in 3D space due to the six possible rigid body transformations in
addition to estimating the scale of the map [60]. Assuming that the map is properly
scaled through SLAM then it can become a metric map by making use of IMU
measurements (notably, altitudemeasurements) [14]. Using the IMU for metric scale
recovery means that it is not necessary to place some object or image of known
dimension in the scene, making the systemmore dynamic. The recovery of themetric
scale of the generated map makes SLAM much more useful for humans and robots
alike because it allows themap to be related to an absolute coordinate system. Though
these filters are often used for sensor fusion, there is no reason why they cannot be
used for the estimation of position based solely on one set of measurements. For
example, given a set of images of a landscape (essentially a 2Dmap), it is possible to
use a PF to estimate the location of the robot [21]. Finally, filters can also be used for
tracking objects of interest; specifically, as demonstrated in [61], distributed cameras
can be used to track a soccer ball. Filtering techniques, in addition to dead reckoning,
are invaluable tools for improving localization accuracy and also open the door to
tracking the movement of robots.
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8 Multi-robot Coordination

With this understanding of localization in its many forms (cooperative localization
in particular), a concrete example of where it is useful would be quite excellent to
explore.Multi-robot coordination is a problem that relies on the existence of accurate
localization information to make decisions about how robots should move so that
they do not collide with themselves or obstacles in the area. The use cases that we are
most concerned with examining are when robots incidentally end up in the same area
andwhen they are intentionally grouped together to accomplish some goal.With both
of these use cases, there are two overall approaches that can be taken: centralized
coordination and distributed coordination. Centralized coordination is characterized
by some infrastructure (quite likely tied into the localization infrastructure) that is
responsible for path planning and collision avoidance. On the other hand, distributed
coordination relies on the robots themselves to coordinate their movements so as
to prevent collisions and allow for the accomplishment of all robots’ goals. There
are also commonalities between these two coordination structures. For instance, the
low-hanging-fruit of traffic management is to partition the area (including airspace)
into different lanes in which traffic must fit certain characteristics such as having
a similar form factor, max speed, and be moving in the same direction. Assuming
that the movements we are interested in coordinating are a bit more chaotic, then
another feature that can appear in both forms of coordination is the determination
of maximum speed based on the congestion of robots in the space [5]; however,
given that we know location estimates can be imperfect, it also makes sense to
include that uncertainty into the determination of a robot’s maximum speed. These
common coordination features aside, below we explore centralized and distributed
coordination.

8.1 Centralized Coordination

Whether localization is handled mostly by the robots themselves or by a localization
infrastructure, a centralized coordination system can be a good solution especially if
the coordination infrastructure can be implemented alongside an existing localization
infrastructure or if the burden of deployment is not too great. Furthermore, recalling
the two main forms of localization that we considered in Sects. 5 and 6, we know
that wireless localization, minimally, requires an anchor to orient the robots’ view
of their positions to the real world while visual localization can rely on some visual
cue to accomplish the same task.

Given the requirement for (at least one) reference anchor in radio frequency local-
ization, it is reasonable to apply centralized coordination in concert with radio fre-
quency localization. However, it is worth noting that there are forms of visual local-
ization that have been implemented using infrastructure. In particular, a system of
ceiling mounted cameras could perform localization on tagged robots similar to the
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ground truth system in [30], or, as mentioned in Sect. 6.3, a group of robots could
send its visual information to a central hub for processing. In all of these cases, there
is the possibility of something in the localization space that has access to global
information about the locations and objectives of all of the robots, which makes
coordination from this information sink a very attractive idea especially in scenarios
where the localization area is relatively small or restricted to a single (possibly large)
room. Specifically, planning of all routes becomes possible once global information
is known which is a computationally expensive task [11] best suited for a powerful
controlling node. Of course, with a centralized coordinator there is a single point
of failure that could be catastrophic for the robotic network. Moreover, there is the
potential for a communication bottleneck as information is fed to the sink, which
must be handled for the network to be effective.

8.2 Distributed Coordination

Distributed coordination of multiple robots pairs particularly well with cooperative
localization inwhich an aggregation node is not necessary.Additionally, if the robots’
operational area is unknown or widespread, distributed coordination is a more fitting
means of avoiding collisions. Distributed coordination is not a simple problem and
it has a couple prerequisites. First of all, all robots must be able to communicate
information to other robots. Second, there must be some common protocol in use for
negotiating interactions. Both of these requirements may seem obvious, but they are
essential and nontrivial to implement in the realworld. The second point, in particular,
is worth considering because the means of robot avoidance could be written into a
controller inwhich control lawsmaintain a specifieddistance between robots [11].All
robots should be using the same controllers so that there are no conflicts. Moreover,
collision avoidance canbecomeevenmoreproblematic inGPS-denied areas (indoors,
in particular) because these areas tend to be highly dynamicwhichmeans thatmoving
obstacles, other than robots, need to be avoided and also communicated to other robots
nearby.

The potential for non-line of sight situations between robots created by both
dynamic obstacles or walls in a building can be problematic for (cooperative) local-
ization andmay create difficultieswithwireless communication. Both of these factors
directly impact the effectiveness of distributed coordination because of the potential
for noisier position estimates and slower updates to nearby robots due to network
degradation. Another factor that needs to be kept in mind, and is related to physical
area congestion, is the congestion of the network if the communication radius of the
robots within a space is excessively large and communication is constantly taking
place (e.g., providing periodic trajectory updates) [5]. Ultimately, distributed coordi-
nation involves trading implementation complexity for robotic network deployment
flexibility.
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9 Open Challenges

This chapter only scratches the surface of the challenges and solutions involved
in localizing and coordinating multiple robots in GPS-denied areas. An additional
issue that needs to be solved is developing a robust communication infrastructure
for a highly dynamic and possibly dense network of robots. Communication chal-
lenges such as routing, contention management, and quality of service are similar to
those faced in VANETs and MANETs, but that does not mean that they are solved.
Furthermore, given that robotic networks should not be restricted to a homogeneous
collection of robots, the localization and coordination of multiple robots should be
able to integrate not only different methods of localization (including mixed radio
frequency-visual localization), but different forms of mobility. Specifically, the fact
that two sets of robots use two different forms of localization should not be detrimen-
tal to the ability to coordinate them. Additionally, if there is a mixed group of robots
working in a space, it is possible that there are some that are essentially deaf and
blind; that is, there could be robots that do not meet the requirements for communi-
cation and/or coordination that are operating within the space as those that do. If this
is the case, what are the best policies of handling these intruders? Finally, network
and localization security need to be addressed for deployment of robotic networks
in the real world.

10 Summary

In this chapter, we have introduced the idea of robots and drones (flying robots) as
Mission-OrientedWireless Sensor Networks. In particular, we addressed the issue of
localization of these agents in GPS-denied areas and illustrated solutions in the form
of radio frequency localization and visual localization. These localization methods
have both been extended to include cooperative formswhich are useful for improving
localization estimates and providing a means by which distributed coordination can
be implemented in a robotic network. Localization estimations can also be improved
through the use of filtering techniques and the fusion of position updates through radio
frequency or visual means with dead reckoning estimates. Coordinating multiple
robots has many challenges and is a massive field in itself, but the cross section of
coordination and localization inGPS-denied areas presents a unique set of challenges
to be overcome.
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Abstract Recent advances in robotics technology have made it viable to assign
complex tasks to large numbers of inexpensive robots. The robots as an ensemble
form into a multi-robot system (MRS), which can be utilized for many applications
where a single robot is not efficient or feasible. MRS can be used for a wide variety
of application domains such as military, agriculture, smart home, disaster relief, etc.
It offers higher scalability, reliability, and efficiency as compared to single-robot sys-
tem. However, it is nontrivial to develop and deploy MRS applications due to many
challenging issues such as distributed computation, collaboration, coordination, and
real-time integration of robotic modules and services. To make the development of
multi-robot applications easier, researchers have proposed variousmiddleware archi-
tectures to provide programming abstractions that help in managing the complexity
and heterogeneity of hardware and applications. With the help of middleware, an
application developer can concentrate on the high-level logic of applications instead
of worrying about low-level hardware and network details. In this chapter, we survey
state of the art in both distributed MRS and middleware being used for developing
their applications. We provide a taxonomy that can be used to classify the MRS
middleware and analyze existing middleware functionalities and features. Our work
will help researchers and developers in the systematic understanding of middleware
for MRS and in selecting or developing the appropriate middleware based on the
application requirements.
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1 Introduction

Recent advances in robotics and other related fields have made it feasible for devel-
opers to build inexpensive robots. The current trend in robotics community is to use a
group of robots to accomplish task objectives instead of using single-robot systems.
These group of robots working in collaboration with each other form an ensemble
which is commonly referred as a multi-robot system (MRS). Use of MRS provides
better scalability, reliability, flexibility, and versatility, and helps in performing any
task in a faster and cheaper way as compared to single-robot system [6]. MRS sys-
tem can be very useful in search and surveillance applications especially for areas
which are difficult or impossible for humans to access. Another benefit of MRS is
that it has better spatial distribution [97]. Many applications such as underwater and
space exploration, disaster relief, rescue missions in hazardous environments, mil-
itary operations, medical surgeries, agriculture, smart home, etc. can make use of
distributed group of robots working in collaboration with each other [6, 50]. It would
not only be difficult but may also lead to wastage of resources if such applications
are developed using single-robot systems.

The benefits provided by MRS do not come at low cost. MRS is a dynamic and
distributed system where different robots are connected to each other using wireless
connection. Robots in MRS should collaborate with each other to perform complex
tasks such as navigation, planning, distributed computation, etc. but it is not as easy
as the systems are usually heterogeneous. Heterogeneity in MRS can arise due to
the use of heterogeneous hardware, software, operating system, or communication
protocol and standards. Besides, the large number of robots used in the systemmakes
the system development even more complicated. It is extremely difficult for a robotic
system developer to develop such complex systems that should be robust, reliable,
scalable, and support the real-time integration of heterogeneous components. Devel-
oping a complete robotic application requires knowledge from multiple disciplines
such as mechanical engineering, electrical engineering, computer science, etc.

These complexities can be reduced by the use of middleware layer. Middleware
provides programming abstractions for a developer so that the developer can focus
on application logic instead of low-level details [20]. Manymiddleware architectures
have been proposed forMRS.There is awide range of applications forMRS, and each
application has some specific requirements. It is not trivial to develop a middleware
forMRSdue to peculiar characteristics ofMRSand diverse application requirements.
The complexity of middleware becomes higher as more features are incorporated. In
fact, it is extremely hard to develop a commonmiddleware for all robotic applications
[86]. Therefore, it is important to study different types of middleware to help make
a better decision while selecting the middleware for an application.

In this chapter, we first study the recent developments in building MRS. We
describe the key applications and requirements of MRS.We then describe the design
goals and provide a feature tree-based taxonomy of MRS middleware for systematic
understanding of middleware. After giving the background of MRS and the moti-
vation for using middleware, we survey state of the art of middleware for MRS.
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Although survey of middleware for robotics can be found in literature in [28, 48, 65,
66], they do not focus specifically on middleware for MRS. Besides, many new mid-
dleware architectures have been developed and have not been discussed in previous
survey papers.

The contributions of this work are as follows:

• We describe the key requirements and applications of MRS. We also show the
developments made by robotics community in building distributed MRS. This
is useful for researchers and developers who are interested in developing a real
testbed for MRS.

• We provide a feature tree-based taxonomy of MRS middleware features. We have
considered features corresponding to both middleware and MRS. We utilize the
structure of the phylogenetic tree to give a comprehensive framework that can be
used by researchers for systematic understanding and comparison of differentMRS
middlewares. This is the first time such a taxonomy has been given specifically
for MRS middleware.

• We have done a comprehensive review of existing middleware for MRS. 14 differ-
ent middleware examples have been discussed in this work.We have also provided
design goals for middleware and analyzed existing works. The review and analysis
done in this chapter will be especially useful for beginners who are interested in
developing their ownmulti-robot system. Thiswork can also be used by developers
and other researchers in selecting a suitable middleware based on their application
requirements.

The remainder of this chapter is as follows. In Sect. 2, we discuss the recent
developments in building MRS and provide a classification of robotic applications.
In Sect. 3, we discuss the need of middleware for MRS and give some design goals
for MRS middleware. In Sect. 4, we provide a feature tree-based taxonomy of MRS
middleware. In Sect. 5, we do the comprehensive review of existing middleware for
MRS. In Sect. 6, we provide an analysis of existing middleware for MRS.

2 Existing Multi-robot Systems and Applications

This section is divided into two subsections. In Sect. 2.1, we give some key require-
ments of MRS and then discuss the developments made by the robotic community in
building distributedMRS. InSect. 2.2,we give a classification of robotic applications.
We answer two important questions in this section, which are: What is the current
stage of development in MRS? and What are the different possible applications of
MRS?
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(a) Mataric R2 (b) Khepera (c) Khepera II

Fig. 1 Three kinds of robot for multi-robot system in early age

2.1 Existing Multi-robot Systems

Experimental evaluation and validation are important for research in MRS. It often
happens that theoretical models and algorithms with perfect simulation results do
not work under real-world conditions. In MRS, these divergences are even more
amplified compared with single-robot system due to the large number of robots,
interactions between robots, and the effects of asynchronous and distributed control,
sensing, actuation, and communication. Therefore, it is crucial to build a testbed for
MRS to conduct multi-robot research [64]. In this section, we list key requirements
of anMRS and show how robotics community has progressed in building distributed
MRS over the years.

One of the earliest multi-robot systems is the Mataric R2 robots built in the 1990s
(shown in Fig. 1a). They use a group of four robots to demonstrate and verify the
group behavior such as foraging, flocking, and cooperative learning [58]. For each
Mataric R2 robot, it equips piezoelectric bump sensors for collision detection, two-
pronged forklift for picking goods, six infrared sensors for object detection, and radio
transceivers for broadcasting up to one byte of data per second. Nearly the same time,
the K-Team from Switzerland developed Khepera robot team in 1996 and Khepera
II robot team in 1999 [67] shown in Fig. 1b and Fig. 1c, respectively. The size of
the robot is reduced from 36-cm long (Mataric R2 robot) to 8-cm long (Khepera
and Khepera II). The Khepera II robot has stronger functionality than the Mataric
R2 robot such as more powerful computation ability and more reliable wireless
communication. Due to the development of electronic technology, the Khepera II
robot also has a smaller size.

After the early age,more andmoremulti-robot systems are built in both laboratory
and industry nowadays. Two representative multi-robot systems are Swarmbot [59,
60] developed by McLurkin and iRobot for research purpose in 2004 (shown in Fig.
2a) and Kiva [96] developed by Amazon for warehouse usage in 2007 (shown in Fig.
2b). Also, the research community has organized a lot of multi-robot competitions
such as RoboCup for robotic soccer, MAGIC competition for military surveillance,
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(a) Swarmbot (b) Kiva

Fig. 2 Two representative multi-robot systems in recent years: Swarmbot for research purpose and
Kiva for industry usage

andMicroMouse formaze exploration. A lot ofmulti-robot systems result from these
competitions such as AIBO dog [18], NAO humanoid [33], and Cmdragons [12].

We have observed several features of a multi-robot system:

• Cost: inexpensive for each single robot. A general purpose for MRS is to let quan-
tities of agents, each of which owns limited ability, to achieve a complex system-
level target. The systemmust be designed to be inexpensive to allow researchers to
incrementally increase the size of the system.When a multi-robot system is scaled
up, it will be hard to cover the fee if each individual robot is highly expensive.

• Size: small size for each single robot. Given limited space, robots with the large
size may have problems of frequent collisions, communication blocking, and less
flexibility. Also, robots in huge size go against the scalability of the whole system.

• Functionality: stable and strong sensibility for each single robot. If every robot
has stable functionality, the whole system can be reliable enough. The stronger the
sensibility is, the more the information it may acquire from itself, the environment,
and other robots. Hence, the whole system may achieve more complex tasks.

As we know, stronger functionality may result in larger size and higher cost.
Therefore, to build an MRS, it is crucial to find a balance between cost, size, and
functionality.

Though there have been a lot of multi-robot systems, most of them are con-
trolled in centralized way. In another word, there is a central controller to sched-
ule the robots to perform cooperative tasks. Centralized multi-robot system can be
hardly scaled up due to limited computation capability of the central controller.
Hence, scholars transfer their research direction to distributed multi-robot system
[30]. There are varieties of active research topics that explore efficient algorithms to
control distributedmulti-robot system, such as self-reconfiguration [7, 76] and explo-
ration [14, 38]. Scholars generally envision their algorithms to be feasible for a dis-
tributed multi-robot system consisting of hundreds, thousands, and even more robots
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(a) Kilobot (b) R-one (c) Khepera IV

(d) E-puck (e) Scarab

Fig. 3 Five representative robots suitable for multi-robot system nowadays

[7, 25, 90]. However, these algorithms are usually evaluated in simulator only [7,
76], or deployed on a small group of tens of robots or fewer [44, 45] due to cost, time,
or complexity. As we previously mentioned, a simulator can hardly model robots’
movement, communication, and sensibility in a precise way. Therefore, it would be
significant if a large-scale distributed MRS can be built up for algorithm evaluation.

An MRS is said to be fully distributed [72] if each robot in the system supports:

• Distributed control: to process gathered information and to make the decision
locally while achieving the system-level goal.

• Distributed sensing: to sense itself, the environment, and other robots locally.
• Distributed actuation: to navigate freely in the environment without collision with
obstacles and other robots.

• Distributed communication: to receive and transmit data from other robots in a
scalable robot network.

Knowing basic elements for a distributed MRS, we characterize some typical
MRSs in detail and compare their functionality and cost. The criteria are to select
open-source, still active, and relatively high-impact MRS. The summary of compar-
ison can be seen in Table 1. In detail, five multi-robot systems are considered as
follows: Kilobot [77, 79], r-one [61], Khepera IV [88] (evolved from Khepera III
[73]), e-puck [68], and Scarab [64].
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Table 1 Acomparison of off-the-shelfmulti-robot systems in terms of functionalities and hardware

Kilobot R-one Khepera IV E-puck Scarab

Source Harvard U Rice U K-Team EPFL Pennsylvania
U

Locomotion Vibration Wheel
encoders
3-axis gyro
3-axis
accelerome-
ter

Wheel
encoders
3-axis gyro
3-axis
accelerome-
ter

Wheel
encoders
3-axis gyro
3-axis
accelerome-
ter

Wheel
encoders
3-axis gyro
3-axis
accelerome-
ter

Sensibility 1 IR range
sensor

8 IR range
sensors 8
bump sensors
4 light
sensors a
speaker

8 IR range
sensors 8
light sensors
4 IR cliff
sensors 5
ultrasonic
range sensors
1
microphone
1 speaker 1
color camera

8 IR range
sensors 8
light sensors
1
microphone
1 speaker 1
color camera

Laser range
sensor
high-res
color camera

Communication IR signal IR signal
radio

802.11 b/g
Wi-Fi
Bluetooth 2.0
EDR

Radio Radio

Computation 8 MHz
Atmega328
32 kB
Memory

50 MHz
ARM
Cortex-M3
64 KB
SRAM 256
KB Flash

800 MHz
ARM
Cortex-A8
512 MB
RAM 512
MB flash 4
GB flash for
data

Microchip
dsPIC MCU
8 KB RAM
144 KB flash

/*

Battery life (h) 3–24 4 7 1–10 /*

Size (cm) 3.3 10 14 7.5 22.2

Cost ($) 14 220 2625 545 3000

*not specified

• The Kilobot1 (shown in Fig. 3a) is designed by the K-Team and used in SSR lab
of Harvard University. Kilobot is a low-cost robotic system especially suitable for
research on swarm robotics. The functionality of each individualKilobot is limited,
i.e., only can sense the distance from its neighbor, sense the intensity of visible
light, and receive/transfer message from/to its neighbors. However, a collective
of Kilobot achieves relatively complicated behaviors such as generating different
shapes [80] and transporting large objects [78]. This kind of robotic system in
which every robot is with limited ability while can achieve complicated behavior

1http://www.eecs.harvard.edu/ssr/projects/progSA/kilobot.html.

http://www.eecs.harvard.edu/ssr/projects/progSA/kilobot.html
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together is called swarm robotics. It is inspired by biological swarm behaviors
[71] such as bird flocking and ant manipulation. Another such kind of system is
the I-Swarm [46] from the University of Stuttgart. However, the robot Jasmine
in I-Swarm is far more expensive ($130) compared with Kilobot ($14) while the
functionality is similar. Simple functionality makes low cost possible and, on the
other hand, limits the feasible environment. For example, a message is transmitted
using the reflection of infrared signals. Therefore, the floor where the Kilobots
move must be smooth enough, or infrared signals may not reach individual’s
neighbors.

• The r-one2 (shown in Fig. 3b) is designed and used in Rice University. The r-
one is a relatively low-cost robot that enables large-scale multi-robot research
and education. In terms of locomotion, each robot is equipped with two-wheel
encoders, a 3-axis gyro, and a 3-axis accelerometer to move on a floor with aware-
ness of odometer, speed, and acceleration. With respect to communication, there
are two kinds of communication method. First one is to use infrared transmitter
and receiver to achieve directional communication, and the second one is to use
radio to achieve nondirectional communication with higher bandwidth. The sens-
ing ability is provided by using 8 bump sensors for 360◦ detection. r-one provides
ample functionalities at a low cost which has motivated its use for education area
application [62]. Several courses are taught using r-one. r-one can also be used for
multi-robot manipulation [63] and transportation [36] if each robot is equipped
with a gripper.

• The Khepera IV3 (shown in Fig. 3c) is designed and made by K-Team. It is a
commercial robot with abundant and powerful functionality compared with non-
commercial ones. A standard Khepera IV has the same equipment for locomotion
as r-one. For the communication part, Khepera uses 802.11 b/g Wi-Fi and Blue-
tooth 2.0 EDR for wireless communication instead of infrared signals or radio.
Khepera IV has strong sensibility due to the presence of multiple sensors. A Khep-
era IV is equipped with five ultrasonic transceivers and eight infrared sensors for
obstacle detection, four extra infrared sensors for cliff detection, one microphone
and one color camera for multimedia functions, and twelve light sensors and
three programmable LED for human–robot interaction. Besides, Khepera IV is
highly extensible. Developers may extend native functions using the generic USB,
Bluetooth devices, and custom boards plugging into the KB-250 bus. Khepera
IV wrap the remarkable abilities of sensing, communication, and locomotion in a
small body of 14-centimeter diameter. However, the cost of each Khepera IV is
over US$ 2600. The Khepera series robot is adopted by DISAL of EPFL and is
used for various research topics such as multi-robot learning [26] and odor plume
tracing [87].

• The e-puck4 (shown in Fig. 3d) is designed and made by EPFL. E-puck designer
Francesco Mondada started with the Khepera group and moved to make simpler

2http://mrsl.rice.edu/projects/r-one.
3http://www.k-team.com/khepera-iv.
4http://www.e-puck.org/.

http://mrsl.rice.edu/projects/r-one
http://www.k-team.com/khepera-iv
http://www.e-puck.org/
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education robots. An e-puck is equippedwith two-wheel encoders, a VGA camera,
three omnidirectional microphones, 3-axis accelerometer, eight infrared sensors,
and eight ambient light sensors. Also, e-puck is only 7 cm long and easy to extend
functionality. For instance, rotating scanner and turret with three linear cameras
are two optional extensions. E-puck is specially designed and widely used for edu-
cation purpose [21]. It is used in the teaching areas of signal processing, automatic
control, behavior-based robotics, distributed intelligent systems, and position esti-
mation and path finding of a mobile robot [68]. In addition, e-puck is also used
in many research topics such as supervisory control theory [51] and distributed
control strategy [83].

• The Scarab shown in Fig. 3e is designed and made at the University of Penn-
sylvania. Compared with other robots, the design of Scarab shifts from minimal
multi-robots to a complex and robust system. Two of the major components in a
Scarab are the Hokuyo URG laser range finder and the Point Grey Firefly IEEE
1394 camera. Using the laser and camera, Scarab is capable of the tasks requiring
strong sensibility and high computation payload such as SLAM (simultaneous
localization and mapping) [75] and vision processing. However, a Scarab is sig-
nificantly large, heavy, and expensive with 23 cm diameter, 8 kg weight, and over
$3000 cost. Consequently, Scarab is not practical for large populations, i.e., more
than ten Scarabs working together. But using less than five Scarabs for multi-robot
SLAM is applicable [81].

2.2 Multi-robot System Applications

Robots contain both sensing and actuator components which make them useful for
a wide range of applications. Applications which involve navigation, exploration,
object transport, and manipulation benefit from the use of MRS. Researchers have
been trying to develop biologically inspired robots that incorporate not only the
structure of insects and animals but also their social characteristics to design multi-
robot system. Researchers try to emulate the communication behavior in bees, birds,
and other insects to design control and coordination system for MRS. We have
classified the robotic applications into seven categories as shown in Fig. 4. A brief
overview of the robotic application is also provided below. These applications are
generic and not specifically related to MRS. However, the current research trend is
that most applications are now being developed using MRS instead of single-robot
system.

• HealthcareRobots:Robots havebeenusedbyhealthcare andmedical professionals
for a long time. One of the most important uses of robots in health care has been
for performing and assisting surgeries. Robots are used for performing precise and
minimally invasive surgeries [9, 15]. The current research trend in this area is to
use biologically inspired robots that can move in confined spaces and manipulate
objects in complex environments [15]. Other areas where robots are being used in
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Fig. 4 Classification of robotic application

this application domain is rehabilitation and assistive robotics [34, 91]. Robots are
used for recovery of patients with impaired motor and cognitive skills [34]. Robots
are being used for assistance to elderly and other physically or mentally disabled
individuals to help them live independently. There are even companion robots that
help such individuals with special needs. However, due to lack of awareness and
other reasons, patients and even healthcare professionals are reluctant to accept
robots for medical purpose [11, 91].
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• Industrial robotics: Robots are now amain component inmanufacturing and logis-
tics industries. Industries have been using robots for tasks which are impossible or
difficult for humans, such as working in a room filled with hazardous substances,
inside a furnace, etc. [34]. Several robotic application studies in manufacturing
industries have been mentioned in [29] including die casting applications, forg-
ing applications, heat treatment applications, glass manufacturing applications,
etc. All large-scale manufacturing industries especially automobile, component
assembly, and many other industries involving tasks related to packaging, test-
ing, and logistics rely on the use of robots for efficient task completion [85].
Besides automation, robots are also used for assisting humans in their activities in
industries.

• Service robotics: Service robots are fully or semi-autonomous robots that perform
tasks useful for the well-being of humans except in manufacturing related activi-
ties. Service robots are useful for performing tasks that are trivial, dangerous, or
repetitive for humans. Home service robots are one such type of robots. They can
be used for activities that range from cleaning floor, kitchen, bathroom, windows,
swimming pool to lawn mowing, washing clothes, and many other activities [34,
85]. Besides home, service robots can also be used for other services such as object
pickup and delivery, customer care, etc. [34].

• Military operations: Most of the military organizations around the world are using
different types of robots for situations that are risky for humans [82]. Robots are
also cheaper to maintain than having the human personnel. Military robots can
be classified into three categories, which are ground robots, aerial robots, and
maritime robots [82]. These military robots are very often used for battlefield
surveillance from ground, air, and underwater level. Ground robots are also being
utilized for explosive ordinance disposal. Besides carrying out surveillance oper-
ations in enemy territories, unmanned aerial vehicles (UAVs) are also used for
carrying missiles to attack enemy sites.

• Search and Rescue missions: Rescue robots are used to provide real-time informa-
tion about the situation to aid search and rescuemissions.Rescue robots are used for
performing tasks such as searching in unstructured and hazardous environments,
reconnaissance and mapping, rubble removal, structural inspection, in-situ medi-
cal assessment and intervention, and providing logical support [85]. Rescue robots
can be utilized for many situations including natural disasters, mining accidents,
fire accidents, explosions, etc. [34]. Rescue robots are also useful for post-disaster
experimentation [85]. A key aspect of this application is that rescue robots must be
autonomous and they are supposed to work in an unstructured environment where
any pre-existing communication network may not work properly.

• Exploration/Surveillance application: Robots are useful for collecting data in
unstructured environments, unknown territories, and from areas which are dif-
ficult or impossible for humans to access. Space exploration, underwater explo-
ration, and exploration in hazardous environments such as radiation prone areas,
wilderness, mines, damaged buildings, etc. are some examples of this application
[85]. Exploration or surveillance is an important part of other applications too
such as military operations, and rescue missions. Navigation, coordination, and
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collaboration are three important tasks performed by robots in surveillance appli-
cations. A lot of researchers are trying to develop biologically inspired robots that
can navigate in confined spaces and perform complex tasks [47].

• Educational robotics: Robots are now being used in schools and universities for
the educational purpose also. Students can learn about multiple disciplines such as
computer science, electronics, mechatronics, etc. by developing robotic applica-
tions and learning from the experience [3]. However, there is a drawback with this
approach as students only learn about robot-related fields. Several studies have
been reviewed in [10], and it is observed that most studies only help in teach-
ing concepts related to physics and mathematics such as Newton’s Law of motion,
kinematics, fractions, etc. Students who are interested in other fields such as music
or arts do not get much benefit out of this. There are few instances where robots
have been used for teaching students something different from mathematics or
physics. In [95], Lego robots have been used to teach about evolution. Lego robots
have also been utilized in [70] to improve social connection in individuals with
autism and Asperger’s syndrome. This shows that robots have huge potential for
contribution toward education. Research efforts are required to find ways to use
robots for the development of skills such as critical thinking, problem-solving,
teamwork, etc.

3 Design Goals for MRS Middleware

The current trend in robotics is to use MRS for application development instead of
a single-robot system. Multiple robots are connected using a wireless network and
they work together as a group to accomplish application objectives. These robots
are usually composed of heterogeneous hardware and software components that col-
laborate and coordinate with each other to perform complex tasks such as planning,
navigation, distributed computation, object manipulation, etc. [66]. It is not trivial
to design software architecture for MRS due to many challenges such as interoper-
ability, dynamic configuration, real-time integration of heterogeneous components,
etc. Middleware can resolve these issues by providing programming abstractions and
help in reducing the development time and cost [66]. Middleware can also make the
application development easier and flexible by providing reusable services. It is, how-
ever, challenging to develop a middleware as middleware needs to not only deal with
complex issues related to MRS but also satisfy multiple application requirements.
In this subsection, we have explained some design goals that should be considered
while developing a middleware for MRS. An ideal middleware should be able to
support all the features but it should be noted that the complexity of middleware
becomes higher as more features are supported. Therefore, it is a trade-off between
the number of features supported by a middleware and its complexity.

• Hardware and software abstractions: Developing a robotic application requires
knowledge of multiple disciplines, which includes knowledge of hardware and
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software components being used, and corresponding application domain. Usually,
robotic application developers have knowledge of their application domain but it is
difficult for them to have expertise on low-level hardware and software issues. The
primary purpose of usingmiddleware is tomake the application development easier
and faster. Development of an application using MRS can be done easily if high-
level abstractions are provided to a robotic application developer. Having hardware
and software abstractions will enable developers to focus on high-level application
requirements rather than low-level hardware and network issues. Besides making
the application development easier, it will also help in enhancing the efficiency of
the application.

• Interoperability: MRSs can have multiple sources of heterogeneity. Heterogeneity
in MRS may arise due to the difference in either hardware or software of multiple
robots. It is not uncommon to use robots from different hardware manufactur-
ers within the same MRS. Even with the same hardware manufacturer, hardware
heterogeneity can arise due to difference in the sensor and actuators being used
for the robots. Different communication standards can be used within the same
MRS which also leads to heterogeneity in the network. Even if the homogeneous
hardware is used for MRS, there can be differences in the software architecture
of multiple robots. Software modules developed by different programmers using
different programming environments can also lead to heterogeneity. Middleware
should provide abstractions for developers to enable interoperability between het-
erogeneous robots. Middleware should enable platform independence such that
robots can be developed on different platforms. Middleware should allow robots
developed using different platforms or containing heterogeneous hardware and
software components to communicate with each other.

• Real-time support for required services: Time-critical robotic applications such
as rescue operations, medical surgeries, military operations, etc. require real-time
support for services. Most of the applications require real-time support that is
required for many services that are responsible for collision detection and avoid-
ance, collaboration between multiple robots in MRS, integration of multiple com-
ponents in robots, etc. There are some tasks which can afford a delay in services
but for most of the services used in MRS, real-time support is required.

• Dynamic resource discovery and configuration: MRS is a dynamic system where
robots are mobile and since robots are usually used in unstructured environments,
there is always change in connectivity. MRS is a scalable system where robots
can be added, removed, or changed in configuration. There is always change in
the configuration of the network. Middleware should enable dynamic discovery
of resources which includes both robots and the software services being used.
Middleware should enable autonomous detection and recovery from any fault in
the network or software. Middleware should provide support for MRS to be self-
adapting, self-configuring, and self-optimizing [66].

• Flexibility and Software reuse: Software reuse means using the same service even
for a different application, hardware, or software environment. Middleware should
enable flexibility in using software services such that services are defined by their
functionalities and not based on the hardware, software, or the applications for
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which they are used. This implies that a developer should not redevelop the service
every time there is some change in hardware, operating system, or even application.
Middleware should enable the developer to add new functionalities to a system
without having to redevelop everything from scratch.

• Collaboration among multiple robots: In MRS, multiple robots collaborate with
each other by sharing data. Distributed computation is necessary to enable col-
laboration between robots; however, due to heterogeneity in MRS, it becomes
challenging to understand data belonging to the different types of robots. Another
requirement for collaboration between robots is that it should be real-time which
makes it even more complex for developers to support this functionality. Mid-
dleware should provide services that make it easier to do collaboration between
robots. Robots should not only be able to transfer data between each other but also
understand the meaning of shared data. Middleware should provide abstractions
that can help achieve this objective.

• Integration with other systems: Nowadays, robotic applications are developed by
integrating robots with other systems such as Internet of things (IoT) and cloud.
Cloud robotics is a new paradigm where robots utilize computation and storage
benefits of the cloud to perform tasks [39]. In near future, IoT and robotics will
be combined to provide better services to humans. Issues and technological impli-
cation in implementing IoT-aided robotic applications have been studied in [34].
In coming future, more technologies will be integrated with robotics to provide
improved services. Middleware should enable integration of MRS with other sys-
tems and technologies. Middleware should provide abstractions for a developer to
integrate different technologies.

• Management and monitoring tools: A lot of components are involved in develop-
ment, deployment, and functioning of MRS including multiple robots consisting
sensors and actuators, software services, andmanyother resources.Due to the com-
plexity of MRS, it is difficult for a developer to control everything unless there are
some tools available that can help in management and monitoring of the overall
system. Besides providing services to programMRS, middleware can also provide
management tools to configure, debug, and view the overall MRS [20]. Middle-
ware should also enable the developer to view whole system component-wise to
provide a better understanding. This functionality will make it easier even for
non-programmers to understand and contribute to the development of the robotic
application.

• Support for the addition of extra services: MRS is usually deployed in an unstruc-
tured environment and every application requires some specific services. Middle-
ware should be flexible to enable the addition of services at runtime. Middleware
should support the addition of new services to address both network-specific and
application-specific qualities of service (QoS) requirements. It should support
the addition of services to address issues such as security, reliability, availability,
energy optimization, collision detection and avoidance, etc.
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4 A Taxonomy of MRS Middleware

There are tens of existing middleware for multi-robot systems focusing on vari-
ous aspects and purposes. Among the off-the-shelf middleware, it is difficult for
a beginner to choose an appropriate one suitable for a specific multi-robot system
or multi-robot application. To address this issue, we propose a taxonomy of MRS
middleware features to formally describe MRS middleware. In detail, we utilize the
structure of the phylogenetic tree to provide a comprehensive, yet succinct frame-
work that allows for a systematic comparison ofMRSmiddleware. Developers could
look up desired features in the phylogenetic tree for the purpose of finding a suitable
MRS middleware. In biology, a phylogenetic tree or evolutionary tree is a branching
diagram showing the inferred evolutionary relationships among various biological
species [24]. In the field of computer science, phylogenetic tree has been used to
visualize a taxonomy in many survey papers such as WSN programming abstrac-
tions [69], WSN middleware [94], and programming distributed Intelligent MEMS
[49], but it has not been used for describing MRS middleware yet.

In Fig. 5, we decompose the MRS middleware features into ten leaf features.
Between Fig. 6 and Fig. 13, we describe each leaf feature appeared in Fig. 5 in
detail. In these figures, we utilize some notations to describe relationship among
features. The relationship between a father feature and several child features can
be either inclusive or alternative, notated by solid dot and hollow dot, respectively.
Also, a child feature can be either necessary or optional, notated by solid square and
hollow square, respectively.

As shown in Fig. 5, whenwe are investigatingMRSmiddleware features, it can be
divided into software features from middleware and hardware features from MRS.
On the one hand, features from middleware can be divided into two parts. One is
the services by the middleware and the other is the system architecture of the mid-
dleware. In terms of provided services, it includes functional services as well as
nonfunctional services. With respect to features from the system architecture, three
parts are included which are programming abstraction features, infrastructure fea-
tures, and coordination method features, respectively. On the other hand, features
from MRS come from both the infrastructure and concrete applications. The fea-
tures from infrastructure can be node-level one and system-level one. The features
from concrete applications are divided into subcategories based on environment,
scope/area, and purpose/goal. In this way, MRS middleware features are divided
level by level and result in ten leaf features. We explain and describe each leaf
feature in detail in the following paragraphs.

There are a variety of functional features (shown in Fig. 6) for MRS middleware.
Functional features of MRS middleware are the basic functions implemented by
the middleware. Such functions include localization, mapping, collision avoidance,
path planning, vision processing, and many others. With the off-the-shelf imple-
mentation, developers may use these basics but important functions conveniently.
Nonfunctional features (shown in Fig. 7) are features provided by the middleware in
terms of QoS, for example, security, fault tolerance, reliability, real-time support, etc.
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Holonomic MRS middleware provides as many nonfunctional features as possible
for developers so that they can choose a set of the features depending on specific
applications. You cannot have your cake and eat it too, it is very suitable for some of
the nonfunction features. For example, if the developer desires the privacy features,
it may consume more time and consequently affects the real-time feature. Similar
issue may be observed when fault tolerance and real-time support are provided by
the middleware. There is always some form of trade-off between different nonfunc-
tion features. Such conflicts of nonfunction features are ubiquitous for middleware
in other fields too such as wireless sensor network [19] and cloud computing [16].

ModernMRSmiddleware always provides a programmingmodel or programming
abstraction to facilitate development. A programming model masks the complexity
of the system. Programming paradigm and abstraction level serve as the two fun-
damental elements of a programming model (shown in Fig. 8). The programming
paradigm refers to the abstractions used to represent individual elements of a pro-
gram. The individual elements of a program include constants, variables, clauses
(iterations, conditions, etc.), and functions. Programming paradigm of a program-
ming model can be imperative or declarative. While programming with imperative
approach, the state of the program is explicitly expressed through statements. Rele-
vant subcategories of imperative approaches include sequential and event-driven. On
the other hand, while using a declarative programming model, the application goal
is described without specifying how it is accomplished. Declarative approaches can
be further classified into functional, rule-based, SQL-like, and special-purpose. The
abstraction level refers to how developers view the multi-robot system and can be
either node-based or ensemble-based. Node-based abstraction is used in traditional
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programming model where each robot is programmed, respectively. When a group
of robots is assigned a task, it is natural to think about what the robot ensemble
should do. This leads us to consider the ensemble-level abstraction. The entire MRS
can be viewed as a single and monolithic unit for the programmer. Ensemble-level
abstraction is referred to as macro-programming in wireless sensor networks [35].

There is a wide range of infrastructures (shown in Fig. 9) for MRS middleware.
Infrastructures of MRS middleware include hardware configuration support, operat-
ing system support, logging facility, debugging facility, simulator, language support,
and graphical interface.

• Since MRS middleware may be applied to all kinds of robotic system, hardware
configuration support is required to configure the hardware of a specific kind of
robot.

• MRS middleware must support a specific operating system or be cross-platform.
Traditional operating systems can be UNIX-like OS, Microsoft Windows, Java
virtual machine, and others.

• Logging facility and debugging facility are essential and useful for application
development, algorithm evaluation. Looking up the log and debugging informa-
tion, developers can have direction for development and improvement, which save
significant amount of time.

• Simulator is useful when deployment is costly, hardware is unavailable, or devel-
opers want to testify algorithms before deployment.

• Language support is another necessary feature forMRSmiddleware. It can support
one or several languages, for example, C++, Java, Python, etc.

• Graphical interface can be used to visualize the MRS and for human–robot inter-
action purpose.

Coordination (shown in Fig. 10) is a general issue in multi-agent system as well as
inMRSwhere each realistic robot is regarded as an agent. A robot is a computational
device capable of sensing, computing, and locomoting. The sequence of sensing,
computing, and locomoting form a computation cycle of a robot. The coordination
method is classified based on the relationship among computation cycles of the
robots. In the asynchronized setting, the robots in the MRS do not have a common
notion of the time. That is to say, there is no assumption on the relationship among
the cycles of the same robot or different robots. The only assumption is that all
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cycles finish in finite time. The robots are said to run in a semi-synchronized setting
if all robots share a global clock and their actions are atomic. The robots can be
either active or inactive at each clock tick and only robots in active state perform
their cycles. To make sure every clock tick and every robot to be meaningful, it is
restricted that at least one robot is active at every clock tick and every robot becomes
active for infinite time instants. In a special case, every robot is active at every time
instant. In this case, the robots are said to be fully synchronized. In this setting, all
the robots are in the same state at each clock tick.

With respect to node-level features (shown in Fig. 11) of a single robot, it refers
to the hardware features relating to sensing ability, locomotion ability, computation
ability, and communication ability. For the sensing part, an individual robot may
contain laser, compass, camera, microphone, etc. For the locomotion part, each robot
may use vibration, wheel encoders, or propellers to navigate the environment. For
the computation part, the CPU frequency, the memory size, and the data storage size
vary a lot. For the communication part, ratio, infrared signals, Wi-Fi, and Bluetooth
can be utilized to achieve it.

In terms of system-level features (shown in Fig. 12) of the whole MRS, it can
be categorized by coordination method, embedded network protocol, and communi-
cation model. For the coordination method in an MRS, it can be centralized where
there is a central controller, decentralized where the MRS is divided into groups, or
fully distributed where all robots are equal. For communication, robot network may
utilize TCP, UDP, ZigBee, or other network protocol. Communication is a general
issue in network systems as well as in MRSs which can be regarded as robot net-
works. Communication features can be classified in the light of awareness, scope,
and addressing. Awareness feature within communication can be further classified
into explicit or implicit. If the communication is explicitly exposed to developers,
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it is termed as explicit. On the other hand, if the communication is hidden behind
some higher level construct, it is said to be implicit. The scope of communication
refers to the set of robots that exchange data to accomplish a given task. Physical
neighborhood, multi-hop group, and system-wide serve as the three approaches for
the scope of communication. The scope is physical neighborhood if programmers
are only provided with method for exchanging data among robots within direct radio
range. The scope is said to be multi-hop group if data exchange can be achieved
with using multiple-hop transmission. The scope is system-wide if all the robots in
the MRS are possible to be involved in data exchange. With respect to addressing
in MRS middleware, it utilizes physical addressing if the target robots are identi-
fied using statically assigned identifiers. Otherwise, the target robots are identified
through properties provided by the applications. This kind of addressing approach is
logical addressing, which is generally called attribute-based addressing in wireless
sensor networks [2].

In terms of application features, we sort it using environment, scope/area, and pur-
pose/goal, respectively (shown in Fig. 13). An MRS can be deployed in one or more
kinds of environments including land, underwater, air, and even space environment.
The area of MRS application can be military, agriculture, education, household,
manufacturing, etc. The purpose of an MRS application can be information gather-
ing, service providing, educational usage, and others. Full discussion of the MRS
applications can be found in Sect. 2.2.
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5 Representative Middleware for MRS

In this section, we give a comprehensive overview of some popular middleware
for MRS. This list is not exhaustive and there are many more middleware such as
OROCOS [13], SmartSoft [84], CLARAty [93], etc. that have not been discussed in
this work. We have focused on more recent and popular middleware for robotics. For
each middleware that has been included below, we have discussed the architecture,
objective, development tools and utilities provided, and platforms and programming
languages supported by the middleware. An overview of various MRS middlewares,
discussed in this section, has been shown in Table 2. This overview is done on the
basis of middleware-specific features illustrated in Fig. 5, which shows the overview
of feature tree of MRS middleware.

Player/Stage: Player5 is device server that provides clients with programming
interfaces to control robots comprising of sensors and actuators [31]. Player is imple-
mented in C++ as a multi-threaded TCP socket server for transparent robot control.
Socket-based robot server provides many benefits such as platform independence,
language independence, and location neutrality which means a client can access and
control robotic devices anywhere on the network. Player has been designed to sup-
port heterogeneous devices and clients simultaneously at different timescales [31].
One-to-many client/server architecture has been followed which implies that one
server can serve multiple clients. Each client is connected to Player by a TCP socket
connection, while a device can be connected to Player by any appropriate method.
Client can be implemented in any language providing socket mechanism such as C,
C++, Tcl, Java, Python, etc.

Player is modular; therefore, devices can be added dynamically. UNIX model of
treating devices as files has been chosen to provide an abstraction for a variety of
devices. To receive sensor readings, client opens the device with read access while
for controlling an actuator, client must open the device with write access. Each
device has an associated command and data buffer that provides an asynchronous
communication channel between device threads and client reader and writer threads.
Clients and devices are decoupled fromeach other. Player also supports request–reply
mechanism, similar toioctl(), for configuration requests that canbeused to access
specific hardware features. There is no device locking mechanism implemented in
Player; therefore, clients can overwrite commands of the other clients.

Stage is a simulator that is used for simulating population of mobile robots, sen-
sors, and environmental objects. This enables development and testing of clients
without accessing real hardware and environment. Stage simulator is also useful for
experimentation of novel devices that have not been developed yet [31]. Sensors
and actuator models in Stage are available through normal Player interface. Usually,
clients cannot differentiate between real and simulated stage equivalents. Stage also
supports non-locking, platform independence, and language independence charac-
teristic of interfaces in Player.

5http://playerstage.sourceforge.net/.

http://playerstage.sourceforge.net/
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Since Player is freely available as open-source, many improvements have been
done since the original version [32]. Some major improvements related to simplicity
and flexibility have been done in [22]. Player has been divided into two parts, the
core and transport layer. Separation of Player core from transport layer provides
more flexibility. Original version [32] was a TCP-based device server, but now it can
support many other configurations. Other transport layers, or no transport layer, can
also be used. Player is supported on most of the UNIX flavors and onWindows using
Cygwin.

Orca: Orca6 is a framework that can be used for the development of component-
based robotic systems. Complex robotic systems can be developed by piecing
together the components provided by Orca. The main objective of Orca is to promote
software reuse. Orca does not impose any constraint on the component granularity
(size of modules used to make up the complete system), system architecture (any
architecture such as centralized, blackboard, strictly-layered, strictly-decentralized,
or mixed can be implemented), interfaces, and component architecture [56].

Orca uses InternetCommunicationEngine (Ice) for communicationbetween inter-
faces [56]. Slice, a specification language for Ice, is used for defining interfaces.
There are many Ice services such as IceGrid Registry, IceGrid Node, IceBox, and
IceStorm which are extensively used in Orca. IceGrid Registry is a centralized reg-
istry for naming service. IceGrid Node is a software activation service. IceBox is an
application server that is responsible for starting and stopping of application com-
ponents. Application components are deployed as a dynamic library which makes
them easy to deploy and administer, and also optimizes the communication between
components within the same application server. IceStorm is an event service which
forward the messages received from a server to multiple clients without marshaling
or demarshalling them. IceStorm can alsoweaken client dependencies by configuring
multiple threads.

Orca also provides a library called libOrcaIce which provided simplified API that
can be used for development of robotic applications [56]. This lowers the barrier
for developers as the majority of functionalities used for robotic applications are
provided by Orca library. To allow the use of Orca on wider platforms, CMake is
used to build system. Orca can be used on different operating systems including
Linux, several flavors of Windows, and Mac OS X. Programming languages that are
supported are C++, Java, Python, PHP, C#, and Visual Basic. Also, Ice Client and
server are language independent so they can be implemented in any programming
language.

Miro: Miro7 is a three-layered middleware for mobile robot applications which
is designed and implemented using object-oriented approach [92]. The three lay-
ers from bottom to top are MIRO device layer, MIRO service layer, and MIRO class
framework layer. The higher layers access lower layers using interfaces.MIROdevice
layer is a platform dependent layer that provides classes to interface and abstracts
the low-level sensors and actuators within a robot. The classes also allow access to

6http://orca-robotics.sourceforge.net/index.html.
7https://sourceforge.net/projects/miro-middleware.berlios/.

http://orca-robotics.sourceforge.net/index.html
https://sourceforge.net/projects/miro-middleware.berlios/
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low-level hardware resources using ordinary method calls. MIRO service layer pro-
vides service abstraction for sensors and actuators with event-based communication
by using CORBA interface definition layer (IDL). The services are implemented as
network transparent CORBA objects which enable language and platform indepen-
dence. Sensors and actuators are presented in a platform-independent manner by the
use of classes in this layer. MIRO class framework layer provides functional modules
such as mapping, localization, behavior generation, logging and visualization facil-
ities, etc. which are extensively used for mobile robotic application development.
Besides providing common functionalities for application development, MIRO class
framework also provides functionality for experimental evaluation.

All MIRO functionalities have been implemented in C++. The communication
mechanism is developed usingTAOpackagewhich is an implementation ofCORBA-
based on adaptive communication engine (ACE). Client–server model has been used
for communication between objects. MIRO implementation includes three types of
clients (sample client, test client, and monitoring client) for testing and evaluation of
service functionalities. Apart from event-driven communication between services,
synchronous and asynchronous communications are also used.

MIRA: MIRA8 is a decentralized middleware that supports the development
of fully distributed robotic applications. The objective of MIRA is to support the
development of real-world applications; therefore, mechanisms have been used to
address issues such asmemory consumption, latency, fault tolerance, and robustness.
Each application is composed of different processes that can be located on different
machines. Each process further consists of multiple software modules called units
which implement algorithms to solve any task. In case multiple units are present in
a single process, then each of the units runs in its own thread.

MIRA is written in C++ but it can be interoperable with other programming
languages such as Java, Python, etc. Reflection and serialization are two concepts
that have been widely used in implementing different mechanisms in MIRA. MIRA
uses a reflect method to reflect and serialize any arbitrary class since reflection
and serialization are not supported natively by C++. This mechanism enables the
complete use of object-oriented programming paradigm. This allows transport of not
only simple data but also complex objects including robot models, GUI components,
etc. to the remote side. Use of serialization makes MIRA interoperable with other
programming languages andmiddleware. Serialization formats such as XML, JSON,
and binary are currently supported by MIRA.

Two communication mechanisms are supported by MIRA, message passing, and
remote procedure calls (RPC). There is no central server used in MIRA for name
look or other management tasks. MIRA supports robustness and reliability by using
peer-to-peer architecture for communication between different processes. Commu-
nication between units and message exchange is done using named channels. Chan-
nels allow one-to-one, one-to-many, and many-to-many communication [27]. MIRA
supports autonomous handling of multi-threading and data synchronization. Slot-
based communication avoids unnecessary copying and blocking of data when there

8http://www.mira-project.org/joomla-mira/.

http://www.mira-project.org/joomla-mira/
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is simultaneous read andwrite access. Slot-based communication also helps in reduc-
ing memory usage. MIRA reduces latency of RPC by using futures, which act as
proxy for the result of asynchronous calls. MIRA is currently supported for Linux
and Windows operating system.

OpenRDK: OpenRDK9 is a modular software framework designed to develop
distributed and mobile robotic applications. The objective of OpenRDK is to support
modularity and code reusability of software to enable easier and faster development of
robotic application. The main entity of the software framework is a software process
called agent. Single thread inside an agent process is called module, which can be
loaded and started dynamically once agent is running [17]. An agent configuration
is a list of modules that are to be loaded and executed, their interconnection layout,
and value of their parameters. All modules publish the data they want to share in
a repository. Variables published by modules, i.e., input, output, and parameter, are
called properties. Each property is assigned to a globally unique URL address. These
URL addresses enable modules to transparently access modules within the same
agent or remotely. There are some special queue objects that are also addressed
using global URL just like other local properties.

OpenRDK uses multiple processes with multiple threads. Since information shar-
ing between modules is done with the help of URL, it introduces some coupling
between modules which adversely affects the modularity of the whole system. To
resolve this issue, property links are specified in configurationfile that allowsmodules
to refer to different names for the properties, thus avoiding any coupling between
modules. While sharing of information within the same agent can be done using
repository, inter-agent information sharing can be done by either property sharing or
message sending. OpenRDK also contains RConsole which is a graphical tool used
for remote inspection and management of modules. Other modules for connecting
to simulators or for logging are also provided by OpenRDK. OpenRDK is written
in C++. It can run on a UNIX-like operating system. OpenRDK does not focus on
platform independence of the software framework.

MARIE:Mobile andAutonomousRobotics IntegrationEnvironment (MARIE)10

is a distributed component-basedmiddleware framework designed to develop robotic
applications by enabling integration of new and existing systems [23]. The objec-
tive of MARIE is to enable software reuse, support multiple sets of concepts, and
support a wide range of communication protocols, mechanism, and robotic stan-
dards. MARIE supports multiple levels of abstraction by utilizing layered software
architecture consisting of three layers, which are core layer, component layer, and
application layer. Core layer is the lower level layer that provides tools for low-level
functionalities such as communication, distributed computation, data handling, and
many low-level operating system functions. Component layer implements a frame-
work to add components and support domain-specific concepts. Application layer
consists of tools required to build robotic applications from available components.

9http://openrdk.sourceforge.net/index.php?n=Main.HomePage.
10http://marie.sourceforge.net/wiki/index.php/Main_Page.
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MARIE usesmediator interoperability layer (MIL) to act as amediator for interac-
tion with each component independently. MIL is implemented as virtual space where
components can interact with each other using a common language. This design leads
to the decoupling between components, increases reusability, interoperability, and
reduces the complexity of managing a large number of centralized components. MIL
is composed of four types of components, which are application adapter (AA), com-
munication adapter (CA), application manager (AM), and communication manager
(CM). AA is responsible for interfacing applications withMIL. CA is responsible for
communication between components by adapting different communication mecha-
nisms. AM is responsible for management of all components in the system, and CM
is responsible for management of communication between AAs.

MARIE has been written in C++. MARIE does not focus on any specific com-
munication mechanism; rather it uses communication abstraction framework, called
port, for provided communication protocols and component interconnection. It uses
adaptive communication environment (ACE) library to implement for transport layer
and low-level operating system function implementation.

Urbi: Urbi11 is a software platform for developing robotic applications. Urbi is
based on an event-driven scripting language, URBISCRIPT, and distributed compo-
nent architecture [8].URBISCRIPT is designednot only to create robotic applications
and controlling robots but also it is the foundation of the communication protocol
based onwhich client/server architecture for Urbi software platform is built.Multiple
clients can interact concurrentlywith a server bymeans ofURBISCRIPT.Urbi server
which lies above the operating system is responsible for abstracting low-level hard-
ware details. Urbi platform interacts with underlying operating system using engines
which are also responsible for running the Urbi server. Urbi kernel is another part
of the Urbi server that provides primitive services including urbi virtual machine
(UVM). URBISCRIPT running on top of urbi virtual machine (UVM) is responsible
for providing CPU independence.

Diversity in robots is addressed by the use of UObject architecture. UObject
enables communication between low-level and high-level components, and their
interaction with URBISCRIPT. Complex data flowing betweenmultiple components
can also be handled by the use of UObject API. UObject can be either plugged into
the server or also used as standalone remote process. Besides low-level abstraction
provided by UObject, high-level abstraction is also provided by using Urbi naming
standard. These abstractions enable development of portable applications.

There are many graphical applications such as UrbiLive and UrbiLab provided by
Urbi platform to enable easy interaction with robots. UrbiLive is a graphical editor
useful for composing and chaining actions based on external events. UrbiLab is a
graphical tool used as Urbi server inspector and effector. UrbiLab can also be used
for remote control of robots. Urbi is open to programming environments such as Java,
MATLAB, and Python. Although Urbi platform is based on C++ and URBISCRIPT,
it is not necessary to know these languages to program robots and components.

11http://www.gostai.com/products/urbi/.
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Microsoft Robotics Developer Studio (MRDS): Microsoft Robotics Developer
Studio (MRDS)12 is a service-driven robotic studio that follows representational state
transfer (REST) pattern [40]. Decoupled software services are used for interaction
with robots. Use of decoupled services enables modularity and code reuse. Services
are used for both robot interaction and implementation of functionalities such as
web-based error reporting, wireless communication, etc. The interaction between
services is done by the use of XML-based configuration manifest file. Manifest file
enables start-up of services byMRDS by defining partnership between services. The
partnership of services also enables registration between services, message passing,
and fault notification. Partnership and distributed messaging are enabled by the use
of software library called Decentralized Software Services Protocol (DSSP). MRDS
also uses another software called Coordination and Concurrency Runtime (CCR)
for handling state updates and message processing. CCR also enables abstraction
of complex functionalities such as memory locking and communication between
various operating systems. There are two other main components in MRDS, which
are visual programming language (VPL) for graphical interface and visual simulation
environment (VSE) for running simulation.

There are some utility services provided by MRDS. A control panel enables
the user to view all currently running services and links between them. There is a
message logging service that runs built-in filtering to provide a debugging view of the
system. Resource diagnostic service is also provided to enable the developer to obtain
additional debugging andperformance evaluation information.A3Dsimulator, based
on Microsoft DirectX technology, is also included in MRDS. The simulator is used
for both graphics and physics simulations. MRDS is implemented in .NET. Services
inMRDS can be written in any .NET compatible language. Service implementations
have been done in C#, Visual Basic, and Iron Python. Simple object access protocol
(SOAP) interface can also be used to interface services with other programming
interfaces. MRDS is a popular proprietary middleware that only supports Windows
platform.

RoboComp: RoboComp13 is a component-oriented robotic framework that
focuses on ease of use and rapid development of robotic applications [57]. Robocomp
is based on Ice which is extended further by the use of different classes and tools.
Components used in Robocomp consist of three main elements, which are server
interface, worker class, and proxies that are used for communicating with other
components. Worker class implements the core functionality of components. Server
interface and worker class run in different threads to avoid delays. There is another
optional common interface called CommonBehavior that is used for accessing the
parameters and status of components.

Different tools provided byRoboComp are used for providing functionalities such
as monitoring, management, debugging, simulation, etc. These tools are as follows:

12https://www.microsoft.com/en-us/download/details.aspx?id=29081.
13http://robocomp.github.io/website/.
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(a) componentGenerator: This tool makes the task of the programmer easier by
automatically generating the skeleton of the new component and even the code
pieces for the programmer.

(b) managerComp: managerComp is a graphical tool that can be used for building
and running the system. Both local and remote components are managed can be
managed by use managerComp. This tool also makes use of CommonBehavior
interface to visually access the parameters of the components.

(c) monitorComp: This tool is used for connection and monitoring of components.
monitorComp provides a graphical interface for testing the components in an
easier way. Testing is done either by the use of custom monitoring code or
template available to test HAL components.

(d) replayComp: This tool records the output of components to replay them. This is
also a graphical tool that is useful for debugging purposes.

(e) Simulation Support: RoboComp makes use of two widely used open-source
simulators, Stage and Gazebo, for simulation purpose.

(f) loggerComp: This tool is used for analyzing the execution and interaction of
components. This tool also provides a graphical interface to display different
types of information.

RoboComp can be deployed on any computer system supporting Ice. Platforms
supported by RoboComp are Linux, Windows, Mac OS X, Android, and iPhone.
Any programming language that supports Ice can be used for RoboComp, which
includes C++, Java, Python, C#, Ruby, PHP, and Objective-C.

ROS: ROS14 is a modular framework for developing robotic systems [74]. ROS
provides a structured communication layer above operating system of the host. Mul-
tiple processes running in a system are connected using peer-to-peer topology instead
of using a central server. ROS is language-neutral. A simple and language-neutral
interface definition language (IDL) is used to provide support for cross-language
development. All the functionalities in ROS are developed using small modules. Use
of modular architecture reduces complexity and enhances stability. All the driver
and algorithm development is done in standalone libraries which are independent
of ROS. Small executables are created inside the source code which exposes library
functionality to ROS. This mechanism makes code reuse easier and helps in unit
testing.

There are some fundamental concepts that have been defined for ROS implemen-
tation, which are nodes, messages, topics, and services. A system is composed of
multiple nodes which are processes that perform computation [74]. Communica-
tion between nodes is using messages. A message can consist of other messages,
or array or messages. Topic-based publish-subscribe communication paradigm has
been used. To enable request/response communication, the concept of services has
been defined. There can be multiple simultaneous publishers and/or subscribers for
a single topic, and a single node can publish and/or subscribe to multiple topics.

ROS follows tool-based design, and thus there are many tools provided with ROS
for different scenarios. ROS uses rconsole library to enable logging and monitoring

14http://www.ros.org/.

http://www.ros.org/


664 Y. Sahni et al.

of distributed system. Packaging functionality is enabled by the use of roslaunch
tool. Collaborative development is enabled by the use of utilities such as rospack and
rosbash. ROS uses a utility named rostopic for filtering messages. There are tools
such as rxplot and rsgraph that are used for generating plots and graphs. ROShas been
designed to be language-neutral. ROS supports four different types of programming
languages, which are C++, Python, Octave, and LISP.

WURDE: WURDE (Washington University Robotics Development Environ-
ment) is a modular middleware for developing robotic systems [37]. The objective of
WURDE is to develop middleware that is easy to use even for beginners. WURDE
provides set of abstraction and utilities to achieve this objective. Four layers of
abstraction are provided by WURDE, which are communication, interface, appli-
cation, and system. WURDE does not use specific communication protocol instead
the communication layer defines types and methods for moving data to communica-
tion adapter [28]. Interface layer describes the data required by each type of robot.
Interfaces are described using XML. Application layer provides API for controlling
different aspects of applications. System layer is topmost abstraction layer which is
used for connecting different applications.

WURDE does not use any specific software architecture; instead, the robotic sys-
tem is developed as system of small interconnected modules. WURDE uses asyn-
chronous communication for communication between modules. One of the modules
provided byWURDE is a tasking and control interface called Robot Interaction Dis-
play Environment (RIDE). RIDE enables single user to control and task multiple
robots at same time. Implementation of WURDE is not yet complete as there are
many software packages that are still needed to be developed.

OPRoS:Openplatform for robotic services (OPRoS)15 is a distributed component-
based platform for developing robotic systems [41]. The objective of OPRoS is
to enable full development of robot software by providing required developmen-
tal tools, middleware services, component execution engine, simulation environ-
ment, and other utilities. Robotic service in OPRoS is composed of loosely coupled
components. There are two types of components, atomic component and composite
component. Components can have different granularities. Communication between
components is done by the use of ports on each specific component. Each com-
ponent can have multiple ports that are used for transmission of different types of
information such as method invocation, data, and events. Components in OPRoS can
support either of the three different types of execution modes, which are periodic,
nonperiodic, and passive.

All the information related to components such as port types, execution semantics,
properties, and other relevant information is stored in an XML file called component
profile [41]. There are other XML profiles such as service profile, data profile, and
application profile. Component and application profile is used by communication
execution engine for execution and management of components. Component exe-
cution engine provides abstractions to developers by hiding low-level details such
as thread management, resource allocation, and other functions offered by the oper-

15http://www.opros.or.kr/display/opros/OPRoS+Wiki.
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ating system. Component execution engine also provides a self-configurable fault
tolerance module for detecting faults and anomalies.

OPRoS also provides development tools for authoring atomic components and
composing components. Component authoring tool, as the name suggests, is used for
authoring atomic components. This tool also supports debugging, execution control,
and monitoring of atomic components. Component composer is used for composing
components to develop the robotic application. Component composer can also be
used for remote control and monitoring of multiple component execution engines
concurrently. All these tools can be supported on any operating systemwhere eclipse
is installed. OPRoS currently supports both Windows and Linux operating systems.

RT-Middleware: RT (Robot Technology)-Middleware16 serves as a distributed
component-basedmiddleware for developing robotic systems [4]. It studiesmodular-
ization of robotic elements and proposed RT-Components as the basic software unit
based on Common Object Request Broker Architecture (CORBA). RT-middleware
supports the construction of various networked robotic systems by the integration of
various RT-Components. An open-source implementation called OpenRTM-aist [5]
was developed for feedback from the robotic research community.

An RT-Component is composed of a component object as the main body, activity
as the main process unit, and input ports (InPorts) and output ports (OutPorts) as
data stream ports. The activity serves as a controller of the device and processes the
designed tasks continuously. The activity has eleven states, and each state is possible
to have three methods called entry, do, and exit. These three methods will be called
automatically on entry to, being in, and on exit from the state, respectively. The
transition of the states is uniform for all RT-Components. Hence, developers may
implement the methods for each state to build a new RT-Component.

The InPorts and OutPorts take advantages of publisher/subscriber model. On the
one hand, an InPort serves as a subscriber and may subscribe several OutPorts. It
also provides a common method called InPort::put to allow data to be written.
On the other hand, an OutPort serves as a publisher and write data to those InPorts
who have subscribed it by using the method of InPort::put. It also provides
several subscription types, e.g., Once, Periodic, and Triggered.

The RT-Middleware provides several methods for integrating RT-Components.
These methods include assembly GUI tool, script language, XML file, other RT-
Components, and other application programs. By integration of RT-Components,
applications can be built from bottom to up. Such applications include network
distributed monitoring system [42] and intelligent home service robotic system [43].

ASEBA: ASEBA17 is an event-based middleware supporting distributed control
and efficient resources exploitation among multiple microcontrollers in a robot [52,
55]. The ASEBA is specially designed for robots with more than one microcontroller
sharing a bus for communication.

The ASEBA abandons traditional architecture where the main microcontroller
controls all the other microcontrollers and manages all data transfers. As an event-

16http://openrtm.org.
17http://mobots.epfl.ch/aseba.php.
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based middleware, it utilizes multi-master bus in which all microcontrollers can
initiate data transfers. The multi-master bus enables asynchronous messages, called
events, transferred between microcontrollers. Without control of a centralized main
processor, loadonbus is significantly reduced.Also, themain process canget released
from processing messages and be dedicated for CPU-intensive tasks such as path
planning and image processing.

A scripting language called AESL (ASEBA Event Scripting Language) is pro-
vided to describe even emission and reception policy in ASEBA. A piece of AESL
program can be compiled into bytecode using the designed compiler and ran on the
implemented virtual machine. The compiler, together with a script editor and a dis-
tributed debugger, forms into the integrated development environment for ASEBA.
The virtual machine is lightweight with less than 1000 lines of C program including
debugging logic.

TheASEBAhas been successfully deployed in the handbot for the task of climbing
a shelf and in the marXbot to improve the performance of behaviors in terms of a
polling-based approach. The ASEBA has been utilized for the purpose of education
[53] and managing a collection of single-microcontroller robots [54].

6 Future Directions and Challenges

In this section, we have given some observations regarding future directions and
challenges forMRSmiddleware. These observations have beenmade after reviewing
existing middleware for MRS. We discuss which design goals have been commonly
addressed by existing middleware and which ones need more research effort. Since
design of middleware is dependent on hardware, it is important to develop multi-
robot systems, which are cheaper, smaller, and have better sensing, processing, and
communication technologies. Due to the limitation in technology, each robot inMRS
has very limited processing power, storage, communication capability, and battery
capacity. These resource limitations make it difficult to develop sophisticated mid-
dleware for MRS. One of the major research directions is to develop lightweight
middleware that can be used to enable different design goals. Another challenging
issue arises due to the heterogeneity of robots. MRS work by collaborating and
coordinating with each other, however, heterogeneity of robots and communication
protocols makes it a challenging task. Collaboration involves partitioning and dis-
tribution of complicated tasks among multiple robots; therefore, middleware should
provide lightweight algorithms for task partitioning and management. Scalability
will be another major challenge in coming future. Middleware should be designed
to support scalability and dynamic configuration of system.

Middleware evaluation is a major part in analyzing the middleware. Middleware
is usually evaluated by quantifying the system parameters based on some application
example; however, there are some issues with this approach. Application examples
that are used for middleware evaluation only focus on some specific system require-
ments which means evaluation depends highly on the application example being
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used [69]. Besides, different middleware architectures are developed for different
applications, and thus it may not be the best criteria to evaluate a middleware based
on some specific parameters. Another issue with middleware evaluation is that it is
difficult to quantify the usability of middleware [69]. Several mechanisms such as
the use of a questionnaire, number of lines of code, or time to develop the system
have been used to determine whether middleware is easy to use or not but, this is not
very efficient. Middleware evaluation is currently a challenging issue for researchers
and developers which requires more research efforts.

Robot software architecture can usually be classified into three types, which are
object-oriented robotics, component-based robotics, and service-driven robotics [1].
Most middleware examples that have been discussed in Sect. 5 use small modules or
components for developing a robotic system. Very few middleware, in general, fol-
low monolithic approach for developing robotic software platform. It is preferred to
use small modules for system development as it reduces the complexity of the whole
system and enables reusability. Component-based approach is a common choice for
building middleware for MRS. Orca, MARIE, Urbi, Robocomp, OPRoS, and RT-
Middleware follow component-based architecture for developing middleware. Miro
and Mira follow object-oriented paradigm, and MRDS is a service-driven middle-
ware that follows REST pattern. All the other remaining middlewares such as ROS,
WURDE, OpenRDK, Player, etc. use modular architecture. Out of all these middle-
ware architectures, ROS and Player are most popular among robotic system devel-
opers. Although component- and modular-based approaches offer many benefits, a
challenging issue is to integrate different components which results in issues related
to communication, interoperability, and configuration [65]. Currently, a new trend is
emerging in robotics community to use model-driven engineering for robotics soft-
ware [1]. SmartMDSD Toolchain [89] is a toolchain based on model-driven software
development approach that provides an integrated modeling environment to create
an overall workflow for robotics software development.

We described some design goals for middleware in Sect. 3; however, we observed
that each middleware is usually designed focusing on some specific goals. It is very
difficult to achieve all design goals simultaneously [86]. Future work in MRS mid-
dleware should consider satisfying multiple design goals to enable multidimensional
benefits. Out of all the design goals, flexibility and software reusability is the most
common objective for existing middleware. Software reusability is enabled by the
use of modular or component-based middleware architectures. Second observation
is that most of the middleware are freely available as open source. This is usually
done to enable debugging of the software and make it more popular. Since hetero-
geneity is a major issue in robotic system development, most middleware tries to
provide some programming abstractions and make their system platform and lan-
guage independent. Linux is the first choice of operating system that is supported by
most middleware, Windows being the second, and there are some middlewares such
as Orca and RoboComp that support Mac OS too. Most middlewares provide some
graphical interface that enables management and monitoring of the robotic system.
Orca, OpenRDK, MARIE, Urbi, MRDS, RoboComp, ROS, and OPRoS are some
middleware examples that provide specific management and monitoring tools. Apart
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from graphical interfaces, other mechanisms can also be used for management and
monitoring purposes.

Although the features currently supported by existingmiddleware help in decreas-
ing the complexity and provide some other useful features, there are many design
goals which have not been fully addressed. One such design goal is collaboration
among multiple robots which is currently achieved by existing middleware as they
are usually modular and support distributed control. However, existing middleware
does not focus much on providing some specific abstractions or tools to facilitate
collaboration. A similar case is observed for dynamic resource discovery and con-
figuration where specific tools and abstractions are not provided to enable dynamic
configuration of system. Most middlewares do not provide explicit facilities to make
the system more robust. Very few middlewares provide explicit fault tolerance capa-
bilities. Out of all the middleware discussed, OPRoS, MIRA, and MRDS explicitly
consider fault tolerance. Real-time support is another design goal which has not
been addressed by many middleware. RT-Middleware, MIRA, ROS, and ASEBA
are among the few middlewares that provide some form of real-time support. RT-
Middleware provides some support for real-time processing,MIRAprovides amech-
anism to minimize latency, ROS enables real-time inspection and monitoring of any
variable, and ASEBA also provides real-time support. Real-time support is essential
for many robotic applications and thus, more research efforts are required to address
this issue. Most middlewares currently do not focus much on supporting Quality of
Service (QoS) requirements such as security, reliability, etc. Security and privacy
are important concerns as MRSs are used for critical applications such as battlefield
surveillance, explorationmissions, etc.Very fewmiddlewares provide securitymech-
anism. Since MRSs are distributed in nature, it is challenging to develop distributed
security algorithm.Although existingmiddlewares are developed to integrate sensors
and actuators within the robots, integration with other technologies such as cloud
computing and IoT has not been taken into much consideration.
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Interference Mitigation Techniques
in Wireless Body Area Networks

Mohamad Jaafar Ali, Hassine Moungla, Mohamed Younis
and Ahmed Mehaoua

Abstract A wireless body area network (WBAN) consists of a single coordinator
andmultiple low-power sensors tomonitor the biological signals and functions of the
human body. Due to the highly mobile and social nature ofWBANs, the performance
of the individual WBANs could be degraded due to the adverse co-channel interfer-
ence that results from their uncoordinated coexistencewith other nearbywireless net-
works. Like other wireless networks, energy and spectrum inWBANs are both scarce
resources. In fact, the limited spectrum resource is the cause of competition among
WBANs and leads to interference. Dynamic and efficacious energy and interference
management taking into account the channel state and traffics are both crucial and
substantial to further upgrade the capacity and enhance the goodness of user experi-
ence. In addition to the co-channel interference, the individual communication links
between the body-mounted sensors and the WBAN’s coordinator experience high
signal attenuation and distortion due to the nonhomogeneous nature of the human
body tissue. In this chapter, the issues related to the coexistence among WBANs
and between WBANs and other wireless networks will be analyzed. A comparative
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review of the radio co-channel interference mitigation and avoidance techniques in
the literature will be provided. Furthermore, we show that the existing solutions
fall short from achieving satisfactory performance, and outline open problems that
warrant more investigation by the research community.

1 Wireless Body Area Networks Overview

The recent technological advances in wireless communication and microelectronics
have enabled the development of low-power, intelligent, miniaturized sensor nodes
that can be implanted in or attached to the human body. Inter-networking these
devices is referred to as a WBAN and is revolutionizing remote health monitoring
and telemedicine in general. In essence, aWBAN is a wireless short-range communi-
cation network that consists of a single coordinator and a finite number of low-power
wireless sensor devices. These sensors enable continual monitoring of the physiolog-
ical state of the body in stationary or mobility scenarios. The coordinator collects the
measurements of the individual sensors and sends them to a gateway that in turn deliv-
ers the received data to a remote emergency monitoring station (command center)
using the Internet or the cellular telecommunication infrastructure [1, 2]. Basically,
theWBAN sensors monitor vital signs like blood pressure, sugar level, body tempera-
ture, oxygen saturation, CO2 concentration, respiration rate, and electromyography.
In addition, WBAN sensors may observe the heart (electrocardiography) and the
brain (electroencephalographs) electrical activities as well as providing real-time
feedback to the medical personnel. The aim of WBANs is to simplify and improve
speed, accuracy, and reliability of communication of sensors and/or actuators within,
on, and in the immediate proximity of a human body.WBANs can provide real-time
patient monitoring and serve in various applications such as ubiquitous health care,
telemedicine, entertainment, sports, and military [3]. However, the IEEE 802.15.6
standard [4] classifies these applications into medical and nonmedical applications
as shown in Table 1. A comparison of the characteristics of sample in-body and
on-body sensors is shown in Table 2 [5]. Table 3 shows the list of SI units that we
used throughout this chapter.

1.1 Classification of WBANs

In this section, we provide a brief overview of the various WBAN characteristics
that affect its design and operation. Specifically, we classify WBANs based on the
types of nodes, number of nodes, network topology, and the communication archi-
tecture. WBAN nodes are independent devices that can differ in their functionality,
implementation, and role. The functionality classification is as follows:
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Table 1 WBAN applications

WBAN Applications

Nonmedical Medical

Remote control Implant Wearable

Entertainment
applications

Patient monitoring Cancer detection Sleep staging

Real-time streaming Telemedicine systems Cardiovascular
diseases

Wearable health
monitoring

Emergency Ambient-assisted
living

Asthma

Aiding professional
and amature sport
training

Assessing soldier
fatigue and battle
readiness

Table 2 Characteristics of in-body and on-body applications [5]

Application
type

Sensor DR DC PC QoS PV

In-body Glucose
sensor

Few Kbps <1% Extremely Yes High

In-body Pacemaker Few Kbps <1% Low Yes High

In-body Endoscope
capsule

> Mbps <50% Low Yes Med

On-body
medical

ECG 3 Kbps <10% Low Yes High

On-body
medical

SpO2 32 Kbps <1% Low Yes High

On-body
medical

Blood
pressure

<10bps <1% High Yes Med

On-body
nonmedical

Music for
headsets

1.4 Mbps High High Yes Low

On-body
nonmedical

Forgotten
things
monitor

256 Kbps Med Low No Low

On-body
nonmedical

Social
networking

<200Kbps <1% Low No High
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Table 3 SI units

Symbol Notation Symbol Notation

W Watt g Gram

dB Decibel Hz Hertz

m Meter mm Millimeter

Kw Kilowatt Kg Kilogram

KHz Kilohertz MHz Megahertz

GHz Gigahertz mAh Milliamp hour

dBm Decibel-milliwatts mW Milliwatt

Kbp/s Kilobit per second Mb/s Megabit per second

• Sensors are implanted inside or distributed on the human body to measure certain
vital parameters such as blood pressure, blood glucose, etc.

• Actuators respond upon receiving commands from the coordinators. For example,
an actuator pumps insulin into the bloodstream when a sensor reports a high
percentage of glucose in the blood.

• Personal Devices (PDs) are responsible for gathering the information received
from sensors, providing commands to actuators and interfacing the WBAN to
external entities, e.g., hospital.

The IEEE802.15.6 standard [4] classifies theWBAN nodes according to their deploy-
ment as follows:

• An implant node (in-body) is placed either just underneath the skin or inside the
human body as illustrated in Fig. 1.

• A body surface node (on-body) is usually at most 2cm away from the surface of
the human body as illustrated in Fig. 2.

• An external node is placed a few centimeters up to 5m above the surface of the
human body.

Based on their role, nodes can be classified as follows:

• A coordinator is a gateway or PDA-like node which connects the WBAN to the
external entities.

• An end node is limited to performing application tasks and is not able to relay
messages from other nodes.

• A relay is an intermediate node capable of sensing data and forwarding data from
other nodes to the coordinator.

Table 4 provides high-level summary of node classification.
As per IEEE 802.15.6 standard [4], the number of nodes in a typicalWBAN net-

work may range from 6 up to 256 within a 6m × 6m × 6m space. A singleWBAN
may involve a single coordinator and up to 64 nodes. Since 2 to 4WBANsmay coexist
on the same person (per 1m2), a maximum of 256 nodes may exist per person. The
IEEE 802.15.6 working group has consideredWBANs to operate in either a one-hop
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Fig. 1 A WBAN network illustrating a gateway (a WBAN’s coordinator), implant and on-body
sensor nodes, and communication links among them [6]

or two-hop topology. In the one-hop star topology, two possible transmissions may
exist. A transmission may be from the device to the coordinator and the other way
around. In addition, two modes of communication may exist in the star topology,
namely, beacon mode and non-beacon mode. In the beacon mode, the WBAN coor-
dinator transmits beacons periodically to define the boundaries of a superframe and
consequently enables nodes to synchronize their clocks. Basically, a superframe is
defined as a fixed-length period of time and further divided into two other parts,
active and inactive. The active part is divided into a fixed number of short periods
of time, each called time slot, which are dedicated for sensors transmissions. While,
the inactive part is also composed of fixed-length period of time and only dedicated
for coordinator’s transmission. In the non-beacon mode, aWBAN node can transmit
data to the coordinator using CSMA/CA and can poll the coordinator to receive data.
Meanwhile, in a two-hop topology, nodes are connected to the coordinator via other
intermediate nodes called relays. Table 5 provides a comparison that shows the two-
hop transmission has a higher delay and lower transmission power compared to the
one-hop star topology and involves overheads along with its network operation as
well as high complexity. More specifically, using relays lowers the concentration of
the transmission power between the source and the destination. The latest version of
the IEEE standard proposed forWBANs [4] supports only two hops in IEEEWBAN
standards compliant communication [7].
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Fig. 2 A male subject wearing two body surface sensor nodes, the first sensor at the right wrist
and the second sensor at the upper left arm [6]

Table 4 Node classification according to their functionality, deployment, and role

Node classification

Functionality Deployment Role

Sensors (implanted, attached) Implant node Coordinator, e.g., gateway

Actuators Body surface nodes End node

Personal devices, e.g.,
sink/coordinator

External node Relay
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Table 5 Comparison of one-hop star network and two-hop network [8]

Comparison criteria Star networks Two-hop networks

Energy consumption For nodes in close proximity to
the PD, the power used to
transmit to the PD will be low.
The nodes further away,
however, will consistently
require more power to be able
to transmit information

The nodes that are closest to
the PD consume more energy
as they will have to forward
not only their own information
but also information from
other nodes

Transmission delay The star network presents the
least possible delay for
transmitting data from any
sensor to the PD, as there is
only a single hop

The data of some nodes could
experience delivery delay due
to buffering at relays

Interference Sensors that are farther away
from the PD require
transmission with a higher
power, increasing the amount
of interference

Since each node is only
transmitting to its neighbors,
the energy of transmission is
kept low and hence the effects
of interference stay limited

Node Failure and mobility Only the failed node will be
affected and the rest of the
network can be performed as
needed

The part of the network that
involves the failed node has to
be reconfigured. Overheads are
involved

1.2 Communication Architecture of WBANs

The communication architecture of WBANs consists of three tiers as illustrated in
Fig. 3.

• Tier-1: Intra-WBAN communication—This tier reflects the interaction of the
WBAN nodes (sensors and coordinator). Sensors forward their measurements to
the coordinator. The coordinator processes the collected physiological data and
then transmits to an access point in Tier-2.

• Tier-2: Inter-WBAN communication—This communication tier is between the
coordinator and one or multiple access points. Tier-2 communication aims to
interconnect WBANs with various networks (cellular, etc.).

• Tier-3: Caregiver—This tier reflects medical facility, nurses, doctors, and family
members, and can be viewed as remote command centers.
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Coordinator

Fig. 3 Communication architecture of WBANs

2 Intra-WBAN Communication

Though this chapter focuses mainly on interference mitigation techniques among
WBANs, it also discusses the intra-WBAN communication in details. Recently, the
IEEE 802.15.6 task group (TG6) has released the IEEE standard [4] for short-range
wireless communications on or inside the humanbody. The standard has definedPHY
and MAC protocols forWBANs and whose functional requirements are summarized
in Table 6. We further highlight the primary requirements and design considerations
of wireless communication technologies which can be applied inWBANs as follows.

• Data rate: to support variations among theWBAN applications, data rates should
be ranging from10kbit/s to 10Mbit/s.However, the bit error rate (BER)determines
the reliability of the data transmission and is dependent on the criticality of the
data, i.e., high data rate transmission requires lowBER, e.g., 10−10, and vice versa.

• Transmission power: WBAN sensors may transmit up to 1 mW (0 dBm) which
complies with the specific absorption rate (SAR) 1.6 W/Kg in 1g of the human
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Table 6 IEEE 802.15.6 WBAN requirements [4]

Topology One-hop star, Two-hop star, bidirectional link

Setup time Insertion/removal <3s

Devices number Typically 6, up to 256

Data rate 10Kb/s–10Mb/s

Range 3 m with low data rate under IEEE Channel Mode

PER <10% with a link success probability of 95% overall channel conditions

Latency <125 ms (medical), <250 ms (nonmedical)

Jitter <50 ms

Reliability <1 s for alarm; < 10 ms for applications with feedback

Power consumption >1 year (1% LDC + 500mAh battery), >9 h (always ON + 50 mAh
battery)

Intra-coexistence 10 WBANs in a volume of 6 × 6 × 6m

Inter-coexistence Environment (WiFi, Bluetooth, etc,)

body tissue [9]. The battery lifetime of aWBAN’s sensor node should span several
months or even years.

• Mobility: due to the postural body movements, e.g., sitting, walking, twisting,
waving arms, etc., the WBAN may experience the signal shadowing and channel
fading which detriment the reliability and QoS metrics such as packet delivery
ratio, in-order-delivery, end-to-end delay (latency), transmission loss rate, delay,
jitter, etc. Such reliability is necessary to protect the patient’s life when a life-
threatening event has not been detected. Thus, a highly reliable and energy-efficient
data transfer with low delay is required to guarantee a successful data transmission
for immediate access by health caregivers.

• Configurable: WBAN nodes should be configurable and capable of joining the
WBAN and switching from a failed link to a backup link.

• Coexistence: WBANs may interact and coexist with each other as well as with
other wireless technologies. The co-channel interference may happen when dif-
ferent neighboring WBANs and other wireless networks share similar channels
at the same time which may lead to a dramatic increase in the level of interfer-
ence. Therefore, a coexistence algorithm, that can be carried out independently or
cooperatively, should guarantee a proper functionality of the different coexisting
WBANs.

Given the rigorous low-power consumption requirement in WBAN systems, the
first wireless technology that could be used is the IEEE 802.15.1 standard (Blue-
tooth) [10] which was employed in many e-health and telemedicine applications.
The properties of Bluetooth, namely, the bandwidth, lack of support of multi-hop
communication, and long start-up time make it unsuitable for WBAN applications.
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Bluetooth lowpower (BLE) [11] has been introduced as an amendment of the original
Bluetooth andmay be viewed as a better choice forWBAN applications. Basically, the
lower power consumption can be achieved using low duty cycling; nonetheless, this
exaggerated low-duty cycle mechanismmakes BLE unsuitable for health monitoring
applications as they need the high frequency of data transmissions.

On the one hand, the IEEE 802.15.4 (ZigBee) standard [12] is widely employed
in WSNs and has larger coverage area. However, the data rate of ZigBee is low
which results in high latency of data delivery. Such a latency is unacceptable for
sharing critical data in medical applications that report life-threatening conditions.
In April 2010, the IEEE 802.15.6 working group established the first draft of the
communication standard ofWBANs that is optimized for low-power on-body/in-body
nodes for various medical and nonmedical applications. The latest standardization
of WBANs, IEEE 802.15.6 standard [13] aims to provide an international standard
for low-power, short-range (within the human body), and extremely reliable wireless
communication within the surrounding area of the human body, and support a vast
range of data rates from 75.9 Kbps (narrowband) up to 15.6 Mbps ultra-wideband.
Moreover, the standard utilizes different frequency bands as follows:

• The narrowband (NB) uses 400, 800, 900 MHz, and 2.3 and 2.4 GHz.
• The ultra-wideband (UWB) utilizes 3.1–11.2 GHz.
• The human body communication (HBC) utilizes the frequencies within the range
of 10–50 MHz that cannot support high data rate transmissions, e.g., video or
audio streaming.

The 2.4GHz band is deemed by practitioners as the best option for the use bymedical
applications because of its ability against adjacent channel interference.

Due to the complex structure of the body shape and human tissue, a simple path
loss model cannot be directly adopted forWBAN nodes because it does not consider
the impact of the human tissue on radio signal propagation. Nodes in WBANs can
be implanted in or attached to the human body, which creates multiple transmission
channels among them [14]. The communication authorities in the United States
and other countries allocated the international unlicensed, ultra-low-power MICS
band at 402–405 MHz with 300KHz channels to support wireless communication
with implanted medical devices. This allocation provides fast data transfer and long
communication range as well as has conducive propagation characteristics for the
transmission of radio signals through the human tissue and hence leads to better
penetration compared to higher frequencies (10 dB for 10mm tissue penetration)
[15]. The channel models proposed by IEEE 802.15.6 standard are shown in Table 7
[14].

Khan et al. [16] have shown that a log-normal distribution better suits long-term
fading and that theRician distribution best fits short-term fading for on-body channels
at 2.45 GHz, 5.8 GHz, and 10 GHz. Smith et al. [6] have concluded that a log-normal
distribution is the best fitmodel for small-scale fading in ultra-wideband communica-
tions.Meanwhile, a log-normal distribution or a gamma distribution suits small-scale
fading in narrowband communications. Various models to describe channel fading
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Table 7 Scenarios and descriptions of channel models in IEEE 802.15.6 [14]

Scenario Desc. Frequency band Channel model

S1 Implant to implant 402–405MHz CM1

S2 Implant to body
surface

402–405MHz CM2

S3 Implant to external 402–405MHz CM2

S4 Body surface to body
surface (LOS)

13.5, 50, 400, 600,
900MHz, 2.4,
3.1–10.6GHz

CM3

S5 Body surface to body
surface (NLOS)

13.5, 50, 400, 600,
900MHz, 2.4,
3.1–10.6GHz

CM3

S6 Body surface to body
surface (LOS)

13.5, 50, 400, 600,
900MHz, 2.4,
3.1–10.6GHz

CM4

S7 Body surface to
external (LOS)

3.5, 50, 400, 600, 900
MHz, 2.4,
3.1–10.6GHz

CM4

inWBANs have been compared in [6, 17–22]. The most common distribution fit for
WBANs is log-normal, followed by Nakagami-m then Rician.

3 Radio Co-channel Interference

In hospitals and crowded public places,WBANs may coexist with other wireless net-
works such as IEEE 802.11 (WiFi), IEEE 802.15.4 (ZigBee), WSNs, IEEE 802.15.1
(Bluetooth), MANETs, cellular and other appliances that may share the same inter-
national unlicensed ISM band 2.4GHz asWBANs. An example of radio co-channel
interference that can be experienced between two coexistingWBANs and other wire-
less networks is shown in Fig. 4 [9]. Basically, the co-channel interference problem
may exist among homogeneous WBANs, e.g., a patient with a WBAN may be sur-
rounded by other patients withWBANs, which impose the interference on each other,
i.e., WBAN-WBAN interference, as shown in Fig. 2. On the other hand, the interfer-
ence problemmay also be experienced across multiple different heterogeneous wire-
less networks, i.e., nodes from non-WBANs wireless networks, e.g., WiFi, impose
the interference on some nodes of the WBANs, i.e., WiFi-WBAN interference, as
shown in Fig. 5.
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Fig. 4 Radio co-channel interference betweenWBANs and other wireless networks

Fig. 5 Radio co-channel interference between one WBAN and one WiFi wireless network
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3.1 Interference Between WBANs and Other Wireless
Networks

Dealing with the co-channel interference problem within the same WBAN is easier
than across networks due to many reasons. First, the use of the different MAC proto-
cols among coexisting wireless networks may lead to medium access collisions, as
theseWBANs share similar channels. Second, somewireless networks likeWiFi may
use larger bandwidth and packet size than those used byWBANs, which will reserve
the medium for the longer period of time that leads to unfair usage of the medium.
Third, WiFi networks may use higher transmission power level than WBANs and
consequently they dominate the medium and hinder intra-WBAN communication.
Accordingly, the co-channel interference will impact performance metrics including
energy lifetime, data reliability, throughput, delay, success packet delivery ratio, etc.

The heterogeneity of wireless technologies used by other wireless networks may
introduce new challenges for WBAN system designers. WBANs could be subject to
more frequent topology changes due to the human body mobility and move faster
than the conventional WSNs. WBANs move in a group-based rather than node-
based manner as in MANETs. The nodes in WBANs are deployed more densely in
a very small area, while the locations of mobile stations in the cellular networks are
spread over a wide area. Therefore, the interference mitigation schemes for WSNs,
MANETs, and cellular networks do not suit WBANs. Thus, dealing with radio co-
channel interference amongWBANs and due to their coexistence with other wireless
networks is an important problem that warrants special attention [9].

3.2 Radio Co-channel Interference Among WBANs

WBANs are becoming pervasive. Their coexistence will become a serious issue in
the upcoming years. In 2009, eleven million sensors were estimated in use. Such
a number is predicted to reach 485 million by 2018 [9, 23, 24]. As pointed out in
Sect. 2, the IEEE 802.15.6 standard [13] requires the system to function properly
within the transmission range of up to 3m when up to 10 WBANs are collocated.
Moreover, the system should also be able to support up to 60 sensors in a 6m3 space
(256 sensors in a 3m3). As per IEEE 802.15.6 standard, the superframe is delimited
by two beacons and composed of two successive frames: (i) active, that is dedicated
for sensors, and (ii) inactive, that is designated for coordinators as illustrated in Fig. 6.

Fig. 6 IEEE 802.15.6
superframe structure
illustrating active and
inactive periods [13]
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Fig. 7 Radio co-channel
interference among three
TDMA-based WBANs

Due to the typical social interaction of people, individualWBANs maymove towards
each other in crowded areas such as a hospital’s lobby or public places. When these
WBANs operate on similar channels, the corresponding radio communication ranges,
and the individual active periods of their superframes, i.e., TDMA- or CSMA/CA-
based superframe may overlap with each other [25, 26]. Basically, if a large number
of sensors of different WBANs coexist in the close proximity of each other, there
is a high probability that they access the same channel at the same time and their
transmissions may cause medium access collision as illustrated in Fig. 7. Although
WBANs search for available channels, the interference occurs because of the smaller
number of channels in the IEEE 802.15.6 standard than the number of coexisting
WBANs [4, 12, 13]. Evenwhen fewWBANs coexist, such interferencemay affect the
communication links and may have an adverse impact on the reliability of WBANs,
by decreasing the SINR of the received signal resulting in extra packet losses and
performance degradation. Where the signal-to-interference-plus-noise ratio (SINR)
is defined as a quantity used to give theoretical upper bounds on channel capacity in
wireless communication systems. Therefore, the co-channel interference mitigation
is of the utmost importance to improve the reliability and the performance of the
whole network. An example of radio co-channel interference that can be experienced
among coexisting WBANs is shown in Fig. 8 [9].

On the other hand, the resource-constrained nature of WBAN nodes in terms of
limited power supply, i.e., small battery capacity, size, transmission range, and cost
makes the applicationof advanced antenna andpower control techniques used in other
wireless networks unsuitable forWBANs. The protocols proposed for these networks
do not consider the special characteristics and stringent properties ofWBAN systems
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Fig. 8 Radio co-channel
interference among
coexistingWBANs

[27–32]. For instance, power control mechanisms which proved their efficiency in
cellular systems are not suitable for WBANs since they require high transmission
power, which requires larger sensors batteries. Another example, the simple design,
and shape of sensor’s antenna make signal processing very hard to be achieved in
WBANs because of the inhomogeneous nature of the human body characterized by
high signal attenuation and distortion. Moreover, due to the highly mobile nature
ofWBANs, e.g., walking, running, bending, etc, differentWBANs may change their
position relative to each other. In addition to the body posture, e.g., movements of
arms and legs, the individual sensors in the same WBAN may change their location
relative to each other. Furthermore, the absence of coordination and negotiation as
well as the synchronization among the coordinators of different WBANs make the
allocation of a centralized entity to manage WBANs coexistence and mitigate the
interference unsuitable forWBANs [1, 2, 23, 33, 34]. In fact, this shortening is due
to the fast-changing WBAN’s and the network’s topologies and in consequence the
high rate of update and control messages within the whole network.

The IEEE 802.15.6 standard recommends the use of TDMA as an alternative
solution to avoid co-channel interference withinWBANs. To this end, it proposes the
following three mechanisms for inter-WBAN co-channel interference mitigation [2,
35]:

• Beacon Shifting: aWBAN coordinator may transmit its beacons at different time
offsets relative to the start of the beacon periods by including a beacon shift-
ing sequence field in its beacons. A coordinator should choose a beacon shifting
sequence that is not being used by its neighbor coordinators to mitigate the poten-
tial interference.

• Channel Hopping: a coordinator may change its operating channel periodically
by choosing a particular channel hopping sequence, which is not being used by any
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neighbor coordinators. Moreover, the coordinator should hop to another channel
after dwelling on the current channel for a fixed number of beacon periods and not
in the middle of a superframe.

• Interleaving: a WBAN may share the same operating channel with one or more
otherWBANs. With interleaving, theWBANs’ coordinators exchange information
in order to prevent the active periods of their corresponding superframes from
overlapping with each other.

3.3 Interference Mitigation Challenges

In this section, we provide a brief overview of the challenges in applying an inter-
ference mitigation without negatively impacting the performance of the individ-
ualWBANs. An efficient interference mitigation technique should carefully balance
between the excessive use of the scarce and limited resources in WBANs and the
desired requirements of a WBAN application.

3.3.1 Network Throughput

Network throughput is the most important metric to gauge the performance of a
WBAN since it implicitly captures the packet delivery rate (PDR).When the through-
put of the WBAN grows, the reliability of the communication in the whole WBAN
increases, i.e., fewer packet losses. In healthcare applications, the WBAN sensors
must ensure an efficient interference mitigation, consequently successful delivery of
patient’s vital data. Therefore, the interference mitigation technique must optimize
the network throughput.

3.3.2 Energy Consumption

To ensure a long lifetime of WBAN, energy efficiency is always desired for their
sensors because of the small size of sensors’ batteries and the difficulty in recharging
and replacing them. Due to co-channel interference, collisions may happen, which
leads to increased packet retransmissions and consequently, the energy consumptions
of WBAN sensors grow accordingly. In addition, WBANs may experience severe
interference from other wireless networks and hence they may transmit with higher
power levels to compete for better signal-to-interference-plus-noise ratio. Therefore,
a trade-off between WBAN performance and energy consumption is required to
guarantee that the interference is efficiently reduced.
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3.3.3 QoS and Reliability

WBANs have specific QoS requirements which depend on the BER or the priority
of the traffic. In crowded situations, e.g., in hospitals where there are adverse inter-
ference, WBANs with high QoS constraints must have a high priority to access the
channel because some patients may report vital data, e.g., heart disease data. Gener-
ally, reliability is related to packet delay and the probability of packet loss. We define
the convergence time as the time needed for the interference mitigation technique
to enable a WBAN to operate normally. Thus, the faster the interference mitigation
converges, the more effective it is. In situations of high interference, the convergence
time impacts the packet delay. In addition, the probability of packet loss specifies the
range to which the packet drop rate impacts the reliability in terms of BER or PER
of the WBAN.

3.3.4 Dynamic Environment

It is necessary for any interference mitigation technique to efficiently handleWBANs
coexistence in dynamic and mobile environments. Employing inter-WBAN negoti-
ation as a means for limiting interference may result in long convergence time or
delay. On the other hand, in the absence of negotiation, eachWBAN tries to optimize
its individual performance selfishly, converge rapidly, and learn about the network
independently. Thus, it is desirable to strike a balance between these conflicting
design choices.

3.3.5 Impact of Radio Frequency Radiation on the Human Body

As the sensors are implanted in or attached to the human body, the radio frequency
radiation could affect the human body. Therefore, interference mitigation techniques
with minimal adverse radiation are desirable to ensure the short-term and long-term
safety of the human body.

4 Co-channel Interference Mitigation Techniques

Avoidance and mitigation of radio co-channel interference have been extensively
researched in the wireless communication literature. Several studies have focused on
the adverse effects of radio co-channel interference on the performance of WBANs
[36–40]. Published co-channel interference mitigation and avoidance techniques can
be categorized as resource allocation, power control, link adaptation, and incorpora-
tion of multiple medium access arbitration mechanisms [38, 41–48]. The purpose of
the co-channel mitigation and avoidance techniques is to ensure thatWBANs operate
in a stable way even in the populated area, under high mobility conditions, and in
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Table 8 Symbols and notations

Symbol Notation Symbol Notation

Med Medium Dyna Dynamic

MOB Mobility TPO Topology

COP Cooperation DEL Delay

TOF Trade-off DR Data rate

SPR Spatial reuse CMX Complexity

NEG Negotiation CHST Channel status

CHP Channel parameter REL Reliability

CHUT Channel utilization THR Throughput

MAC Medium access
control

CEX Coexistence

CNV Convergence time EC Energy consumption

LCR Level crossing rate OP Outage probability

situations of a high level of co-channel interference. Table 8 shows the list of symbols
and the corresponding notations that we used in the balance of this subsection.

4.1 Resource Allocation

Countering interferenceby careful resourcemanagement andmediumaccess schedul-
ing is obviously a viable option. Resource allocation, e.g., channels and time, is an
effective way for avoiding radio co-channel interference and medium access col-
lision. Some approaches have pursued this methodology. We group the published
work into three categories as we will discuss in the balance of this subsection.

4.1.1 Channel Assignment

Channel assignment deals with the allocation of channels to individual sensors, coor-
dinators, or any combination of them. Once the channels are allocated,WBAN coor-
dinators may then allow the individual sensors or another coordinator within the
network to communicate via the available channels. The objective is to achieve
maximum system spectral efficiency in bits/Hz by means of frequency reuse, but
still, assure a certain grade of service by avoiding co-channel interference and adja-
cent channel interference among nearbyWBANs or wireless networks that share the
bandwidth. The main problem in channel assignment solutions is the limited number
of available channels, especially, when there is high density of coexisting WBANs.
Moreover, there is no accurate methodology to determinate the level of interference



Interference Mitigation Techniques in Wireless Body Area Networks 695

based on SINR, RSSI, channel quality, etc. Channel assignment can be categorized
into three approaches [49]:

• Packet-based approach assigns channels on a per-packet basis at a given node.
Obviously, this approach could impose high overhead and lead to increased data
losses given the frequent changes in the used channels. No wonder no published
scheme pursued a per-packet channel assignment.

• Link-based approach assigns a channel for each link between two given nodes.
All packets between the two nodes will be transmitted on the same channel.

• Flow-based approach where all packets belonging to a flow are sent on the same
channel.

Fewpublished protocols pursuedLink-based channel assignment. For example, LAH
[41] is based on adaptive channel hopping. Such channel hopping is decided accord-
ing to the combination of a set of interference detection parameters (beacon delivery
rate, RSSI, etc.). LAH does not need information exchange among WBANs and is
shown to improve the network throughput and lifetime. DRS [50] is a distributed
dynamic resource allocation inter-WBAN interference mitigation scheme. In DRS,
interference-free sensors from differentWBANs transmit on the same channel, while
highly interfering sensors transmit using orthogonal channels in order to maximize
the spatial reuse. In DRS, the coordinators need to exchange SINR information
with each other. Moreover, the resource allocation performs better for a static than
dynamic WBAN network topology, i.e., due to WBAN mobility. The approach of
[51] is to minimize the impact of co-channel interference through dynamic channel
hopping based on Latin rectangles [52]. Two schemes for channel allocation and
medium access scheduling diminish the probability of inter-WBAN interference.
The first scheme, namely, DAIL, assigns channel and time slot combinations that
reduce the probability of medium access collision. No inter-WBAN coordination is
needed in DAIL. Despite being very effective, DAIL involves overhead due to fre-
quent channel hopping at the coordinator and sensors. The second scheme, namely,
CHIM, takes advantage of the relatively lower density of collocated WBANs and
pursues hopping among channels only when interference is detected in order to save
power. Basically, CHIM provisions backup time slots for failed transmission. The
backup time slots are scheduled in a way that is similar to DAIL. CHIM enables
only a sensor that experiences collisions to hop to an alternative backup channel in
its allocated backup time slot. Meanwhile, AIM is a flow-based approach. AIM [42]
classifies the sensors transmissions according to the QoS, packet length, SINR, etc.
AIM allocates an orthogonal channel to each sensor that has the highest priority and
has not been scheduled yet. Since AIM considers sensor-level interference mitiga-
tion, it significantly reduces the number of assigned channels as well as achieves a
higher throughput.

On the other hand, some approaches tried to avoid interference by assigning
conflict-free channels. Obviously, this approach does not suit dynamic environments
where WBANs accidentally come in range of each other. Nonetheless, conflict-free
channel assignment can fit scenarios where set of WBANs that may coexist can be
predicted beforehand. The popular methodology for channel assignment in this case
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is to use graph coloring. Some approaches such as RIC [53] assume global control for
assigning a channel to eachWBAN using a lightweight random incomplete coloring
algorithm. Although RIC allows for higher spatial reuse of channel allocation, it
only considers channel assignment at the WBAN level rather than at the node level,
and hence the spectrum is not optimally utilized. Meanwhile, GCS [54] is a hybrid
scheme integrating graph coloring and cooperative scheduling for WBANs. GCS
pairs every two WBANs into a cluster and uses cooperative scheduling among each
WBANs of the cluster to minimize interference and increase the spatial reuse. A
graph coloring scheme is then applied for channel allocation for WBANs, which
adds no complexity to sensors as the coordinators only negotiate channel assignment.
Although the algorithm improves the power saving of sensor nodes, it increases the
time needed by sensors to complete their transmissions, which is undesirable in a
WBAN.

4.1.2 Transmission Scheduling

Intuitively the medium may be shared on a time basis. Basically, data packet
rescheduling is used to mitigate interference by assigning unused time slots. Some
interference mitigation schemes pursued careful scheduling of sensor transmissions
so that medium access collision could be avoided. Yan et al. [36] presented a QoS-
driven transmission scheduling approach to limit the duration that a node in aWBAN
has to be in active mode under time-varying traffic and channel conditions. The
approach, which is named QSC, optimally assigns time slots for each sensor node
according to the QoS requirement while minimizing their energy consumption. CWS
[55] clusters sensors of different WBANs into groups that avoid node-level interfer-
ence. Then, CWS maps groups to the available time slots using the random coloring
algorithm. CWS improves the system throughput and the network lifetime. Similarly,
CSM [56] is a graph coloring-based scheduling method that avoids the inter-WBAN
interference by assigning different time slots to adjacent WBANs and by allocating
more time slots to traffic-intensive WBANs to increase the overall throughput. In
CAG [57], different time slots are mapped to distinct colors and a color assignment
is found for each node in the network. TheWBAN coordinators exchange messages
to achieve a conflict-free coloring in a distributed manner.

4.1.3 Combined Channel and Time Allocation

A number of approaches try to mitigate interference by considered channel and time
allocation collectively. Basically, variations in channel assignment due to mobility
scenarios within eachWBAN as well as the movement ofWBANs towards each other
are factored in when allocating time slots. Accordingly, Movassaghi et al. [58] pro-
posed a distributed prediction-based inter-WBAN interference algorithm for channel
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allocation. The algorithm, which is called CAS, allocated transmission time based on
such prediction-based channel allocation in order to reduce the number of interfering
sensors, extendWBAN lifetime, and improve the spatial reuse and throughput. Sim-
ilarly, ACT [49] is an adaptive scheme to allocate channel and time for WBANs in
order to improve the throughput. ACT adaptively allocates channel and time simul-
taneously by considering the channel conditions and the density of WBANs. Unlike
CAS and ACT, JAD [9] is an adaptive scheme based on social interaction (JAD).
By knowing the mobility pattern of WBANs, JAD factors in traffic load, RSSI, and
the density of sensors in a WBAN to optimize transmission time to minimize the
interference and power consumption and to increase the throughput. An energy-
efficient channel assignment is further proposed to reduce power consumption using
transmit power control with simple channel prediction. Overall, resource allocation
protocols, when applied in WBANs, must take topology and link changes as well as
the dynamic traffic into account. If carefully designed, these protocols may work effi-
ciently under the high level of interference andmobility conditions. Nonetheless, they
require a frequent exchange of information among WBANs and lead to a cost (e.g.,
energy, delay, etc.) in updating information. While, graph-based resource allocation
protocols do not suit the dynamic environment and are unsuitable for a topology
with high frequent changes, e.g., WBANs, because of the incurred cost due to update
and message exchanges. In highly mobile and densely deployed WBANs, a graph-
based resource allocation protocol may be not only inefficient but also detrimental
for healthcare applications. In addition, the convergence time of the graph-based
algorithm is an important issue that needs a careful attention in WBANs. Under high
level of interference and mobility conditions, these protocols do not even support an
acceptable level of QoS requirements to sensors.

4.1.4 Summary of Resource Allocation

Channel and time resource allocation protocols may work efficiently in a dynamic
environment and under high interference conditions, i.e., highly mobile and densely
deployedWBANs. These protocols may support an acceptable level of QoS require-
ments. Graph-based resource allocation protocols are unsuitable for a topology with
high frequent changes, e.g.,WBANs, because of the incurred cost due to update and
message exchanges. Therefore these protocols may be not only inefficient but also
detrimental for healthcare applications in the dynamic environment. Moreover, they
do not even support an acceptable level of QoS requirements to sensors. Table 9 pro-
vides a comparative summary of the different channel, time, and hybrid allocation
interference mitigation proposals discussed in this subsection.
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4.2 Power Control

4.2.1 Link-State Based Power Control

One of themost design issues inWBANs is the scarce energy resource of their sensors.
The radio transceiver is considered as the most energy-consuming part in a sensor
node. Thus, saving energy by adjusting transmission power is very crucial to extend
the lifetime of the WBAN. Since channel conditions change frequently in a WBAN
due to the body movements, the instantaneous channel state information is often
unavailable to the transmitter. Moreover, the high path losses and attenuation of the
wireless signals near the human body reduce the energy efficiency of WBANs. In
WBANs, different factors such as fading, path loss and shadowing due to the human
body tissue and mobility determine the link-state quality. However, the transmission
power can be adaptively controlled based on its link state and hence, a trade-off
exists between the energy consumption and link reliability. Many TPC protocols
[59] have been employed in other wireless networks such as WSNs, WLANs, and
cellular networks that used the lowest transmission power levels in order to achieve
more energy efficiency, high link reliability, and reduced interference. Centralized
TPC solutions proved their efficiency in wireless cellular networks andWSNs which
have fewer resource constraints and more stable network topology than WBANs.
However, these solutions are unsuitable for dynamic and highly mobile WBANs as
eachWBAN works independently [60, 61]. TPC protocols can be classified into three
different mechanisms:

• Connectivity-based mechanisms consider the number of incoming neighbors
(e.g., increasing node’s transmission power adds more nodes in its communication
range) to adapt the transmission power for each link, which is suitable for dense
WBANs, but unsuitable for WBANs consisting of few sensor nodes [62].

• Packet reception rate (PRR) based mechanisms select the transmission power
that ensures the PRR exceeds a predefined threshold. However, these mechanisms
cannot immediately adjust the transmission power if the link state varies [43, 44].

• RSSI-based mechanisms that evaluate the link state based on the RSSI, where a
higher RSSI indicates a better link quality. Some work such as the adaptive TPC
mechanism of [63] predicts the suitable transmission power according to RSSI
equations derived by empirical experiments rather than real-time RSSI measure-
ments.

See et al. [43] and Ge et al. [44] conducted different experiments to capture the
PRR corresponding to RSSI variation measured in static and dynamic body posture
scenarios for healthcare applications at 2.48GHz.A correlation between the path loss
and the PRRwasmade via the probability distribution of theRSSI for a given transmit
power. In addition, the optimal transmit power at the different locations of sensors
was obtained in order to conserve the battery energy. Quwaider et al. [37] developed
a dynamic body posture-based power control mechanism (DOI) based on RSSI. DOI
provides optimal power assignments for the links among sensors of a WBAN while
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Table 10 Comparison of published link-state based power control interferencemitigation proposals
for WBANs

THR EC REL MOB NEG CHP TOF

DOI [37] Med Med Med Yes No RSSI No

DTP [64] High Low High Yes No RSSI No

RTR [65] Med Low Med Yes No RSSI Yes

LSE [66] High Med High Yes No RSSI No

HOS [67] High Med High No Yes SINR Yes

AGA [68] Med Low Med No Yes SINR Yes

using the lowest power level to maintain high PDR. However, DOI predicts incorrect
transmission power when the link state varies frequently. Whilst, Guan et al. [64]
proposed a dynamic TPC DTP algorithm that achieves better energy saving and
high link reliability in a mobileWBAN. Basically, DTP calculates the adjustment in
transmission power according to the variation of the channel conditions.

In [65], Xiao et al. promote a real-time reactive scheme (RTR) that adjusts the
transmission power according to the RSSI feedback from the receiver, under differ-
ent mobility conditions. Similarly, the link-state estimation TPC protocol (LSE) [66]
adapts the transmission power according to short-term and long-term link-state esti-
mations. The short-term estimations were generated from several RSSI samples and
the long-term estimationswere generated through adjusting the RSSI threshold range
according to variations in RSSI samples. RSSI variations are investigated according
to the stationary state, posture change, and dynamic body motion of a patient. LSE
is shown to achieve lower transmission power levels, lower packet loss, and RSSIs
than those achieved in the other protocols.

On the other hand, HOS [67] is an opportunistic scheduling scheme that consid-
ers node-level interference mitigation and energy harvesting to extend the WBANs
energy lifetime. Low interfering sensor nodes transmit on the same channel while
high interfering sensor nodes transmit using orthogonal channels. Sensor nodes har-
vest energy from the wireless of other nodes in the network. Thus, HOS uses the
interference as a source of energy. Meantime, AGA [68] is a power allocation algo-
rithm based on genetic algorithm (GA) to mitigate inter-WBAN interference while
ensuring heterogeneous QoS guarantees. An optimization model using GA is uti-
lized to minimize the transmission power of the sensor in a WBAN. However, AGA
did not consider the real-world mobility which leads to a long convergence time.
Overall, link-state based power control protocols are suitable for highly mobile and
densely network with WBANs. However, they do not suit dynamic channels environ-
ment because the link state varies very frequently. Table 10 provides a comparative
summary of the different link-state based power control interference mitigation pro-
posals discussed in this subsection.
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4.2.2 Game Theory

Game theory is a mathematical tool to study the interaction among several decision
makers that may share a set of common conflicts or interests. Basically, the game
model involves a set of players that select their actions in each round of the game
to maximize some utility function reflecting their interest. Some examples of the
utility in the context of WBANs could be energy, throughput, delay, etc. The utility
of the game usually fluctuates until stabilizing where all players get the best possible
gain. Such stability stage is called Nash equilibrium (NE). When players unilaterally
decide on their strategy, the game is called noncooperative. On the hand, the notion
of a cooperative game reflects the fact that players collaboratively decide on the game
rules. Game theory has been popular in the context of power control in WBANs. It
has been shown in [69, 70] that non-cooperative games are more appropriate for mit-
igating inter-WBAN interference since WBANs operate independently; meanwhile
pursuing cooperative games, i.e., message and information exchange amongWBAN,
increases the energy consumption. We review published techniques in the balance
of this section.

Cooperative Games

Very few research studies have pursued the cooperative game theory approach for
controlling transmission power in WBANs. Gengfa et al. [71] proposed an inter-
WBAN interference aware proactive power control algorithm (PAU) motivated by
game theory that considers a limited cooperation amongWBANs. EachWBAN must
exchange information about its current transmit power and channel gain with other
interferingWBANs. Although PAU has fast convergence time and low overhead, it is
unsuitable for mobileWBANs because it assumes the channel and interference gains
stay fixed, and it does not consider theQoS requirements for sensors. Similarly,Wang
et al. [70] proposed a distributed cooperative scheduling scheme (CSR) to reduce
inter-WBAN interference and increase the throughput. CSR formulates single-WBAN
scheduling as an assignment problem which has been solved by using horse racing
scheduling algorithm. The multi-WBAN concurrent scheduling is then formulated
as a game, and its convergence to NE is shown. Meanwhile, NCL [72] is a low-
complexity game-based power control approach is shown to reach NE based on best
response and to determine the adjustment in transmission power for each transmission
in aWBAN according to the interference level.

Noncooperative Games

As pointed out earlier, noncooperative games theory approach proved to better suits
TPC inWBANs. In [73], Kazemi et al. propose a noncooperative power control game
(NPG) based approach, which considers inter-network interference among nearby
WBANs. In NPG, the existence and uniqueness of NE have been shown to match
the best response solution. Nonetheless, NPG is more efficient than PAU, discussed
above, because it assumes an adaptive power price and factors in the power budget.
Unlike PAU and NPG, Kazemi et al. [74] proposed a distributed power control game
(GRL) employing reinforcement learning (RL). In GRL, each WBAN acts as an
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agent and learns from experience to appropriately control the transmission power
level in a dynamic environment without any further negotiation and cooperation. In
addition, RL results in a better trade-off, i.e., between network utilization and the
power constraint for each WBAN, than PAU or NPG despite its long convergence
time. To expedite convergence, the authors proposed a genetic fuzzy (GA) power
controller (FPA) approach [75] that do not require any negotiation among WBANs.
FPA requires the SINR and the current transmission power as inputs into GA in order
to maximize the capacity and minimize the power consumption and the convergence
time. Although FPA outperforms PAU, NPG, and GRL, it does not handle dynamic
scenarios in which the interference level is unpredictable. On the other hand, NCR
[76] considers the problem of joint relay selection and power control inWBANs. To
ensure energy-efficient communication, each sensor seeks a strategy to select its next
hop and its transmission power independently in order to ensure short end-to-end
delay and jitter.

Nonconventional Games

Unlike the game-based solution discussed above, the social nature, which is germane
to WBANs, has been considered in the interference mitigation process. SIP [77]
pursues a social interaction and prediction power-based game to mitigate the inter-
WBANs interference and maximize their energy savings. Each WBAN detects the
distance to other WBANs located within its transmission range and informs other
reachable WBANs, in order for them to optimize its transmission power and avoid
interference. Similarly, Dong et al. [78] proposed a noncooperative social-based
game theoretic transmit power control scheme (CPC) tomaximize the packet delivery
ratio among different coexisting WBANs so that the average transmission power is
minimized.

Somegame theory interferencemitigation schemesopt to provideQoSguarantees.
PEG [79] pursues a noncooperative power control game to mitigate the inter-WBAN
interference. In PEG, the utility function is designed so that the QoS requirement can
bemetwithminimal power consumption for eachWBAN. To obtain an approximation
of the NE point, a noncooperative interference segmentation estimate algorithm has
been proposed, which guarantees zero information exchange among the coordinator
of WBANs. Similarly, Zhou et al. [80] proposed a game theoretical framework for
collision avoidance and time slots allocation for better throughput inWBANs (SAG).
The WBAN coordinator controls access probability during the contention period
based on users’ priority and allocates suitable time slotswith strategies for best payoff
based on link states in GTSs. Whilst, BNC [81] employs a Bayesian noncooperative
game for power control. By modelingWBANs as players and active links as types of
players in the Bayesian model, BNC tries to maximize each player’s expected payoff
involving both throughput and energy efficiencywithout anymessage passing among
WBANs. The uniqueness of Bayesian equilibrium for the game has been derived.
Overall, the common problem in game theoretic approaches is that each WBAN is
modeled as a single link and inter-WBAN interference is modeled as a game played
among certain fixed links. In practice, sincemultiple sensors are deployed in different
areas of the human body in aWBAN, there exist multiple wireless links that differ in
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channel gains and cross interference to otherWBANs. Basically,WBANs could work
independently without coordination and synchronization. A WBAN could not be
reduced to one single wireless link. In addition, game-based power control protocols
do not support the mobility of WBANs. Moreover, game-based protocols do not
support QoS and are characterized by long delays. Nonetheless, the majority of
them are noncooperative game-based protocols that support the dynamic channels
of WBANs and do not require message and information exchange.

4.2.3 Summary of Power Control

The existing link-state based power control interference mitigation protocols have
been qualitatively discussed and compared. Various protocols have shown that power
control is robust to different body mobility scenarios and suit highly populated envi-
ronment with WBANs. Although link-state based protocols do not require nego-
tiation and message exchange among WBANs, they significantly consume energy
and provide poor QoS support. These protocols are not recommended for dynamic
environments, e.g., with a high density ofWBANs because the link state varies very
frequently due to body posture andmovement. On the other hand, game-based power
control protocols do not support the mobility of WBANs. Nonetheless, the major-
ity of them are noncooperative game-based protocols that support dynamic channel
conditions, e.g., varying channel gain, interference power, etc., and do not require
message and information exchange, which reduces the energy consumption across
coexisting WBANs. However, game-based protocols do not support QoS and are
characterized by long delays. Table 11 provides a comparative summary of the dif-
ferent game-based power control interference mitigation proposals discussed in this
subsection.

4.3 Multiple Access

With contention-based MAC, e.g., CSMA, sensors within aWBAN can decide their
medium access pattern without the need for any synchronization. However, the indi-
vidual performance of these sensors may be degraded because of the high overhead
incurred due to addressing the medium access collisions when the density ofWBANs
is high. Such overhead is mainly due to time and energy consumption during a back-
off. On the other hand, contention-free protocols use time synchronization to achieve
collision-free transmissions and high throughput. However, one of the major limi-
tations of contention-free approach is the need for time synchronization which is
very costly to achieve in the distributed networks, e.g., coexistingWBANs. Another
limitation is the time slot allocation, which becomes challenging particularly when
the different coexistingWBANs employ non-similar duty cycles, i.e., the number of
active sensors in a period of time is not consistent among theseWBANs. Contention-
free MAC is reliable and energy-efficient [9, 82] in relatively low-density WBANs,
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Table 11 Comparison of game-based power control interference mitigation proposals forWBANs

THR EC REL MOB COP CHST QoS TOF CNV

CSR
[70]

High Med Med No Yes Dyna No No Slow

PAU
[71]

Low High Low No Yes Static No Yes Slow

NCL
[72]

High Low High No Yes Dyna No No Fast

NPG
[73]

High Low High No No Dyna Yes Yes Slow

GRL
[74]

High Low Med No No Dyna No Yes Slow

FPA
[75]

Med Low High No No Dyna No No Fast

NCR
[76]

Low Low Low Yes No Dyna Yes Yes Slow

SIP
[77]

High Low High No Yes Dyna Yes No Slow

CPC
[78]

High Low High No No Dyna No No Slow

PEG
[79]

High Low Med No No Dyna Yes No Fast

SAG
[80]

High Med High No No Dyna Yes No Fast

BNC
[81]

High High High No No Dyna No Yes Slow

though extra energy is consumed for their periodic synchronization and control mes-
sages.

The IEEE 802.15.6 MAC protocol does not support all the requirements of
WBANs. Within the superframe structure defined in [4], there are some periods of
time that are not occupied most of the time, which limits the channel utilization.
Sensors that do not have data to transmit should wake-up periodically to receive
beacon frames, which increases their energy consumption. Body movements may
cause deep fading that lasts for up to 400 ms [14, 83]. However, deep fading is not
considered in the IEEE 802.15.6 MAC design as well as TDMA ordering is kept
fixed in the superframe, which both cause packet losses and reduce the reliability of
WBANs. Importantly, the IEEE 802.15.6 standard [4] does not mandate a specific
MAC design that considers the heterogeneous traffic, the mobility and the dynamic
channel in WBANs. In addition, the standard focuses only on intra-WBAN commu-
nication. Such flexibility in the IEEE 802.15.6 standard has motivated quite a few
studies for mitigating inter-WBAN interference at the MAC level, as we discussed
below.
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4.3.1 Superframe Modification

Some of the published protocols have pursued superframe modification in order to
diminish the probability of medium access collision. These protocols basically mod-
ify the internal structures and their ordering as well as the size of the superframe
in order to provide energy-efficient and reliable communication for WBANs. ASL
[84] is an example of these adaptive MAC protocols which opts to reduce the energy
consumption and improve the throughput. ASL employs CSMA/CA to adjust super-
frame length according to the level of interference.Whereas, in [45], a novel transition
matrix method to estimate the channel dynamics has been proposed. Based on chan-
nel dynamics estimation, Zhou et al. have revealed the fundamental effect of a proper
superframe length in opportunistic scheduling and further designed a simple schedul-
ing scheme, namely, QSM, that dynamically adjusts the superframe length according
to the channel condition. While, DIM [85] adjusts the length between superframe’s
scheduling phase (SP) and contention access phase dynamically according to the
different levels of interference. In essence, the length of SP will be reduced when the
channel utilization in SP decreases andwill be expanded on the contrary. On the other
hand, RAP [38] is a MAC protocol based on adaptive resource allocation and traffic
prioritization for WBANs. RAP adaptively modifies the interval of the consecutive
transmissions according to the medical status of theWBAN user and the channel con-
ditions. Moreover, RAP employs a synchronization method to keep sensors sleeping
as long as they do not have pending data to transmit in order to save energy. However,
one critical challenge forWBANs is tomaintain an accepted level of QoS, while at the
same time, ensuring energy-efficient communication. CAC [86] is a TDMA-based
MAC protocol that addresses such challenge. CAC dynamically adjusts the transmis-
sion order and transmission duration of sensors based on mobility-incurred channel
status and traffic characteristics of WBANs. In addition, the time slot allocation is
further optimized by minimizing energy consumption and synchronization overhead
of sensors subject to QoS constraints. Overall, as the majority of the protocols dis-
cussed in this subsection decide the modification of the superframe according to
channel conditions, e.g., SINR, the protocols are unsuitable for highly mobile and
relatively high density WBANs, as the channel condition changes very quickly, which
makes their implementation inefficient.

4.3.2 Superframe Interleaving

One way to limit the probability of collision is through superframe interleaving.
Basically, the coordinators of WBANs exchange information in order to prevent
the active periods of their corresponding superframes from overlapping with each
other. CST [87] pursues the simplest and most intuitive, yet inefficient solution
by creating a common TDMA medium access schedule among multiple coexist-
ing WBANs in order to mitigate the interference and in consequence improve the
throughput. CST defines the time when the coordinators exchange their individual
mediumaccess schedules.DCD[26] is a distributive approachwhere the coordinators
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collaboratively rearrange the active durations of the superframes of the coexisting
WBANs. Accordingly, only those WBANs which can coexist in the channel adjust
their superframes. DCD is found to be effective in minimizing interference and
improving channel utilization. Meanwhile, FBS [88, 89] is a distributed TDMA-
based beacon interval shifting protocol to reduce the packet loss, power consump-
tion, and data delivery latency. FBS prevents the wake-up period of a WBAN from
overlapping with the wake-up periods of other coexisting WBANs, by employing
carrier sensing at the coordinator before a beacon transmission. Grassi et al. [25]
used centralized multiple access mechanisms that reschedule beacons to avoid active
period overlap, reducing the interferences amongdistinctWBANs (B2R).While,AIA
[69] employs a distributed asynchronous inter-WBAN interference avoidance scheme
based on both CSMA/CA and TDMA. AIA includes the timing offset and dynami-
cally adjusts the schedule of the TDMA period to avoid collisions when such period
overlaps with those of between nearby WBANs. AIA adapts to the level of interfer-
ence in multiple mobile WBAN environments as well as improves the coordination
time without incurring significant complexity overhead. Overall, such time-sharing
based solutions in which WBANs interleave their active period through negotiation
or contention are ineffective when the load in WBANs is heavy and duty cycle of
WBAN is high. The rescheduling may cause significant transmission delay if there
are a large number of coexisting WBANs.

4.3.3 Hybrid Solutions

Some interference mitigation solutions have pursued a hybrid contention-free and
contention-based approach in order to leverage their advantages. 2LM [3] is a two-
layer based MAC protocol in which the coordinator of the WBAN schedules trans-
missions within itsWBAN using TDMA, and employs a carrier sensing mechanism
to deal with inter-WBAN collisions. 2LM reduces transmission collisions, delay,
and energy. However, 2LM is not adaptive to the interference level and does not
specify any sleeping mechanism to avoid unnecessary wake-up and the delay due
to the long back-off. While, HEH [46] is a hybrid polling MAC protocol leverages
harvested energy from the human body. HEH combines polling and probabilistic
contention access methods in order to enable prioritized medium access to the sen-
sors. HEH improves theWBAN energy efficiency, throughput, and QoS. QoM [90] is
a QoS-based MAC designed for heterogeneous high-traffic WBANs. QoM employs
preemptive priority scheduling mechanism among WBANs and a fuzzy inference
within a WBAN to avoid interference. QoM does not consider the dynamic envi-
ronment, changing topology, and high density of WBANs. Meantime, ISM [91] is
an adaptive and energy-efficient multichannel MAC protocol based on channel hop-
ping for WBANs. ISM employs a collision prevention mechanism, a coordinator
node rotation mechanism, and a transmission power adjustment method to reduce
the delay and energy consumption, as well as improve the throughput. It is worth
noting that a star topology is employed by all multiple access based interference
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mitigation protocols discussed in this subsection. Hybrid denotes a mix of TDMA
and CSMA is employed by an interference mitigation protocol, as explained above.

4.3.4 Summary of Medium Access Based Mitigation Protocols

The published work on MAC protocols has demonstrated that due to their flexibility,
contention-based protocols cope better with distributed networks, which make them
possible solutions for WBAN applications. Whilst, contention-free, e.g., TDMA,
could be one possible solution to avoid intra-WBAN interference [92]. Contention-
free and contention-based approaches are suitable for relatively low density of
WBANs with low-occupancy channels and few sensors [93, 94]. However, these
approaches are unsuitable for highlymobileWBANs with high density of sensors and
with high-traffic load as these approaches impose significantmedium access collision
problems and long delays, due to the channel condition that changes very quickly,
and hence their implementation becomes inefficient. Particularly, time-sharing based
solutions in whichWBANs interleave their active period through negotiation or con-
tention are ineffective when the load inWBANs is heavy and duty cycle ofWBAN is
high. The rescheduling may cause significant transmission delay if there are a large
number of coexistingWBANs. Table 12 provides a comparative summary of the dif-
ferent multiple access interference mitigation proposals discussed in this subsection.

4.4 Link Adaptation

Interference, in essence, affects the individual wireless links. Therefore, one way to
mitigate the effect of interference is to adjust the link parameters. For example, the
link data rate could change based on the SINR of the channel. Link adaptation proto-
cols opt to dynamically match the modulation and coding parameters, namely, data
rate,modulation scheme, etc., of the transmitted signal to the channel conditions (e.g.,
the path loss, the co-channel interference coming from other nearby transmitters, the
available transmitter power margin, RSSI, etc). These protocols invariably require
some channel state information at the transmitter. In the balance of this section, we
provide an overview of published link adaptation schemes in the realm ofWBANs.

4.4.1 Data Rate Adjustment

The implementation of TPC mechanism is very challenging in dynamic scenarios
when the SINR varies very frequently due toWBANs mobility. Data rate adjustment
protocols, on the other hand, are simple to implement and are able to preserve an
acceptable link quality in high-level interference environments.

Yang et al. [47] proposed several interference mitigation schemes (MRC) such as
adaptive modulation, data rates, and duty cycles to preserve acceptable link quality.
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Table 12 Comparison of published multiple access interference mitigation proposals for WBANs

EC CHUT THR DEL REL QoS COP CEX MOB MAC

2LM
[3]

Med High Med High Med Med No Yes No Hybrid

B2R
[25]

Med Med Med Low Med Med No Yes No CSMA

DCD
[26]

High Low Low High Low Low Yes Yes No CSMA

AIA
[69]

Med Med Med Low Low Low No Yes Yes Hybrid

ASL
[84]

Med High Low Low Med Med No Yes No CSMA

OSM
[45]

Low High High High Med High No No No TDMA

DIM
[85]

High Med Low High Low Low No Yes No CSMA

RAP
[38]

Med Med Low Med Med Med No No Yes Hybrid

CAC
[86]

Med Med Med Med Med Med No Yes Yes Hybrid

CST
[87]

Low N/A Med High Low Low Yes Yes NO TDMA

FBS
[88,
89]

Low High High Low High High No Yes No TDMA

HEH
[46]

Low High High Low High High No No Yes TDMA

QoM
[90]

Med Med Med High Low Med No Yes No Hybrid

isM
[91]

High Med Med Med Med Med No Yes Yes CSMA

The WBAN’s coordinator selects the appropriate scheme for the sensors based on
the level of experienced interference. Similarly, LAC [48] is a contention-based link
adaption scheme for interference mitigation within a single WBAN. In LAC, the
sensors employ link adaptation strategy to select the appropriate modulation scheme
like adaptive data rate to decrease the packet error rate according to the experienced
channel quality and level of interference. On the other hand, Moungla et al. [95]
proposed a multi-hop tree-based WBAN topology design that assumes the mobility
of theWBAN while ensuring reliable data delivery. In such a design, which is called
TDM, theWBAN sensors share a small number of channels, whereas, the relay nodes
share themost number of channels in order to improve the data flowacross theWBAN.
To mitigate co-channel interference among relays, adaptive data rate and duty cycle
are used.
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Table 13 Comparison of published data rate adjustment interference mitigation proposals for
WBANs

DR EC THR PER CHP TPO MAC MOB CEX

MRC
[47]

High Low High Low SINR Star TDMA No Yes

LAC
[48]

Med Med Med Low SNR Star CSMA No No

TDM
[95]

High Low High Low SINR 2-hop TDMA Yes No

Overall, data rate adjustment protocols are effective and simple to implement
and can achieve acceptable link quality. However, they do not suite highly mobile
and densely deployed WBANs because of the fast-changing channel conditions, e.g.,
SINR. Table 13 provides a comparative summary of the different data rate adjustment
interference mitigation proposals discussed in this subsection.

4.4.2 Two-Hop Communication

Due to the severe signal attenuation and shadowing effect caused by the human body
itself and its mobility effects, deploying one-hop star topology could be ineffective
in achieving reliable communication in WBANs. As stated in the IEEE 802.15.6
standard [4], the two-hop communication is a very promising solution as it exploits
the spatial diversity to improve WBAN energy efficiency and reliability. Moreover,
using the two-hop communication allows for better WBAN interference mitigation
and coexistence by increasing the SINR of data packets received at the coordinator.
Despite these advantages, two-hop communications may shorten the energy lifetime
of the relay nodes. The frequent relaying process through the same set of relay nodes
will quickly drain their batteries, which will make them die faster than other sensor
nodes in the network. In [96], the performance of one-hop and two-hop communica-
tions schemes is compared to demonstrate the effectiveness of the relay transmission
mechanism in WBANs. Figure 9 shows an example for one-hop and two-hop com-
munication schemes [97].

Fig. 9 One-hop and
two-hop communication
schemes
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Several interference mitigation solutions based on two-hop communication have
been published for WBANs. Feng et al. [39] presented temporal and spatial correla-
tion models to better characterize the slow fading effect of on-body channels. They
proposed a dynamic prediction-based relay transmission scheme (PRT) that makes
full use of the correlation characteristics of on-body channels and achieves improve-
ment in the energy efficiency and transmission reliability in aWBAN. In PRT, when
to relay and which node to become a relay are decided in an optimal way based on
the last known channel states. PRT needs neither extra signaling procedure nor ded-
icated channel sensing period. DMT [98] is a decode with merge technique (DMT)
that maintains the relaying mode by merging frames from relayed and generated by
relay nodes in order to increase the throughput at the WBAN coordinator without
increasing the energy consumption. However, DMT does not address the interfer-
ence occurring at relay nodes. While, Dong et al. [97] proposed a relay-assisted
cooperative communications scheme (LRS) for a WBAN. LRS considers two relay
nodes and provides a 3-link diversity gain (DG) to the coordinator with selection
combining (SC). Similarly, SOR [40] is a two-hop scheme integrated with oppor-
tunistic relaying (OR) for mobile WBANs (SOR). By using received SINR at the
relay and coordinator nodes, SOR chooses the best relay to decode and forward the
data at the same time with the direct link. JNT [99] is a two-hop cooperative scheme
integrated with transmit power control (JNT) and based on simple channel prediction
for WBANs. In JNT, a transmit power control mechanism is integrated into sensor
and relay nodes to prolong sensor battery lifetime and mitigate the interference at the
WBAN coordinator. Meantime, DFP [23] is a TDMA-based two-hop communication
scheme (DFP) among multiple mobile non-coordinatedWBANs. The coordinator of
WBAN-of-interest used a decode-and-forward protocol with two dual-hop links, two
relays and selection combining. Then, a suitable TDMA scheme is used to allocate
time slots for each link packet transmission.

Overall, using two-hop interference mitigation based protocols improve the chan-
nel gain and SINR thresholds at low outage probability which further increases the
throughput at WBAN receivers. Moreover, these protocols reduce the level cross-
ing rate (LCR) at low SINR values, e.g., an LCR of 1Hz, an SINR threshold value
increases by 6 dB, and extend the average non-fade duration that both lower the
overhead for scheduling transmissions [97]. Level crossing rate (LCR) is a statistic
that describes the measure of the rapidity of the fading and quantifies how often
the fading crosses some threshold. While, the non-fade duration quantifies how long
the signal spends above some threshold, where there exists sufficient signal strength
during which the receiver can work reliably and at low bit error rate. Therefore,
using two-hop based protocols allows for more packets of large size to be transmit-
ted, i.e., larger data rates, which reduce the transmission delay. However, two-hop
transmission may also introduce some additional latency to the packet delivery that
may be unacceptable in time-sensitive healthcare applications, e.g., heart vital data.
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Table 14 Comparison of published two-hop based interference mitigation proposals for WBANs

EC REL OP LCR THR CHP MAC MOB CEX

DFP
[23]

N/A High High N/A High SINR TDMA Yes Yes

PRT
[39]

Low High High Low High SINR TDMA Yes No

DMT
[98]

Low Low N/A N/A High LQI CSMA No No

LRS
[97]

N/A High High Low High Gain CSMA Yes Yes

SOR
[40]

N/A High High Low High SINR TDMA Yes Yes

JNT
[99]

Low High High N/A High SINR TDMA No Yes

4.4.3 Summary of Link Adaptation

Link adaptation protocols do not suit highly mobile and densely deployed WBANs
because of the fast-changing channel conditions, e.g., SINR. On the other hand, as
these protocols may exploit the diversity gain, the co-channel interference could be
better mitigated, by increasing the SINR and the channel gain at receivers, which
further increases the throughput. However, these protocols may introduce some addi-
tional energy cost at relays and latency to the packet delivery thatmaybeunacceptable
in time-sensitive healthcare applications. Table 14 provides a comparative summary
of the different two-hop based interference mitigation proposals discussed in this
subsection.

In summary, based on our study to qualitatively compare interference mitigation
techniques for WBANs, it can be concluded that there is no dominating technique
that outperforms the others. In dynamic channels, there is a need for a trade-off
between network throughput and power consumption. In addition, the network life-
time, reliability, delay (latency), QoS, mobility, and channel dynamics must also be
consideredwith the design.Moreover, the existing interferencemitigation techniques
do not completely address QoS requirements and achieve the desired performance in
some healthcare applications. We envision that cross-layer based interference miti-
gation protocols will be a promising solution methodology that is worthy increased
attention.

5 Conclusions and Future Research Directions

In this chapter,we have presented a brief overviewof communication architecture and
various technological protocols designed forWBAN systems. The issues related to the
coexistence among WBANs and between WBANs and other wireless networks have
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been analyzed. A comparative review of the radio co-channel interference mitigation
and avoidance techniques in the literature has been provided. These techniques are
categorized as resource allocation, power control, and some solutions which are
based on the incorporation of multiple medium access arbitration mechanisms and
link adaptation. The purpose of these techniques is to ensure that WBANs operate
in a stable way even in the populated area, under high mobility conditions, and high
levels of co-channel interference. We summarize the advantages and disadvantages
of each technique as follows:

• Resource allocation protocols, namely, channels and time, may work efficiently
in dynamic environments, i.e., highly mobile and densely deployed WBANs, and
under high interference conditions. In general, with the exception of graph-based
schemes, these protocols may support an acceptable level of QoS requirements.

• Our study demonstrates that link-state based power control protocols do not require
negotiation and message exchange among WBANs. However, these protocols are
not recommended for dynamic environments, e.g., with a high density ofWBANs,
because the link state varies very frequently due to body posture andmovement. On
the other hand, game-based power control protocols do not support the mobility
of WBANs. Nonetheless, the majority of them are noncooperative game-based
protocols that support dynamic channel conditions and do not require message
and information exchange,which reduce the energy consumption across coexisting
WBANs. However, game-based protocols do not supportQoS and are characterized
by long delays.

• The published work on MAC protocols have demonstrated that either and
contention-free or contention-based approaches are suitable for relatively low den-
sity of WBANs with low-occupancy channels and few sensors. However, neither
of them could efficiently handle highly mobileWBANs with the high-traffic load.
A hybrid approach that combines the advantages of both methodologies is deemed
promising.

• Data rate adjustment protocols do not suite highly mobile and densely deployed
WBANs because of the fast-changing channel conditions, e.g., SINR. In addition,
these protocols may introduce some additional energy cost at relays and latency
to the packet delivery that may be unacceptable in time-sensitive healthcare appli-
cations. On the other hand, using two-hop interference mitigation based protocols
improves the channel gain and SINR which further increases the throughput at
WBAN receivers. Using two-hop based protocols allows for more packets of large
size to be transmitted, i.e., larger data rates, which reduce the transmission delay.
However, the two-hop transmission may also introduce some additional latency to
the packet delivery that may be unacceptable in time-sensitive healthcare applica-
tions, e.g., heart vital data.

Although our study qualitatively compares these techniques for WBANs and pro-
vides important insights about them, we arrive at the conclusion that there is no
dominating technique that outperforms the others. Moreover, the existing interfer-
ence mitigation techniques do not completely address QoS requirements and achieve
the desired performance in some healthcare applications. Furthermore, we show that
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existing solutions fall short from achieving satisfactory performance, and warrant
more investigation by the research community. We envision that cross-layer based
interference mitigation protocols will be a promising solution methodology that is
worth increased attention.
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Radiation Control Algorithms
in Wireless Networks
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Abstract Electromagnetic radiation, defined as the total amount of electromagnetic
quantity that a target elementary surface is exposed to, is one of the main byproducts
from the advancement and wide deployment of wireless distributed systems and ad
hoc networks consisting of increasingly more powerful devices and diverse technol-
ogy. Nevertheless, the extreme benefits of the latter have resulted in the emergence
of a new research area in algorithmic network design, with main objective the con-
trol of the emitted radiation within such systems. In this chapter, we explore this
new research area by presenting two quite distinct approaches for radiation control
in wireless distributed systems. In particular, we first study the minimum radiation
path problem of finding the lowest radiation trajectory of a person moving from a
source to a destination point within the area of a network of wireless devices; this is
particularly relevant in smart buildings. Second, we study the problem of efficiently
charging a set of rechargeable nodes using a set of wireless energy chargers, under
safety constraints on the electromagnetic radiation incurred. For both these prob-
lems, we provide hardness indications and theoretical results highlighting interesting
structural and algorithmic properties. Furthermore, we present and analyze efficient
algorithms and heuristics for approximating optimal solutions, namely minimum
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radiation trajectories and charging schemes, respectively. Finally, we present exper-
imental evidence that not only verifies our theoretical results but also provide new
insights that we could not obtain through analysis due to the inherent complexity of
these problems.

1 Introduction

Recently, we have witnessed a rapid advance and wide deployment of wireless dis-
tributed systems (WDS) and ad hoc networks, consisting of increasinglymore power-
ful devices and diverse technology such as mobile phones, WiFi, Bluetooth, wireless
charging devices, and smartwireless sensory devices. The beneficial use of such tech-
nology, however, comes at a price with regards to real-life applications: as a result of
the combined operation of such devices, every point of space within the deployment
area of such systems is exposed to electromagnetic radiation (EMR), i.e., (loosely
speaking) electromagnetic quantity produced by wireless devices. Exposure to high
electromagnetic radiation has beenwidely recognized as a threat to human health. Its
potential risks include, but is not limited to, mental diseases [37], tissue impairment
[38], and brain tumor [18]. In addition, there has been solid evidence that pregnant
women and children are even more vulnerable to high electromagnetic radiation
exposure [10, 14]. We note that, particularly, the radiation levels created by wireless
power can be quite high, due to the strength of the electromagnetic fields created.
Even if the impact of electromagnetic radiation can be considered controversial, we
believe it is worth understanding and control, without however compromising the
quality of service offered to the user of wireless communications. For such systems,
the broader aimwould be to come upwith radiation awareness in an adaptivemanner,
by providing design principles and studying key algorithmic and networking aspects
of radiation aware wireless networking. The Computer Science research community
has already demonstrated relevant interest from an ICT perspective by consider-
ing restrictions in the amount of emitted EMR. This creates a new research area in
algorithmic network design for WDS.

This chapter is based on our research papers [35, 36], which concern radiation
control in two quite distinct wireless network scenarios.

A. Minimum radiation paths. We focus on the minimum radiation path problem
of finding the lowest radiation trajectory of a person moving from a source to a
destination point within the area of a network of wireless devices. This is par-
ticularly relevant in smart buildings; we are aware of the fact that the radiation
of tiny wireless sensors is not very high but we view this network type as an
example of a broader, heterogeneous wireless network setting. Still, we note
that the radiation impact of tiny sensors may be high in wireless body area net-
works (WBANs) where sensors lie close to vital organs and wearable (or even
implanted) sensitive nanoscale medical electronic devices.
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In this setting, we first evaluate radiation in well-known topologies (random
and grids); randomness is meant to capture not only random placement but
also uncertainty of the wireless propagation model. Second, we present several
heuristics which provide low radiation paths while keeping path length low; one
heuristic gets, in fact, quite close to the offline optimum solution given by a linear
program. Finally, we investigate the impact on the heuristics’ performance for
diverse node mobility.

B. Low radiation wireless energy transfer. We study the problem of efficiently
charging a set of rechargeable nodes using a set of wireless energy chargers,
under safety constraints on the electromagnetic radiation incurred. The particular
charging model greatly differs from existing models in that it takes into account
real technology restrictions of the chargers and nodes of the system, mainly
regarding energy limitations. Our model introduces nonlinear constraints (in the
time domain) that radically change the nature of the computational problems we
consider.
In this setting, we present and study the Low Radiation Efficient Charging Prob-
lem (LREC), in which we wish to optimize the amount of “useful” energy
transferred from chargers to nodes (under constraints on the maximum level of
imposed radiation). We present several fundamental properties of this problem
and provide indications of its hardness. We propose an iterative local improve-
ment heuristic for LREC, which runs in polynomial time and we evaluate its
performance via simulation. Our algorithm decouples the computation of the
objective function from the computation of themaximum radiation and also does
not depend on the exact formula used for the computation of the electromag-
netic radiation in each point of the network, achieving good trade-offs between
charging efficiency and radiation control; it also exhibits good energy balance
properties. We provide extensive simulation results supporting our claims and
theoretical results.

2 Related Work

Electromagnetic radiation. The topic of radiation impact has attracted the attention
of researchers in many different fields. In that respect, we mention the book of
[22], which focuses on reliability and radiation effects in compound semiconductors.
However, the radiation aspect remains largely unexplored in the context of wireless
networking, at least as far a distributed computing perspective is concerned.

We point out that known adaptive power control methods in cognitive networks
do not focus on the aspect of radiation impact, and although some of such methods
can be somehow applied to the radiation context, we believe that novel models and
methodologies are needed to fully address the particular challenges created. Also,
we note that, although the problem is related to energy optimization, in the rich state
of the art for energy management in wireless networks (see e.g., [20, 27, 44]), a
combined energy/radiation approach as proposed in this paper is missing.
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The problem of scheduling wireless transmissions under signal to interference-
plus-noise ratio (SINR) constraints, nicely studied in, e.g., [11, 17, 24], may look
similar somehow but is different. Protocols handling the interference problem in
wireless transmissions mainly focus on correct data transmission and reception; they
usually run on the MAC layer of the network stack and some of their techniques
include signal coding, time division multiplexing, and back-off schemes. On the
other hand, in the Minimum Radiation Path problem, we focus on the total radiation
emitted during data propagation (and particularly during simultaneous transmissions)
handled at a higher network layer, which gets received by an entity moving along a
path inside the network area.

We note that the problemof distributed navigation inWSNs aswell as findingmin-
imum exposure paths have a similar flavor to the problem presented in this chapter,
but our approach is different. Traditional solutions to navigation problems rely on
flooding either the whole network or only smaller parts of it. The algorithms pre-
sented in this chapter are online and do not require the existence of an initialization
phase. As a result, the communication cost is smaller and it is much faster to adapt
to changes in the network.

Also, coverage aspects studied, e.g., in [13] also relate to radiation but their con-
tribution to radiation is indirect. Furthermore, [31] nicely minimizes energy at the
routing layer but radiation aspects are not taking into account. Also, geometric ver-
sions of coverage problems, such as in [12] are relevant, but again the treatment
of radiation needs a more direct approach. Furthermore, in [5], the authors suggest
exploiting mobility (especially when it is high) to lower transmission power; this
indirectly reduces radiation too. In a similar line, [39] studies the dynamics of infor-
mation dissemination between agents moving independently on a plane, providing
tight bounds. In [25], the authors suggest methods for optimizing broadcasting in
radio networks. Another similar yet different problem is that of synchronization
(see e.g., [9]). Although these nice methods can indirectly contribute to radiation
reduction, our approach addresses radiation explicitly.

Finally, in [4], we continue our research from [35] by studying the problem of
minimizing radiation levels across the network area during multiple transmissions
on multiple paths, i.e.,we address the problem of radiation aware data propagation
from the network operation perspective.

Wireless energy transfer and WDS. The technology of highly efficient Wireless
Energy Transfer (WET) was proposed for efficient energy transmission over mid-
range distances. The work in [26] has shown that through strongly coupled magnetic
resonances, the efficiency of transferring 60Wof power over a distance in excess of 2
m is as high as 40%. Industry research also demonstrated that it is possible to improve
transferring 60Wof power over a distance of up to 1mwith efficiency of 75% [19].At
present, commercial products utilizingWireless Energy Transfer have been available
on the market such as those in [32, 40, 41]. Finally, the Wireless Power Consortium
[42], with members including IC manufacturers, smartphone makers, and telecom
operators, was established to set the international standards for interoperablewireless
charging.
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Research efforts in WDS have already started considering network models that
take into account WET technologies. For instance, wireless rechargeable sensor net-
works consist of sensor nodes, as well as few nodes with high energy supplies (wire-
less chargers). The latter are capable of fast charging sensor nodes, using Wireless
Energy Transfer technologies. In [2, 3], the authors assume a single special mobile
charging entity, which traverses the network and wirelessly replenishes the energy of
sensor nodes. Their methods are distributed, adaptive, use limited network informa-
tion and perform well in detailed experimental simulations. In [29, 30], the authors
employ multiple mobile chargers in sensor networks and collaboratively compute
the coordination, trajectory, and charging processes. The authors also provide pro-
tocols that grant the chargers the ability to charge each other. In [34], the authors
propose protocols that focus on charging efficiency and energy balance and they per-
form the evaluation through an experimental setting of real WET devices. In [28], a
practical and efficient joint routing and charging scheme are proposed. In [21], the
authors consider the problem of scheduling mobile chargers in an on-demand way
to maximize the covering utility, the authors formulate the scheduling problem as an
optimization one and the authors provide three heuristics. In [43], the authors formu-
late a set of power flow problems and propose algorithms to solve them based on a
detailed analysis on the problem structure. Moreover, the authors further investigate
the joint data and power flow problems. In [16], the authors propose a framework
of joint wireless energy replenishment and anchor-point-based mobile data gather-
ing in sensor networks by considering various sources of energy consumption and
time-varying nature of energy replenishment.

The attention of researchers from many diverse research fields has been drawn
to the field of electromagnetic radiation impact. Consequently, there has also been
research on radiation-related problems in the WDS context. In [33], the authors
study the problem of electromagnetic radiation in wireless sensor networks andmore
specifically maintaining low radiation trajectories for a person moving in a sensor
network area. The authors evaluate, mathematically, the radiation in well-known sen-
sor network topologies and random geometric graphs. Then, the authors implement
online protocols and comparatively study their performance via simulation. Those
heuristics achieve low radiation paths which are even close to an offline optimum. In
[1], the authors focus on the problem of efficient data propagation in wireless sensor
networks, trying to keep latency low while maintaining at low levels the radiation
cumulated by wireless transmissions. The authors first propose greedy and oblivious
routing heuristics that are radiation aware. They then combine them with temporal
back-off schemes that use local properties of the network in order to spread radiation
in a spatiotemporal way. The proposed radiation-aware routing heuristics succeed to
keep radiation levels low, while not increasing latency. In [23], the authors consider
the problem of covering a planar region, which includes a collection of buildings,
with a minimum number of stations so that every point in the region is within the
reach of a station, while at the same time no building is within the dangerous range of
a station. However, those approaches are oriented toward network devices radiation,
not addressing wireless chargers.
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Some limited research has also been conducted in the cross-section of Wireless
Energy Transfer and electromagnetic radiation in networking settings. In [6], the
authors study the problem of scheduling stationary chargers so that more energy
can be received while no location in the field has electromagnetic radiation (EMR)
exceeding a given threshold. The authors design a method that transfers the problem
to two traditional problems, namely, a multidimensional 0/1 knapsack problem and
a Fermat–Weber problem. The method includes constraint conversion and reduction,
bounded EMR function approximation, area discretization and expansion, and a tai-
lored Fermat–Weber algorithm. In order to evaluate the performance of their method,
the authors build a testbed composed of eight chargers. In [8], the authors consider
the problem of scheduling stationary chargers with adjustable power, namely how
to adjust the power of chargers so as to maximize the charging utility of the devices,
while assuring that EMR intensity at any location in the field does not exceed a given
threshold. the authors present an area discretization technique to help re-formulating
the problem into a traditional linear programming problem. Further, the authors pro-
pose a distributed redundant constraint reduction scheme to cut down the number
of constraints, and thus reduce the computational efforts of the problem. Although
thematically [8] is related to our current work, nevertheless, our treatment of the
subject of LREC is radically different. Indeed, this is due to the different charging
model that we define, which takes into account hardware restrictions of the chargers
and nodes of the system (energy and capacity bounds). These constraints introduce
a nonlinearity in our problems that did not appear in the treatment of [8].

3 Radiation Awareness in Three-Dimensional Wireless
Sensor Networks

In this section, we present our research related to finding minimum radiation paths
in a WDS [35]. More specifically, in this setting

(a) we first evaluate, both mathematically and by simulation, the radiation in well-
known sensor network topologies, such as the grid topology, the random geo-
metric graph (Sects. 3.2 and 3.3).

(b) we then focus on the MRP problem of finding low radiation trajectories for a
person moving in a sensor network (see Definition 3), i.e., the person moves
from a starting point A of the network to a destination point B by following a
minimum radiation path. More specifically, we identify the (offline) optimum
path given by a linear program that we provide and we present three online
approaches: (i) the minimum distance approach, (ii) the heuristic that greedily
minimizes the next step radiation, and (iii) a trade-off between minimizing the
distance and minimizing the radiation that we expect. In each of these methods
(presented in more detail in Sect. 3.4), we make the minimal assumptions that
the entity moving has knowledge of the target location B and can compute the
expected radiation at any point at distance at most r from its current position
(Sect. 3.4).
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(c) we implement the proposed protocols and comparatively study their performance
via simulation; the evaluation shows that our heuristic achieve low radiation paths
which are even near-optimal, as the comparison with an off-line optimum (via a
LP which we provide) suggests (Sects. 3.5 and 3.6).

(d) via detailed experiments, we investigate the impact of diverse mobility levels
to the performance of our heuristics showing that, interestingly, high mobil-
ity favors the naive, minimum distance approach, while the MinDRD heuristic
works quite well for low mobility, being able to more accurately predict the
future state of the network (Sect. 3.6.2).

3.1 Network Model and Radiation Definition

Suppose that we deploy n sensors in a three-dimensional target areaA ⊂ R
3. Ideally,

each sensor corresponds to a single point inside A . For two points x, y ∈ A , we
denote by dist(x, y) the Euclidean distance between the two points. Let, also, r
be the transmission range of the sensors. Assume now that each sensor v samples
the environment according to a Poisson process with parameter λ and generates
data obtained by this sampling, to be broadcast to its immediate neighborhood. The
corresponding Poisson processes (for sampling) for distinct sensors are independent
(however, the data of nearby sensors may be correlated). When a sensor detects an
event e, it decides tomake a transmission of data. The duration of such a transmission
is assumed to be an exponential random variable Te with parameter λ′, for some λ′
depending on the data packet size and the environment (i.e., datamay be retransmitted
due to noise and/or collisions). We also assume that the transmission duration is
independent of the event generation process. We will also denote by time(e) the time
of occurrence of e (with respect to some initial time 0).

3.1.1 Point Radiation

We give the following definition for point radiation:

Definition 1 (Total radiation during a time interval) We define the radiation at
point x ∈ A caused by sensor v because of data transmissions related to an event e
to be

Rx,e,v = B
r2

(1 + dist(x, v))2
Te, (1)

where B is a constant depending on the environment.1

1For example,Bmaydepend on the presence of obstacles in a smart building or the type of the human
body part (different types of tissue, bones, etc.). The constant B also captures the linear relation of
EMR with the received power. More details, as well as the relevant experimental verification can
be found in [7].
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We also define the total radiation caused at point x ∈ A from data transmissions
due to events occurring in [t1, t2] to be

Rx([t1, t2]) =
∑

v

∑

e:t1≤time(e)≤t2

Rx,e,v. (2)

Notice that Rx([t1, t2]) is a random variable depending on the event interarrival
times in the Poisson processes corresponding to each sensor in the network, as well
as the uniform random variables of the transmission durations.

We also give the following definition for maximum radiation:

Definition 2 (Maximum radiation in a time interval) Given a small time distance
τ > 0, the maximum radiation at x within [t1, t2] is the random variable

MaxRx([t1, t2], τ ) = max
t1≤t≤t2−τ

Rx([t, t + τ ]). (3)

Note here that the time interval τ as well as the rate λ for the data generation is,
in general, quite larger (i.e., measured in seconds, minutes, or hours) than the mean
transmission duration 1

λ′ . Therefore, the radiation Rx([t, t + τ ]) can be very close to
the actual radiation within [t, t + τ ].

3.1.2 Path Radiation

Let P be a specific (finite) trajectory inside A . Assume that a particle travels on
P with constant velocity. We denote by P[τ1, τ2] the part of P that the particle
traverses between time τ1 and time τ2. The radiation that is caused to the particle on
P from events occurring in [t1, t2] is given by

RP ([t1, t2]) =
∑

v

∑

e:t1≤time(e)≤t2∫

P [time(e),time(e)+Te]
B

r2

(1 + dist(x, v))2
dx, (4)

Instead of computing the above integral, we can approximate it by the following
summation: Let dt be a very small time interval and let xi be the position of the
particle at time t1 + idt. Then,

RP ([t1, t2]) ≈
∑

v

∑

e:t1≤time(e)≤t2

∑

i:t1+idt∈[time(e),time(e)+Te]

B
r2

(1 + dist(xi, v))2
dt. (5)
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It is evident that the smaller dt is, the better the above approximation is for the
actual value of RP ([t1, t2]).

Given a small time distance τ > 0, we also define the maximum radiation at a
particle moving on P within [t1, t2] to be the random variable

MaxRP ([t1, t2], τ ) = max
t1≤t≤t2−τ

RP ([t, t + τ ]). (6)

This definition is relevant in the casewhere one is interested in themaximumradiation
that an entity can be exposed to when traversing P and not the total variation from
beginning to end.

3.1.3 Minimum Radiation Paths

We are interested in finding exact or approximate algorithmic solutions to the fol-
lowing problem:

Definition 3 (MinimumExpected Radiation Path Problem—MRP) LetG be aWSN
deployed in a target areaA and let A, B be two distinct points insideA . Consider an
entity moving with constant speed insideA . Find a trajectoryP from A to B inside
the target area that starts from A, ends at B and minimizes the expected radiation that
the entity is exposed to while traversingP .

We stress the fact that the path P does not necessarily include the nodes of the
network. As a matter of fact, since the expected radiation near those points is high,
one should try to avoid them when moving from a point A to B. We also note that the
experimental evaluation shows that, further to the total path radiation, our heuristics
avoid high radiation levels throughout the path (i.e., not only the aggregate radiation
is low but also the radiation at all individual path intervals).

3.2 Point Radiation in Random Geometric Graphs

We will assume that the target areaA of the random geometric graphs model Gn,r is
B(x, rA ), i.e., the sphere of radius rA centered at x. The following theorem concerns
the mean and variance of the total radiation caused at point x from data transmissions
due to events occurring in some fixed time interval [t1, t2].
Theorem 1 Let Gn,r be a random instance of the random geometric graphs model
on target area A = B(x, rA ). The following hold for the total radiation caused at
point x from data transmissions due to events occurring in some fixed time interval
[t1, t2]:

E[Rx([t1, t2])] = 3nBΛr2

λ′r3A

(
2rA + r2A
1 + rA

− 2 log(1 + rA )

)
, (7)
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and

Var[Rx([t1, t2])] = nB2r4

λ′2

⎛

⎝ Λ2 + 2Λ

(1 + rA )3
− 9Λ2

r6A

(
2rA + r2A
1 + rA

− 2 log(1 + rA )

)2⎞

⎠ , (8)

where Λ = λ(t2 − t1).

Proof We will denote by V the set of nodes that are randomly deployed inside
B(x, rA ). LetXv be the randomvariable that corresponds to the part of the radiation at
point x because of node v ∈ V . Clearly, Rx([t1, t2]) =∑v∈V Xv. Let also Nv([t1, t2])
denote the number of events of the Poisson process corresponding to node v that
happen inside [t1, t2]. By Definition, 1 we have that

E[Rx([t1, t2])] = E

⎡

⎣
∑

v

∑

e:t1≤time(e)≤t2

B
r2

(1 + dist(x, v))2
Te

⎤

⎦

= nE[Nv([t1, t2])]E[Te]E
[

Br2

(1 + dist(x, v))2

]

= nBΛ
1

λ′E
[

r2

(1 + dist(x, v))2

]
, (9)

where dist(x, v) is the random variable of the Euclidean distance of a randomly
placed node v from x. The second equality is justified by linearity of expectation. In
the third equality, we used Wald’s equality, since the random variable Nv([t1, t2]) is
independent to the Te, by assumption. Furthermore, the mean number of events in a
Poisson process with parameter λ inside [t1, t2] is E[Nv([t1, t2])] = λ(t2 − t1) = Λ

and also E[Te] = 1
λ′ since Te is exponentially distributed with parameter λ′.

Notice now that Pr(dist(x, v) ≤ y) = y3

r3
A
, therefore by (9) we have that

E[Rx([t1, t2])] = nBΛ
1

λ′

∫ rA

0

r2

(1 + y)2
3y2

r3A
dy

= 3nBΛr2

λ′r3A

(
2rA + r2A
1 + rA

− 2 log(1 + rA )

)

This establishes the first part of the theorem.
For the second of the theorem, notice that, by definition, the random variables Xv

are independent. Consequently,

Var[Rx([t1, t2])] = nVar[Xv] = n
(
E[X 2

v ] − E2[Xv]
)
. (10)

Since E[Xv] is known from the first part of the proof, we only need to find an exact
formula for E[X 2

v ].
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We now list in increasing order of occurrence the events produced by the Poisson
process corresponding to node v after time t1, i.e., e1, e2, . . .. Setting for the sake of
compactness Yei,v = Tei

(1+dist(x,v))2 , we have that

E[X 2
v ] = B2r4E

⎡

⎢⎣

⎛

⎝
Nv([t1,t2])∑

i=1

Yei,v

⎞

⎠
2
⎤

⎥⎦

= B2r4E

⎡

⎣
∑

0<i �=j≤Nv([t1,t2])
Yei,vYej ,v +

Nv([t1,t2])∑

i=1

Y 2
ei,v

⎤

⎦

= B2r4
(
E[Nv([t1, t2])(Nv([t1, t2]) − 1)]E[Yei,vYej ,v] + E[Nv([t1, t2])]E[Y 2

ei,v]
)

= B2r4
(
Λ2E[Yei,vYej ,v] + ΛE[Y 2

ei,v]
)

. (11)

The second to last equation follows from a straightforward generalization of Wald’s
equality, while the last equation follows from the fact that Nv([t1, t2]) is distributed
according to Poisson distribution with mean value Λ, i.e., Pr(Nv([t1, t2]) = i) =
eΛ Λi

i! , i = 0, 1, . . .. Furthermore, we note that ei �= ej means that the random vari-
ables corresponding to the transmission duration Tei and Tej are independent. Since
Te is exponentially distributed with parameter λ′, we have that E[T 2

e ] = 2
λ′2 , so by

independence of dist(x, v) to Tei and Tej , (11) becomes

E[X 2
v ] = B2r4(Λ2 + 2Λ)

λ′2 E

[
1

(1 + dist(x, v))4

]

= B2r4(Λ2 + 2Λ)

λ′2

∫ rA

0

1

(1 + y)4
3y2

r3A
dy

= B2r4(Λ2 + 2Λ)

λ′2
1

(1 + rA )3
. (12)

By (10), we then have that

Var[Rx([t1, t2])] = nB2r4

λ′2

⎛

⎝ Λ2 + 2Λ

(1 + rA )3
− 9Λ2

r6A

(
2rA + r2A
1 + rA

− 2 log(1 + rA )

)2⎞

⎠ .

This completes the proof of the theorem. �

As a side note, notice that the right-hand side of (7) is always positive for any rA >

0. Furthermore, when rA � r, sensors whose sensing area intersects the boundary
of A can be ignored, since their contribution to the radiation caused on x is very
small.

Suppose, also that rA is large (ideally rA → ∞). Then, E[Rx([t1, t2])] ∼ 3nBΛr2

λ′r2A
and Var[Rx([t1, t2])] ∼ nB2r4(Λ2+2Λ)

λ′2
1
r3A

, where Λ = λ(t2 − t1). We can see, then,

that even though the variance is comparable to the second moment of Rx([t1, t2])
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around 0, it is much smaller (by a factor of rA ) than its mean value. This justifies
the use of the results in Theorem 1 to give approximations for the path radiation of
several heuristics in later sections.

3.3 Point Radiation in Nearest Neighbor Random Graphs

The random proximity graphs model, also known as the nearest neighbor random
graphs model, is defined below:

Definition 4 (k-nearest neighbor random graphs) Suppose that we deploy n points
independently and uniformly at random in a target area A ⊆ R

3. Given an integer
k > 0, if we connect every point with its k closest points, then we get an instance of
the k-nearest neighbor random graphs model Gn,k .

In this section, we will assume that the target area A of the k-nearest neighbor
random graphs model Gn,k is B(x, rA ), i.e., the sphere of radius rA centered at x.
We are interested in the mean value of the total radiation caused at point x from data
transmissions due to events occurring in some fixed time interval [t1, t2]. Notice that,
even though the deployment of the sensors in this model is similar to Gn,r , the power
(or radius) of each sensor is different (since it is as large as its distance to its k-th
closest neighbor). By Definition 1, this affects the radiation emanating from each
sensor. The following definition will be useful for the discussion below:

Definition 5 (Effective radius) Let Gn,k be an instance of the k-nearest neighbor
random graphs model. For any node v, we will use the term effective radius to
describe the distance of v to its k-closest neighbor.

We will need the following lemma which provides an upper bound for the effective
radius of any node that holds with probability that tends to 1 as n → ∞.

Lemma 1 Let Gn,k be a random instance of the k-nearest neighbor random graphs
model on target area A = B(x, rA ). For any k < n, the effective radius of every

node v is at most ξ
def= rA

3

√
2 k ln n+ln3 n

n−k with probability at least 1 − O
(
1
n2
)
.

Proof Let Yv(k) be the effective radius of v. The probability of the event {Yv(k) > z}
is equal to the probability that there are at most k − 1 nodes (other than v) inside the
intersection of the ballB(v, z)withA . By construction z ≤ 2rA , therefore |B(v, z) ∩
B(x, rA )| ≥ 1

8 |B(v, z)| = 1
6πz

3, we have that
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Pr(Yv(k) > z) ≤
k−1∑

i=0

(
n − 1

i

)(
1 −

1
6πz

3

|A |

)n−1−i

≤
k−1∑

i=0

nie
−(n−1−i) z3

2r3
A

≤ ke
k ln n−(n−k) z3

2r3
A . (13)

In the first inequality, we used Boole’s inequality together with the fact that the
probability that at most i nodes lie inside B(v, z) ∩ B(x, rA ) is at most

(n−1
i

)
(
1 − B(v,z)∩B(x,rA )

|A |
)n−1−i

. For the second inequality, we used the well-known facts

that
(n−1

i

) ≤ ni and 1 + x ≤ ex for all x.

From (13) we, then, have that Pr(Yv(k) > z) = O
(
1
n3
)
, for any z ≥ rA

3
√
2 k ln n+ln3 n

n−k ,
and the lemma follows by Boole’s inequality. �

The following theorem concerns the mean value of total radiation caused at point
x from data transmissions due to events occurring in some fixed time interval [t1, t2].
The symbol ∼ means asymptotically equal.

Theorem 2 Let Gn,k be a random instance of the k-nearest neighbor random graphs
model on target areaA = B(x, rA ). If n → ∞ and k = O(n1−ε), for some fixed ε >

0, the following holds for the total radiation caused at point x fromdata transmissions
due to events occurring in some fixed time interval [t1, t2]:

E[Rx([t1, t2])] ∼ 3nBΛ

λ′r3A

(∫ ξ

0
z2f (z)dz

)(
2rA + r2A
1 + rA

− 2 log(1 + rA )

)
, (14)

where Λ = λ(t2 − t1) and f (x) is the probability density function of the effective
radius of a node v ∈ B(x, rA − ξ).

Proof Similarly to the proof of Eq. (9) in Theorem 1, we get that

E[Rx([t1, t2])] = nBΛ
1

λ′E
[

Yv(k)2

(1 + dist(x, v))2

]
.

where Yv(k) is the effective radius of v. By Lemma 1 we then have

E[Rx([t1, t2])] = nBΛ
1

λ′E
[

Yv(k)2

(1 + dist(x, v))2

∣∣Yu(k) ≤ ξ,∀u ∈ V

]
+ O(n−1).

(15)
By Definition 4, the number X of nodes whose distance from the boundary ofA

is less than ξ is a binomial random variable with parameters n and p = 1 −
(
rA −ξ

rA

)3
.
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Notice that by the assumptions of the theorem and the definition of ξ in Lemma 1,
we have that ξ = o(rA ), so p ≤ 3ξ

rA
. By Markov’s inequality, we then have that, for

any ε′ ∈ (0, ε/4)

Pr(X ≥ n1−ε′
) ≤ np

n1−ε′ = o(1).

By (15) we then have that

E[Rx([t1, t2])] ∼ nBΛ
1

λ′E
[

Yv(k)2

(1 + dist(x, v))2

∣∣E
]

.

where E is the event {dist(x, v) ≤ rA − ξ
⋂

Yu(k) ≤ ξ,∀u ∈ V}
The difference now is that by the definition of the model, given that dist(x, v) ≤

rA − ξ andYu(k) ≤ ξ,∀u ∈ V , the effective radius of v is independent to its distance
from the center of A . Consequently, we have that

E[Rx([t1, t2])] ∼ nBΛ
1

λ′E[Yv(k)
2|E ]E

[
1

(1 + dist(x, v))2

∣∣E
]

. (16)

Similarly to the proof of Theorem 1 we also have that

E

[
1

(1 + dist(x, v))2

∣∣E
]

=
∫ rA −ξ

0

1

(1 + y)2
3y2

r3A
dy

∼ 3

r3A

(
2rA + r2A
1 + rA

− 2 log(1 + rA )

)
. (17)

We then only need a tight formula for E[Yv(k)2|E ]. As in the proof of Lemma 1,
notice that the event {Yv(k) ≤ z} means that there are at least k nodes in B(v, z), i.e.,
the sphere centered at v of radius z. Consequently, since conditioning on the event E
means that B(v, z) does not intersect with the boundary of A , for any z ≤ rA − ξ ,
we have that

Pr(Yv(k) ≤ z|E ) =
n−1∑

i=k

(
n − 1

i

)(
z

rA − ξ

)3i (
1 − z3

(rA − ξ)3

)n−1−i

. (18)

By differentiating, we get d Pr(Yv(k)≤z)
dz = fE (z), so E[Yv(k)2|E ] = ∫ ξ

0 z2fE (z)dz. But
if now f (x) is the probability density function of the effective radius of a node v ∈
B(x, rA − ξ) as stated in the theorem, by Lemma 1 and the observation that Yv(k) ≤
2rA , we have that

∫ ξ

0 z2f (z)dz = E[Yv(k)2|v ∈ B(x, rA − ξ)] − ∫ 2rA
ξ

z2f (z)dz =
E[Yv(k)2|E ] + O

(
r2A
n2

)
. This completes the proof. �
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Fig. 1 A dichotomy
between MinDR and MinD

A B
�x

�x′

�xD

�xDR

Note that it is not obvious how to derive a closed formula for the mean value
of the total radiation at point x during [t1, t2] in the case of k-nearest neighbors
random graphs model. Indeed, simplifying the expression for f (z) seems far from
trivial. Nevertheless, since f (x) can be expressed precisely by differentiating (18), we
could use this theorem in a numerical evaluation software environment to compute
E[Rx([t1, t2])].

3.4 Heuristics for MRP

In this section, we consider several approaches for tacklingMRP; the first one simply
gives us a “base” solution (moving on the interval AB) with which we can compare
the others; the second and third are greedy and online approaches, while the last one
is an LP program for the offline optimum (namely the best path P with respect to
radiation between A and B). A visualization of the path constructed by each one of
the different heuristics appears in Fig. 2.

3.4.1 Minimizing the Total Distance—Algorithm MinD

This is simply the path defined by the straight line connecting A and B (Fig. 1). It
is only intended for comparison purposes. As can be seen by our experiments, this
naive approach seems to provide good results in high mobility networks.

3.4.2 Minimizing the Next Step Radiation—Algorithm MinR

We assume that the entity moving has knowledge of the target location B. Further-
more, given that we are at some point x, we assume that the moving entity can
compute the radiation at any point located inside B(x, r), i.e., the ball of radius r
centered at x (which is possible if all the sensors in the larger ball B(x, 2r) can be
heard from it).

At any point x during its movement, the entity performs the following step: Let
S(x, r, φ) be the area of all points x′ that satisfy

∥∥x − x′∥∥ ≤ r and B̂xx′ ≤ φ

2 (the
angle φ can be, e.g., 180◦.).



734 S. Nikoletseas et al.

Fig. 2 The path each
algorithm follows: In squares
is shown the LP’s route, in
circles the MinR’s route, in
“*” the MinDRD’s route and
in “+” the MinD’s route

1. If B ∈ B(x, r), then move in a straight line to B.
2. Otherwise, choose uniformly at random k points inside S(x, r, φ) and move in a

straight line to the one that has the lowest expected radiation (k can be, e.g., 3).

Theweakness of this approach is that it does not take into account the total distance
traveled by the entity and so the resulting path can be quite long. However, this can be
reduced by choosing carefully the angle φ. More specifically, a small φ may reduce
the path length, at the cost of increased path radiation. On the other hand, choosing
φ large may even cause the algorithm to never reach its target. This is illustrated in
Fig. 2 in the experiments section.

3.4.3 Optimizing the Radiation/progress to Destination
Trade-Off—Algorithm MinDR

In order to overcome the disadvantage of MinR, we present the heuristic MinDR,
which takes into account the distance from the target. Even though we do not provide
experimental results for this heuristic, we include its description here to facilitate
exposition of the MinDRD algorithm in the following section.

Wemake the same assumptions (on knowledge of B and on the ability to calculate
the radiation of points in distance r) as for the MinR heuristic.

At any point x during its movement, the entity performs the following step:

1. If B ∈ B(x, r), then move in a straight line to B.
2. Otherwise, choose uniformly at random k points inside B(x, r) and move in a

straight line to the point x′ that minimizes Ry([0, 1]) ‖y − B‖.
The interval [0, 1] is arbitrary and does not affect the comparison among the k

points, since the sampling rates and transmission duration of the sensors are assumed
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to be independent and identically distributed. Notice also that this approach takes
into account the total distance traveled by the entity, by assuming that once it goes
to the new point x′, the radiation levels encountered from that point on will more or
less be similar to the expected point radiation at x′. Furthermore, when choosing the
candidate points, it does not exclude points that tend to increase the distance from
its target. As a matter of fact, it might even select one of these points if its expected
radiation level is sufficiently low.

3.4.4 A Dichotomy Algorithm—Algorithm MinDRD

This algorithm is in fact a composition of algorithms MinD and MinDR, since given
that we are at some point x, the algorithm considers both moves that MinD and
MinDR propose and finally makes a move that is a combination of those moves
according to a parameter τ that describes its trust in them. Initially, we set τ = 1. At
every time step t, the algorithm does the following:

1. Let xDR be the point that is suggested by MinDR, let d = ‖xDR − x‖, and let
xD be the point proposed by MinD (i.e., in the direction of the vector B − x) in
euclidean distance d from x.

2. The algorithmcomputesx′ = x + d(τ (xDR−x)+(1−τ)(xD−x))

‖τ(xDR−x)+(1−τ)(xD−x)‖ as thenext point.Notice
that this is exactly the point in the circle of center x and radius d , in the direction
of the vector τ(xDR − x) + (1 − τ)(xD − x), which is the weighted sum of the
suggestions of algorithms MinDR and MinD.

3. Finally, for s > 0, let ts equal to the time needed for an entity of constant speed
to travel at distance s (i.e., ts = s

speed ). The algorithm updates the parameter of
trust to MinDR by

τ ′ = ατ + (1 − α)min

⎧
⎨

⎩1,
Rx([0, td ])

d(Rx([0,td ])+Rx′ ([0,tdist(x′ ,B)]))
d+dist(x′,B)

⎫
⎬

⎭ ,

where α is a fixed parameter of the algorithm that we call momentum. Notice
that Rx([0, td ]) is the amount of radiation that MinDR expects to have left
behind aftermoving for lengthd away fromx. Similarly, d

d+dist(x′,B)
(Rx([0, td ]) +

Rx′([0, tdist(x′,B)])) is the amount of radiation that MinDR expects to have left
behind after moving for length d in the path x → x′ → B (i.e., after moving to
x′).

The main idea behindMinDRD is that, at any point, it proposes a move according
to its level of trust to the MinDR heuristic (i.e., the “belief” that once it goes to a
new point x′, the radiation levels encountered from that point on will more or less
be similar to the expected point radiation at x′). More specifically, a “good” move,
which verifies that the assumption of MinDR is correct, results in strengthening the
trust toMinDR (measured by the parameter τ ). On the other hand, a “bad”move (i.e.,
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a move that increases the cumulative radiation more than MinDR expects) weakens
this trust.

3.5 A Linear Program for the Offline Optimum

Without loss of generality, assume that the target area A is a cube. We tessellate
A in n3 equal smaller cubes that are characterized by their relative position in the
tessellation, with cube in position (1, 1, 1) being the top-left-front one. Furthermore,
each cube is represented by its center.

We now construct the following directed graph Gn,A = (Vn,A ,En,A ) as follows:
The vertex set of Gn,A is the set of all cube center points vi,j,k , namely Vn,A =
{vi,j,k : vi,j,k is the central point of the square in position (i, j, k), 1 ≤ i, j, k ≤ n}.

The edge set of Gn,A contains all arcs from any point vi,j,k to the center points
of its neighboring cubes (we say that a cube is a neighbor to another if they share a
side). For example, (vi,j,k , vi±1,j,k) ∈ En,A , for all 1 ≤ j, k ≤ n and 2 ≤ i ≤ n − 1.
It is also straightforward to verify that the maximum degree in Gn,A is 6.

Let, now T be the |Vn,A | × |En,A | node-arc adjacency matrix of Gn,A . Each row
of T corresponds to a different vertex in Vn,A and each column corresponds to a
different arc in En,A . That is, for any v ∈ Vn,A and e = (e1, e2) ∈ En,A , we have

Tv,e =
⎧
⎨

⎩

1 , if v = e1
−1 , if v = e2
0 , otherwise.

A description of our linear program follows: We assume that any path between
points A and B is composed by intervals between the points in the center of neighbor-
ing cubes of the tessellation. By making the tessellation finer, we get better approx-
imations of the actual path. Let d be the Euclidean distance between the centers of
any two neighboring cubes and let td be the time needed for an entity of constant
speed to travel at distance d (i.e., td = d

speed ). Our problem of finding an optimal path
between points A and B can then be reduced to the problem of finding a minimum
weight path between vertices A and B in Gn,A , assuming that the weight of each
edge e = (e1, e2) is equal to w(e) = Re1([0, td ]). Clearly, any path between points A
and B is a collection of arcs. For any arc e ∈ En,A , let xe be the indicator variable
that this arc is used. Of course, in order for a collection P of arcs to define a walk
between A and B, one needs to guarantee that for any vertex v �= A,B in the walk, the
number of outgoing arcs is equal to the number of incoming, which is equivalent to
(Tx)v = 0, where x = [xe]e∈En,A . Also, forA (respectivelyB) the number of outgoing
arcs should be one more (respectively one less) than the number of incoming arcs.
Finally, minimizing over all x that specify a walk, will guarantee that the solution to
our LP will be a path.
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The corresponding linear program looks like the following:

min
∑

e∈En,A

w(e)xe (19)

s.t. ∑

e∈En,A

TA,exe = 1

∑

e∈En,A

TB,exe = −1

∑

e∈En,A

Tv,exe = 0, for every v ∈ Vn,A \{A,B}

xe ∈ {0, 1}, e ∈ En,A .

Note of course that Dijkstra’s Algorithm can be used to find a desired shortest
(weighted) path in Gn,A in O

(|Vn,A |2) = O(n6) running time.

3.6 Performance Evaluation

Simulation Setup.We used Matlab R2008b as our simulation environment. We eval-
uated the three heuristics and the linear program in a 30m×30m network region
and used two different network topologies for the deployment of the sensor nodes:
the grid and the random uniform placement. In both cases, the transmission range of
the sensors is set to R = 5m. In the grid topology, 25 sensor nodes are used, while
for the random uniform deployment we used 100 sensor nodes.

For the linear program evaluation, we tessellate the network area in 900 equal
squares. Furthermore, in order to measure the radiation of the MinD heuristic, we
break the path in equal parts of size 0.5. For the MinR and MinDRD algorithms, we
used an angle φ = 180◦. The coordinates of the source and the destination of the
path are (5, 20) and (20, 20), respectively.

For each network topology, we conducted 100 iterations and we measured the
mean values of the radiation each heuristic resulted to and the distance traveled by
the particle (i.e., the trajectory length). The statistical analysis of the findings (the
median, lower and upper quartiles, outliers of the samples) demonstrates very high
concentration (more than 95%) around their mean value, so in the following figures
we only depict average values.

In order to give an intuition for each of the proposed heuristics’ behavior, in
Fig. 2, we present the path formed by each algorithm, in the grid topology. On the
background, one can see the radiation levels at each point of the network area. The
brighter the color, the higher the radiation level, with the brightest spots being the
radiation at the sensor nodes’ locations.
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Fig. 3 Radiation (a) and distance (b) of paths from the 4 algorithms in the grid

3.6.1 Findings in the Static Scenario

The performance in terms of radiation of the different algorithms in the grid topology
is depicted in the left diagram of Fig. 3, while the distance traveled in each algorithm
is shown in right diagram of Fig. 3. We observe that the linear program gives the best
solution in terms of radiation but the moving entity has to cover longer distance than
MinD or MinDRD. Furthermore, the MinDRD algorithm achieves a nice trade-off
between total path radiation and distance traveled, since the radiation levels are close
to the ones that the linear programs yields and the distance is close to the Euclidean
distance between the starting point and the end of the path.

On the other side, the MinR algorithm’s performance is poor. This happens
because the algorithm tries to minimize the next step radiation, which can result
to only small progress towards the target; thus, both the distance traveled and the
total radiation of the resulting path increase significantly. Because of this (and also to
enhance exposition of the results for the other heuristics), in what follows we avoid
presenting other results for MinR.

The performance in terms of radiation of the different algorithms in the random
uniformplacement is depicted in Fig. 4a,while the distance traveled in each algorithm
is shown in Fig. 4b. One can see that the algorithms’ behavior is similar to their
behavior in the grid topology. That is, the linear program gives the offline optimum
for the total radiation of the path, while the MinDRD algorithm performs better
compared to the MinD algorithm. Moreover, the distance of MinDRD is again very
close to the MinD distance. Furthermore, the disadvantage of MinR (compared to
the other heuristics) remains.

Multiple samples. Figure5 presents the total radiation of the path produced by Min-
DRD using different values of the parameter k, namely the number of the randomly
chosen points in step 2 of the MinDR heuristic (which is invoked by MinDRD, see



Radiation Control Algorithms in Wireless Networks 739

 0

 100

 200

 300

 400

 500

 600

MinD MinDRD Offline
optimum

R
ad

ia
tio

n

Algorithms Algorithms

(a) Radiation

 0

 5

 10

 15

 20

 25

 30

MinD MinDRD Offline
optimum

D
is

ta
nc

e
(b) Distance

Fig. 4 Radiation (a) and distance (b) of paths from the 4 algorithms in the random uniform place-
ment

(a) Grid (b) Random Uniform

Fig. 5 Total radiation of MinDRD for different values of the parameter k in the grid (a) and the
random uniform placement (b)

Sects. 3.4.3 and 3.4.4). One can see that as the value of k increases, the radiation tends
to decrease. However, the decrement is negligible for k > 10. This suggests how a
desired compromise between performance and cost can be achieved by accordingly
choosing k.

Radiation at path intervals. In order to verify that there are no intervals during the
progress of MinDRD where the radiation level is much higher than in the rest of the
path, we measured the radiation evolution of the proposed path in time. As can be
seen in Fig. 6, the cumulative radiation as a function of time (namely of the number
of steps) does not have any peaks.
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(a) Grid (b) Random Uniform

Fig. 6 Evolution of the radiation level during the execution of MinDRD in the grid (a) and random
uniform placement (b)

3.6.2 Findings in the Mobile Scenario

We use the following method to simulate movement in our network: We define a
counter T that keeps track of the number of steps that an algorithm performs. For
some positive integer i that is given as input to our program, whenever T mod i = 0,
every node in the network selects uniformly at random amovement direction and then
moves towards that direction for distance chosen independently uniformly at random
from an arbitrary interval that is also given as input to our program. Therefore, the
network changes every i steps of our algorithms. Intuitively, smaller values for i
correspond to higher mobility of the nodes and vice versa.

In Fig. 7, we present the total radiation and the length of the path produced by
the MinD and MinDRD heuristics for different mobility levels. For MinDRD, we
use k = 10 for the number of random points examined, which is suggested by our

(a) Radiation (b) Distance

Fig. 7 Radiation (a) and distance (b) of MinD and MinDRD in a mobile scenario; smaller values
for i correspond to higher mobility of the nodes and vice versa
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experiments in the static case (see Fig. 5b).It is remarkable that when mobility is
high (i.e., i is small), the naive minimum distance heuristic outperforms (in terms of
total path radiation) theMinDRD heuristic. However, the difference between the two
heuristics becomes smaller as i increases. For values of i larger than a critical value
(around i = 150), we can see that the MinDRD heuristic outperforms theMinD. The
reason for this threshold behavior is because MinDRD uses neighborhood radiation
levels to determine the next move. When mobility is low, one can better “predict”
(and consequently use) the neighborhood radiation levels, while for high mobility
any information on neighborhood radiation levels becomes quickly outdated.

4 Low Radiation Efficient Wireless Energy Transfer
in Wireless Distributed Systems

In this section, we present our research related to the problem of efficiently charging
a set of rechargeable nodes using a set of wireless energy chargers, under safety
constraints on the electromagnetic radiation incurred [36]. In particular, we define a
charging model that greatly differs from existing models in that it takes into account
hardware restrictions of the chargers and nodes of the system. More precisely, we
assume (a) that chargers have finite initial energy supplies, which restricts the amount
of energy that they can transfer to nearby nodes and (b) that every node has finite
battery capacity, which restricts the total amount of energy that it can store. It is
worth noting that previous works have only considered the problem of maximization
of the energy transfer rate from the chargers to the nodes, thus ignoring such restric-
tions. However, new technological advances on wireless energy transfer via strongly
coupled magnetic Resonances suggest that such restrictions are already in the heart
of efficient energy management problems in such systems.

An important consequence of the energy and capacity restrictions in our model,
which sets it apart from other models considered in the literature thus far, is that they
introduce nonlinear constraints that radically change the nature of the computational
problems we consider. In fact, our charging model implicitly introduces the notion
of activity time in the (radiation aware) charging process, which is the time that a
wireless entity (i.e., charger or node) can “affect the system.

In this charging model, we present and study the LREC Problem. The objective
function that we wish to optimize in LREC is the amount of “useful” energy trans-
ferred from chargers to nodes (under constraints on the maximum level of radiation
caused because of the Wireless Energy Transfer). We present several fundamental
properties of our objective function that highlight several obstacles that need to be
overcome when studying LREC. Furthermore, we present an algorithm for comput-
ing the value of the objective function, given the configuration of the system at any
time point, which runs in linear time in the number of chargers and nodes.

Furthermore, we present a relaxation of the LREC problem, namely the Low
Radiation Disjoint Charging Problem (RLDC), which simplifies the computation of
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the maximum electromagnetic radiation inside the area where chargers and nodes are
deployed (i.e., the area of interest). We prove that even this seemingly easier version
of our basic problem is NP-hard, by reduction from the Independent Set Problem
in Disc Contact Graphs. Furthermore, we present an integer program for finding the
optimal solution to RLDC. We approximately solve this integer program by using
standard relaxation and rounding techniques and we use the computed (feasible)
solution to assess the performance of our iterative heuristic solution to LREC.

In view of hardness indications for LREC, we propose an iterative local improve-
ment heuristicIterativeLREC, which runs in polynomial time andwe evaluate its
performance via simulation. The most important feature of our algorithmic solution
is that it decouples the computation of the objective function from the computation
of the maximum radiation. Furthermore, our algorithmic solution is independent of
the exact formula used for the computation of the point electromagnetic radiation.
Finally, we provide extensive simulation results supporting our claims and theoretical
results. We focus on three network metrics: charging efficiency, maximum radiation
and energy balance.

4.1 Network and Charging Model

We assume that there is a set of n rechargeable nodes P = {v1, v2, . . . , vn} and a
set of m wireless power chargers M = {u1, u2, . . . , um}, which are deployed inside
an area of interest A (say inside R

2). Unless otherwise stated, we will assume that
both nodes and chargers are static, i.e., their positions and operational parameters
are specified at time 0 and remain unchanged from that time on.

For each charger u ∈ M , we denote by E(t)
u the available energy of that charger,

that it can use to charge nodes within some radius ru (i.e., we assume that the initial
energy of charger u is E(0)

u ). The radius ru for each charger u ∈ M , can be chosen
by the charger at time 0 and remains unchanged for any subsequent time (hence, the
nondependence of ru from t in the notation). Furthermore, for each node v ∈ P , we
denote by C(t)

v the remaining energy storage capacity of the node at time t (i.e., the
initial energy storage capacity of node v is C(0)

v ).
We consider the following well-established charging model: a node v ∈ P har-

vests energy from a charger u ∈ M with charging rate given by

Pv,u(t) =
{

αr2u
(β+dist(v,u))2 , ifE(t)

u ,C(t)
u > 0, dist(v, u) ≤ ru

0, otherwise.
(20)

α andβ are knownpositive constants determined by the environment and by hardware
of the charger and the receiver. In particular, the above equation determines the rate
at which a node v harvests energy from any charger u that has v within its range, until
the energy of u is depleted or v is fully charged. We stress out here that, besides its
dependence on the geographic positions of v and u, the charging rate Pv,u(t) is also a
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function of time t. Indeed, for any node v ∈ P within distance ru from charger u, it is

equal to αr2u
(β+dist(v,u))2 in a time interval [0, t∗u,v] and 0 otherwise. By Eq. (20), the time

point t∗u,v at which the value of Pv,u(t) drops to 0 is the time when either the energy
of u is depleted or v is fully charged (which also depends on other chargers that can
reach v). Consequently, the exact value of t∗u,v may depend on the whole network
(see also, the discussion after Definition 6 in Sect. 5), i.e., the location, radius and
initial energy of each charger and the location and initial energy storage capacity of
each node. As a matter of fact, it seems that there is no “nice” closed formula for
t∗u,v. Nevertheless, the value of t∗u,v can be found by using the ideas of Sect. 5.1 and,
more specifically, using a trivial modification of Algorithm ObjectiveValue.

Another crucial assumption on our chargingmodel (which is also widely accepted
by physicists) is that the harvested energy by the nodes is additive. Therefore, the
total energy that node v gets within the time interval [0,T ] is

Hv(T ) =
∑

u∈M

∫ T

0
Pv,u(t)dt. (21)

One of the consequences of our charging model (and, in particular, Eqs. (20) and
(21) above) is that

∑
u∈M Eu ≥∑v∈P Hv(T ), for any T > 0. This means that the

total energy harvested by the nodes cannot be larger than the total energy provided by
the chargers. As yet, another consequence, we have that

∑
v∈P Cv ≥∑v∈P Hv(T ),

for any T > 0, i.e., the total energy harvested by the nodes cannot be larger than the
total energy that can be stored by all nodes.

To complete the definition of our model, we will make the assumption that the
electromagnetic radiation (EMR) at a point x is proportional to the additive power
received at that point; notice that this assumption is in line with the definitions given
earlier in this chapter. In particular, for any x ∈ A , the EMR at time t on x is given
by

Rx(t) = γ
∑

u∈M
Px,u(t), (22)

where γ is a constant that depends on the environment andPx,u(t) is given byEq. (20).
We note that, even though this is the usual assumption concerning electromagnetic
radiation, the algorithmic solutions that we propose here could also be applied in the
case of more general functions for Rx(t) (as long as some quite general smoothness
assumption are satisfied; see also Sect. 5.2). We feel that this is especially important,
because the notion of electromagnetic radiation is not completely understood in our
days.

We finally note that the existence of an energy (upper) bound for each charger and
a capacity bound for each node greatly differentiates our model from other works in
the literature. Indeed, not only can chargers decide on the length of their charging
radius (a slight variation of which has been proposed in [8]), but once each charger
has made its decision, all chargers begin charging nodes within their radius until
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either their energy has been depleted, or every node within their radius has already
reached its energy storage capacity. Furthermore, this characteristic radically changes
the nature of the computational problem that we consider (see Sect. 5).

5 Problem Statement and First Results

In general, we would like to use the chargers as efficiently as possible, but we would
also like to keep radiation levels within acceptable levels. In particular, we are inter-
ested in the following computational problem:

Definition 6 (LowRadiation Efficient Charging (LREC)) LetM be a set ofwireless
power chargers andP be a set of rechargeable nodes, which are deployed inside an
area of interest A . Suppose that each charger u ∈ M initially has available energy
E(0)
u , and each node v ∈ P has initial energy storage capacity C(0)

v . Assign to each
charger u ∈ M a radius ru, so that the total usable energy given to the nodes of the
network is maximized and the electromagnetic radiation at any point ofA is at most
ρ. We assume that all chargers start operating simultaneously at time 0 and charging
follows the model described in Sect. 4.1.

Let r = (ru : u ∈ M ), E(0) = (E(0)
u : u ∈ M ) and C(0) = (C(0)

v : v ∈ P). In
essence, the objective function that we want to maximize in the LREC problem
is the following:

fLREC
(
r, E(0), C(0)

) def=
∑

v∈P

(
lim
t→∞C(t)

v

)

=
∑

u∈M

(
E(0)
u − lim

t→∞E(t)
u

)
.

(23)

The last equality follows from the fact that we are assuming loss-less energy transfer
from the chargers to the nodes (obviously this easily extends to lossy energy trans-
fer, but we do not consider such models in this chapter). In fact, we only need to
consider finite values for t, because the energy values E(t)

u will be unchanged after

time t∗ def= maxv∈P ,u∈M t∗u,v, where t∗u,v is the time point at which the value of Pv,u(t)
drops to 0 (i.e., is the time when either the energy of u is depleted or v is fully
charged). Therefore, fLREC

(
r, E(0), C(0)

) =∑v∈P C(t)
v =∑u∈M

(
E(0)
u − E(t)

u

)
, for

any t ≥ t∗. The following lemma provides an upper bound on the value of t∗, which
is independent of the radius choice for each charger.

Lemma 2 t∗ can be at most

T ∗ = (β + maxu∈M ,v∈P dist(v, u))2

α(minu∈M ,v∈P dist(v, u))2
max

u∈M ,v∈P
{E(0)

u ,C(0)
v }.
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Proof Since t∗ def= maxv∈P ,u∈M t∗u,v, we only need to provide an upper bound on t∗u,v.
To this end, without loss of generality, we assume that there is a charger u0 and a node
v0 such that u0 can reach v0 (hence, also ru0 �= 0) and t∗ = t∗u0,v0 . Furthermore, we
need to consider two cases, depending on whether t∗u0,v0 is equal to (a) the time when
the energy of the charger u0 is depleted, or (b) the time when v0 is fully charged.

In case (a), by the maximality of t∗u0,v0 , we have that

E(0)
u0 =

∑

v∈P

∫ t∗u,v

0
Pv,u(t)dt ≥

∫ t∗u0 ,v0

0
Pv0,u0(t)dt

= t∗u0,v0
αr2u0

(β + dist(v0, u0))2
, (24)

where in the first and last equality, we used the fact that in case (a) t∗u0,v0 is the time
when the energy of the charger u0 is depleted (hence, v0 has not yet exceeded its
energy storage capacity).

In case (b), by Eq. (21) and the maximality of t∗u0,v0 , we have that

C(0)
v0 = Hv0(t

∗
u0,v0) =

∑

u∈M

∫ t∗u0 ,v0

0
Pv,u(t)dt

≥
∫ t∗u0 ,v0

0
Pv0,u0(t)dt = t∗u0,v0

αr2u0
(β + dist(v0, u0))2

, (25)

where in the first and last equality, we used the fact that in case (b) t∗u0,v0 is the time
when v0 is fully charged (hence the energy of u0 has not been depleted yet).

By Eqs. (24) and (25), we have that

t∗u0,v0 ≤ max{E(0)
u0 ,C(0)

v0 } (β + dist(v0, u0))2

αr2u0
, (26)

which completes the proof. ��
It is worth noting here that given r, E(0) and C(0), the exact value of

fLREC
(
r, E(0), C(0)

)
can be computed by using Algorithm ObjectiveValue in

Sect. 5.1.
We now prove a Lemma that highlights some of the difficulties that we face

when trying to find a solution to LREC. Furthermore, it sets LREC apart from other
computational problems studied so far in the literature.

Lemma 3 Let r = (ru : u ∈ M ), E(0) = (E(0)
u : u ∈ M ) and C(0) = (C(0)

v : v ∈ P).
The objective function fLREC

(
r, E(0), C(0)

)
is not necessarily increasing in r. Fur-

thermore, the optimal radius for a charger is not necessarily equal to the distance
from some node.
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Fig. 8 A network with two
chargers u1, u2 and 2 nodes
v1, v2. All four points are
collinear and
dist(v1, u1) = dist(v2, u1) =
dist(v2, u2) = ru1 = 1

u1 u2v1 v2

ru2ru1

Proof Consider a network consisting of two chargers u1, u2 and 2 nodes v1, v2 all
of which are collinear and dist(v1, u1) = dist(v2, u1) = dist(v2, u2) = ru1 = 1 (see
Fig. 8). Furthermore, assume for the sake of exposition of our arguments that E(0)

u1 =
E(0)
u2 = C(0)

v1 = C(0)
v2 = 1. Finally, assume that the parameters for the charging rate in

Eq. (20) are α = β = 1, the electromagnetic radiation parameter in Eq. (22) is γ = 1
and that the upper bound on the radiation level is ρ = 2.

We will show that the optimal solution to the LREC problem in this network is
when ru1 = 1 and ru2 = √

2. To see this, first note that the electromagnetic radiation
is maximum when t = 0, i.e., when chargers are all operational. Furthermore, since
there are only two radiation sources (namely chargers u1 and u2), it is not hard to
verify that the electromagnetic radiation is maximized on the charger locations, i.e.,
maxx,t Rx(t) = max{r2u1 , r2u2}. Consequently, since ρ = 2, the radius of each charger

can be at most
√
2. On the other hand, to achieve an objective function value that is

larger than 1, both ru1 and ru2 must be at least 1. In fact, if ru1 = ru2 ∈ [1,√2], then,
by symmetry, v2 will reach its energy storage capacity at the exact moment that the
energy of u1 is depleted. Therefore, the objective function value will be only 3

2 , since
both u1 and u2 will have contributed the same amount of energy to fully charge v2.
To do better, v2 must reach its energy storage capacity without using too much of
the energy of u1, which happens when r2 > r1. In this case, v2 will reach its energy
storage capacity before the energy of u1 is depleted, and so u1 will use the remaining
energy to further charge v1. In particular, when r2 > r1, we have that t∗u2,v1 = t∗u2,v2
and also

1 = C(0)
v2 = t∗u2,v1

r2u1 + r2u2
4

. (27)

The remaining energy of u1 at time t∗u2,v1 will then be

E(0)
u1 − 2t∗u2,v1

r2u1
4

= 1 − 2
r2u1

r2u1 + r2u2
. (28)
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Since 1 ≤ r1 < r2 ≤ √
2, this is maximized for ru1 = 1 and ru2 = √

2, in which case

E
(t∗u2 ,v1

)

u1 = 1
3 . In that case, when v2 reaches its energy storage capacity, u1 will have

1
3 energy units more to give solely to v1; the other 2

3 units will have been split
evenly between v1 and v2. This means that the objective function value is 5

3 and it is
maximum.

Now this example shows that not only the radius of chargers are not necessarily
equal to the distance from some node (since the to achieve the optimum we must
have ru2 = √

2), but also increasing r1 will result in a sub-optimal objective function
value. ��

5.1 Computing the Objective Function

In this section, we provide an algorithm for computing the value of our objective
function (i.e., the amount of energy given by the chargers to the nodes), given the radii
of the chargers, the capacities of the nodes and the available energies of the chargers.
More precisely, assume that at some time t, each chargeru ∈ M has remaining energy
E(t)
u and eachnode v ∈ P can storeC(t)

v energy.The tuple(t) = (r, E(t), C(t)),where
r = (ru : u ∈ M ), E(t) = (E(t)

u : u ∈ M ) and C(t) = (C(t)
v : v ∈ P), will be called

the configuration of the system at time t. For each u ∈ M , we denote by P (t)
u

def=
{v : dist(v, u) ≤ ru,C(t)

v > 0} the set of nodes within distance ru from u that have not
reached their storage capacities at time t. Furthermore, for each v ∈ P , we denote

by M (t)
v

def= {u : v ∈ P (t)
u ,E(t)

u > 0} the set of chargers that can reach v and have

not depleted their energy at time t. Finally, denote by M (t)
∅

def= {u ∈ M : E(t)
u = 0}

the set of chargers that have depleted their energy by time t. Similarly, denote by

P (t)
∅

def= {v ∈ P : C(t)
u = 0} the set of nodes that have reached their energy storage

capacity by time t.
The value of the objective function can be computed by the following algorithm.

The main idea is that given the configuration of the system at any time t, we can
find which will be the next charger (or node respectively) that will deplete his energy
(respectively will reach its energy storage capacity) and when. The algorithm stops
when no node can be charged anymore,which happens eitherwhen they have reached
their total capacity (i.e.,C(t)

v = 0), or all chargers that can reach it have depleted their
energy (i.e.,

∑
u∈M (t)

v
E(t)
u = 0).
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Algorithm 1: ObjectiveValue
Input : Initial configuration (0) = (r, E(0), C(0))

1 Set t = 0

2 while
[⋃

v∈P
{(

C(t)
v > 0

)
AND

(∑
u∈M (t)

v
E(t)
u > 0

)}]
do

3 Let tM = min
u∈M \M (t)

∅
{t′ : t′∑

v∈P (t)
u
Pv,u(t) = E(t)

u }
4 Let tP = min

v∈M \P (t)
∅

{t′ : t′∑
u∈M (t)

v
Pv,u(t) = C(t)

v }
5 Let t0 = min{tM , tP }
6 For all u ∈ M \M (t)

∅ , set E(t+t0)
u = E(t)

u − t0
∑

v∈P (t)
u
Pv,u(t)

7 For all v ∈ P\P(t)
∅ , set C(t+t0)

v = C(t)
v − t0

∑
u∈M (t)

v
Pv,u(t)

8 Set t = t + t0 and update M (t)
∅ and P

(t)
∅

Output:
∑

u∈M (E(0)
u − E(t)

u )

Notice that, in every iteration, algorithm ObjectiveValue sets to 0 the energy
level or the capacity of at least one charger or node. Therefore, we have the following:

Lemma 4 Algorithm ObjectiveValue terminates in at most n + m while-
iterations.

5.2 Computing the Maximum Radiation

One of the challenges that arises in our model is the computation of the maximum
radiation inside the area of interest A , as well as the point (or points) where this
maximum is achieved. Unfortunately, it is not obvious where the maximum radiation
is attained inside our area of interest and it seems that some kind of discretization
is necessary. In fact, in our experiments, we use the following generic MCMC pro-
cedure: for sufficiently large K ∈ N

+, choose K points uniformly at random inside
A and return the maximum radiation among those points. We note also that the
computation of the electromagnetic radiation at any point takes O(m) time, since it
depends only on the distance of that point from each charger in M .

One of the main drawbacks of the above method for computing the maximum
radiation is that the approximation it achieves depends on the value of K (which is
equivalent to how refined our discretization is). On the other hand, it does not take
into account the special form of the electromagnetic radiation in Eq. (22). In fact, our
iterative algorithm IterativeLREC in Sect. 5.3 does not depend on the specific
form of Eq. (22), and this could be desirable in some cases (especially since the
effect that multiple radiation sources have on the electromagnetic radiation is not
completely understood).
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Algorithm 2: IterativeLREC
Input : Charger and node locations

1 counter = 1
2 repeat
3 Select u.a.r. a charger u ∈ M
4 Find (an approximation to) the optimal radius for u given that the radii of all other

chargers are fixed
5 counter = counter + 1
6 until counter = K ′

Output: r = (ru : u ∈ M )

5.3 A Local Improvement Heuristic for LREC

We now present a heuristic for approximating the optimal solution to LREC. To this
end, we first note that for any charger u ∈ M , we can approximately determine the
radius ru of u that achieves the best objective function value, given the radii r−u =
(ru′ : u′ ∈ M \u) as follows: Let rmax

u be the maximum distance of any point in A
fromu and let l ∈ N

+ be a sufficiently large integer. For i = 0, 1, . . . , l, set ru = i
l r

max
u

and compute the objective function value (using algorithm ObjectiveValue) as
well as the maximum radiation (using the method described in Sect. 5.2). Assign
to u, the radius that achieves the highest objective function value that satisfies the
radiation constraints of LREC. Given that the discretization of A used to compute
the maximum radiation has K points in it, and using Lemma 4, we can see that the
number of steps needed to approximately determine the radius ru of u using the
above procedure is O ((n + m)l + mK). It is worth noting that we could generalize
the above procedure to any number c of chargers, in which case the running time
would be O ((n + m)lc + mK). In fact, for c = m we would have an exhaustive-
search algorithm for LREC, but the running time would be exponential inm, making
this solution impractical even for a small number of chargers.

The main idea of our heuristic IterativeLREC is the following: in every step,
choose a charger u uniformly at random and find (an approximation to) the optimal
radius for u given that the radii of all other chargers are fixed. To avoid infinite loops,
we stop the algorithm after a predefined number of iterations K ′ ∈ N

+.
By the above discussion, IterativeLREC terminates in O

(
K ′(nl + ml + mK)

)

steps.

5.4 A Relaxation of LREC

The intractability of the LREC problem is mainly due to the following reasons: (a)
First, there is no obvious closed formula for the maximum radiation inside the area
of interestA as a function of the positions and the radii of the chargers. (b) Second,
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as is suggested by Lemma 3, there is no obvious potential function that can be used
to identify directions inside R

m that can increase the value of our objective function.
In this section, we consider the following relaxation to the LREC problem, which

circumvents the problem of finding the maximum radiation caused by multiple
sources:

Definition 7 (LowRadiationDisjoint Charging (LRDC)) LetM be a set ofwireless
power chargers and P be a set of rechargeable nodes which are deployed inside an
area of interest A . Suppose that each charger u ∈ M initially has available energy
E(0)
u , and each node v ∈ P has initial energy storage capacity C(0)

v . Assign to each
charger u ∈ M a radius ru, so that the total usable energy given to the nodes of
the network is maximized and the electromagnetic radiation at any point of A is
at most ρ. We assume that all chargers start operating simultaneously at time 0 and
that charging follows the model described in Sect. 4.1. Additionally, we impose the
constraint that no node should be charged by more than one charger.

The following Theorem concerns the hardness of LRDC.

Theorem 3 LRDC is NP-hard.

Proof The hardness follows by reduction from the Independent Set in Disc Contact
Graphs [15]. Let G be a disc contact graph, i.e., a graph where vertices correspond
to discs any two of which have at most one point in common. In particular, the set
of vertices of G corresponds to a set of m discs D(u1, r1),D(u2, r2), . . . ,D(um, rm),
where D(uj, rj) is a disc centered at uj with radius rj. Two vertices of G are joined
by an edge if and only if their corresponding discs have a point in common.

We now construct an instance of the LRDC as follows: We place a node on each
disc contact point and, for j = 1, 2, . . . ,m, let kj be the maximum number of nodes
in the circumference of the disc D(uj, rj). We then add nodes on the circumference
of every other disc in such a way that every disc has exactly the same number of
nodes (say) K uniformly around its circumference (notice that this is possible since
every disc shares at most m points of its circumference with other discs). We now
place a charger on the center of each disc and set the radius bound for the charger
corresponding to uj equal to rj, for every j = 1, 2, . . . ,m. Finally, we set the initial
energy storage capacity of each node equal to 1, the available energy of each charger

equal to K and the electromagnetic radiation bound ρ = maxj∈[m]
αr2j
β2 .

It is now evident that an optimal solution to LRDC on the above instance yields a
maximum independent set in G; just pick disc D(uj, rj) if the j-th charger has radius
equal to rj and discard it otherwise. ��

We now present an integer program formulation for LRDC (to which we refer as
IP-LRDC). To this end, we first note that for any charger u ∈ M , the distance of
nodes/points in P from u defines a (complete) ordering σu in P . In particular, for
any two nodes v, v′ ∈ P and a charger u ∈ M , we will write v ≤σu v

′ if and only
if dist(v, u) ≤ dist(v, u). For any charger u, define i(u)rad to be the furthest node from
u that can be charged by u without u violating the radiation threshold ρ on its own.
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Similarly, define i(u)nrg to be the furthest node from u with the property that if u has
radius at least dist(i(u)nrg, u), then the energy of u will be fully spent. Assuming we

break in σ arbitrarily, nodes i(u)rad and i
(u)
nrg are uniquely defined for any charger u. Our

integer program solution is presented below.

max
∑

u∈M

⎛

⎝E(0)
u xi(u)nrg,u

+
∑

v≤σu i
(u)
nrg

(xv,u − xi(u)nrg,u
)C(0)

v

⎞

⎠ (29)

subject to:
∑

u∈M
xv,u ≤ 1, ∀v ∈ P (30)

xv,u − xv′,u ≥ 0, ∀v, v′ ∈ P,∀u ∈ M :
v ≤σu v

′ (31)

xv,u = 0, ∀v ∈ P,∀u ∈ M :
v >σu i

(u)
rad or v >σu i

(u)
nrg (32)

xv,u ∈ {0, 1}, ∀v ∈ P,∀u ∈ M . (33)

In IP-LRDC, variable xv,u indicates whether or not the (unique) charger that can
reach v is u. The existence of at most one charger per node in a feasible assignment
of LRDC is guaranteed by constraint (30). Constraint (31) guarantees that when a
node v′ can be reached by u, then all nodes closer to u can also be reached by u.
Finally, constraint (32) guarantees that the radiation threshold is not violated and
also suggests that there is no reason why a charger should be able to reach nodes that
are further than i(u)nrg.

To understand the objective function that we want to maximize in IP-LRDC,
notice that, for any charger u ∈ M , if ru ≥ dist(i(u)nrg, u) (which is equivalent to having
xi(u)nrg,u

= 1), then the useful energy transferred from u to the nodes of the network will

be exactly E(0)
u . Indeed, this is captured by our objective function, since E(0)

u xi(u)nrg,u
+

∑
v≤σu i

(u)
nrg

(xv,u − xi(u)nrg,u
)C(0)

v = E(0)
u , when xi(u)nrg,u

= 1, since, by constraint (31),we have

that xv,u = xi(u)nrg,u
, for any v ≤σu i

(u)
nrg. On the other hand, when xi(u)nrg,u

= 0, charger uwill
not be able to spend all of its energy, since the nodes it can reach cannot store all of
it. This is also captured by our objective function, since E(0)

u xi(u)nrg,u
+∑v≤σu i

(u)
nrg

(xv,u −
xi(u)nrg,u

)C(0)
v =∑v≤σu i

(u)
nrg
xv,uC(0)

v , when xi(u)nrg,u
= 0, which is equal to the total energy

that the nodes reachable from u could harvest in total.
In our experimental evaluation, we solve IP-LRDC by first making a linear relax-

ation and then rounding the solution so that the constraints (30), (31) and (32). It is
easy to see that the objective function value that we get is a lower bound on the opti-
mal solution of the LREC problem. We use this bound to evaluate the performance
of our iterative algorithm IterativeLREC (see Sect. 5.3).
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Fig. 9 Network snapshot using five chargers

5.5 Performance Evaluation

Weconducted simulations in order to evaluate ourmethods usingMatlabR2014b.We
compared IterativeLREC, IP-LRDC (after the linear relaxation) and a charger
configuration scheme in which each charger u sets its radius equal to dist(u, i(u)rad ). We
call this new configuration “ChargingOriented” because it assigns the maxi-
mum radius to each charger, without individually violating the radiation threshold. In
other words, this configuration provides the best possible rate of transferring energy
in the network and serves as an upper bound on the charging efficiency of the per-
formance of IterativeLREC, but is expected to achieve a poor performance on
keeping the radiation low, due to frequent, large overlaps. A snapshot of a uniform
network deployment with |P| = 100, |M | = 5 andK = 100, is shown in Fig. 9.We
observe that the radii of the chargers in the ChargingOriented case are larger
than the other two cases. In the case of IP-LRDC, the radiation constraints lead to a
configuration where two chargers are not operational. IterativeLREC provides a
configuration in between the ChargingOriented and IP-LRDC, in which some
overlaps of smaller size are present.

We deploy uniformly at random |P| = 100 network nodes of identical capacity,
|M | = 10 wireless chargers of identical energy supplies and K = 1000 points of
radiation computation. We set α = 0, β = 1, γ = 0.1 and ρ = 0.2. For statistical
smoothness, we apply the deployment of nodes in the network and repeat each
experiment 100 times. The statistical analysis of the findings (the median, lower,
and upper quartiles, outliers of the samples) demonstrate very high concentration
around the mean, so in the following figures we only depict average values. We focus
our simulations on three basic metrics: charging efficiency, maximum radiation and
energy balance.

Charging efficiency. The objective value that is achieved as well as the time
that is spent for the charging procedure is of great importance to us. The objec-
tive values achieved were 80.91 by the ChargingOriented, 67.86 by the
IterativeLREC and49.18by theIP-LRDC. TheChargingOrientedmethod
is the most efficient and quick, as expected but it results in high maximum radiation.
As we observe in Fig. 10a, it distributed the energy in the network in a very short



Radiation Control Algorithms in Wireless Networks 753

0 500 1000 1500 2000 2500 3000 3500 4000
0

1

2

3

4

5

6

7

8

9

10

Time

En
er

gy

IP−LRDC
IterativeLREC
Charging oriented

Charging oriented IterativeLREC IP−LRDC
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

R
ad

ia
tio

n

Fig. 10 Efficiency and radiation

time. The efficiency of ChargingOriented both in terms of objective value and
in terms of time is explained by the frequent charger radii overlaps that are created
during the configuration of the chargers (e.g., Fig. 9). IP-LRDC achieves the low-
est efficiency of all due to the small charging radii and consequently small network
coverage by the chargers. Our heuristic IterativeLREC achieves high enough
efficiency w.r.t. the radiation constraints. Its performance lies between the perfor-
mance of ChargingOriented and IP-LRDC, both in terms of objective value
and in terms of time.

Maximum radiation. The maximum amount of radiation incurred is very impor-
tant regarding the safety impact of the corresponding chargingmethod.High amounts
of radiation, concentrated in network regions may render a method nonpractical for
realistic applications. This is the case for the ChargingOriented, which in spite
of being very (charging) efficient, it significantly violates the radiation threshold
(Fig. 10b). IterativeLREC is performing very well, since it does not violate the
threshold but in the same time provides the network with high amount of energy.

Energy balance. The energy balance property is crucial for the lifetime of Wire-
less Distributed Systems, since early disconnections are avoided and nodes tend to
save energy and keep the network functional for as long as possible. For this rea-
son, apart from achieving high charging efficiency, an alternative goal of a charging
method is the balanced energy distribution among the network nodes. Figure11 is a
graphical depiction of the energy provided in the network throughout the experiment.
The nodes are sorted by their final energy level and by observing the figure, we are
able to make conclusions about the objective value and the energy balance of each
method. Our IterativeLREC achieves efficient energy balance that approximates
the performance of the powerful ChargingOriented.
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Fig. 11 Energy balance

6 Conclusions

In this chapter, we presented two quite distinct approaches for radiation control in
wireless distributed systems. In particular, we first studied the minimum radiation
path problem of finding the lowest radiation trajectory of a person moving from a
source to a destination point within the area of a network of wireless devices. Second,
we studied the problem of efficiently charging a set of rechargeable nodes using a set
of wireless energy chargers, under safety constraints on the electromagnetic radiation
incurred. For both these problems, we provided hardness indications and theoretical
results providing helpful insights. Furthermore, we presented and analyzed efficient
algorithms and heuristics for approximating optimal solutions, namely minimum
radiation trajectories and charging schemes respectively. Finally, we provided and
discussed our experimental findings that verify our analysis and theoretical results.
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Subspace-Based Encryption

Atef Mermoul and Adel Belouchrani

Abstract The use of signal processing in the field of cryptography is an attractive
approach in the recent years. As an example, the concept of Blind Source Separation
(BSS) has been used for speech encryption. However, some weaknesses of this pro-
posal from a cryptographic point of view have been observed. This chapter proposes
to bypass the weaknesses, from a security point of view, of such encryption schemes
based on blind source separation techniques by using vectorial subspace concepts.
This leads to the proposal of new subspace-based encryption systems. The new
subspace-based encryption method together with its iterative version are designed
and analyzed in terms of security robustness and quality of recovered signals. Secu-
rity analysis is conducted using cryptanalysis attacks, whereas quality assessment
is achieved using both objective and subjective tools. The proposed subspace-based
encryption system is applied for speech and images. Experimental results show an
enhancement in the performances beside some interesting and specific features, from
a cryptographic point of view, brought by the proposed encryption system.

1 Introduction

The rapid growth of digital communications and electronic data exchange make
information security a crucial issue in industry, business, and administration.Modern
cryptography provides essential techniques for securing information and protecting
data [1]. Among cryptographic techniques, Blind Source Separation (BSS)-based
methods have received some attention in speech and image encryption fields [2–9].
The latter exploits the concept of blind source separation, which consists of recover-
ing mutually independent source signals from their mixtures without any knowledge
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of the mixing coefficients [10, 11]. Several encryption techniques based on such BSS
concept have been introduced [2–4]. In image encryption, the transmitted images are
hidden in a noise image by specific mixing before encryption and then recovered
through BSS after decryption [2]. In speech encryption, a time domain scrambling
scheme is used to mask the speech signal with a random noise by specific mixing [4].
Another speech encryption technique takes advantage of the underdetermined BSS
problem [5].

When looking in details to such techniques, it appears that BSS techniques are
more suitable for cryptanalysis purposes rather than for cryptographic ones. This is
due essentially to the fact that BSS techniques are, by their definition, tools developed
to recover unknown signals from their observed mixtures without the knowledge of
the mixing coefficients. This is, by analogy, the same formulation of the cryptanal-
ysis problem, i.e., recovering a plain-text (or a set of plain-texts) from cipher-texts
(mixtures of plain-texts and cryptographic keys) without knowing the cryptographic
keys (mixing coefficients). In [9], the security weaknesses and defects of BSS-based
encryption schemes are established from a cryptographic point of view. These obser-
vations on safely using BSS-based techniques in cryptographic field gave a stimulus
to develop new techniques, which would bypass their actual security drawbacks.

To overcome the limitations of the BSS-based encryption schemes revealed in [9],
we have introduced in [10–12] new speech encryption techniques based on the sub-
space concept. Details on the latter together with the image encryption application
are the core added value of this book chapter. An assessment methodology is applied
for the new subspace-based encryption technique to appreciate its quality and secu-
rity levels. Several tests and evaluations are conducted to assess the cryptographic
robustness of this class of techniques. Hence, this chapter focuses on studying and
analyzing the use of the subspace concept by investigating first the opportunity of
using blind source separation techniques in the encryption domain. We will be dis-
cussing the various constraints related to the performance of these techniques. The
main tasks are to survey the current status, identify the limitations of these techniques,
and propose alternative approaches. The analysis would approach the various aspects
of the security of blind source techniques used in the encryption domain and their
performance. We are looking forward to provide a new research direction towards
subspace-based techniques to bypass the limitations and drawbacks inherent to the
BSS techniques used in encryption field. Specifically, we would be focusing on the
security aspects of such techniques.

This chapter is organized as follows: Sect. 2 introduces a brief background on
cryptographical and cryptanalysis techniques besides a general reminder on the key
concepts of linear algebra used throughout the chapter. A state of the art of the use of
blind source separation techniques in encryption field with their cryptanalysis results
are presented in Sect. 3. Starting from the cryptographic weaknesses of blind source
separation approach, Sect. 4 introduces the subspace-based encryption techniques.
The proposed encryption system based on subspace concept is studied in detail. An
iterative version of the subspace scheme is presented in Sect. 5. In Sect. 6, several
tests using cryptanalysis attacks are conducted on the subspace-based encryption
systems to evaluate their robustness from a security point of view. Section7 presents
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the results of the experiments conducted on the subspace-based encryption method
and its iterative version with application to speech and image encryptions. The per-
formance is evaluated in term of quality and security. Section8 concludes the chapter.

2 Preliminaries

2.1 Cryptography

Hiding some information or making it incomprehensive to others is a very old human
need. Several means were used to meet this need but the process of putting the
bases of a whole science, nowadays called as cryptology, started only in the seventh
century. If cryptology experienced all this development several centuries before, it
is because it met partly quite precise needs of the society/state of that time and
even anticipated the future needs in precise fields [13, 14]. Cryptography has been
a restricted area controlled only by military and diplomatic entities throughout the
world. That is why it had and still has, somewhat, a specific reputation. However,
during the past decades, the fast development of information and communications
technologies causes a widespread use of cryptology tools. It has been implemented
in various equipment and devices, by software and hardware means.

Usually, in the cryptography literature, the term plain-text is used to refer to the
message to be transmitted over communications medium, whatever its nature is. It
could be a text, audio, video, or data. After encryption, it becomes a cipher-text. A
general descriptive equation of an encryption operation is given as

x = E(ke, p), (1)

where x is the cipher-text, p is the plain-text, ke is the key (encryption parameter),
and E is the encryption algorithm. On the receiving side, to recover the plain-text,
the cipher-text c is decrypted using a decryption algorithm D as follows:

p = D(kd , x), (2)

where kd is the decryption key. ke and kd could be either different or the same. It
depends on the type of the cryptography system.

2.1.1 Classical Cryptography

The objective of classical cryptography is to guarantee the confidentiality of the plain-
text to be encrypted and sent to a receiver. The principles of perfect secrecy as shown
by C. Shannon, in 1949, in his mathematical treatment entitled “Communication
Theory of Secrecy Systems”, require that the encryption key length must be at least
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the same as the plain-text length [15]. The encryption key has also to be randomly
generated and used once. This ensures a perfect secrecy or what it is called “one-time
pad” or Vernam cipher. In classical cryptography, the encryption scheme has always
been a symmetric one in the sense that both sender and receiver have to share the same
encryption keys before starting exchanging encrypted messages. This requirement
procures a high degree of confidentiality in the case, where the encryption keys have
been “correctly” generated and distributed to both sender and receiver. However,
from an operational point of view, the management of such a scheme becomes very
hard in the presence of an important number of users, senders, and receivers, who
have to exchange encrypted messages.

2.1.2 Modern Cryptography

Modern cryptography is based on complexity theorymainly the “computational com-
plexity”. It assumes true randomness together with one-way functions. The inversion
of the aforementioned functions is computationally intractable. The true randomness
can bewell approximated by pseudorandomness, i.e., the one provided by computers.
Modern cryptography schemes can possibly be asymmetric, i.e., using different keys
for encryption and decryption. One of the first asymmetric schemes was reported
in [16] and its first implementation appeared in [17].

2.2 Cryptanalysis

Cryptanalysis is the second half of cryptology; science which includes cryptography.
The desire of knowing the secrets of other persons or groups,which use cryptographic
tools to secure their communications gives arise to cryptanalysis. For a long time,
the confrontation between cryptography and cryptanalysis was occurring on a pure
mathematical ground. Mathematical solutions for securing correspondences were
defeated by other mathematical tools [18]. In the earlier cryptographic techniques
such as alphabetical substitutions or permutations, cryptanalysis was based on fre-
quency analysis of the used languages. Except brute force attack which remains
the last approach to use because of its time and computing resource consumption,
some recent techniques have proven to be very efficient against several cryptographic
algorithms. As the cryptographic algorithms become more complex, the cryptanal-
ysis becomes more difficult. To reduce this difficulty, new approaches have taken
place [18]. Successful attacks may, for example, recover the plain-text (or parts of
the plain-text) from the cipher-text, substitute parts of the original message, or forge
the digital signatures [1]. Nowadays, providing evidence that the robustness of a
cryptographic algorithm is not as it was claimed is a successful attack even though
it does not recover, fully or partially, any of the plain-text or the encryption key.
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2.2.1 A Brief Historical View

It would be interesting to have a brief view on the history of cryptanalysis. Dur-
ing the campaign of translation of books and manuscripts written in several dif-
ficult and old languages, and sometimes in dead languages, there was a pressing
need to master all known cryptographic tools and techniques. Some of these books
and manuscripts, especially in certain areas like chemistry and magic, contained
encrypted paragraphs. This need gave rise to a new science: cryptanalysis [13]. A
research group (using modern terminology) under the supervision of Yakoob Ibn
Ishak Al-Kindi, known as Alkindus, worked at Bait Al-Hikmah in Baghdad, on
decrypting the encrypted paragraphs in order to complete the translation process
of all the submitted manuscripts [13]. They were the first to discover and write
down the methods of cryptanalysis [19]. Among the 290 manuscripts he wrote in
various fields, appears the oldest one which discovered and wrote down the meth-
ods of cryptanalysis: Rissalatoon fi istikhradji al mooamma (a writing in extracting
the encrypted) [13]. Al-Kindi founded the principles of cryptanalysis. He proposed
four methods of decryption: quantitative techniques, qualitative techniques, proba-
ble word, and letters combination. In his manuscript Kitaboo al-moo amma (book of
the encrypted), an important handbook of cryptology even centuries later, Al-Kindi
proposed a classification diagram of encryption methods and their related cryptanal-
ysis techniques [13]. On another hand, other conditions supported the emancipation
of this new science. Disciplines that were developed at that time, like grammar and
mathematics, had considerable contribution. Cryptanalysis had an enormous require-
ment for tools of analyzing languages in which the encrypted texts were written. This
helped the mastering of the qualitative approach in cryptanalysis. As for the quanti-
tative approach, like calculating letter frequencies of several languages, mathematics
was very well developed. Centuries later, the SecondWorldWar balanced because of
a cryptanalysis team’s hard work at Bletchley Park in the UK. They broke Enigma,
the famous German encryption machine and got the ability to “read” the confidential
messages exchanged within German army. They got the possibility to know, e.g., the
plans and the positions.

2.3 Cryptanalysis Attacks

Below, a general classification of cryptanalysis attacks is provided [1].

2.3.1 Cipher-Text-Only Attack

This is themost general attackwhere the attacker has access only to cipher-text. Since
cipher-texts are sent and received via communications mediums (e.g., networks,
radio, satellites), one has to suppose the availability, by default, of all cipher-texts
to potential attackers. So, this attack should be considered for every cryptographic
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algorithm assessment and is considered as the basic level for security robustness
evaluation.

2.3.2 Known-Plain-Text Attack

In this type of attack, it is assumed that the attacker can get pairs of plain-text–
cipher-text. The attack consists of trying to decrypt the cipher-text using information
extracted and gathered from pairs of plain-text–cipher-text. Using the information
extracted from these pairs, the attacker attempts to decrypt a cipher-text for which
he does not have the plain-text. The use of standard formats of messages could be
useful to the attacker in conducting known-plain-text attack [1].

2.3.3 Chosen-Plain-Text Attack

In this type of attack, it is assumed that the attacker can encrypt plain-texts of his
choice and get their corresponding cipher-texts. Naturally, to realize such an attack,
the attacker has to get access, at least, once to the encryption device [1]. Then, the
cryptanalysis work consists of trying to decrypt cipher-texts for which he does not
have the corresponding plain-text.

2.3.4 Adaptively Chosen-Plain-Text Attack

This type of attack is similar to the chosen-plain-text attack except that here, the
attacker can get more pairs of plain-text–cipher-text by doing some analysis and can
have access as long as he wants to the encryption device [1].

2.3.5 Chosen-and Adaptively Chosen-Cipher-Text Attack

In this type of attack, the attacker has the ability to choose cipher-texts and then
decrypt them to get the corresponding plain-texts. He needs to have access to the
decryption device [1]. Despite the type of the cryptanalysis attack, a basic principle
of cryptanalysis is to assume that the algorithm is not secret, i.e., it is well known by
the attacker.

2.3.6 Non-classical Cryptanalysis Approaches

The robustness of a cryptographic application depends not only on its pure mathe-
matical model, but also on its implementation on soft and/or hardware devices. Some
parameters which are not involved in the mathematical aspect of cryptographic solu-
tions and, hence, tend to be ignored in the security evaluation such as execution time
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and power consumption can be very important and reveal secret information. This
can cause the break of a, theoretically secure, cryptographic algorithm [18]. “Side-
channel attacks” are attacks that exploit this side-channel information to retrieve the
secret information treated by cryptographic devices. Several types of side-channel
attacks are published in the literature. They include timing attacks [20], power anal-
ysis attacks [21], electromagnetic attacks [22], fault induction attacks, and template
attacks [23, 24]. Actually, Side-Channel Attacks exploit information that leaks from
a cryptographic device [21].

2.4 A Brief Reminder on Some Basics on Linear Algebra

This is not a linear algebra section, however, it turns out that many important mathe-
matical properties of cryptography and cryptanalysis are based on algebraic concepts
[25]. That is why a brief reminder is necessary for eliminating any reader confusion
on the cryptographic construction explained in this chapter.

2.4.1 Subspace

The space H spanned by a collection of vectors {xk}

H := {α1x1 + · · · + αnxn|αi ∈ C,∀i} (3)

is called a linear subspace.

2.4.2 Basis

An independent collection of vectors that together span a subspace is called a
basis for that subspace. If the vectors are orthogonal (xi Hx j = 0, i = j), it is an
orthogonal basis.

2.4.3 Projection

A square matrix P is a projection if PP = P. It is an orthogonal projection if also
PH = P.

• The norm of an orthogonal projection is ‖P‖ = 1.
• For an isometry Û, the matrix P = ÛÛH is an orthogonal projection (onto the
space spanned by the columns of Û).
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2.4.4 Notations

T , H , � denote transpose, conjugate-transpose, Moore–Penrose pseudoinverse,
respectively. Matrices and vectors denoted with boldface type, using capital letters
for matrices and lower case letters for vectors. Given a matrix A ∈ CN×r , the range
subspace of CN spanned by the r ≤ N columns of A is denoted by 〈A〉.

3 Blind Source Separation in Cryptography

In this section,wepresent anoverviewof the use of blind source separation techniques
in the cryptography field.

3.1 Blind Source Separation (BSS)

Blind Source Separation (BSS) aims to recover a set of unknown mutually inde-
pendent source signals from their observed mixtures without any knowledge of the
mixing coefficients [10, 11]. Suppose that there exists M independent source signals
and N observed mixtures of the source signals (usually M ≤ N ). The linear mixing
model is as follows:

x(t) = Hs(t), (4)

where s(t) = [s1(t), . . . , sM(t)]T , which is an M × 1 column vector collecting the
source signals, vector x(t) similarly collects the N observed (mixed) signals, and H
is an N × M mixing matrix that contains the mixing coefficients. The purpose of
BSS is to find an M × N unmixing matrixW such that the M × 1 output vector u(t)
verifies

u(t) = Wx(t) = WHs(t) = PDs(t), (5)

where P andD denote a permutation matrix and diagonal matrix, respectively. When
M ≤ N , the blind source separation andmore specifically source recovery is possible.
However, when M > N , BSS becomes generally impossible except under specific
conditions [26–28]. This is referred to as the underdetermined BSS problem.

3.2 BSS-Based Encryption

Blind Source Separation (BSS)-based techniques have been used in speech and image
encryption fields [2–4, 29]. In Refs. [2] and [3], the BSS mixture model is exploited
in image encryption. Before encryption, the original images are hidden in a noise
image through specific mixture coefficients. The original images are then recovered
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by BSS after decryption. Reference [4] introduces a speech encryption algorithm that
integrates a time domain scrambling scheme in order to mask the speech signal with
a random noise using specific mixture coefficients. In Ref. [5], a speech encryption
algorithm is proposed based on the underdetermined BSS problem. The encryption
procedure of this algorithm goes as follows:

x(t) = App(t) + Akk(t) (6)

wherep(t) = [p1(t), . . . , pM(t)]T andk(t) = [k1(t), . . . , kM(t)]T representM input
plain-signals and M key signals, respectively. Ap and Ak are M × M matrices, both
of which elements are within [−1, 1]. The decryption procedure, as long as As is
invertible, is given by

p(t) = A−1
p (x(t) − Akk(t)). (7)

In the BSS-based encryption scheme [5], the key signals k1(t), . . . , kM(t) are
as long as the plain-signals and have to be generated by a Pseudorandom Number
Generator (PRNG) with a secret seed, which serves as the secret key. The mixing
matrices As and Ak , being secret parameters, may be known by the receiver as
secret keys and hence their estimation by a BSS approach at the receiver should
not be necessary. Hence, the BSS approach is, in this case, worth to be used in a
cryptanalysis process rather than in an encryption one. However, some weaknesses
from a cryptographic point of view exist and the security against some attacks is
not sufficiently strong [9]. The encryption procedure described in Eq. (6) could be
presented under the form of two steps as follows:

• Step 1: x(1)(t) = Ap p(t);
• Step 2: x(t) = x(1)(t) + Akk(t).

As it is presented above, one can see that this procedure is equivalent to a sim-
ple matrix-based block cipher in the first step and a simple addition-based stream
cipher. The security of thisBSS-based encryption scheme is analyzed in the following
section.

3.3 Cryptanalysis of BSS-Based Encryption

Herein, the security weaknesses and defects of BSS-based encryption scheme are
discussed more precisely in term of its weaknesses against known/chosen-plain-text
attack and chosen-cipher-text attack [9].

3.3.1 The Mixing Matrix A

As long as the principles of BSS techniques are respected, the mixing matrix A
seems to be not required at the decryption side to separate the encrypted signals [9].
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However, if it is so, i.e., A is not a secret parameter and considering that x∗(t) =
A−1

p x(t) is the equivalent obtained encrypted signal to the encryption procedure
described by Eq. (6), the encryption procedure could hence be given by

x∗(t) = p(t) + A−1
p Ak(t) (8)

As it is shown in the the encryption procedure given by Eq. (8), there is no
underdetermined BSS problem [9].

On another hand, if the mixing matrix A is not a secret parameter, the BSS-based
encryption scheme would be in front of the problem of closely related input signals
as it is the case in an image and its watermarked version. This difficulty is due to an
essential hypothesis in BSS systems: the input signals are mutually independent of
each other. Thus, it is clear that the mixing matrixAmust be part of secret parameter
used in BSS encryption scheme [9].

3.3.2 How Key Space is Large?

A mixing matrix A of dimension P × Q, the secret key parameter of BSS-based
encryption scheme, has its entries in the interval [−1, 1] [2–8]. So, the number
of all possible mixing matrix A is R(P+Q), where R is determined by the finite
precision under which the cryptosystem is realized. P and Q are the number of input
plain-signals and the number of key signals, respectively. Note that the BSS-based
encryption scheme is mainly based on the principle of creating an underdetermined
case by constructing a vector which contains both the plain-signals and the key
signals. This gives rise to a (P + Q) cipher-signals and leads to a R(P+Q) possible
mixing matrices. For example, if the cryptosystem is implemented with n-bits fixed-
point arithmetic, R = 2n; if it is implemented with I EEE floating-point arithmetic,
R = 231 (single-precision) or R = 263 (double-precision) [9, 30]. Furthermore, the
key signals k(t) are generated using a Pseudorandom Number Generator (PRNG)
with a key seed I0, which has a length of J bits. This means that the size of the
key space of key signals k(t) is 2J . Thus, the size of the whole key space of the
BSS-based encryption scheme is RP(P+Q)2J . In the case where A = [B, βB], the
size of the key space is RP2

2J [9].

3.3.3 Divide-and-Conquer (DAC) Attack

The encryption procedure described in Eq. (6) could be rewritten as

p(t) = Â xk(t) (9)

where xk(t) = [x1(t), . . . , xP(t), k1(t), . . . , kQ(t)]T and
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Â = A−1
p [I,−Ak] = [A−1

p ,−A−1
p Ak] (10)

As it can be seen from the above equation, the knowledge of k(t) and the i th row
of Â allows recovering pi (t). This means that a Divide-and-Conquer attack (DAC)
could separately break P rows of Â. Hence, the number of possible mixing matrices
becomes PR(P+Q) rather than RP(P+Q). Consequently, the size of the whole key
space will be PR(P+Q)2J rather than RP(P+Q)2J [9].

3.3.4 Sensitivity to the Mixing Matrix A

Agood cryptosystem should have a high sensitivity to keymismatch. Thismeans that
if two slightly different encryption keys are used to encrypt the same plain-text, the
obtained cipher-texts should be very different [9, 31]. In the BSS encryption scheme,
considering two mixing matrices A1 = [a1;i, j ] and A2 = [a2;i, j ] of size M × N , if
ε is the maximal difference of all elements, then Δxi , the i th element of Δx is given
by

Δx = A1p(t) − A2p(t). (11)

One can see that Δx verifies the following inequality:

|Δxi | = |
N∑

j=1

(a1;i, j − a2;i, j )p j |

≤
N∑

j=1

|a1;i, j − a2;i, j |.|p j |

≤ Nε max(|p(t)|) (12)

where |p(t)| is the vector which contains absolute values of all elements of p(t), i.e.,
|p(t)| = [ |p1(t)| . . . |pN (t)| ]T . The mixing matrix can be approximately guessed
under a relatively large finite precision ε [9]. This low sensitivity of BSS-based
encryption scheme to the mixing matrix is verified by the results obtained from
encrypting a plain-text p(t) using a mixing matrix A and decrypting the resulting
cipher-text x(t) using a mismatched mixing matrix (A, εR), where ε ∈ [0, 1] and
R is a P × (P + Q). After decryption, one gets p̂(t) which is an estimated version
of p(t). The exhaustively search for an approximate version of the mixing matrix
A under the finite precision ε = 0.01 allows to get a good estimation of the plain-
texts [9].

Figure 1 shows a recovered plain-speech resulting from an exhaustively search
of the mixing matrix A with a relatively large value of ε = 0.1. Besides the fact that
experimental results confirm that a plain-text can be approximately recovered by a
mismatched key, humans have a good capability of distinguishing images and speech
even in presence of errors [9].
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Fig. 1 A recovered speech from an exhaustively search of the mixing matrix A when P = 2 and
A = [B, βB]: a the original plain-speech, b the recovered speech

3.3.5 Sensitivity to the Key Signals k(t)

The BSS-based encryption scheme has a low sensitivity to key signals mismatch
because of the same reason of its low sensitivity to mixing matrix mismatch. If the
maximal difference of all elements of two key signals k1(t) and k2(t) is ε, then each
element of |Akk1(t) − Akk2(t)| is not greater than Q max(|Ak |)ε = Qε.

3.3.6 Differential Attack

The differential Δx(t) between two cipher-texts x(1)(t) and x(2)(t) obtained from
encrypting two plain-texts p(1)(t) and p(2)(t) using the same encryption key (A, I0)
is given by

Δx(t) = A−1
p Δp(t) (13)

where Δx(t) = x(1)(t) − x(2)(t) and Δp(t) = p(1)(t) − p(2)(t). Due to the low sen-
sitivity of BSS-based encryption scheme to mixing matrix A as shown in Sect. 3.3,
an exhaustive search could be applied to recover Ap [9]:

Δp(t) = A−1
p Δx(t) (14)

In fact, the effect of key signals k(t) does not exist anymore when a differential
attack is applied. Then, a mixed view of two interested plain-texts is obtained from
the above calculation of the plain-text difference.

Low Sensitivity to Plain-text

In a good cryptosystem, the encryption of two plain-texts with a very slight difference
should be very different [9]. However, in the BSS-based encryption scheme, when
we use two very close plain-texts p1(t) and p2(t) for which the maximal difference
of all elements is ε, then each element of |App1(t) − App2(t)| is not greater than
P max (|Ap|)ε = P × ε. This low sensitivity increases when the two plain-texts are
closely correlated as in the case of a plain-text and its watermarked version [9].
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Known-plain-text Attack
By encrypting plain-texts with the same key, one can get in this type of attack plain-
text differences. From Eq. (13), the mixing matrix can be determined using P plain-
text differences as follows:

Ap = Δx(t)(Δp(t))
−1 (15)

where Δp(t) and Δx(t) are P × P matrices, constructed row by row from the P
plain-texts and the corresponding cipher-texts differences, respectively. Considering
that n distinct plain-texts can generate n(n − 1)/2 plain-text differences [9]. The
number n of required plain-texts to yield at least P plain-text differences is given by
n ≥ √

P after solving the following inequality:

n ≥ �√P − 1/4 + 1/2� ≈ √
P (16)

Chosen-plain-text/cipher-text Attack
With a slight difference, the chosen-plain-text attack and the differential known-
plain-text attack applied on BSS-based encryption scheme give roughly the same
result [9]. In the chosen-cipher-text attack, one can choose a number of cipher-texts
and observe the corresponding plain-texts.

3.4 Comments on Cryptanalysis of BSS-Based Encryption
Scheme

The conducted cryptanalysis robustness study considers the cipher-text-only attack
approach in terms of the resistance level to Divide-and-Conquer (DAC) attack and
to differential attack, as well as the evaluation of sensitivity to the mixing matrix,
to the key signals and to the plain-text. In known-plain-text attack approach, the
number of required plain-texts to yield at least P plain-text differentials has been
evaluated [9]. At this level, the analysis of the security robustness of BSS-based
encryption scheme has shown that, in the actual architecture of this system, some
weaknesses, from a cryptographic point of view, still exist. First, the key signals
k(t) do not play any important security role in the case of a differential attack. This
means that the effect of the second term of the encryption procedure described in
Eq. (6) is canceled. Second, the use of the mixing matrix several times beside the low
sensitivity of encryption/decryption constitute a weakness of BSS-based encryption
scheme. However, from another point of view, in the BSS-based encryption scheme,
the low sensitivity of decryption to cipher-text could be seen as an advantage in the
case of the need to lossy decryption. Lossy decryption means that even when the
receiver gets a cipher-text which is slightly different from the requested one, the
decryption process could be achieved successfully. The lossy decryption is useful in
some real applications, where the cipher-text could be compressed with some lossy
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Fig. 2 Block diagram of the subspace-based encryption

algorithms to save the required storage. But, from a cryptographic point of view, this
feature constitutes a considerable weakness [9].

Taking advantageof the security defects ofBSS-based encryption scheme revealed
by the cryptanalysis attacks, one can design a new encryption scheme based on
subspace concept. The design of such a system mainly consists of the optimization
of the following attributes:

• Cryptographic robustness based essentially on confusion and diffusion principles.
• Quality of restitution of the original signal after decryption.

4 Subspace-Based Encryption

The two main steps in an encryption scheme are the encryption and the decryption
steps [32]. In practice, the output of the encryption step is transmitted through a
communication channel and then received at the receiver’s hand before being pro-
cessed in the decryption step. Herein, the communication channel is assumed ideal
and hence, the output of the encryption step is actually the input of the decryption
step.
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4.1 Encryption

The block diagram of the subspace-based encryption scheme is shown in Fig. 2. The
data are first fed to the segment splitter, which consists of dividing the original signal
into L segments:

p(t) = [p1(t), . . . , pM(t)]T , t = 1, . . . , L (17)

where M is the segment length. The plain signal contains L × M samples, it is split
in L segments of M samples, the M samples form the M × 1 vector p(t). These
segments are used in the encryption process (the subspace-based encryption block)
to obtain the following encrypted signal x(t):

x(t) = A(t)p(t) + βP⊥
A(t)B(t)[k(t) � g(p(t))] (18)

where A(t) and B(t) are (M + 1) × M and (M + 1) × M full rank key matrices,
respectively. The introduction of matrices A(t) and B(t) is motivated by the task of
increasing the key space that would be needed for cryptanalysis. Note that the key
matrices are generated for each vector x(t). This propertymakes any estimation of the
signal subspace impossible from only one snapshot. These matrices can be generated
by a Pseudorandom Number Generator (PRNG) with a secret seed that serves as the
secret key. β is a factor that controls the signal-to-noise ratio. This factor (β) should
be chosen as large as possible in order to provide very low Signal-to-Noise Ration
(SNR), g(.) is a component-wise nonlinear function that verifies

g(0) = 0. (19)

k(t) is a random M × 1 key signal vector generated by any robust key signal gener-
ator and � denotes the Hadamard operator. P⊥

A(t) is the projector on the orthogonal
subspace to the one spanned by the columns of the key matrix A(t). The latter is
refereed herein to as the key subspace. The projector P⊥

A(t) is given by

P⊥
A(t) = I − PA(t) = I − A(t)(A(t)HA(t))−1A(t)H (20)

wherePA(t) is the orthogonal projector on the key subspace, and (.)H and I denote the
Hermitianoperator and the identitymatrix, respectively. For the purposeof robustness
evaluation, we use in the sequel the following component-wise nonlinear function:

g(v) = v√
1 + v2

(21)

that verifies condition (19).
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4.2 Decryption

On the receiver hand, the encrypted data vector is first projected on the corresponding
key subspace; this is done by the following operation:

xp(t) = PA(t)x(t) (22)

where xp(t) is the obtained projected data. Since the projectors PA(t) and P⊥
A(t) are

orthogonal (i.e., PA(t)P⊥
A(t) = 0), the above projection leads to the following result:

xp(t) = A(t)p(t) (23)

and the original plain-text (the decrypted signal) is obtained by using the key matrix
A(t):

p(t) = (A(t))�xp(t) (24)

where (.)� denotes the pseudoinverse operator. Note that in the above recovery pro-
cedure, one does not need to know the key signals k(t) neither the matrix B(t).
The k(t) in Eq. (18) is not the same as that used in the blind source separation-based
encryption scheme. The difference is in the way of its use. In blind source separation-
based encryption scheme, k(t) is included in the transmitted source vector in order
to generate an underdetermined Blind Source Separation source (BSS) problem. In
the subspace-based method, k(t) is used in conjuncture with a nonlinearity of the
data as an additive perturbation term that also generates an underdetermined Blind
Source Separation source (BSS) problem. The dimension of k(t) is M × 1. k(t) is
generated by any pseudorandom or random generator. There is no specific range for
values of k(t). It depends on the chosen key generator. Of course, the randomness
quality of the key signals of any encryption system can affect the encryption results.
In our case, this is also true. However, the randomness quality is guaranteed by the
pseudorandom or random generator used in the encryption system (see [12, 33–35]).
For simplicity, the MATLAB generic instruction “random” has been used. Several
pseudorandom and random generators exist, both in software and hardware forms,
and any generator which fulfills the randomness criteria largely is described in the
literature (e.g., NIST tests of randomness, Maurer test) [36, 37] can be used to gen-
erate k(t). However, the issue of studying and evaluating the randomness of the key
generators, both pseudorandom and random, is over the scope of this chapter.

The factor β in Eq. (18) should be chosen as large as possible in order to provide
very low SNR. For such chosen values that should lead to secure encrypted data,
we can not get small eigenvalues for this subspace. If one set β = 0, this means
that we have no encryption according to the subspace-based scheme. Even if one
can estimate A from the encrypted data x, the estimate Â will be given with some
estimation error say ΔA:

Â = A + ΔA.
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Note that the existing correlation between the two terms of Eq. (18) will increase
the estimation error if one find a way to estimate A or its subspace. Besides this
property, several tests have been conducted tomeasure the sensitivity of the subspace-
based scheme even to very smallmatrixmismatch. Results of these tests are presented
in Sect. 7.

5 Iterative Subspace-Based Encryption

The iteration of an encryption scheme for a number of rounds is usually applied
on cryptosystems to enhance their security characteristics and hence, strengthen
their resistance to cryptanalysis attacks. At this level, the subspace-based encryption
scheme described above constitutes one round. The output of the first round is re-
injected as the input for the second round and so on. The output of the last round
represents the output of the whole encryption scheme, i.e., the iterative subspace-
based encryption scheme. Figure 3 shows the block diagram of the proposed iterative
subspace-based encryption scheme.

Fig. 3 Block diagram of the iterative subspace-based encryption
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5.1 Encryption

The splitted segments of Eq. (17) are used in the iterative encryption process to obtain
the following encrypted signal:

xn(t) = An(t)x(n−1)(t) + βP⊥
An(t)Bn(t)[k(t) � g(x(n−1)(t))], (25)

where xn(t) and x(n−1)(t) denote the nth and (n − 1)th encrypted segments with n ≥
1, respectively, and x(0) = p(t) is the plain-text. An(t) and Bn(t) are (M + 1) × M
full rank key matrices, respectively. Note that the encryption process described in
Eq. (25) is performed on several iterations.

5.2 Decryption

Once the cipher-text is obtained, the decryption procedure could be achieved by
projecting the last encrypted segment xn(t) as described by the following equation:

xp,n(t) = PAn(t)xn(t) (26)

where xp,n(t) is the obtained projected data. Since the projectors PAn(t) and P
⊥
An(t)

are
orthogonal (i.e., PAn(t)P

⊥
An(t)

= 0), the above projection leads to the following result:

xp,n(t) = An(t)x(n−1)(t). (27)

The decrypted signal at iteration n − 1, is then obtained by

x(n−1)(t) = (An(t))
�xp,n(t), (28)

where (.)� denotes the pseudoinverse operator. The above equations are performed
iteratively till restituting the original plain-text.

6 Cryptographic Robustness of the Subspace-Based
Encryption Systems

The subspace-based encryption schemes are evaluated to assess their robustness,
from a cryptographic point of view, and their quality of recovering the original sig-
nal (plain-text). The cryptographic robustness assessment approach is cryptanalysis
oriented in the sense that cryptanalysis attacks are applied on the proposed subspace-
based encryption schemes. Results of these cryptanalysis attacks are used to make a
comparison with the BSS-based encryption scheme.
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6.1 Interpretation of the Subspace-Based Encryption
in Terms of Confusion and Diffusion Requirements

In the design of most published cryptographic systems, two important principles
are present in the designer’s mind: Confusion and Diffusion. Confusion is based on
the idea of obscuring the relationship between plain-text, cipher-text, and keys. This
is done by mixing linearity and nonlinearity [38]. Diffusion is the other important
principle of cryptographic system design and is based on the idea that every bit of the
cipher-text should depend on every bit of the plain-text and every bit of the key. This
ensures that the statistics of the plain-text are dissipated within the cipher-text so that
an attacker cannot predict the plain-text that corresponds to a particular cipher-text,
even after observing a number of “similar” plain-texts and their corresponding cipher-
texts [38].Generally, inmost of the published cryptographic systems, substitution and
permutation are the main two operations applied, both or separately, on plain-texts
in order to ensure confusion and diffusion. While the terminology (substitution and
permutation) usednowadays is roughly the same since centuries and the objective is to
make the cipher-text themost complex and unintelligible, the confusion and diffusion
terms are relatively recent. Of course, the approaches and techniques have seen a huge
development during the long history of cryptology to ensure confusion and diffusion.
As an example, the security of Advanced Encryption Standard (AES) [39], the most
known and recent cryptographic standard, is mainly based on the robustness of S-
boxes, the “Substitution” boxes. Diffusion in the AES SP-network is achieved by a
linear transformation [40]. On another hand, some cryptographic systems use other
approaches and techniques to guarantee a high degree of confusion and diffusion.
The subspace-based encryption system are in this category of cryptographic systems.
There is no permutation or substitution in the known sense of the terms, rather
there is a new approach based on subspace concept to guarantee the same security
objectives targeted by substitution and permutation, i.e., confusion and diffusion. In
the subspace-based encryption system, confusion is achieved by the linearity and
nonlinearity that obscure the relationship between the plain-text, the cipher-text,
and the key. Furthermore, we see from Eq. (29) that each value of the cipher-text
x(t) depends on each value of the plain-text and the key what ensures the diffusion
requirement. Next, the robustness, from a security point of view, of the proposed
subspace-based cryptographic system is analyzed and evaluated.

6.2 Cipher-Text-Only Attack

This is the most known and realistic attack since it does not require more than the
availability of cipher-texts, which can be obtained by a system similar to the system
which is under attack or even by interception of cipher-texts. Generally, commu-
nications are using public infrastructures and protocols (e.g., telephone networks,
internet) and hence, could be intercepted.
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6.2.1 Sensitivity to PA(t)

To evaluate the sensitivity of a cryptosystem to its encryption key, two different keys
are used for the same plain-text. This evaluation is related to the obtained difference
between the two encrypted signals. For a robust cryptosystem, this difference should
be completely different for any pair of keys, even with minimal value difference
under the considered finite precision [9, 31]. From a cryptographic point of view, a
robust cryptosystem should have a high sensitivity to the encryption key [9, 31]. In
the case of a very low sensitivity, a mismatched key would approximately recover
the plain-text. Next, it is shown that the subspace-based encryption scheme is very
sensitive to projection mismatch.

Subspace-based encryption scheme
Let us first rewrite for ease of use the encryption equation (18) as

x(t) = yp(t) + βz(t), (29)

where yp(t) = A(t)p(t) and z(t) = P⊥
A(t)B(t)[k(t) � g(p(t))]. Consider the follow-

ing mismatched projector
P̂A(t) = PA(t) + εI (30)

with ε a finite precision value and I a (M + 1) × (M + 1) identity matrix. Using the
mismatched projector P̂A(t) for decryption, one gets the following:

P̂A(t)x(t) = (PA(t) + εI)yp(t) + β(PA(t) + εI)z(t)

= (1 + ε)yp(t) + βεz(t). (31)

In Eq. (31), we have used the fact that

PA(t)yp(t) = yp(t) and PA(t)z(t) = 0.

Note from the same Eq. (31) that the decrypted data by the mismatched projector
is still encrypted according to the proposed encryption equation (18). By choosing
β = O( 1

ε
), Eq. (31) shows that, even for a very small value of ε, there is a very

significant difference between the decryption results obtained by the actual projector
PA(t) and its mismatched version P̂A(t). This means that the proposed subspace-
based encryption scheme is very sensitive to projector mismatch. Hence, it verifies
an important principle of cryptographic robustness that is the high sensitivity to
secret parameter mismatch. This high sensitivity is checked by using the following
experimental procedure [9]:

• Step 1: For a randomly generated projector and keys (PA(t),k(t)), compute the
cipher-text x(t) corresponding to a plain-text p(t).
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• Step 2: With a mismatched projector PA(t) + εI, decrypt x(t) to get p̂(t), an esti-
mated version of p(t), where ε ∈ [0, 1].

Detailed results and discussion of this experiment are shown in Sect. 7.

Iterative subspace-based encryption scheme
For the iterative subspace-based encryption scheme, let us rewrite the encryption
equation:

xn(t) = An(t)x(n−1)(t) + βP⊥
An(t)Bn(t)[k(t) � g(x(n−1)(t))] (32)

where xn(t) and x(n−1)(t) denote the nth and (n − 1)th encrypted segments. n ≥ 1
and x(0) = p(t), the plain-text as

xn(t) = y(p,n)(t) + βzn(t), (33)

where y(p,n)(t) = An(t)x(n−1)(t) and zn(t) = P⊥
An(t)

Bn(t)[k(t) � g(x(n−1)(t))]. If we
consider the following mismatched projector

P̂An(t) = PAn(t) + εI (34)

with ε a finite precision value and I a (M + 1) × (M + 1) identity matrix. The
decrypted data x(p,n) using the mismatched projector is then given by P̂An(t)xn(t).
One gets

P̂An(t)xn(t) = (PAn(t) + εI)y(p,n)(t) + β(PAn(t) + εI)zn(t)

= (1 + ε)y(p,n)(t) + βεzn(t) (35)

Note from Eq. (35) that the decrypted data by the mismatched projector is still
encrypted according to the proposed encryption equation (18). By choosing β =
O( 1

ε
), Eq. (35) shows that, even for a very small value of ε, there is a very significant

difference between the decryption results obtained by the actual projector PAn(t) and
its mismatched version P̂An(t). Note that the iteration on n makes an accumulation on
the initial mismatch on the projector and hence makes the encryption more sensitive
to projector mismatch. Adopting the same methodology applied for the subspace-
based encryption scheme to check the high sensitivity of iterative subspace-based
encryption scheme to key mismatch, the following procedure is applied:

• Step 1:Generate randomprojector and keys (PAn (t),k(t)), then compute the cipher-
text xn(t) corresponding to a plain-text p(t).

• Step 2: Using a mismatched projector PAn(t) + εI, decrypt xn(t) to get p̂(t), an
estimated version of p(t), where ε ∈ [0, 1].
Detailed results and discussion of this experiment are shown in Sect. 7.
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6.2.2 Sensitivity to k(t)

The subspace-based encryption scheme is also very sensitive to the key signals. This
is due to the same reason of its high sensitivity to projector PA(t). Furthermore,
the key signals k(t) are generated randomly for each plain-text through the random
or the pseudorandom generator as shown in Fig. 2. Let us rewrite the encryption
equation (18) for the subspace-based encryption scheme as follows:

x(t) = A(t)p(t) + βP⊥
A(t)B(t)[k(t) � g(p(t))], (36)

where A(t) and B(t) are (M + 1) × M and (M + 1) × M full rank key matrices,
respectively. k(t) is generated for each vector x(t). Consider now a second operation
of encrypting the same plain-text p(t) using the same key matrix A(t). An expected
result of this encryption operation should be the same cipher-text x(t) obtained as an
output of the Eq. (36). However, this is not the case in our proposed subspace-based
encryption scheme. The obtained cipher-text is given by the following equation:

x1(t) = A(t)p(t) + βP⊥
A(t)B(t)[k1(t) � g(p(t))], (37)

where the cipher-text x1(t) is different from x(t) because the key signal k1(t) is
totally different from the key signal k(t) used in the first encryption. This is due
to the random (or pseudorandom) generator used to generate the key signals that
generates each time a different sequence of keys. More generally, the cipher-texts
obtained from the use of the same plain-text and the same key matrix in a subspace-
based encryption scheme are always different. This is an important feature which has
an impact on the resistance of the proposed subspace encryption scheme to cipher-
text only attack. Actually, a cryptanalyst gathering a set of let us say N cipher-texts
has no information about the number of the corresponding plain-texts. This number
could be the same number of cipher-texts or less. This uncertainty about the number
of the corresponding plain-texts provides an additive level of resistance to this class
of cryptanalysis attack.

6.2.3 Sensitivity to Plain-Text

A robust cryptosystem is also required to be very sensitive to plain-text. Hence,
the cipher-texts of two slightly different plain-texts should be significantly differ-
ent [9, 31]. The subspace-based encryption scheme matches well this property. The
subspace-based encryption of two slightly different plain-texts p(1)(t) and p(2)(t) by
the same key leads to a significant sensitivity to the slight difference. It is observed
for the speech application, that a person can not distinguish the difference between
the two slightly different plain-texts, however, their cipher-texts are totally different.
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6.3 Differential Attack

In a differential attack, the encryption of at least two plain-texts by two identical key
signals is assumed [9]. However, the key space of the used pseudorandom generator,
should be large enough to avoid the occurrence of two identical keys. Moreover, even
when assuming that two identical key signals have been used to encrypt two plain-
texts through the subspace-based encryption scheme, the differential attack cannot
be realized. This is mainly due to the difficulty of solving nonlinear equations.

Subspace-based encryption scheme
Let us assume that two plain-texts p(1)(t) and p(2)(t) are encrypted using the same
key parameters (PA(t),k(t)). From Eq. (18), one has

x(1)(t) = A(t)p(1)(t) + βP⊥
A(t)B(t)[k(t) � g(p(1)(t))] (38)

and
x(2)(t) = A(t)p(2)(t) + βP⊥

A(t)B(t)[k(t) � g(p(2)(t))]. (39)

Combining Eqs. (38) and (39), leads to

Δx(t) = A(t)Δp(t) + βP⊥
A(t)B(t)[k(t) � [g(p(1)(t)) − g(p(2)(t))]], (40)

where Δx(t) is the cipher-text differential described as

Δx(t) = x(1)(t) − x(2)(t) (41)

and Δp(t) is the plain-text differential described as

Δp(t) = p(1)(t) − p(2)(t). (42)

Note that even if the same key is used to obtain the cipher-texts x(1)(t) and x(2)(t),
the additive subspace perturbation term is still present in Eq. (40). Moreover, the
plain-text differentialΔp(t) cannot be computed, because of the permanent presence
of the terms p(1)(t) and p(2)(t) in Eq. (40). This is due, as mentioned in Sect. 4,
to the existing correlation between the additive subspace perturbation term and the
plain-text term of the proposed encryption equation (18).

Iterative subspace-based encryption scheme
By assuming that two plain-texts p(1)(t) and p(2)(t) are encrypted using the same
key parameters (PAn(t),k(t)). From Eq. (25), one has

x(1)
n (t) = An(t)x

(1)
(n−1)(t) + βP⊥

An(t)Bn(t)[k(t) � g(x(1)
(n−1)(t))], (43)

where x(1)
n (t) and x(1)

(n−1) denote the nth and (n − 1)th encrypted segments of the first
plain-text with n ≥ 1, respectively, x(1)(0)= p(1)(t) is the first plain-text and
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x(2)
n (t) = An(t)x

(2)
(n−1)(t) + βP⊥

An(t)Bn(t)[k(t) � g(x(2)
(n−1)(t))], (44)

where x(2)
n (t) and x(2)

(n−1) denote the nth and (n − 1)th encrypted segments of the
second plain-text with n ≥ 1, respectively, and x(2)(0)= p(2)(t) is the second plain-
text. Combining Eqs. (43) and (44), one gets

Δxn (t) = An(t)Δx(n−1) (t)

+ βP⊥
An(t)Bn(t)[k(t) � [g(x(1)

(n−1)(t)) − g(x(2)
(n−1)(t))]], (45)

where Δxn(t) and Δx(n−1) are the cipher-text differentials described as

Δxn(t) = x(1)
n (t) − x(2)

n (t) (46)

and
Δx(n−1) (t) = x(1)

(n−1)(t) − x(2)
(n−1)(t), (47)

where

Δx0(t) = x(1)
0 (t) − x(2)

0 (t)

= p(1)(t) − p(2)(t)

= Δp(t) (48)

One can see that even if the same key is used to obtain the cipher-texts x(1)
n (t)

and x(2)
n (t), the additive subspace perturbation term is still present in Eq. (45). More-

over, the plain-text differential Δp(t) cannot be computed because of the permanent
presence of the terms p(1)(t) and p(2)(t) in Eq. (45). This is due again to the existing
correlation between the additive subspace perturbation term and the plain-text term
of the proposed encryption equation (25).

7 Application and Performance Evaluation

This section presents the results of experiments conducted on the subspace-based
encryption method and its iterative version. The latter assess the proposed schemes
by evaluating aspects related to both security robustness from a cryptographic point
of view and quality of reconstruction of plain-texts at the decryption level. For secu-
rity assessment purpose, the evaluation approach adopts some cryptanalysis attacks.
For quality assessment, the evaluation process uses both subjective and objective
measurements. The tests and experimentations were conducted on speech signals
and images.
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7.1 Application to Speech Encryption

7.1.1 Security Robustness Evaluation

In practice, ε the finite precision value that would be used in the cryptanalysis by
exhaustive search, varies usually from 0.1 to 0.01. If ε is chosen too small, the key
space becomes huge and the cryptanalysis by exhaustive search becomes imprac-
ticable. The decryption requires a matrix pseudoinversion. This might be expen-
sive (especially if M is large) and might result in numerical problems if A(t) is
ill-conditioned. However, the numerical problems that could arise from the possible
ill-conditioning of matrix A(t) depend on the quality of the random or pseudorandom
generator. In our experiments, M is chosen equal to 4, we have also run experiments
with M = 2 and there were no significant effects on the encryption performance.

7.1.2 Quality Performance Analysis

For the objective evaluation, the Signal-to-Noise Ratio (SNR) in dB of each original
segment in both the encrypted and decrypted segments is considered. The subspace-
based encryption is applied to a speech record of a child singing a song entitled “let’s
laugh together”. The obtained results are shown in Table1. The signal is sampled
at 22.05 kHz and encoded by 16 bits/sample. From Table1, it appears clearly that
the original segments are well hidden by the subspace-based approach while the
decrypted segments are recovered with a very high SNR ensuring an excellent voice
quality in the case of speech encryption. Note that the encrypted segments have a
very low SNR.

We have also conducted a subjective evaluation through a listening test that
uses the subjective Degradation Category Rating (DCR). A 5-point scale has been
used: Degradation is very annoying (1), Degradation is annoying (2), Degradation
is slightly annoying (3), Degradation is audible but not annoying (4), and Degra-
dation is inaudible (5) [5, 41]. The Degradation Mean Opinion Score (DMOS) is
obtained as the mean value of the listener’s appreciation. Twenty listeners, ten male
and ten female, were selected to give their scoring after hearing the original and the

Table 1 SNR(dB) of four original speech segments in four encrypted segments and four decrypted
segments

x1(t) x2(t) x3(t) x4(t) xp(t)

p1(t) −204.28 −189.76 −183.23 −206.62 404.25

p2(t) −208.66 −193.14 −186.61 −210.00 361.62

p3(t) −216.20 −200.68 −194.14 −217.54 341.09

p4(t) −207.39 −191.87 −185.34 −208.73 352.03
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Fig. 4 An example of subspace-based speech encryption, a Original speech, b Key signals, c
Encrypted speech, d Decrypted speech

decrypted speeches. The obtained DMOS was 5. Thus, the listeners have approved
the excellent voice quality.

Figure 4 shows the results obtained from applying subspace- based encryption on
the speech record described above with a factor β equal to 106. Figure 4a shows the
original signal, whereas Fig. 4b shows the key signals k(t) used during encryption.
Figure 4c shows the signal encrypted according to Eq. (18) with a segment length
M = 4. Note also that the encrypted signal has more samples than the original one,
actually L samples more where L is the segment number. This sample excess comes
from the fact that the dimension of the key matrices A(t) is (M + 1) × M . After
decryption with the proposed subspace method, the recovered signal is shown in
Fig. 4d. As one can see from this figure, there is no visual difference between the
original speech and the decrypted one. Figure 5 shows results obtained from apply-
ing iterative subspace encryption on the same speech file used in subspace-based
encryption with a factor β equal to 106. Figure 5a shows the original signal, whereas
Fig. 5b and c show the key signals k(t) used during encryption and the obtained
encrypted signal, respectively, according to Eq. (25) with a segment length M = 4
and 2-rounds encryption. Note that, as mentioned in the subspace-based encryption,
the encrypted signal has also more samples than the original one. Figure 5d shows
the recovered signal after decryption. One can see the similarity between the original
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Fig. 5 An example of iterative subspace-based speech encryption with 2 iterations, a Original
speech, b Key signals, c Encrypted speech, d Decrypted speech

speech and the decrypted one. In order to assess the impact of the iterative rounds of
the subspace-based encryption, a comparison is made between 1-round and several
ones. A comparison is conducted between the cipher-texts and their corresponding
decrypted signals obtained from the use of subspace-based encryption and its iter-
ative version for different iterations, Fig. 6 shows the results for 1-round, 2-rounds,
3-rounds, and 4-rounds encryption, respectively. One can see that the amplitude level
of the encrypted signal increases proportionally to the number of iterations. Actually,
the amplitude level is multiplied by a factor 2 when the number of iterations increases
by 1. At the decryption side, the original signal is recovered and no visual difference
is found between the recovered signals of the different iterations.

Figures 7 and 8 show a comparison in terms of sensitivity levels to plain-text mis-
matches of 0.1 and 0.01, respectively, between iterative subspace-based encryption
schemes for different iterations: 1-round, 2-rounds, 3-rounds, and 4-rounds encryp-
tion. One can see that, for the same level of plain-text mismatch, the sensitivity of
the subspace-based encryption scheme, revealed by the cipher-text difference level,
increases when the number of iterations rises. On the other side, even when the
plain-text mismatch level decreases (from 0.1 to 0.01), the sensitivity decreases but
remains at high levels, with a cipher-text difference varying roughly between 104

and 107.
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Fig. 6 A comparison between cipher-texts and recovered signals for the subspace-based speech
encryption and its iterative version, a–b 1-round, c–d 2-rounds, e–f 3-rounds, g–h 4-rounds

In Figure 9a, the experimental relationship between the recovery error and the
value ofmismatch level ε is plotted for different iterationswhen the iterative subspace
encryption is used. The value of the factor β is equal to 106 and the values of ε vary
from 10−3 to 1. For the smallest value of ε used during experimentations, one can
see that the corresponding recovery error expressed in terms of Mean Absolute Error
(MAE) is high (104) for a 2-rounds encryption. However, for the same smallest value
of ε, the recovery error rises to 105 for a 6-rounds encryption.

The second experimental relationship, between the recovery error and the value
of the factor β for the iterative encryption scheme is shown in Fig. 9b. One can see
that there is a linear relationship between the factor β and the recovery error. For the
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Fig. 7 A comparison in terms of sensitivity levels to a 0.1 plain-text mismatch between itera-
tive subspace-based encryption schemes for different iterations, a plain-text mismatch, cipher-text
difference for: b 1-round, c 2-rounds, d 3-rounds, e 4-rounds

same value of β, let us say 106, the recovery error varies from 104 to 105 when the
number of iterations varies from 2 to 6.

7.2 Application to Image Encryption

Besides the speech application, the subspace-based encryption scheme is applied on
image. Figure 10 shows an example of this application. Figure 10a, b, and c show
the original image, the encrypted image, and the decrypted one, respectively. As one
can see, there is no distinguishable difference between the original and recovered
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Fig. 8 A comparison in terms of sensitivity levels to a 0.01 plain-text mismatch between itera-
tive subspace-based encryption schemes for different iterations, a plain-text mismatch, cipher-text
difference for: b 1-round, c 2-rounds, d 3-rounds, e 4-rounds

images while the encrypted image is visually well protected. Figure 11a and b show
a comparison in terms of sensitivity levels to plain-text mismatches of 0.1 and 0.01,
respectively, when we apply subspace-based encryption scheme on the image used
previously. One can see that the sensitivity of the subspace-based encryption scheme,
revealed by the cipher-text difference level, is at lower levels when compared to
the speech application’s case in terms of empirical measurements. However, Fig. 12
shows, visually, the high level of sensitivity of the subspace-based encryption scheme
when applied on an image. One can see that for a very small key mismatch, it is
impossible to recover the original image. As it can be seen, the decrypted image
looks like an encrypted one. In Fig. 13, the experimental relationship between the
recovery error and the value of mismatch level ε is plotted when subspace-based
scheme is used in image encryption for different iterations. The value of the factor
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Fig. 9 The experimental relationship, in speech encryption, between the recovery error and the
value of ε and β for different rounds in the iterative subspace encryption scheme, a β = 106, b
ε = 0.001
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Fig. 10 An example of subspace-based image encryption, a Original image, b Encrypted image,
c Decrypted image
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Fig. 11 Sensitivity, in image
encryption, to plain-text with
β = 106 for, a ε = 0.1, b
ε = 0.01
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β is equal to 106 and the values of ε vary from 10−3 to 1. For the smallest value of
ε, one can see that the corresponding recovery error is high (7 × 103).

The experimental relationship, between the recovery error and the value of the
factor β when the subspace-based scheme is used in image encryption, for different
iterations, is shown in Fig. 14. One can see that there is a linear relationship between
the factor β and the recovery error.
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Fig. 12 An example of sensitivity of subspace-based image encryption to a very small key mis-
match, a Original image, b Encrypted image, c Decrypted image
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8 Conclusion

In this chapter, an investigation of the opportunity of using techniques based on
the subspace concept in the encryption field is conducted. First, the investigation
starts with studying the application of the Blind Source Separation (BSS) in the
encryption domain. Analysis of the robustness characteristics of some BSS-based
encryption techniques shows weaknesses from a cryptographic point of view. Then,
a new approach based on the subspace concept is presented in order to bypass the
above weaknesses. The subspace technique is applied in speech and image encryp-
tion. An iterative version of the subspace-based encryption is developed. The need
for iterations is a known issue in the design of cryptographic algorithms. In the
subspace-based encryption algorithm, this need ismotivated by the added value, from
a cryptographic robustness point of view, provided by the application of successive
iterations. Of course, iterations do not have an impact on the quality of recovering
the original plain-text. On another hand, several simulations and cryptanalysis tests
were conducted to evaluate the robustness of the subspace-based schemes. Experi-
mental results and discussion confirm an enhancement in security level with respect
to BSS-based encryption techniques. These results show a new direction, for using
nonconventional approach in encryption domain, inspired from signal processing
field.
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