Advanced Nonlinear System )
Identification for Modal Interactions e
in Nonlinear Structures: A Review

K. J. Moore, A. Mojahed, M. Kurt, M. Eriten, D. M. McFarland,
L. A. Bergman and A. F. Vakakis

Abstract In this work, we review a recently developed method for the character-
ization and identification of strongly nonlinear dynamical systems, including the
detection of strongly nonlinear modal interactions, directly from transient response
data. The method synergistically combines the proper orthogonal decomposition and
the Rayleigh quotient to create estimated frequency-energy plots (FEPs) that cap-
ture the rich and interesting nonlinear dynamical interactions. The method is first
applied to the experimentally measured response of a cantilever beam with a local,
smooth nonlinearity. In this application, the estimated FEP reveals the presence of
nonsmooth perturbations that connect different nonlinear normal modes (NNMs)
of the system. The wavelet-bounded empirical mode decomposition and slow-flow
analysis are used to demonstrate that the nonsmooth perturbations correspond to
strongly nonlinear internal resonances between two NNMs. In the second example,
the method is applied to the experimentally measured response of a cantilever beam
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with a local, nonlinear attachment in the form of a nonlinear energy sink (NES).
An estimated frequency-displacement plot for the NES is created, and an optimiza-
tion routine is then used to identify the unknown parameters for a given model of
the nonlinearity. Ultimately, the method is conceptually and computationally simple
compared to traditional methods while providing significant insight into the non-
linear physics governing dynamical systems with strong, local nonlinearity directly
from measured time series data.

1 Introduction

Modal analysis, system identification and reduced-order modeling have been thor-
oughly studied in [5, 8, 28]. Nonlinear system identification (NSI) methods for
nonlinear dynamical systems [15, 26], including the method of proper orthogonal
decomposition (POD), [6, 13, 14, 16, 22] and a new promising technique for nonlin-
ear system identification [31], which involves employing empirical mode decompo-
sition (EMD) [7, 10, 11, 33], that operates under the assumption that measured time
series can be decomposed into a finite set of harmonic components in the form of
fast, nearly monochromatic oscillations that are modulated by slowly varying ampli-
tudes. Using these NSI techniques, [17] showed that strong nonlinearities can lead to
strongly nonlinear beat phenomena, which are the result of strongly nonlinear modal
interactions, i.e. internal resonances (IRs) which occur between the nonlinear normal
modes of the system.

Nonlinear normal modes (NNMs) are defined to be time-periodic oscillations,
which one may regard as the nonlinear extensions of the linear vibrational normal
modes [30]. While there are no modal interactions, the NNMs are synchronous,
time-periodic oscillations; in contrast, in the case that IRs happen (which results in
nonlinear energy exchange between modes), mode mixing is realized. In this case,
non-synchronous oscillations with more than one participating NNM occur which
cause scale mixing in the nonlinear dynamics that makes scale separation impossible.
IRs depend highly on the total energy of the system and the necessary condition for
them to occur is that the frequency ratio of the NNMs is a rational number. Also,
IRs take place at different energy levels due to the fact that lower NNMs are affected
at lower energy levels while higher NNMs are not affected as much. IRs have been
shown to cause energy localization as in targeted energy transfer [29, 30], which
lead to significantly altered stress distributions that can result in component failures
[4], along with triggering bifurcations in the dynamics that change the stability of
NNMs [1].

Utilizing POD to extract proper orthogonal modes (POMs), which represent the
participating NNMs, and computing the Rayleigh quotient (RQ) using the POMs as
trial vectors, [9] generalized the results described in [17]. By plotting the resulting
RQs as functions of energy in the form of a frequency-energy plot (FEP) [29], it
was revealed that the dynamics of the nonlinear system can be divided into three
distinctive regimes. Of these, two are linear—in the low and high energy limits—
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and are connected by the third regime,a strongly nonlinear transition regime. The
duration of this nonlinear transition regime has been found to increase with increasing
frequency. These regimes are different for each NNM because each modal response
depends on the system energy. Additionally, by looking at the the RQ-FEP curves,
one can see that there exist a number of non-smooth perturbations (spikes) which
appeared to be the result of NNMs mixing due to occurrence of IRs.

The study performed by [23] on two comparable cantilever beams, each with
strong, local nonlinearity led, to a physical interpretation of these spikes and sub-
stantiated the claim that these spikes represent modal interactions in the dynamics of
stronlgy nonlinear systems. In order to investigate the physics of the spikes, POMs
corresponding to RQs off and on the spikes were examined. The POMs computed
off the spikes were found to correspond to periodic solutions of the non-interacting
NNMs, while on the spikes the POMs of interacting NNMs were found to be similar
and corresponded to the mixed periodic solutions of the NNMs during an IR. Fur-
thermore, in the displacement responses for points on and off the spikes the presence
of slow-flow dynamics [18, 20, 21, 31], which occurs as result of IRs, was inves-
tigated by means of the wavelet-bounded empirical mode decomposition [25]. The
aforementioned analysis showed that only the responses corresponding to points on
the spikes contained internal resonances. This demonstrated that the spikes in RQ-
FEP are the result of IRs in the dynamics. In short, the appearance of spikes in the
RQ-FEP or similar POMs mean the presence of IRs, while the absence of spikes and
dissimilar POMs corresponds to the absence of such IRs.

2 Preliminary Concepts and the Proposed Method

2.1 Proper Orthogonal Decomposition

Proper orthogonal decomposition (POD) [6, 13, 14, 16, 22] is a system identification
and model reduction tool that extracts an orthonormal basis of modes, termed the
proper orthogonal modes (POMs), that represent a large set of interdependent vari-
ables in a least-squares sense. For linear response data, the POMs have been proven
to be the minimum number of mutually orthogonal modes necessary to reconstruct
that linear response data. Moreover, the POMs converge to the linear normal modes
of vibration for classically damped, linear, discrete systems with mass matrices pro-
portional to the identity matrix and in the limit of infinite measurement points [6]. In
this work, we consider spatially discretized models of continuous systems obtained
using the finite element (FE) method and, accordingly, employ the singular value
decomposition (SVD), which is equivalent to POD for discrete systems [6]. The
response data matrix X of dimensions m X n is factored as,

X=USsvVT, )
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where U is an m x m orthonormal matrix containing the left singular vectors, S is
an m x n pseudo-diagonal and positive semi-definite matrix containing the singular
values, and V is ann x n orthonormal matrix composed of the right singular vectors.
The left singular vectors, which are equivalent to the POMs, and the POVs are
computed as the eigenvectors and eigenvalues of the matrix X X7 respectively. The
singular values are equal to the POVs squared and divided by the number of samples
m. The right singular vectors, V contain the time modulation of the corresponding
POMs, normalized by the singular values, and are computed as the eigenvectors of
the matrix X7 X.

2.2 Rayleigh Quotient

The Rayleigh quotient is a classical operator that uses a trial vector (discrete systems)
or function (continuous systems) to estimate the fundamental natural frequency of a
linear system. The frequencies of higher vibration modes can be estimated provided
that the new trial vector or function is mass-orthogonal to the trial vectors used to
estimate the lower modes. Since the FE method is used to discretize the continuous
structures in this work, we employ the discrete version of the RQ:

vI Ky
vIMy’

R(v) = )
where v is the trial vector, K is the stiffness matrix, and M is the mass matrix. A
celebrated property of the RQ is its relative insensitivity to the trial vector, which
permits the use of a large range of trial vectors, provided that the trial vectors satisfy
the relevant boundary conditions. Moreover, the RQ has a minimum value equal to
the fundamental eigenvalue of the linear mass and stiffness matrices. In this study, the
frequencies of each system are estimated using the POMs extracted from the trans-
lational degrees of freedom (DOFs) of continuous structures in bending. Although
the POMs are not mass-orthogonal (they are mutually orthogonal), we use them
independently to estimate the frequencies of their respective modes as

1
fi =5V R). 3)

2w

Consequently, the procedure is ad hoc and there is no guarantee that the estimated
frequencies will correspond to the natural frequencies of the nonlinear systems under
study. Nevertheless, it will be shown that the RQ-based procedure will lead to phys-
ically meaningful results, indicating that the computed POMs are close to the linear
modes of the systems considered.
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2.3 The Wavelet-Bounded Empirical Mode Decomposition

The empirical mode decomposition (EMD) proposed by [11] decomposes an oscil-
latory signal into a finite basis of nearly orthogonal, monochromatic intrinsic mode
functions (IMFs). By using a sifting algorithm, EMD decomposes an oscillatory
signal, x(¢), into N nearly orthogonal IMFs that satisfy

N
x(t) =) ci()+ Ry (1), max Ry (1) <, )
i=1

where c; (¢) is the ith IMF and Ry (?) is the remainder signal with an amplitude less
than the tolerance t. In theory, each IMF possesses a single characteristic time scale
such that the IMF is physically and mathematically representative of a single time
scale contained in the original signal [19, 27, 32]. However, in practice, applying
EMD often results in more IMFs than the number of characteristic time scales present
in the original signal (i.e., the method yields spurious, non-physically meaningful
IMFs which need to be eliminated before the dynamical analysis can commence), and
care must be taken to select only the physically meaningful IMFs from the extracted
ones [10-12].

Another pitfall of EMD is the issue of mode mixing, where a single IMF contains
multiple components at different frequencies and, therefore, is not representative of
any single time scale contained in the original signal. The wavelet-bounded EMD
(WBEMD) [25] solves the issue of mode mixing by isolating each IMF around the
frequency of a particular component (NNM). This is accomplished by first applying
EMD to the signal combined with a masking signal [3],

s(¢1) = amax [z;(¢)] sin(Bw;it), (5)

where « and B are free parameters used by the optimization routine, w; is the fre-
quency of the component being extracted, and

i—1
G(t) =x(1) = Y _cqlt). 6)

g=1

Following the application of EMD, the IMF is transformed to the maximum
wavelet domain [25], where a bounding function is fitted over the IMF. Finally, the
isolation of the IMF is measured by computing the area under the bounding function.
It follows that well-separated IMFs result in a bounding-function area that is smaller
than that of poorly separated IMFs. Thus, WBEMD minimizes the bounding-function
area by adjusting the masking-signal parameters, « and 8 such that a well-separated
IMF is extracted. The use of WBEMD will be critical in the next section, where we
will use the IMFs to demonstrate that the proposed method captures these strongly
nonlinear interactions while relying only on the systems known linear properties.
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2.4 The Proposed Method

The proposed method requires that the system be naturally described by evolving
time scales and a characteristic, time-varying energy quantity, that the formulation of
the RQ operator be permitted, and that non-mixed response data is available, which
reflects the fact that the method is data-driven. By “non-mixed,” we mean that all
variables or measurements in the response data must possess the same units of mea-
sure (i.e., all displacements or accelerations) to ensure that the results from POD are
meaningful [2]. Further assumptions are provided in [23]. If the RQ operator cannot
be formulated for the system, the method can still be applied using the POMs and
their time-varying shapes instead of estimated frequency-energy plots. For mechan-
ical structures undergoing linear and nonlinear vibrations, the modal characteristics
of the system and mechanical energy serve as the evolving time scales and character-
istic, time-varying energy quantity, respectively. For such systems, the RQ operator
is formulated using linear models (FE models in this work) updated to capture the
relevant modal properties of the experimental systems. We refer the reader to [5, 8,
28] for discussions of linear model updating. The response data in this work takes
the form of displacement response data, which is obtained by numerical integration
and filtering of measured acceleration responses.

The proposed method is divided into two processes: first, the nonlinearity is char-
acterized and the accompanying strongly nonlinear modal interactions are identified
using the RQ-FEP created using the POMS extracted from the displacement response.
Second, the user computes the characteristic displacement (defined below), creates a
RQ frequency-displacement plot (RQ-FDP) and identifies the nonlinearity by fitting
a model to the RQ-FDP. The method is summarized by the following steps:

1. For n measurement coordinates, extract n POMs using SVD from windowed
segments of a single time record.

2. Using the POMs, compute the estimated RQs for the NNMs within the frequency
range of interest and plot these as functions of energy or time.

3. Characterize the nonlinearity and identify the modal interactions present in the
measured response using the RQ-FEP.

4. Compute the characteristic displacement as defined for the system and plot the RQ
estimates as functions of that characteristic displacement to form the RQ-FDP.

5. Based on the previous characterization, propose a model for the nonlinearity and
derive the frequency-displacement relationship.

6. dentify the unknown parameters explicitly or using an optimization routine.

The characteristic displacement for the window defined by the interval [77, T>] is
1 2
b= — / s, )
L —T Jg

where § is the relative displacement between the attachment and the point of attach-
ment on the structure. For discrete signals, the characteristic displacement is defined
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as
N

1
de =5 D Idul, @®)

n=1

for N points in the interval [T}, T>]. The resulting characteristic displacement enables
us to plot the estimated frequencies as functions of displacement. In this work,
we consider a local nonlinear attachment in the form of an NES and model the
nonlinearity as «|8|#8 where § is the relative displacement between the NES and its
attachment points. For this nonlinearity, the equation of motion for the NES is

. d . o
iies + -6+ (02 + 21817 ) 5 =0, ©)
m m

and, replacing the relative displacement with the characteristic displacement, the
displacement-dependent frequency equation is

|
@) = 5 Jwk + %85’. (10)

As will be seen in Sect. 4, if the estimated frequency of the NES intersects the ith
NNM with frequency f; at the characteristic displacement §;, then we can relate «
to B by requiring that f(§;) = f;. Thus,

a:(%((znﬁ)2—w§), (11)

1

and substituting (11) into (10) results in

1 5. \°
f(ac)zg w2+ (Qrf)? — w?) (8—> . (12)

The remaining parameter is identified using an optimization routine (described in
[24]) that maximizes the R-squared value between the RQ-FDP for the NES and the
model in (12).

3 Detection of Strongly Nonlinear Modal Interactions

The described methodology is validated by being applied to the experimentally mea-
sured response of the cantilever shown in Fig. 1a. The beam is low-carbon steel,
0.749m long with a 0.045 x 0.008 m? cross section and was connected at 0.7 m
from its fixed end to two 0.0762 m long steel wires with of diameter 0.0012m. The
wires were attached to a steel shaft extended from the beam via two shaft collars. In
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Fig. 1 a Top and front view of beam used in experiments. b Top and front view of nonlinear
attachment. Reprinted with permission from [23]

order to achieve a 3:1 IR with a low-amplitude excitation, the length of the beam and
the attachment shown in Fig. b were tuned in such a way that the frequency ratio
of the two first NNMs was close to 3:1. The beam was excited at the position of the
attachment by an impulse from a PCB Piezotronics modal impact hammer (model
086C01). Using PCB accelerometers (models U356A11 and Y353B17) with nom-
inal sensitivities of 1 mV/(m/s2) along with VibPilot hardware (m+p International,
Hannover, Germany) and m+p analyzer software, the acceleration responses of 14
locations along the beem were recorded for a duration of 2 s with 16384 Hz sampling
rate. Measurements showed that the 9th accelerometer was saturated, and therefore
the corresponding data was removed from the data set before analysis. To compute
the velocities, the accelerations were numerically integrated and filtered, using a
third-order Butterworth high-pass filter with a cutoff frequency of 18 Hz. Numeri-
cally integrating the velocities and then high-pass filtering the resulting signal with
a cutoff frequency of 10Hz, the displacements were computed. Additionally, before
and after each integration the temporal means of the signals were subtracted so that
the accelerations, velocities and displacements had zero mean.

The proposed method is used to study the displacement response of the beam
subjected to the large amplitude impact shown in Fig.2a. The nonstationary nature
of the displacement can be seen in both the wavelet and Fourier spectra shown in
Fig. 2b. The FFT shows that the first and the second NNMs cover frequency ranges
from 21.6 to 31.5Hz and 68.8 to 73 Hz, respectively, while the third NNM contains
only a single peak at 186.6 Hz. Looking at the wavelet spectra of the displacement,
the hardening nature of the nonlinearity can be seen; for instance, the first NNM
frequency decreases from 31 to 21.5Hz as the total energy of the system decreases
due to dissipation.

Since the method does not require a priori knowledge of the nonlinearity, the
nonlinearity was not identified in this work, and the attachment was modeled as a
point mass and a discrete linear spring from the beam to ground. For this model, the
mass of the attachment was measured to be 0.171kg and the density of the beam
was chosen to be 7800kg/m3. By matching the first six bending eigenfrequencies
of the beam, found from the low-amplitude impact experiment, with those obtained
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Fig. 2 a High-amplitude, impulsive load applied at nonlinearity location, b Time series, wavelet
transform, and FFT of the displacement at the nonlinearity location (integrated from accelerometer
measurements). Reprinted with permission from [23]

from an FE model of the beam using Euler—Bernoulli beam elements, the elastic
modulus of the beam and the linear stiffness of the attachment were identified. The
GlobalSearch function of MATLAB was used to perform a global minimization of
the error norm

E
6 ‘a),,x” _w:‘E)

=) (13)

n=1 nwy

where | - | denotes absolute value. The contribution of each mode is weighted by its
modal number. Note that by using Guyan reduction method, the rotational DOFs were
condensed out of the FE matrices. After performing the global search, the identified
values for elastic modulus and linear stiffness turned out to be 1.90 x 10'! N/m?
and 10854 N/m, respectively, and the average error for the first six bending modes
between the experimental and FE model eigenfrequencies was 2.73%.

According to the data presented in Fig. 2b, the energy of the experimental system
dissipates quickly within the recorded time window. Thus, in order to capture and
analyze the transient response of the experimental system, the 2 s time window needs
to be divided into sufficiently small segments to capture at least a half cycle of the
first NNM as well as the transient response of the system. Consequently, for the
experimental system under study, the 2s time window is divided into 92 nonover-
lapping time segments, each with 0.0216s duration. Notice that the first 0.0251s
portion of the recorded response is excluded from the data set because this portion
was recorded before the impact was applied. Thirteen POMs are extracted out of
each time segment. Because of the damping effects, internal resonances are more
likely to happen between the first two NNMs than between the higher NNMs, so
only the POMs corresponding to the first and second NNMs are taken into consider-
ation. To obtain the final POMs with least effects of measurement noise, a sixth-order
polynomial with zero constant, linear and quadratic terms is fitted to each POM at
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Fig. 3 RQ frequency computed using the POMs corresponding to the first two NNMs plotted as
a function of a time and b estimated energy. The black dashed lines represent the experimental
frequencies at low energies. Reprinted with permission from [23]

each accelerometer location. Note that data from the 9th accelerometer was not used
because of the reason explained before.

That the first capture happens in such a short period of time implies that a great
amount of energy is dissipated quickly, which is not caused only by the viscous
damping in the system. The other factor that causes this rapid dissipation of energy
is the IR that is indicated by the first spike in Fig. 3a, b. During this modal interaction,
the energy in the first NNM is irreversibly transferred to the second NNM, and there it
gets dissipated at a higher rate. Looking at the wavelet spectrum of the system during
the first spike, i.e. Fig. 3b, one can see that the frequency ratio of the second and first
NNMs is 72 to 28.6 Hz, which is approximately a 5:2 ratio. This ratio indicates that
first spike is the result of a 5:2 IR.

While the first spike in the RQ happens in a short period of time, the second
and third spikes occur for a longer period of time and almost right after each other.
These two spikes being close to each other indicates that the third IR happens almost
immediately after the second IR, which corresponds to the second spike. According
to the wavelet spectrum shown in Fig.2b, the frequencies of the first and second
NNMs during these IRs are 23 and 68.8 Hz, respectively, which indicate 3:1 IRs
during the second and third spikes. It should be mentioned that the system was
tuned so that a 3:1 IR can be achieved at low energy levels, which explains why the
last two IRs remain active for a longer period of time compared to the first spike.
Moreover, because of this tuning, for a certain change in the energy level of the
system, the frequency change around the 3:1 IR is much lower than that around the
5:2 IR. For this reason, it can be concluded that the energy threshold for 3:1 IR to
happen is much larger than the threshold for a 5:2 IR to happen. Several spikes with
small amplitude on the curve for the first spike can be seen from 1.7 to 2s, which
one may consider as modal interactions. Because the first POM corresponding to
these spikes corresponds to only the first NNM (specifically, the only node is at the



Advanced Nonlinear System Identification for Modal Interactions... 111

(i)
0

) e | ")

0 0

Mormalized
Amplitude

Mormalzed
Amplitude

Mormalized
Amplitude

. -1 1
0 02 04 06 08

02 04 06 08 0 02 04 06 08

0
Position [m] Position [m] Position [m]
1 - 1 17 1A
v = \') = Vi
is iz | g
o = = =
S=0 g5 0 g50
5E sk 5=
=< -1t | = At - . " i = -1t . - . -
0 02 04 06 08 0 0.2 04 06 08 0 02 04 0.6 08
Pasition [m] Position [ Position [m]

"(ix)

Mormalized
Amplitude
o

Normalized
Amplitude
Normalized
Amplitude

. . . . i , i At . X X i
02 04 06 08 0 02 04 06 08 0 02 04 06 038
Position [m] Pasition [m] Position [m]

|——PoM1 —Pom2|

Fig. 4 POM:s 1 and 2 for each of the nine red dots in Fig. 3. Reprinted with permission from [23]

fixed boundary), we can conclude that these spikes are results of signal decay, small
measurement and numerical errors.

The POMs corresponding to the nine red dots in Fig. 3 are shown in Fig. 4. While
away from the spikes, i.e. at points i, iii, iv, vi, viii, and ix, the POMs represent
the periodic solutions of their corresponding NNMs. However, on the spikes, i.e. at
points ii, v, and vii, the POMs become similar to the periodic solution of the second
NNM, in which both POMs have one anti-node near the center and one at the free
end. These results are very similar to those obtained for the computational system,
which is further evidence that the previous theoretical results represent physical phe-
nomena. Also, in accordance to what was explained before, one can clearly see that
the POMs corresponding to the first and second NNMs are not similar on spike ix.
This means that even though there is a spike on point ix, but this spike does not rep-
resent any modal interactions between the first and second NNMs. Additionally, the
slight oscillation that has appeared in the first POM is caused by small measurement
and numerical errors that result in deviation from the linear, experimental natural
frequency.

The existence of IRs is demonstrated by computing the slow phases of the NNMs.
Up to this point, WBEMD is applied to the response presented in Fig. 2b, four well-
separated IMFs which represent four individual NNMs are extracted and their corre-
sponding phase trajectories are computed. Since it was predicted that the first modal
interaction corresponds to a 5:2 IR, the corresponding phase trajectory, along with
a zoomed-in view of its initial portion, is plotted in Fig.5a. The single loop in the
zoomed-in view occurs between 0.02 and 0.13 s, which is the duration of the first
spike shown in Fig. 3. The presence of this loop and its correspondence with the first
spike is a further proof that the first spike is indeed the result of a 5:2 IR and not a
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spikes in Fig.3. b Phase trajectory for ®3.(¢t) = 360 (¢) — 16,2(¢), which corresponds to the first
spike in Fig.3. Reprinted with permission from [23]

numerical artifact. Figure 5b and its zommed-in views depict 3:1 trajectories and the
two loops corresponding to the second and third spikes, respectively. These loops are
non-time-like and indicate that 3:1 IRs occur between the first and second NNM:s.
As before, the interval in which each loop occurs corresponds to the duration of the
loops corresponding spikes. Moreover, the fact that there are two loops in the 3:1
trajectory plot confirms the modal interactions represented as spikes in Fig. 3.

According to the presented and discussed results, the current method proves to
be a valuable and powerful tool for detecting strongly nonlinear modal interactions
directly from measured data. By means of this method one can get significant insight
into the governing nonlinear physics of the response of dynamical systems with
smooth and local nonlinearities. Hence, this method is a valuable tool to gain a
thorough understanding of the transient responses of strongly nonlinear dynamical
systems, including nonlinear modal interactions caused by IRs.

4 Nonlinear System Identification of a Strongly Nonlinear
Attachment

To demonstrate the NSI procedure presented in Sect. 2.4, we apply it to the experimen-
tally measured response of the cantilevered wing in Fig. 6a. The wing is aluminum
and detailed dimensions can be found in [24]. A local NES is attached to the free end
of the wing. The nonlinearity is realized through transverse displacements of thin
steel wires, which are fixed at both ends and each have a diameter of 0.00036 m and a
length of 0.0552 m. The attachment, depicted in Fig. 6b, results in a hardening-type,
ideally essential nonlinearity; however, the resulting force-displacement relationship
is not purely nonlinear. Instead, a small linear stiffness is introduced by pretension in
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(b)

Fig. 6 a Front view of wing used in experiments. b Front and top view of the nonlinear attachment.
¢ Model used for the nonlinear attachment and baseplate. Modified and reprinted from [24]

the wires due to the boundary conditions, resulting in a natural frequency associated
with the motion of the NES. The diameter of the wires was tuned such thata 1:1 IR
between the NES and the second NNM is realizable using a standard modal ham-
mer. The acceleration responses of the wing and the NES were measured using PCB
Piezotronics accelerometers (models U356A11 and Y353B17) for an impact applied
using a PCB Piezotronics modal impact hammer (model 086C01). The acceleration
response of the wing was measured at 14 location along the leading and trailing
edges. Using VibPilot hardware (m+p International, Hannover, Germany) and m-+p
analyzer software, the responses were measured for a duration of 8s at a sampling
rate of 4096 Hz. The displacement and velocity responses of the wing and NES were
obtained using the same numerical integration scheme used in the prior experiments
with the cantilever beam, except that the cut-off frequency was set to 2 Hz.

To demonstrate the proposed NSI method, we study the response of the wing
to the impact depicted in Fig. 7a. The corresponding velocity response of the NES
and the corresponding wavelet transform and frequency response function (FRF)
are depicted in Fig. 7b. Both the wavelet and FRF reveal the nonstationary nature of
the response. Full details of the model for the wing and NES are provided in [24];
we present a summary of the modeling procedure here. The wing is modeled using
the FE mesh described in [24] using an elastic modulus of N/m2 and a density of
2700 kg/m>. The added mass of the base plate is modeled as two lumped masses at
the leading and trailing edges of the free end of the wing, which allows the added
mass to affect both the bending and torsional NNMs. The mass of the base plate was
measured to be 0.408 kg. The attachment is modeled as a discrete mass with linear
and nonlinear springs coupling it to the leading and trailing edges. The mass of the
attachment is found to be 0.908 kg, and the frequency of the NES at small energy is
8.36 Hz. The linear stiffness coupling the NES to the wing was computed to be 241.5
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Fig. 7 a High-amplitude, impulsive load applied at nonlinearity location, b Time series, wavelet
transform, and FRF of the velocity of the NES (integrated from accelerometer measurements).
Reprinted from [24]

N/m using an optimization routine that minimized the error between the frequency
of the NES NNM in the FE model and that of experimental system.

As in Sect. 3, the time window is divided into segments that are sufficiently small
to capture the transient nature of the response, but large enough to capture at least
one-half cycle of the first NNM. For this system, we use a segment length of 0.173 s
and consider the response in the window defined by [0.09,7.5], which results in a total
of 42 nonoverlapping time segments. The first 0.09 s of the measurement is excluded
from the analysis because it contained the response of the wing to ambient vibration
before the impact. For each time segment, we extract 15 POMs; however, only
those corresponding to the first four NNMs are analyzed. A fourth-order polynomial
with no constant or linear terms is fitted to each POM, which reduces the effect of
measurement noise. The final POMs are created by evaluating the polynomials at
each accelerometer location.

Using the POMs, we compute the RQ for the first four NNMs for each time
segment and plot them as functions of time in Fig.8a. In this plot, there are two
periods of IR between the NES and the second NNM. The first occurs from an energy
of 0.363-0.103J and the second corresponds to the spike that occurs at 0.088017.
For this system, the relative displacement is defined as the difference between the
displacement of the NES and the average of the displacement of the leading and
trailing edges at the tip of the wing. Following the procedure presented in Sect. 2.4,
we compute the characteristic displacement defined by (8) for each segment and
plot the RQ in Fig.8b, where the frequency-displacement pairs have been sorted
in ascending order based on the displacements. Using the low-energy frequency of
the second NNM, f, = 14.34 Hz, the corresponding characteristic displacement is
found tobe §, = 0.00150 m using linear interpolation. Using the optimization routine
described in [24], the parameters a = 3.4887 x 108 N/m3*%"1% and g = 2.0714 are
found. The resulting frequency-displacement curve for the identified parameters is
depicted as the red line in Fig. 8b.
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Fig. 8 a The RQ-FEP for the response depicted in Fig.7. b Comparison of the RQ FDP for the
NES and the identified model. Modified and reprinted from [24]

The identified model is validated by comparing its response to that of the exact
system for multiple forcing values. Although the nonlinearity is identified using
displacements, the displacement response is dominated by the first bending mode
(which is why this NNM was filtered out from the characteristic displacement),
and effects from higher NNMs are difficult to ascertain. Instead, we present the
velocity responses of the measured and identified systems in Fig.9a for the impact
depicted in Fig. 7a, which corresponds to the response used to perform the identifica-
tion. The velocity responses for impacts of 264.8, 504.4 and 1158.6 N are shown in
Fig.9b-d, respectively, and correspond to measurements that were not used to per-
form the identification. The match between the velocity responses, the wavelets and
the FRFs confirm that the identified system accurately models the measured system
for multiple forcing impacts. These results validate the proposed method for nonlin-
ear system identification of strongly nonlinear attachments in both theoretical and
experimental frameworks.

5 Concluding Remarks

We studied the experimental responses of two mechanical systems with smooth,
local nonlinearities. The first system was a cantilever beam with a smooth, nonlinear
spring attached near its free end and the second system was a model airplane wing
with a local NES connected to the tip. Using POD, energy-dependent POMs were
extracted from the displacement responses of each system, and were representative
of the NNMs governing each system. For both systems, the frequencies of the NNMs
were estimated using the discrete RQ with the POMs as trial vectors. The estimated
frequencies were plotted as functions of time and energy, which revealed the presence
of non-smooth perturbations (spikes), which appeared to indicate strongly nonlinear
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Fig.9 The measured and predicted response for impacts of a 829N, b 265N, ¢ 504 N and d 1158 N.

Modified and reprinted from [24]

modal interactions. The POMs corresponding to the points off and on the spikes
were found to be similar to the periodic solutions of non-interacting and interacting

NNMs, respectively.

The displacement response of the beam was decomposed into well-separated IMFs
using WBEMD, and using the Hilbert transform a phase variable for each spike was
defined and the corresponding phase trajectories examined. The spikes were found
to correspond to periods of non-time-like behavior (loops), which indicated the pres-
ence of strongly nonlinear IRs. The estimated frequencies of the model wing were
also plotted as functions of characteristic displacement, which was used to identify
the nonlinear stiffness coupling the NES to the wing. The resulting model accurately
reproduced the relevant nonlinear dynamics for all four loading cases investigated.
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