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Preface

The International Workshop on Spoken Dialogue Systems (IWSDS) series provides
an international forum for the presentation of research and applications as well as a
place where lively discussions can take place between academic and industrial
researchers. IWSDS focusses on the practical implementation of spoken dialogue
systems in everyday applications.

Following the success of IWSDS’09 (Isree, Germany), IWSDS’10 (Gotemba
Kogen Resort, Japan), IWSDS’11 (Granada, Spain), IWSDS’12 (Ermenonville,
France), IWSDS’14 (Napa, USA), IWSDS’15 (Busan, South Korea) and
IWSDS’16 (Saariselka, Finland), the Eighth IWSDS, IWSDS’17 took place in
Farmington PA (USA), from 6 to 9 June 2017.

This book consists of the revised versions of a selection of the papers that were
presented at IWSDS’17.

As intelligent agents gain greater ability to carry on a dialogue with users,
several qualities emerge as being essential parts of a successful system. Users do
not carry on long conversations on only one topic—they tend to switch amongst
several topics. Thus, we see the emergence of multi-domain systems that enable
users to seamlessly hop from one domain to another. The systems have become
active social partners. Thus, work on social dialogue has become crucial to active
and engaging human–robot/agent interaction. As these new systems come into
being, they need some coherent framework that guides their structure as chatbots
and conversational agents. That structure will naturally lend itself to being the
human–robot/agent assessment mechanism. As these systems increasingly assist
humans in a multitude of tasks, the ethics of their existence, their design and their
interaction with users becomes a crucial issue.

We gave this year’s workshop the theme, “Advanced Social Interaction with
Agents”, which covers:
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• Chatbots and Conversational Agents
• Multi-domain Dialogue Systems
• Human-Robot Interaction
• Social Dialogue Policy
• Advanced Dialogue System Architecture

A special session on Chatbots and Conversational Agents was organized within the
conference, as part of a series of workshops and special sessions on that topic,
which was initialized at the NII-Shonan seminar on “The Future of Human–Robot
Spoken Dialogue: From Information Services to Virtual Assistants” in 2015, which
already included a first Workshop on “Collecting and Generating Resources for
Chatbots and Conversational Agents—Development and Evaluation” (RE-Wochat)
in the framework of the “Language Resources and Evaluation Conference”
(LREC’2016) conference in Portorož (Slovenia, May 2016). A second Workshop
on “Chatbots and Conversational Agents” (Wochat) took place in Los Angeles CA,
in September 2016, within the “Intelligent Virtual Agents” conference (IVA’2016)
conference. The third meeting was at IWSDS’17 where seven papers were selected,
including two position papers.

Based on research in psychology that suggests that people tend to seek com-
panionship with those who have similar levels of extraversion, Jacqueline Brixey
and David Novick in their Chapter “Building Rapport with Extraverted and
Introverted Agents” explore whether it is also the case when considering the
interaction between humans and Embodied Conversational Agents (ECA). For this,
they created ECAs representing an extravert and an introvert and conducted
experiments in an immersive environment with subjects demonstrating various
levels of extraversion. They conclude that subjects did not report the greatest
rapport when interacting with the agent most similar to their level of extraversion.

In their chapter “Automatic Evaluation of Chat-Oriented Dialogue Systems
Using Large-Scale Multi-references”, Hiroaki Sugiyama, Toyomi Meguro and
Ryuichiro Higashinaka, from NTT, address the open problem of the automatic
evaluation of chat-oriented dialogue systems. They propose a regression-based
automatic evaluation method that evaluates the utterances generated by the system,
based on their similarity to many reference sentences and their annotated evaluation
values. The results they obtain with their approach show a higher sentence-wise
correlation with human judgment than previous methods such as
Discriminative BLEU.

Koh Mitsuda, Ryuichiro Higashinaka and Yoshihiro Matsuo, also from NTT,
authored the chapter “What Information Should a Dialogue System Understand?:
Collection and Analysis of Perceived Information in Chat-Oriented Dialogue”. For
this, they collected and clustered information that humans perceive from each
utterance in chat-oriented dialogues. They categorized the types of perceived
information according to four hierarchical levels and evaluated the inter-annotator
agreement, which appeared to be substantial. This result confirmed their opinion
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that their categorization is valid and allowed them to clarify the types of information
that a chat-oriented dialogue system should understand.

Emer Gilmartin, Benjamin R. Cowan, Carl Vogel and Nick Campbell in their
chapter “Chunks in Multiparty Conversation—Building Blocks for Extended Social
Talk” consider the various phases in long (c. one hour) multiparty casual conver-
sations, making the difference between “chat” phases, which are highly interactive,
and “chunk” phases, where one speaker takes the floor, or when the conversation
moves through predictable stages. The authors describe the collection of long-form
conversations and provide preliminary results showing that chat and chunk seg-
ments exhibit differences in the distribution of their duration and that chat varies
more while chunks have a stronger central tendency.

Geetanjali Rakshit, Kevin K. Bowden, Lena Reed, Amita Misra and Marilyn
Walker indicate that chatbots are a rapidly expanding application of dialogue
systems, for example, bot services for customer support, or for users interested in
casual conversations with artificial agents. Based on the assumption that many
people love nothing more than a good argument, they used a corpus of argumen-
tative dialogues on three topics (gay marriage, gun control and death penalty)
annotated for agreement and disagreement, stance, sarcasm and argument quality.
They then explored the use of their arguing bot prototype, in “Debbie, the Debate
Bot of the Future”, which selects arguments from conversational corpora and
attempts to use them appropriately in context.

In addition to these presentations, a panel discussion moderated by Joseph
Mariani (LIMSI-CNRS) included Kevin Bowden (UCSC), Laurence Devillers
(LIMSI-CNRS), Satoshi Nakamura (NAIST), Alexander Rudnicky (CMU),
Marilyn Walker (UCSC) and Zhou Yu (CMU). The panel addressed nine questions
on three issues (chatbot design, human users involvement and evaluation),
which received feedback from the panelists and the audience during the panel
discussion and beforehand in two position papers.

In their position paper, “Data-Driven Dialogue Systems for Social Agents”,
Kevin K. Bowden, Shereen Oraby, Amita Misra, Jiaqu Wu, Stephanie Lukin and
Marilyn Walker argue that in order to build dialogue systems to tackle the ambi-
tious task of holding social conversations, we need a data-driven approach that
includes insights into human conversational “chit-chat” and that incorporates dif-
ferent NLP modules. Their strategy is to analyze and index large corpora of social
media data and couple this data retrieval with modules that perform tasks such as
sentiment and style analysis, topic modelling and summarization, with the aim of
producing more personable social bots.

Alex I. Rudnicky proposes to use the term “CHAD: Chat-Oriented Dialog
Systems” to refer to the recently developed non-goal-directed dialogue systems that
differ from the ones that proceed them, which only performed goal-directed inter-
action. He defines CHAD systems as having a focus on social conversation where
the goal is to interact while maintaining an appropriate level of engagement with a
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human interlocutor and raises the need to address several research challenges:
continuity, dialogue strategies and evaluation.

Following is a brief report on the panel discussion:

Chatbot Design

Q1. In your opinion, what is the most important innovation needed to improve chat
dialogue, and why?
Q2. How good are existing computational tools to support chatbot development
work? What are their main advantages and limitations?

Satoshi Nakamura advocates the use of a layered approach to design dialogue
systems, including a physical layer, an utterance layer, a dialogue layer (with
language understanding and generation, and semantics), a discourse layer and an
intention layer. The most important innovations needed are theory (which would
decrease the need for huge amounts of data) and evaluation measures at each level,
together with annotated corpora of spoken and text dialogues and discourse,
ontology, and knowledge, information sharing between chat and task dialogues, as
well as emotion and symbol and mutual grounding information. Those groundings
would be shaped by never-ending learning.

For Alex I. Rudnicky, just as humans have conventions for communication
management, systems should follow human conventions. Conversation is a mixture
of dialogue types, supporting different needs and goals: tasks, social dialogue,
instrumental dialogue such as persuasion. This requires a new conversation man-
agement for non-task-based dialogue, taking into account an overall conversation
structure, turn-to-turn shifts and goal blending within turns. He expressed the
opinion that it is important to have a better understanding of how different levels of
chat dialogue operate in concert: humans are quite good at interleaving levels, but
automatic systems are not. At the same time there, is no good theory of the
interlocutor and the mechanisms that allows them to manage different levels of
interaction in service of the goals that they support. It is tempting to treat different
levels separately, and this approach was quite useful in developing our under-
standing of goal-directed dialogue. But to approach the sophistication of human
language-based interaction, we need to develop an integrated framework.

Marilyn Walker expressed the opinion that the most needed innovation is the
capacity to retain the memory of the user and models of past conversations, keeping
an ongoing context of the conversation. This would allow for shared experience
(between user and system) and increased chat dialogue naturalness. She also sup-
ports a better understanding of the structure of non-task-oriented dialogue: What
dialogue strategies are relevant? What are the useful semantic relationships between
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dialogue turns? There is also a need for a deeper understanding of user utterances, a
semantic mapping into a topical space.

For Laurence Devillers, it is necessary to understand the architecture of casual
conversation, to develop descriptors of the above for annotation and learning and to
find a way to maintain the conversation.

Q3. What is the “role of theories of dialogue” vs. “role of lots and lots of data”? Is
deep learning going to save us all?

Zhou Yu does not believe that deep learning will save us all: deep learning
methods today are just like SVM back 10 years ago. They are just methods to help
us to understand the world and create new tools and applications. Most impor-
tantly, deep learning currently only works pretty well with supervised tasks, which
requires millions of well-labelled training data and performs poorly with limited
labelled data. Conversations require human participation; therefore, it is really
hard to collect such a big amount of labelled data. She advocates a shift towards
more transfer, unsupervised and semi-supervised learning and hopes that the
community cares more about how to solve the problems, instead of focusing on
shifting the problems to deep learning models.

Q4. Is chat dialogue a single genre, or can it be divided into different types (e.g.
argument vs rapport building)?

Some of the panelists think that there is no clear genre distinction in human–
human conversation: people are not conscious of their choice of register; infor-
mation is carried over between the social and task parts, and the latter should help
or affect each other. Others believe that genre can be distinguished by the level of
formality, even if mixed, within the same dialogue.

The opinion of Marilyn Walker is that we have no good evaluation metrics
because we do not have a good classification of genres, as these reflect different
dialogue purposes: chat dialogue is not a single genre, and much more progress
would be made by acknowledging that. If we have subtypes of chat, then we could
much more easily evaluate whether the chat system was achieving its goals. For
example, we could have a chatbot that argues with people about social and
political topics and measures how much more people know about different sides of
an argument after the conversation. Or we could have a “celebrity gossip” chatbot
that could then be evaluated by whether it provides the user with gossip they are
interested in. Also, the idea of an “ongoing” conversant who has a memory for past
conversations and what you said would almost result in a different genre. Even for
domains such as film/movies that have a clearer structure, being able to move a
conversation from movies to actors to actor spouses to gossip about the actors is
beyond what we can currently easily do.

Zhou Yu does not think that there is a single rule to define genre: most human–
human conversations are mixed with different genres at once. For example, when
you go to the coffee room, you would start the conversation with some social talk,
such as how are you doing? How’s your weekend? Then, you slowly go to your
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work-related content. Also, the ranges of these conversations are not merely
according to social convention, but also out of the consideration of effectiveness.
For example, if your co-worker told you that her kid was sick over the weekend,
then you’d better not ask him to stay late to finish some extra work.

Human User Involvement

Q5. How can user expectations be properly set for a given chatbot platform? How
important is user experience designwith respect to the limitations of natural language
understanding and dialogue management for a chat-oriented dialogue to be usable?

According to Satoshi Nakamura, the personae of system and user (age, family,
language and history), and the sharing of this knowledge, are crucial.

For Kevin Bowden, what is missing from chatbots is the ability to make the
dialogue more informal, adding hedge words. It’s not the best strategy for an agent
to try to be human when they can’t. Embrace the fact that you’re a bot, and set
appropriate expectations. Bots that are too polite are not that interesting. The goals
of a chatbot are to engage experience and to communicate a message.

Laurence Devillers stresses the importance of conducting a lot of experiments
with a human in the loop: humans use emotions. Machines need to have emotions,
sociability, friendliness, cultural awareness. Chatbots need culture, personality,
emotion; but that can be confusing to people. The need to adapt to different users
brings a danger: it could be used to exploit, abuse or influence individual people.
There is an IEEE Working Group about manipulation and nudging. She also thinks
that there are currently asymmetries between emotion generation and detection:
there is a need for better coupling between those mechanisms.

Zhou Yu thinks that ideally every user should have a personal (personalized?)
assistant. These can be bootstrapped based on demographic characteristics (age,
culture). Privacy is an issue, but adaptability is still needed.

Marilyn Walker stresses the fact that designing multi-domain systems is a
challenge, while multi-domain is almost a prerequisite for open-domain chatbots.
David Novick thinks that conversations have a broader structure, almost like a story
or narrative. How close are we to modelling this? M. Walker replies that we need a
taxonomy of conversational moves: study socially aware people, how they pass the
ball and keep a conversation going.

Emer Gilmartin reminds us that personal assistants perform several distinct
human roles. How do humans relate to that? For David Traum, predictable does not
equal usable: there is a need to get accurate expectations from the user. To which
Laurence Devillers answers that the user expectation is difficult to set properly in a
chatbot platform, it means that the system should be adaptable to the habits of the
user knowing the user’s likes and dislikes for example. The user’s experience
design is important because the system is still not able to understand open-domain
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natural language and common sense as well as dialogue management should be
more usable if the dialogue is adapted to the way the user speaks.

Q6. What are the most important aspects of (human) chat dialogue that should be
incorporated in chat dialogue systems?

For Kevin Bowden, important human aspects to consider include being less
formal, with more colloquial speech, and exploring agents that are less polite.

For Laurence Devillers, the most important aspect of human dialogue is to cope
with affect/empathy but also irony/sarcasm/humour in order to build a more social,
friendly and “chatty” chatbot. Drives and emotions such as excitement and
depression are used to coordinate action throughout life. One other really
important thing is to consider the cultural aspect of the language. Societies and
individuals around the world have different ways to express intentions through
conversation and paralinguistic cues (mimics, gestures), interpret silence, etc.
These particularities could be incorporated into the social chatbot in order to
transmit the intended message. So in order to build this chat dialogue, we have to
give the chatbot a personality, a cultural sensibility and emotions.

Q7. What kinds of techniques should be added (beyond simple corpus response
retrieval- or rule-based template filling) to the chat system repertoire to create
more human-like (or just more coherent, better) chat dialogues?

Kevin Bowden thinks that retrieval- and rule-based systems are great; they just
need to have more fluid transient states to connect them, while for Laurence
Devillers, hybrid systems combining deep learning and rule-based templates will be
more chatty and more coherent. New data sources could be used such as movies,
everyday conversations in talk shows, Internet for training for social response
generation. Also, symmetrical dialogue with a better coupling between natural
language understanding and natural language generation is necessary.

While, for Marilyn Walker, there are many open problems in multi-domain
task-oriented dialogue, which if they were solved would be highly applicable to
chat dialogue. We need, for example, to understand how to represent a discourse
agenda and integrate information across different applications. For example, in
task-oriented dialogues, we do not know how to interleave search and QA with a
directed dialogue such as:

• User: set a time
• System: for how long
• User: how long does it take to boil an egg (goes to QA/search)
• System: Hard boiled or soft boiled (comes back from QA)
• User: hard boiled
• System: I am setting the timer for 5 minutes for a hard-boiled egg.

Q8. Some argue that task-oriented dialogue systems need not (and perhaps should
not) be human-like, but should strive for efficiency. When it comes to chat dialogue
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systems, should similar arguments be made, or must they be more human-like to be
successful?

Joseph Mariani asks about the uncanny valley effect: if the machine behaviour is
too similar to humans, it can become annoying, even if it is agreed that the goal is
not to build artefacts that are indistinguishable from humans, but systems that can
interact with humans in a natural way.

Kevin Bowden thinks that when humans talk to a bot which is supposed to be
human, they subconsciously recall learned expectations as to what a human can do,
such as process emotion correctly: since we currently cannot satisfy these expec-
tations, it can hurt the user experience. I would suggest that our bots should
embrace the fact they are a bot, and not try to present themselves as human, to
perhaps lower expectations, subsequently increasing the overall experience. In fact,
I think it could be quite interesting to try other means of representation. However,
there is of course a trade-off, if you make your bot less human, you need to insure
that there is some other functionality which engenders engagement.

The opinion of Zhou Yu is that good conversational systems are not evaluated
by how human-like they are, but how easily they elicit natural human (user)
behaviour. If we become able to reduce the cognitive load of the user, more and
more people will be willing to use our systems.

Evaluation

Q9. What kinds of methods can be used to efficiently evaluate human, human–
computer and computer–computer chat dialogue?

For Alex Rudnicky, objective, automatic measures are necessary for learning: we
do not have a theory of what a good chat is, either turn-by-turn or as a global
metrics. We need to model continuity, engagement. Zhou Yu agrees that the longer
a person is willing to talk to a system, the better. But this measure is not automatic
and not reproducible.

According to Laurence Devillers, we need to compare interactions between
humans, between machines and between humans and machines. But there is no
clear measure of what constitutes a good dialogue. Maybe using the Turing test to
evaluate human interaction with the machine?

David Novick proposes that we learn from video game evaluation: there is a
contrast between game and task evaluation—games want to maximize engagement,
not minimize it. Also for Laurence Devillers, methods based on games like jeux de
roles (role-playing games) could be used to efficiently evaluate human, human–
computer and computer–computer chat dialogue, while we also need to create new
kinds of measures in the dialogue like social engagement in interaction, symmetry
between agent and user, degree of familiarity or intimacy.

For Alex Rudnicky, a key missing element in social chat research is a clear
understanding of measurement. For goal-directed systems, it was much easier as
task completion, achieving a goal, was an objective criterion that could be agreed
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on. Additional criteria, such as time-to-completion and number-of-turns, were also
accepted in part because they could be measured. Non-goal-oriented chat is dif-
ferent: sometimes the goal is to operate within an expected social structure
(“hello”, “goodbye”, “thank you”, etc.), or to develop a relationship (by estab-
lishing a common ground and history), or simply a way to pass the time (while
practicing conversational skill). The challenge is to find objectively measurable
criteria for these and to move beyond judgment-based evaluation. Doing so will
create the necessary foundation for learning-based approaches.

For his part, Satoshi Nakamura advocates an evaluation via brain activity
measurement to test the naturalness of dialogues as perceived by humans.

A special session on Multi-domain Dialogue Systems took place with the goal of
examining the state of the art in the newly emerging area of multi-domain systems.
These systems can be characterized as combining more than one slot-filling or
chatbot system. Past dialogue systems have concentrated on one domain, making
the task of deciding what the user is asking for (filling a slot, understanding an
intention, determining the question in a Q/A set-up) much easier. These systems
have one central decision mechanism that interfaces with the user, determines the
domain of the user’s request (or if it is out of domain) and then sends the user
utterance on to the dialogue system that deals with the domain in question (or with
all out-of-domain requests). The domain decision mechanism can be a rule-based
module, the easiest to set up for a new system, or if there is sufficient data, it can use
neural nets to represent the request/action pair learned from past dialogues. The
latter approach was extremely rare as of the writing of this introduction as the
domain is new and there is little available data. Due to the very large amount of data
needed to train such a system, and the need to cover many domains if the data is to
be quasi-universally useful, this dataset is not easy to fashion.

There were three chapters in this session. The chapter by Alexandros Papangelis,
Stefan Ultes and Yannis Stylianou, “Domain Complexity and Policy Learning in
Task-Oriented Dialogue Systems”, deals with multi-domain systems comprising
uniquely slot-filling systems. It compares two well-known policy learning algo-
rithms, GP-SARSA and DQN in order to understand something about the nature
of the varied domains that we try to group in a multi-domain system. What feature
or features of a domain should we pay the most attention to when using complex
statistics to model domain selection? They find that a requestable slot’s entropy, the
number of requestable slots in a given domain and database coverage are the main
factors that play a role in whether a given domain will be referred to correctly and at
the right time in a multi-domain system.

The chapter by Alexandros Papangelis and Yannis Stylianou, “Single-Model
Multi-domain Dialogue Management with Deep Learning”, asks how to create the
mechanism that decides which domain the user wants. They show that instead of
training the system using deep Q networks on one model for each domain in the
system so far (multi-domain models), it is far better to train the system with one
single domain-independent policy network. In this way, new domains can be added
much more easily.
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The chapter by Kyusong Lee, Tiancheng Zhao, Stefan Ultes, Lina
Rojas-Barahona, Eli Pincus, David Traum and Maxine Eskenazi, “An Assessment
Framework for DialPort”, discusses how to assess a multi-domain system and uses
the DialPort portal as its example. Assessment can be approached from both the
point of view of the system developer and of the user. This chapter proposes a
comprehensive assessment framework that encompasses both points of view. The
framework includes response delay, smooth transition from one agent (system) to
another and the ability to correctly choose the system that the user is to be con-
nected to.

There were four chapters presented in the special session on Human–Robot
Interaction. All of the chapters deal with the use of dialogue frameworks with robots.

The chapter by Lucile Bechade, Guillaume Dubuisson-Duplessis, Gabrielle
Pittaro, Mélanie Garcia and Laurence Devillers, “Towards Metrics of Evaluation of
Pepper Robot as a Social Companion for the Elderly”, explains that field studies in
human–robot interaction are necessary for the design of socially acceptable robots.
Constructing dialogue benchmarks can have a meaning only if researchers take into
account the evaluation of the robot, the human and of their interaction. This chapter
describes a study aimed at finding an objective evaluation procedure for the dia-
logue with a social robot. The goal is to build an empathic robot (JOKER project),
and it focuses on elderly people, the end-users expected by the ROMEO2 project.
The authors carried out three experimental sessions. The first time, the robot was
NAO, and it was with a Wizard of Oz (emotions were entered manually by
experimenters as input to the program). The other times, the robot was Pepper, and
it was totally autonomous (automatic detection of emotions and consequent deci-
sion). Each interaction involved various scenarios dealing with emotion recogni-
tion, humour, negotiation and cultural quiz.

The chapter by Juliana Miehle, Ilker Bagci, Wolfgang Minker and Stefan Ultes,
“A Social Companion and Conversational Partner for the Elderly”, presents the
development and evaluation of a social companion and conversational partner for
the specific user group of elderly persons. With the aim of designing a user-adaptive
system, the authors create a system that responds to the desires of the elderly which
have been identified during various interviews. They create a companion that talks
and listens to elderly users.

The chapter by Onno Kampmann, Farhad Bin Siddique, Yang Yang and Pascale
Fung, “Adapting a Virtual Agent to User Personality”, proposes to adapt a virtual
agent called “Zara the Supergirl” to the user’s personality. User personality is
detected using two models, one based on raw audio and the other based on tran-
scribed text. Both models show good performance, with an average F-score of 69.6
for personality perception from audio, and an average F-score of 71.0 for recog-
nition from text. Both models deploy a convolutional neural network. The study
suggests that the openness user personality trait correlates especially well with a
preference for agents with a more gentle personality. People also sense more
empathy and enjoy better conversations when agents adapt to their personality.
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The chapter by Pierrick Milhorat, Divesh Lala, Koji Inoue, Tianyu Zhao,
Masanari Ishida, Katsuya Takanashi, Shizuka Nakamura and Tatsuya Kawahara,
“A Conversational Dialogue Manager for the Humanoid Robot ERICA”, presents a
dialogue system for a conversational robot, Erica. The goal is for Erica to engage in
more human-like conversation, rather than being a simple question-answering
robot. The dialogue manager integrates question-answering with a statement
response component which generates dialogue by asking about focus words
detected in the user’s utterance, and a proactive initiator which generates dialogues
based on events detected by Erica. The authors evaluate the statement response
component and find that it produces coherent responses to a majority of user
utterances taken from a human–machine dialogue corpus. An initial study with real
users also shows that it reduces the number of fallback utterances by half. This
system is beneficial for producing mixed-initiative conversations.

The session on Social Dialogue Policy had seven chapters presented.
The chapter by Nurul Lubis, Sakriani Sakti, Koichiro Yoshino and Satoshi

Nakamura, “Eliciting Positive Emotional Impact in Dialogue Response Selection”,
shows how introducing emotion in human–computer interaction (HCI) has created
various system’s abilities that can benefit the user. Among these is emotion elici-
tation, which has great potential to provide emotional support. To date, work on
emotion elicitation has only focused on the intention of elicitation itself, e.g.
through emotion targets or personalities. In this chapter, the authors extend the
existing studies by using examples of human appraisal in spoken dialogue to elicit a
positive emotional impact. They augment the widely used example-based approach
with emotional constraints: (1) emotion similarity between user query and examples
and (2) potential emotional impact of the candidate responses. Text-based human
subjective evaluation with crowdsourcing shows that the proposed dialogue system
elicits overall a more positive emotional impact and yields higher coherence as well
as emotional connection.

The chapter by Svetlana Stoyanchev, Soumi Maiti, and Srinivas Bangalore,
“Predicting Interaction Quality in Customer Service Dialogs”, shows how to apply
a dialogue evaluation Interaction Quality (IQ) framework to human–computer
customer service dialogues. The IQ framework can be used to predict user satis-
faction at the utterance level in a dialogue. Such a rating framework is useful for
online adaptation of dialogue system behaviour and increasing user engagement
through personalization.

The chapter by Bethany Lycan and Ron Artstein, “Direct and Mediated
Interaction with a Holocaust Survivor”, presents new dimensions in a testimony
dialogue system that was placed in two museums under two distinct conditions:
docent-led group interaction and free interaction with visitors. Analysis of the
resulting conversations shows that docent-led interactions have a lower vocabulary
and a higher proportion of user utterances that directly relate to the system’s subject
matter, while free interaction is more personal in nature. Under docent-led inter-
action, the system gives a higher proportion of direct appropriate responses, but
overall correct system behaviour is about the same in both conditions because the

Preface xv



free interaction condition has more instances where correct system behaviour is to
avoid a direct response.

The chapter by Zahra Rahimi, Diane Litman and Susannah Paletz, “Acoustic-
Prosodic Entrainment in Multi-party Spoken Dialogues: Does Simple Averaging
Extend Existing Pair Measures Properly?”, explains how linguistic entrainment, the
tendency of interlocutors’ speech to become similar to one another during spoken
interaction, is an important characteristic of human speech. Implementing linguistic
entrainment in spoken dialogue systems helps to improve the naturalness of the
conversation, likability of the agents, and dialogue and task success. The first step
toward the implementation of such systems is to design proper measures to quantify
entrainment. Multi-party entrainment and multi-party spoken dialogue systems
have received less attention compared to dyads.

The chapter by Patrick Ehrenbrink and Stefan Hillmann, “How to Find the Right
Voice Commands? Semantic Priming in Task Representations”, discusses a com-
mon way of interacting with conversational agents: through voice commands.
Finding appropriate voice commands can be a challenge for developers and often
requires empirical methods where participants come up with voice commands for
specific tasks. Textual and visual task representations were compared in an online
study to assess the influence of semantic priming on spontaneous, user-generated
voice commands.

The chapter by Louisa Pragst, Wolfgang Minker and Stefan Ultes, “Exploring
the Applicability of Elaborateness and Indirectness in Dialogue Management”,
investigates the applicability of soft changes to system behaviour, namely changing
the amount of elaborateness and indirectness. To this end, the authors examine the
impact of elaborateness and indirectness on the perception of human–computer
communication in a user study. Here, they show that elaborateness and indirectness
influence the user’s impression of a dialogue and discuss the implications of their
results for adaptive dialogue management. The authors conclude that elaborateness
and indirectness offer valuable possibilities for adaptation and should be incorpo-
rated in adaptive dialogue management.

The chapter by Zhou Yu, Vikram Ramanarayanan, Patrick Lange and David
Suendermann-Oeft, “An Open-Source Dialog System with Real-Time Engagement
Tracking for Job Interview Training Applications”, explains how, in complex
conversation tasks, people react to their interlocutor’s state, such as through
uncertainty and engagement, to improve conversation effectiveness. If a conver-
sational system reacts to a user’s state, would that lead to a better conversation
experience? To test this hypothesis, the authors designed and implemented a dia-
logue system that tracks and reacts to a user’s state, such as engagement, in real
time. Experiments suggest that users speak more while interacting with the
engagement-coordinated version of the system as compared to a non-coordinated
version. Users also reported the former system as being more engaging and pro-
viding a better user experience.

There are four chapters in the final session on Advanced Dialogue System
Architecture. All of them deal with the use of advanced statistical models to
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represent all or part of the dialogue framework, from natural language under-
standing (NLU) to dialogue manager (DM) to natural language generation (NLG).

The chapter by Stefan Ultes, Juliana Miehle and Wolfgang Minker, “On the
Applicability of a User Satisfaction-Based Reward for Dialogue Policy Learning”,
concerns the search for a good dialogue policy that uses reinforcement learning.
Rather than using objective criteria such as task success for reward modelling, they
propose to use the subjective, but very realistic measure of user satisfaction. This
measure is shown to be very successful when used on a user simulation.

The chapter by Michael Wessel, Girish Acharya, James Carpenter and Min Yin,
“OntoVPA—An Ontology-Based Dialogue Management System for Virtual
Personal Assistants”, concentrates on the DM part of the dialogue architecture.
The DM structure here is designed to address the issues of dialogue state tracking,
anaphora and co-reference resolution by using an ontology. The ontology and its
accompanying rules are used for both parts of the DM, state tracking and actions
(response generation). They also show that the use of this architecture allows for
easier creation of a dialogue system in a new domain, which is one of the most
pressing concerns facing dialogue architecture research at present.

The chapter by Manex Settas, María Inés Torres and Arantza del Pozo,
“Regularized Neural User Model for Goal-Oriented Spoken Dialogue Systems”,
presents a neural network approach for user modelling that exploits an encoder–
decoder bidirectional architecture with a regularization layer for each dialogue act.
The chapter deals with the data sparsity issue and presents results on the Dialogue
State Tracking Challenge 2 (DSTC2) dataset.

The chapter by Robin Ruede, Markus Müller, Sebastian Stüker and Alex
Waibel, “Yeah, Right, Uh-Huh: A Deep Learning Backchannel Predictor”, looks at
the acoustic cues of backchanneling. Departing from handwritten rules to represent
the variety of backchannel cues, they use neural networks extended with long
short-term memory (LSTM) networks to achieve better performance. Performance
is further enhanced by the use of linguistic cues since these are often present along
with the acoustic ones. Their use of this information in a word2vec set-up further
increased accuracy.

Pittsburgh, USA Maxine Eskenazi
Orsay, France Laurence Devillers
March 2018 Joseph Mariani
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Part I
Chatbots and Conversational Agents



Building Rapport with Extraverted
and Introverted Agents

Jacqueline Brixey and David Novick

Abstract Psychology research reports that people tend to seek companionship with
those who have a similar level of extraversion, and markers in dialogueshow the
speaker’s extraversion. Work in human-computer interaction seeks to understand
creating and maintaining rapport between humans and ECAs. This study examines
if humans will report greater rapport when interacting with an agent with an extraver-
sion/introversion profile similar to their own. ECAs representing an extrovert and an
introvert were created by manipulating three dialogue features. Using an informal,
task-oriented setting, participants interacted with one of the agents in an immersive
environment. Results suggest that subjects did not report the greatest rapport when
interacting with the agent most similar to their level of extraversion.

Keywords Virtual agents · Dialogue systems · Rapport

1 Introduction

People often seek companionship with those who have a personality similar to their
own [11]. There is evidence that personality types are borne out in dialogue choices
[1]. Humans are uniquely physically capable of speech and tend to find spoken
communication as the most efficient and comfortable way to interact, including with
technology [2]. They respond to computer personalities in the same way as they
would to human personalities [10]. Recent research has sought to understand the
nature of creating andmaintaining rapport—a sense of emotional connection—when
communicating with embodied conversational agents (ECAs) [2, 8, 14].

Successful ECAs could serve in a number of useful applications, from education
to care giving. As human relationships are fundamentally social and emotional, these
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qualities must be incorporated into ECAs if human-agent relationships are to feel
natural to users. Research has been focused on the development and maintenance of
rapport felt by humans when interacting with an ECA [11] and in developing ECA
personalities [3]. However, questions remain as to which agent personality is the best
match for developing rapport in human-ECA interactions.

In this study, two agents representing an extravert and an introvert were created by
manipulating three dialogue features. Using a task-oriented but informal setting, par-
ticipants interacted with an agent in an immersive environment, and then responded
to a 16-question rapport survey.

This study specifically seeks to answer three questions: (1)Will all subjects estab-
lish a high-level of rapport with the extraverted agent? (2) Will extraverted subjects
matchedwith an introverted agent show the lowest level of rapport due tomismatched
personalities? (3) If all subjects establish rapport with the agent, will subjects report
the highest level of rapport when interacting with the agent whose extraversion level
matches that of the subject?

2 Extraversion and Introversion in Dialogue

Personality is a patterned set of organized traits and externalized behaviors that
are permanent or slowly changing that influence a person’s attitudes and emotional
responses. Personality is considered a universal phenomenon of human psychology
[16]. One prominent structure in the literature for personality traits and dimensions
is the Five Factor Model (FFM). One factor in the FFM is extraversion-introversion,
which is a consistent and salient personality dimension [16]. Extraversion is often
displayed through “energetic” behavior and an outgoing and sociable attitude, while
introversion is marked by quietness and seeking of solitude [5].

2.1 Extraversion in Dialogue

Personality markers in speech are dialogue acts that are associated with personality
dispositions. Extraverted and introverted personalities are revealed based on expres-
sion of semantically equivalent but emotionally distinct phrases [2]. Extraverts tend
to speak louder and talk more than listen [16]. Extraverts reflect their sociability
by referring to other people, using more positive language, and saying more per
conversation turn [15]. Introverts tend to use fewer positive words and give fewer
compliments [10].

Social dialogue is talk in which interpersonal goals are the primary purpose, while
task goals are secondary, and are used to build rapport and trust [1]. Social dialogue
significantly increased trust for extraverts in ECA interactions butmade no difference
for introverts [2]. In contrast, introverts dislike social dialogue and prefer task-only
dialogue [1].
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Fig. 1 Paralinguistic model of Rapport [14]

Extraverted speech correlates negatively with concreteness [6], achieved by
adding subordinate clauses instead of starting a new sentence. This increases the
number of noun and verb phrases, a sentence’s length and syntactic complexity [15],
and overall word count. Word count is an important surface feature for determin-
ing extravert dialogue [10]. Extraverts also tend to use a less robust vocabulary and
produce less formal sentences [10]. For this study, formality is measured by [9]:

F = (noun frequency + adjective frequency + preposition frequency + article
frequency− pronoun frequency− verb frequency− adverb frequency− interjection
frequency + 100)/2

2.2 Rapport with ECAs

Rapport is the harmonious feeling experienced when forming an emotional con-
nection with another person. It has profound effects on human relationships, from
customer satisfaction and loyalty [7], to student success [18]. The incorporation of
social and emotional qualities into the framework of the ECA facilitates the build-
ing and maintenance of human-ECA relationships, and rapport provides a basis for
long-term human-ECA relationships. The paralinguistic rapport model used in this
study measures rapport in three dimensions: a sense of emotional connect, a sense
of mutual understanding, and a sense of physical connection [14] (Fig. 1).
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Previous research did not actively quantify the personality difference between an
extraverted and introverted agent, rather qualitatively created agents that are different
[4, 13, 17]. Further, while previous research has sought to quantify personality via
dialogue markers [11], formality was not included in those metrics. Accordingly,
this study sought to select features that can be quantified and include formality in
thatmeasurement. Previous research has also emphasized agent likeability, while this
work focuses on rapport. Finally, the research to date has not matched the personality
of the humanuser to anECAof a corresponding personality, nor have previous studies
addressed the level of rapport felt by users when interacting with ECAs portraying
a specific personality type via dialogue choices.

3 Methods

To determine the effect of ECA extraversion and introversion on rapport, wemanipu-
lated three dialogue features in the speech of the extraverted ECA and the introverted
ECA. These features were selected for their salience in the relevant literature and the
ability to measure each feature.

1. Positivity, as measured by the linguistic inquiry and word count (liwc.
wpengine.com). This measurement was set to be higher in extraverted dialogue.

2. Word count, as measured as the total number of words per scene. A higher word
count tends to be a marker of extraversion.

3. Formality, as measured by the formality formula [9]. This feature tends to be
higher for introverts.

Participants in the study interacted with the agent in a game, “Survival on Jungle
Island” [8], an interactive game where participants find themselves stranded on a
remote island with the agent and work to try to survive and escape off the island.
The game comprises ten scenes, which are interactions centered on a topic, such as
family, or a task, for example trying to start a fire. Figure2 shows the agent in a scene
from the jungle game. The user interacted with the agent via spoken dialogue, and
each scene was written to incrementally disclose information about the agent and to
request similar information from the user. Since intimacy building dialogues do not
change regardless of the previous decisions made by the user, all users have an equal
opportunity to build rapport with the agent.

A script for the ECAwas handwritten prior to manipulations [8] to ensure that the
same content was given by the ECA to all participants. An example dialogue from
Scene 2 is shown in Table1. In this scene, the participant has just woken up on the
beach and meets the agent.

All dialogues followed the same story arc and revealed the same information
about the agent. While no metric was set that any of the factors had to be a specific
ratio between the two agents, our objective was generally to make extraverted word
count and positivity higher than that of introverted, and introverted formality higher
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Fig. 2 The agent in a scene in the jungle game

Table 1 Example of extraverted ECA and introverted ECA dialogue

Line Extraverted ECA Introverted ECA

1 Oh, I’m so sorry, where are my manners, my
name is Lina.

My name is Lina

2 How about you, what’s your name? What is your name?

3 Great to meet you, I’m so glad I’m not alone
anymore!

It is very nice to meet you!

4 Well I’ve been on this island for a few days
now.

I landed here seven days ago

than that of the extravert. Table2 presents total word count, formality, and positivity
for each scene. The extravert word count was, on average, 63% higher 5 than the
introvert word count. The extravert formality was about 15% lower than the introvert
formality. And the extravert positivity was about 100% higher than the introvert
positivity.

In total, we recruited 59 subjects, 9 females and 50 males; four data points from
the 59 recorded were discarded due to technical difficulties. After consenting, all
participants completed a standardMyers-Briggs personality assessment to determine
extraversion or introversion [12]. Participants were matched to interact with an agent
at random. There were 15 participants in the introverted agent extraverted user (IE)
group, 15 in the extraverted agent-introverted user (EI) group, 14 in the introverted
agent-introverted user (II) group, and 11 in the extraverted agent-extraverted user
(EE) group. The physical appearance and behavior of the ECA was the same for all
scenarios; only the ECA’s language was changed.
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Table 2 A summary of word count, formality, and positivity for the respective agents in the Jungle
Game

Scene Extravert Introvert

Word count Formality Positivity Word count Formality Positivity

1 196 33 4.08 128 40 2.34

2 163 43 3.07 65 57 1.54

3 353 38 3.97 239 41 3.77

4 218 40 4.13 136 51 3.68

5 278 46 6.47 152 54 5.26

6 471 37 4.25 301 59 3.65

7 187 41 2.67 129 48 1.55

8 13 49 0 6 50 0

9 11 50 0 5 51 0

10 13 46 15.38 6 47 0

Total 1903 423 44.02 1167 498 21.79

Avg 190.30 42.30 4.40 116.70 49.80 2.17

SD 152.58 5.49 4.32 100.26 6.16 1.87

Experiments lasted for 30 min, with approximately 15 min of interaction with the
agent. Following the interaction, participants filled out a 16-question rapport survey,
with five questions related to emotional rapport, five related to cognitive rapport, and
six questions dealing with behavior rapport. All survey questions were answered on
a five-point Likert scale, with high agreement at 5. A manipulation check was also
included on the rapport survey, where participants were asked, “How extraverted do
you think the agent was?” and ranked the agent on a scale from 1 (very introverted)
to 5 (very extraverted). Participants were also asked a free response question, “Do
you prefer interacting with extraverts usually?” and to provide any comments about
the experiment.

4 Results

The results for the research questions will be presented first, followed by a general
discussion of the results. For the reported t-tests, the distributions of mean rapport
scores for each experimental condition appear to be normal; Table3 reports the
Anderson-Darling p values, where p > 0.05 indicates that a normal distribution
cannot be rejected. That is, all four conditions have acceptably normal distributions.
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Table 3 Anderson-Darling test for normality of distributions of rapport scores

Condition Anderson-Darling p Value

EE 0.62

II 0.44

IE 0.89

EI 0.18

4.1 Research Questions

(1)Will all subjects establish a high level of rapport with the extraverted agent?
The results indicate that all participants established a higher level of rapport with

the extraverted ECA than with the introverted ECA, as can be seen in Fig. 3, which
presents the averages and standard deviations of reported rapport based on answers to
the 16-question survey.Overall, theEEgroup had the highest average level of rapport,
followed by the IE group. Contrary to our hypothesis (and psychology literature),
the introverted participants who interacted with the introverted agent (II) reported
the lowest average levels of rapport overall and in each of the three subsections of
rapport.

(2) Will extraverted subjects matched with an introverted agent show the lowest
level of rapport due to mismatched personalities?

The results indicate that this is not true; instead, introverts reported the lowest level
of rapport when interacting with the introverted agent (see Fig. 3). While extraverts
did report a lower level of rapportwith the introvertedECA thanwith 7 the extraverted
ECA, the II group reporting the lowest level of rapport suggests that mismatched
personalities do not predict the lowest level of rapport.

Table4 presents the results from conducting t-tests on the data set. In general, the
emotional and cognitive dimension did not show meaningful differences across the
experimental conditions. However, there appear to be clear results for the behavioral
dimension.

The result of p < 0.05 for behavioral rapport for the EE versus EI groups suggests
that extraverts developed lower levels of rapport in the mismatched interaction. The
lack of a significant result in the t-test for II versus IE (a comparison of the impact
on rapport for mismatching for introverted participants) suggests that a mismatched
ECA personality did not have a significant effect on the development of rapport for
introverted subjects. These results indicate that introverted and extraverted partici-
pants do not have the same reaction in building rapport with the ECA as a function
of ECA extraversion/introversion.

(3) Will subjects report the highest level of rapport when interacting with the
agent whose extraversion level matches that of the subject?

The results suggest that extraverts did report the highest level of rapport with
the extraverted ECA, but the II group showed the lowest average for rapport for all
the groups (see Fig. 3), which was not consistent with the psychology research on
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Fig. 3 The averages (bold) and standard deviations (italicized) of the full data set

Table 4 The results of a t-test on the data set, ** indicates p < 0.05, * indicates p < 0.10

Condition Overall Emotional Cognitive Behavioral

EE/II 0.09* 0.14 0.57 0.02**

EE/IE 0.22 0.31 0.54 0.08*

EE/EI 0.18 0.34 0.53 0.05*

II/IE 0.64 0.51 0.96 0.59

II/EI 0.72 0.58 1 0.81

IE/EI 0.91 0.97 0.95 0.77

personality that reported that humans prefer to interact with those who have a person-
ality most similar to their own. The significant (p<0.05) t-test result for behavioral
rapport of the EE versus II groups indicates that introverts feel substantially less
rapport on average when interacting with an agent of the same personality type than
do extraverts.
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Table 5 The effect sizes in the full set of data, * indicates θ > 0.60, and ** indicates θ > 0.80

Effect size Overall Emotional Cognitive Behavioral

EE/II 0.84** 0.73* 0.24 1.19**

EE/IE 0.47 0.41 0.21 0.71*

EE/EI 0.65* 0.46 0.29 0.98**

II/IE 0.31 0.34 0.04 0.38

II/EI 0.13 0.19 0.01 0.12

IE/EI 0.15 0.11 0.05 0.25

4.2 Effect Size

We examined effect size to provide insight into the size of the difference between the
various groups’ mean rapport, shown in Fig. 3. We calculated effect size θ using the
standardized mean difference between populations to provide additional perspec-
tive on the differences between the various groups’ mean reported rapport scores
(see Table5). A larger absolute value for effect size indicates a stronger effect and
complements the findings of the t-test results from Table4 by giving insight into the
strength of the statistical claim. We found an exceptionally strong effect of 0.84 for
overall rapport when comparing the EE and II groups (effect > 0.8), disconfirming
the expectation from psychology for our subjects in human-ECA interactions. The
strong effect of 0.65 found in the EE versus EI comparison (effect > 0.8) suggests
that extraverts will report lower levels of rapport when matched with an introverted
agent. The lack of effect from the introverted participants in either agent-matching
condition suggests that introverted participants do not feel more rapport with either
agent and also indicates that extroverts in general report higher levels of rapport than
introverted participants when interacting with an agent.

The results of the analysis of effect are consistent with the question posed to par-
ticipants on the rapport survey, “Do you prefer interacting with extraverts usually?”
Introverted participants reported mixed preference, with 40% preferring other intro-
verts, 40% preferring extraverts, and the remaining subjects having no preference.
However, 80% of extravert participants preferred other extraverts, with 8% prefer-
ring introverts and 12% with no preference. This result provides a new perspective
on the psychology of introverts as well as on the dynamics of rapport in relation to
extraversion, as it appears that introverts do not have the same expectations for their
conversation partners, either human or ECA, as extraverts. Thus, the creation and
maintenance of rapport with introverted participants will not be identical to that of
extraverted participants.

Finally, all participants answered a manipulation check on the rapport survey,
“How extraverted do you think the agent was?” Both the extravert subjects and the
introvert subjects rated the extraverted agent as more extraverted than the introverted
agent. However, these differences were small (see Table6) and not statistically sig-
nificant; overall, both extravert and introvert participants rated the extraverted agent
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Table 6 Perceived extraversion, by subject and agent condition

Condition Mean perceived extraversion Difference

EE 4.45 0.38

EI 4.07

IE 4.47 0.07

II 4.40

as highly extraverted. Extraverted participants rated the introverted agent as being
more introverted than did the introverted participants. Some responses from partici-
pants as to why they did not perceive the introversion of the agent were that the ECA
initiated too many conversations and conversation topics, particularly those about
herself. These responses match with descriptions that introverts prefer task dialogue
to social dialogue [1] and to let others make decisions [10], features that were not
incorporated into the present ECA interaction model. Another potential explanation
is that the phrasing of the question might have led participants to expect the agent
was intended to be extraverted.

5 Conclusion

Our study’s results suggest that while there are instances in which the behavior of
humans in human-ECA interactions is the same as those in human-human interaction,
human-ECA interactions with introverted agents may not be one of these instances.
Should only one agent personality be available to implement, our results suggest that
the best option would be an extraverted personality, as both introverts and extraverts
reported higher levels of rapport with an extroverted agent than introverted.

The study also found that introverts did not show preference for either agent.
Future work should explore how to better relate to and interact with introvert par-
ticipants. Future work could also determine if introvert participants develop more
rapport with an agent during a longer or multi-session interaction.

This study suggests that personality type expressed dialogue can be felt by users,
and this differentiation affects the behavior dimension of rapport, giving new 10
insights into the inner workings and potential manipulations of to increase rapport
with ECAs. Finally, as only three dialogue features were manipulated to differentiate
the two agents, future workwill incorporatemore and different variations of extravert
versus introvert dialogue features.
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Automatic Evaluation of Chat-Oriented
Dialogue Systems Using Large-Scale
Multi-references

Hiroaki Sugiyama, Toyomi Meguro and Ryuichiro Higashinaka

Abstract The automatic evaluation of chat-oriented dialogue systems remains an
open problem. Most studies have evaluated them by hand, but this approach requires
huge cost. We propose a regression-based automatic evaluation method that eval-
uates the utterances generated by chat-oriented dialogue systems based on the
similarities to many reference sentences and their annotated evaluation values. Our
proposed method estimates the scores of utterances with high correlations to the
human annotated scores; the sentence-wise correlation coefficients reached 0.514,
and the system-wise correlation were 0.772.

Keywords Conversational systems · Automatic evaluation
Reference-based estimation

1 Introduction

The enormous cost of evaluating chat-oriented dialogue systems is onemajor obstacle
to improve them. Previous work has evaluated dialogue systems by hand [1, 2],
which is a common practice in dialogue research. However, such an approach not
only requires a huge cost but it is also not replicable; i.e., it is difficult to compare a
proposed system’s scores with the previously reported scores of other systems.

As a first trial of substituting human annotations, Ritter et al. introduced BLEU,
which is a reference-based automatic evaluation method widely used in the
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assessment of machine-translation systems [3, 4]. They evaluate their dialogue sys-
tems on the basis of the appropriateness of each one-turn response for input sentences
instead of whole dialogues. While such a reference-based evaluation methodology
shows high correlations with human annotators in machine-translation, they reported
that the reference-based approach fails to show high correlation with human anno-
tations in the evaluation of chat-oriented dialogues. In machine-translation, since
systems are required to generate sentences that have exactly the same meaning as the
original input sentences, the appropriate range of the system outputs is so narrow that
only one or just a few reference sentences are enough to cover them. On the other
hand, in chat-oriented dialogues, since the appropriate range is likely to be much
larger than in machine-translation, such a small number of references is likely to be
insufficient.

Galley et al. proposed Discriminative BLEU (Δ BLEU), which leverages 15 ref-
erences with manually annotated evaluation scores to estimate the evaluation of chat-
oriented dialogue system responses [5]. Their method leverages negative references
in addition to customary positive references in the calculation of BLEU and evalu-
ates sentences that resemble negative references as inappropriate. This increases the
correlationwith human judgment up to 0.48 of Pearson’s r when the correlation is cal-
culated with 100 sentences as a unit; however, they also reported that sentence-wise
correlation remained low:r ≤0.1. The reason is probably that their method evaluates
a sentence that is far from all the references as neutral rather than inappropriate.

We propose a regression-based approach that automatically evaluates chat-
oriented dialogue systems by leveraging the distances between system utterances
and a large number of positive and negative references. We expect our regression-
based approach to appropriately evaluate sentences that are not similar to all of the
references. We also gathered a larger scale of references than Galley’s work and
examined the effectiveness of the number of references over the estimation perfor-
mance.

2 Multi-reference-Based Evaluation

This section explains how we gather positive/negative sentences by humans, consis-
tently evaluate them among the annotators, and automatically estimate their evalua-
tion scores.

2.1 Development of Reference Corpus

Wedeveloped amulti-reference corpus that contains both positive and negative refer-
ence sentences (responses to input sentences). To collect reasonable input-response
pairs for automatic evaluation, first we collected utterance-like sentences as input
sentences from the web and real dialogues between humans. To remove sentences
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that require understanding of the original contexts, human annotators rated the com-
prehensibility scores of the collected sentences (degrees of how the annotators can
easily understand the situations of the sentences), and we randomly chose sentences
with high comprehensibility scores.

After collecting the input sentences, 10 non-expert reference writers created
response sentences that would satisfy users. To intentionally gather inappropriate
responses, we designed the following two constraints of their creation: character-
length limitation andmasked input sentences. The character-length limitation, which
narrows the available expressions, decreases the naturalness of the references.
The limitation on masked input sentences means that the reference writers create
responses using sentences whose words are partly deleted. For example, when we
mask 60% of the words in the following sentence What is your favorite subject?,
What is *** *** ***? or *** is *** favorite ***? is shown to the reference writ-
ers. This enables us to gather response sentences that have irrelevant content to the
original input sentences and simultaneously maintain the syntactic naturalness of the
responses. In addition, to add other types of inappropriate sentences to the negative
references, we gathered sentences that were generated by existing dialogue systems
described in Sect. 3.1.

2.2 Evaluation of References

Human annotators evaluate reference sentences in terms of their naturalness as
responses. In this work, we adopted the pairwise winning rate over all other ref-
erences as an evaluation score of a reference sentence. If a sentence is judged to be
more natural than all the other references, its evaluation score is 1; a sentence that is
judged the least natural obtains an evaluation score of 0. Our preliminary experiment
showed that if the evaluation scores are rated on a 7-point Likert scale, they tend to be
either maximum or minimum; 45%were rated as 7 and 25% as 1. Hence it is difficult
to determine the differences among the references by their scores. On the contrary,
the winning rates vary broadly, and we can precisely distinguish differences among
the references.

The drawback of the winning rate is its evaluation cost; the number of pairwise
evaluations of N references is N (N − 1)/2. However, pairwise evaluations for partly
sampled pairs are reported to be satisfactorily accurate to maintain the winning
rates [6].

2.3 Score Estimation Methods

Our method estimates a score of a pair of an input sentence and its response T .
We considered the following three approaches in order to automatically evaluate
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system responses using the gathered pairs of input-references with human-annotated
evaluation scores (pairwise winning rates).
Average ofmetrics (AM)Thismethod outputs an estimation score of target sentence
T with the average of sentence-wise similarities s(T,Rm ) with top-M similar reference
sentences Rm as follows:

EAM(T ) = ΣM
m=1s(T,Rm )

M
. (1)

This utilizes only the similarities with the references and resembles the approach
for machine-translation. Since this assumes that only positive references are input,
we just use manually created references without a masking constraint.

Weighted scores (WS) This method first calculates the sentence-wise similarities
s(T,Rm ) with top-M similar reference sentences Rm . This method also calculates the
evaluated scores em (winning rates) of the top-M similar references. Then it out-
puts the average of the scores em of the top-N similar references weighted by the
similarities s(T,Rm ) as

EWS(T ) = ΣM
m=1{em · s(T,Rm )}

M
. (2)

Regression This estimates the evaluation scores with regression models like Sup-
port Vector Regression (SVR) [7]. We used similarity metrics s(T, Rn) for N
references as features and trained the model with data D = (xi , ei )Ni=1, where
xi = {s(Ri , R j )}, j ∈ {1, . . . , N }. Here, s(Ri , R j )means a similarity score between
reference Ri and R j . We developed a regression model for each input sentence.

3 Experiments

First we gathered pairs of input and reference sentences with evaluation scores. Then,
based on the references, we developed evaluation score estimators and examined the
effectiveness of our multi-reference approach.

3.1 Settings

Input sentences We sampled input sentence candidates from a chat-oriented dia-
logue corpus as well as a Twitter corpus. Both corpora contain only Japanese sen-
tences. The chat-oriented dialogue corpus consisted of 3680 one-to-one text-chat
dialogues between Japanese speakers without specified topics [1]. From this cor-
pus, we extracted input sentence candidates whose dialogue-acts were related to
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Table 1 Statistics of gathered references for an input sentence. Human denotes number ofmanually
created references and the others are automatically created references

Method Nc < 50 10 ≤ Nc < 50 Nc < 10 Sum

Human (no mask) 18 18 6 42

Human (30% mask) 6 6 2 14

Human (60% mask) 6 6 2 14

IR-status 10 0 0 10

IR-response 10 0 0 10

Rule 10 0 0 10

Sum 60 30 10 100

self-disclosure. From Twitter, we sampled sentence candidates that contain topic
words, which were extracted from the top-10 ranked terms of Google trends in 2012
in Japan.1

To remove candidates that require the contexts of the original dialogues to be
understood by the writers, we recruited two annotators who rated the comprehen-
sibility scores of the sentence candidates on a 5-point Likert scale and only used
sentences that received scores of 5 from both annotators as input sentences. For the
following experiment, we used ten input sentences: five randomly sampled from
the conversational corpus and five from the Twitter corpus. The number of input
sentences may be small due to the cost of labeling as we describe in the next section.
Reference sentences and evaluations Using the ten selected input sentences, ten
reference sentence writers (not the annotators for comprehensibility scores) cre-
ated references. Each writer created seven reference sentences for each input sen-
tence under two constraints: character-length limitation and masked input sentences.
Table1 shows the statistics of the gathered references. As a limitation of character
length Nc, one reference writer created three sentences under the Nc < 50 condition
(nearly free condition) that only limits excessively long references, three sentences
under 10 ≤ Nc < 50 that forces writers to avoid overly simple references, and one
sentence under Nc < 10 that forces writers to produce such simple references as I
guess so or That sounds good.

The following are the details of the masked input sentences. For all input sen-
tences, six writers created references for them without masks, two writers created
references for 30% masked input sentences, and two writers created references for
60% masked sentences. We randomly assigned the input sentences to writers who
imagined the masked terms and created references. They wrote 70 references for
each input sentence: 42 sentences without masks, 14 with 30% masked, and 14 with
60% masked (Table1).

In addition to the manually created references, we gathered 30 possibly nega-
tive reference sentences that were generated by the following two retrieval-based
generation methods, IR-status and IR-response [3], and one rule-based generation

1https://www.google.co.jp/trends/topcharts#date=2012.

https://www.google.co.jp/trends/topcharts#date=2012
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Table 2 Examples of input sentences, reference sentences and their winning rates

method, Rule [1]. IR-status retrieves reply posts whose associated source posts most
closely resemble the input user utterances. The IR-response approach is similar to
the IR-status, but it retrieves the reply posts that most closely resemble the input user
utterances.Rule represents a rule-based conversational system that uses 149,300 rules
(pattern-response pairs) written in AIML [8] and retrieves responses whose associ-
ated patterns have the highest word-based cosine similarity to the input sentence.
Each method generated ten reference sentences for each input sentence.

After the reference collection, two human evaluators annotated the winner of each
reference pair in terms of its naturalness as a response. With 100 references for each
input sentence, they annotated 4,950 pairs for each input sentence. Table2 shows
examples of the input sentences and the references with their winning rates.
Estimation procedure We compared the three methods described in Sect. 2.3
with smoothed BLEU that calculates BLEU over multi-references (m-BLEU)2 and
ΔBLEU [5]. All the estimations were conducted through the leave-one-out method;
i.e., themethods estimated the evaluation scores for each reference sentence using the
other 99 references. The parameters of the methods are experimentally determined.
We used 3 for the M of AM (Average of metrics) and WS (Weighted scores), SVR
with RBF-kernel, and C=5. Similarity metrics s used in AM, WS, and Regression
are either sentence-BLEU (BLEU), RIBES [9], or Word Error Rate (WER). Here,

2We used NIST geometric sequence smoothing, which is implemented in nltk (Method 3).
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Fig. 1 Distribution of annotated winning rates between annotators

WER, which is calculated as normalized Levenshtein distance NL to a reference
sentence, is converted to a similarity with eitherWER=1−NL (ranges from 0 to 1)
or WER=1−2NL (−1 to 1).

3.2 Analysis of Annotated Evaluations

Before the experiments, we performed a brief analysis of the manually annotated
evaluation scores (winning rates). Figure 1 shows their distribution between the
annotators. They are broadly distributed along the whole range of 0-1. The manually
created references (red triangles, orange diamonds, and yellow squares) were eval-
uated as more natural than the system-generated references. Comparing the system-
generated references, those generated from the retrieval-based methods (IR-status:
blue crosses, IR-responses: purple xmarks) are gathered in the low ormiddlewinning
rates, and those generated from Rule (green circles) are distributed along the whole
range. This shows that Rule generated references with the same appropriateness as
the manually created ones when the rules correctly matched the input sentences.
Pearson’s correlation coefficient between the human evaluators was 0.783. Figure1
also shows that the references with low winning rates show stronger correlations
since the points of lower left corner gather at y = x. This result indicates that the
negative input-response pairs are consistent between the evaluators, but the positive
pairs are somewhat different probably because negative ones can be checked with
violation of some criteria such as Grice’s maxims [10].
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Fig. 2 Annotated pairwise
propotions versus
correlations

Figure2 shows the variation of the pearson’s correlation in- and between-
evaluators over the rate of the evaluated pairs. We obtain the winning rates from
partially sampled pairwise evaluations. The increase of the coefficients become slow
around 12%of the evaluation rates.With our 100 references, 600 pairwise evaluations
are enough to obtain the winning rates with high correlation coefficients (r = 0.924
in in-annotator condition and r = 0.731 in between-annotator condition) with the
true rates.

3.3 Results

Figure3 shows the correlation coefficients of the combination of the sentence simi-
larity metrics and the proposed methods. SVR with WER (using the range from −1
to 1) shows the highest correlation (r = 0.514). Among the AM (Average of metrics)
methods that leverage only the positive references, WER (−1 to 1) shows the highest
correlation but still has lower correlations (r = 0.399) than those that leveraged the
negative references. We calculated these scores using human 2 annotations, but it
does not differ from the scores using human 1 annotations.

Figure4 shows the relations between the number of references and the correlations
of SVR with WER and AM with WER. With fewer references, AM shows higher
correlations than SVR, because it requires training samples for accurate estimations,
while AM can output reasonable estimations even with just one reference. The SVR
performance becomes higher than AM with over 25 references and continues to
improve. This indicates that both of our regression-based approach and the large size
of references are keys to estimate the scores with high correlation.

Figure5 shows the system-wise evaluation scores betweenmanual annotation and
SVR estimation. Each point is calculated as the means of ten scores; each score is
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sampled from the estimated scores of an input-reference pair whose references are
associated with certain generation methods (e.g., human 30% mask or Rule). The
scores are highly correlated with Pearson’s r = 0.772. Figure5 illustrates that the
references generated from human 60% mask, Rule, and IR-status are estimated with
higher scores than the manual scores. This is because most of the low-evaluated
references of human 60% mask and Rule have correct grammar but wrong contents
and are barely distinguished with WER that only considers edit counts. IR-status
has many expressions that did not appear in other references, such as lol (www in
Japanese) and emoticons like :-). The differences between these expressions and
the references are difficult to evaluate with WER and BLEU because they depend
on word matching. This problem may be solved using character N-grams and the
proportions of the character types as regression features.
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4 Conclusion

We proposed a regression-based evaluation method for chat-oriented dialogue
systems that appropriately leverages many positive and negative references. The
sentence-wise correlation coefficient between our proposed and human annotated
scores reached 0.514 and the system-wise correlations were 0.772. These scores
are significantly higher than the previous methods such as delta-BLEU that define
evaluation scores with sentences similarities between system output and reference
sentences. Our results indicate that both of our regression-based approach and the
large size of references are keys to estimate the scores with the high correlation. The
limitation of our work are the small number of inputs and the huge cost of winning
rates. We are planning to large-scale input-reference pairs with Likert scale eval-
uations to examine the effectiveness of our approach and the differences between
winning rates and Likert scales.
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What Information Should a Dialogue
System Understand?: Collection
and Analysis of Perceived Information
in Chat-Oriented Dialogue

Koh Mitsuda, Ryuichiro Higashinaka and Yoshihiro Matsuo

Abstract It is important for chat-oriented dialogue systems to be able to understand
the various information from user utterances. However, no study has yet clarified the
types of information that should be understood by such systems. With this purpose
in mind, we collected and clustered information that humans perceive from each
utterance (perceived information) in chat-oriented dialogue. We then clarified, i.e.,
categorized, the types of perceived information. The typeswere evaluated on the basis
of inter-annotator agreement, which showed substantial agreement and demonstrated
the validity of our categorization. To the best of our knowledge, this study is the
first to clarify the types of information that a chat-oriented dialogue system should
understand.

Keywords Dialogue system · Chat-oriented dialogue · Perceived information

1 Introduction

Dialogue systems can use preselected knowledge about a specific task for under-
standing user utterances in task-oriented dialogue [2, 11], but this framework cannot
be used in chat-oriented dialogue because it does not have (or at least seems not to
have) a clear information structure.

Current chat-oriented dialogue systems interpret a user utterance by converting it
into understanding results such as: keywords (approximating the focus or important
information of a dialogue) [4], dialogue acts (for determining user intentions) [8],
predicate argument structures (for understanding events) [4], emotions (for carrying
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out an action fitting a user’s emotion) [7], and user attributes (for personalizing a
response) [6]. Although such information is used as understanding results of dialogue
systems, it is not clear whether these types of information are sufficient for the
understanding of chat-oriented dialogue systems.

To investigate what sorts of information chat-oriented dialogue systems must
understand, we focused on the information that humans perceive from each utterance
in a dialogue. We call such information “perceived information.” Tasks that relate to
perceived information have been emerging recently; such as conversation entailment
[13, 14], irony detection [5, 9], and document enrichment [15, 16]. However, they
only focus on a specific type of perceived information and do not provide an overall
picture or categorization of perceived information.

In this paper, we report on the data collection and analysis of perceived infor-
mation. We collected many instances of perceived information written by multiple
annotators. We then had other annotators manually cluster the same type of instances
for analyzing what types of perceived information exist. To evaluate the clustering
results, we tested the inter-annotator agreement in annotating the types of perceived
information. Through this analysis, we clarified the kinds of information that dia-
logue systems should understand from utterances in chat-oriented dialogue.

2 Collection of Perceived Information

Here, we describe how we collected the perceived information in chat-oriented dia-
logue. First, we prepared dialogues for which the perceived information would be
written down. Second, we collected perceived information by having multiple anno-
tators write the perceived information for each utterance in the dialogues.

2.1 Preparation of Dialogues

The choice of dialogues is important because they will be the source of the perceived
information. For collecting general and various perceived information, we used a
Japanese chat-orienteddialogue corpus collectedbyHigashinaka et al. [4], containing
3,680 dialogues between two people on various topics. We randomly selected 30
dialogues, which totaled 1,103 utterances.

2.2 Collection Procedure

We collected perceived information (hereafter, we refer to it as PerceivedInfo). We
defined PerceivedInfo as the information that humans can generally understand from
an utterance in dialogue even though the information may not be explicit.
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Fig. 1 Data collection and grouping of perceived information

The procedure of data collection is two-fold, as illustrated in Fig. 1. It is similar
to the data-collection procedure of conversation entailment, where entailed informa-
tion is collected from conversational data [13] and contradictory event pairs from
propositional data [10].

(Step 1) First, annotators wrote PerceivedInfo as a natural sentence with regard to
each utterance as a target in the dialogue. They wrote PerceivedInfo for all
utterances in the dialogue in order from first to last. They could only use
the context before the target utterance for writing PerceivedInfo; and the
context after the target could not be used. They were instructed to write one
ormore PerceivedInfo for each utterance.We also told them that Perceived-
Info could not be a simple paraphrase of an utterance, complementation
of omitted words, or information that is trivial on the basis of common
sense, e.g., “We eat bread” or “Bread is made from flour.” We made it
mandatory that each PerceivedInfo had a predicate and an argument so that
the proposition would be meaningful. We also made it mandatory that a
PerceivedInfo should only be a single piece of information; thus, multi-
ple pieces of information were divided into multiple PerceivedInfo. Six
annotators worked independently in this step.

(Step 2) Second, duplicated or semantically similar PerceivedInfo for each utter-
ance were grouped for the later process of clustering. Annotators who
were not writers in Step 1 initially grouped PerceivedInfo independently
and consulted one another to come upwith the final results. If the content of
multiple PerceivedInfo, such as contentword,modality, tense, and negation
were the same, they were grouped as the same PerceivedInfo. A represen-
tative PerceivedInfo written with the simplest wording was selected from
each group. The representative PerceivedInfo was used in the next process
of clustering.
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Table 1 Amount of collected perceived information

Dialogue PerceivedInfo

Unique sentence 1,094 8,794

Unique word 1,596 3,740

Sentence 1,257 11,533

Word 10,856 116,413

Fig. 2 Example of chat-oriented dialogue and perceived information for utterance

We recruited 12 annotators for Step 1 and two for Step 2. In Step 1, six annotators
worked on half of the target dialogues, and the remaining six worked for other half.
For collecting perceived information by ordinary people, we employed non-experts
in linguistics; thus, they had different backgrounds. Their ages ranged widely from
in their twenties to in their fifties. The male-to-female ratio was about 1:1.

We collected 12,723 PerceivedInfo instances in Step 1. The instances were
grouped into 11,533 (91%) instances in Step 2. We use the grouped 11,533 instances
of PerceivedInfo in the next step of the analysis. Detailed information on the fre-
quency of collected PerceivedInfo is shown in Table1. We collected about ten
instances of PerceivedInfo for each utterance, which suggests that various informa-
tion can be perceived from an utterance. Figure2 shows an example of a chat-oriented
dialogue and PerceivedInfo collected for an utterance in the dialogue.

3 Clustering of Perceived Information

To investigate what types of information constitute PerceivedInfo, we clustered the
collected PerceivedInfo by using multiple working groups. Note that the clustering
was done manually by multiple annotators to ensure high-quality clustering.
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Fig. 3 Clustering procedure of perceived information

3.1 Clustering Procedure

The collected PerceivedInfo were clustered in two steps, as illustrated in Fig. 3. First,
multiple working groups made disjoint clusters of PerceivedInfo. Second, another
working group hierarchically clustered all of the created clusters. The two steps are
explained below:

(Step 1) Given instances of PerceivedInfo, multiple working groups independently
and manually clustered similar PerceivedInfo. Two instances of Perceived-
Info were regarded as similar if both indicated the same type of informa-
tion. We did not provide a rigid criterion of similarity; it is decided by
each working group. They labeled each cluster indicating the type of Per-
ceivedInfo. They continued clustering PerceivedInfo until all instances of
PerceivedInfo were contained in some cluster.

(Step 2) Another working group merged the clusters created in Step 1. They manu-
ally organized the hierarchical clusters; that is, they found the most similar
groups of clusters that had similar instances of PerceivedInfo and merged
them into a new cluster. They repeated this process until there was only
one cluster. As in Step 1, they labeled each cluster indicating the type of
PerceivedInfo contained in the cluster.

We randomly selected 300 instances of PerceivedInfo from five dialogues and
prepared 1,500 instances of PerceivedInfo. For Step 1, we assigned 300 instances of
PerceivedInfo in each dialogue for eachworking group consisting of three annotators.
For Step 2, another group consisting of three other annotators merged the clusters.
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Table 2 Hierarchical clustering results of perceived information in chat-oriented dialogue. A cor-
responds to speaker, and B corresponds to listener (another speaker)
First level Second level Third level Fourth level

Thought (55.1%)

Belief (35.8%)

Belief self (30.7%)

Thinking (1.6%)

The thing A is thinking (1.0%)

Favorite (13.9%)

Impression and evaluation (6.7%)

Feeling (7.5%)

Belief other (5.1%)
Impression of interlocutors (4.4%)

Relation between A and B (0.7%)

Desire (19.3%)

Desire (9.9%)

A’s desire related to B (3.1%)

Self-contained desire (3.2%)

A’s desire 1: want to do (3.5%)

Request (9.4%)
Wants interlocutor to do (1.1%)

Request made to B (8.3%)

Fact (44.9%)

A’s fact (37.9%)

Attribute (20.2%)
A’s characteristics (19.5%)

Possession (0.7%)

Behavior (14.4%)
A’s past and experience (8.9%)

A at present (5.5%)

Circumstance (3.3%)
Circumstance of A and around A (1.6%)

Circumstance around A (1.7%)

Other fact (7.0%)

Certain fact (3.9%)

Fact about objects (0.7%)

Objective fact 1: common things (0.3%)

Objective fact (1.7%)

Other fact: society (1.1%)

Uncertain fact (3.1%)

Uncertain fact (1.2%)

Fact (1.4%)

Things that can happen (0.5%)

We recruited 15 annotators for Step 1 and three annotators for Step 2. They were dif-
ferent from those who collected the PerceivedInfo. They had different backgrounds,
and two experts in linguistics. The male-to-female ratio was about 1:1.

3.2 Types of Perceived Information

Table2 shows the results of PerceivedInfo clustering; it is hierarchical on the basis
of our clustering process. The right-most column, i.e., the fourth level, corresponds
to the bottom-most clusters, and their integration progresses from right to left.

FromTable2,wecan see that PerceivedInfo is divided into the speaker’s “Thought”
and “Fact.” “Thought” consists of speaker’s “Belief” and “Desire.” “Fact” consists
of facts regarding a speaker, namely “A’s fact,” and “Other fact,” which is informa-
tion irrelevant to the speakers. These types on the second level are further divided
into the types of the third level. The details of each type on the third level are given
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Table 3 Descriptions and representative examples of perceived information in third level

Belief self: Speaker’s beliefs about his/herself
– Opinions: “A is displeased with prices in Tokyo.” “A regards Japan as a safe country.”
– Likes and Dislikes: “A likes playing TV games.” “A hates smoking.”
– Emotions: “A is excited.” “A is happy at B’s praise.”

Belief other: Speaker’s belief toward the counterpart speaker

– Belief regarding utterances: “A agrees with B.” “A can’t believe B’s story.”
– Belief regarding counterparts: “A is worried about B.” “A thinks B is great.”

Desire: Speaker’s desire mainly relative to his/herself

– Desires of speakers: “A wants to go to Mt. Fuji.” “A hopes summer ends soon.”
– Desires relative to counterparts: “A wants to change the topic.” “A wants to talk about his

hobby.”

Request: Speaker’s requests to the counterpart
– Requests to counterparts: “A wants to be praised by B.” “A wants to know about his hobby.”
– Goals achieved with counterparts: “A wants to favor B’s opinion.” “A wants for B to know

what is interesting about the movie.”

Attribute: User-modeling information of speakers

– Knowledge and Capability: “A knows a lot about cars.” “A can drink.”
– Social attributes: “A is woman.” “A is married.” “A lives in Kyoto.”
– Personality: ”A is earnest.” “A is a determined person.”

Behavior: Speaker’s actions
– Habits: “A usually watches TV.” “A hardly goes out.” “A drives a car.”
– Past and Experience: “A talked with his parents.” “A has travelled abroad.”
– State during dialogue: “A is trying to change the topic.” “A seems proud.” “A is thinking of

what to say next.”

Circumstance: Environment around speakers

– Relationships: “A is close with his parents.” “A’s husband often watches TV.”
– Living environment: “There are a lot of transfers in A’s job.” “A’s parent’s home is in Kanto

prefecture.”

Certain fact: Certain facts irrelevant to speakers

– Certain facts: “This summer is very humid.” “Mt. Fuji is famous for autumn leaves.”

Uncertain fact: Uncertain facts irrelevant to speakers

– Uncertain facts: “The rice crop may fail.” “The economic depression is coming to an end.”

in Table3. The clustering results show that PerceivedInfo has various types of infor-
mation including ones used in conventional studies, such as the BDI model (Belief,
Desire, and Intention) [12]. It is also clear that personal information is playing an
important role in dialogue.
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Table 4 Inter-annotator agreement as to types of perceived information from first level to third
level in clusters of perceived information

First level Second level Third level

Label-wise agreement 0.90 0.86 0.75

Fleiss’ κ 0.80 0.79 0.69

Fig. 4 Confusion matrices and number of labels used to annotate third-level types of perceived
information. Symbols from “a1” to “a3” denote each annotator

4 Evaluation

To evaluate the clusters, three annotators different from thosewho created the clusters
annotated the labels of the PerceivedInfo.We used the first to third levels of clustering
as annotation labels. Each annotator annotated 3,000 instances of PerceivedInfo that
were not used in the clustering. They annotated labels by looking solely at Per-
ceivedInfo, without using the context information that led to the PerceivedInfo in
question.

Table4 shows the inter-annotator agreement in terms of the label-wise agreement
ratio and Fleiss’ κ . κ values from 0.69 to 0.80 shows that there was substantial agree-
ment between annotators. This quite high agreement indicates that the clusters cover
various instances of PerceivedInfo and clearly distinguish each type of PerceivedInfo.
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Figure4 shows the confusion matrices and numbers of labels as the annotation
results. The confusionmatrices indicated that every pair of annotators disagreed about
the “Belief self” and “Attribute” types. A representative example of this disagreement
is “A prefers natural food.” The annotators also disagreed about the “Belief self” and
“Behavior” types; sometimes, belief and behavior were difficult to separate as in
the case of “A is blushing.” Our brief analysis indicates the possible need to use a
combination of labels in some cases.

The table on the bottom right shows the number of labels; the distributions of each
annotator’s results were mostly the same as in Table2. This result suggests that the
annotation is reliable and that different dialogues may share the same distribution of
PerceivedInfo.

5 Conclusion

We investigated the types of information that humans understand in chat-oriented
dialogue. To reveal what types of information constitute the perceived information,
we collected a large amount of perceived information in chat-oriented dialogue and
clustered it. The types of perceived information were evaluated on the basis of inter-
annotator agreement, and their validity was verified. To the best of our knowledge,
this study is the first to clarify the types of information that a system would require
to understand in chat-oriented dialogue systems.

In the future, we intend to developmethods for automatically extracting perceived
information from dialogue and build dialogue agents that can understand users better
and take appropriate actions based on the estimated perceived information. As we
now have categorical perceived information, we believe that we can initiate work
on estimating perceived information. Another interesting future work will be to
discuss our results in terms of conventional dialogue theories, such as the cooperative
principle [3], plan-based approaches to dialogue [2], and dialogue games [1].
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Chunks in Multiparty
Conversation—Building Blocks
for Extended Social Talk

Emer Gilmartin, Benjamin R. Cowan, Carl Vogel and Nick Campbell

Abstract Building applications which can form a longer term social bond with a
user or engage with a group of users calls for knowledge of how longer conversations
work. This paper describes preliminary explorations of the structure of long (c. one
hour) multiparty casual conversations, focusing on a binary distinction between two
types of interaction phases—chat and chunk. A collection of long form conversations
which provide the data for our explorations is described. The main result is that chat
and chunk segments show differences in the distribution of their duration.

Keywords Multiparty conversation · Turntaking · Dialog systems

1 Introduction

Increasing interest in socially competent artificial spoken dialogue calls for clearer
understanding of the mechanisms and form of human casual and social conversation.
This knowledge can facilitate the design and implementation of applications to pro-
vide companionship, dialogic self-paced learning, entertainment and gaming, and
help package information and manage interactions through natural spoken dialogue.
This knowledge could also aid in machine understanding of dialogue. Dialogue tech-
nology has long focused on task-based dialogues—driven by propositional informa-
tion exchange where success can be measured by efficient arrival at a clearly defined
short term goal. Casual social conversation presents a problem where dialogue suc-
cess does not primarily depend on the acquisition of information by one or more
participants, but also on ‘buy-in’ or engagement in the activity of talking itself, in
addition to the construction and maintenance of a social bond. In recent years, there
has been significant progress in the creation of chat applications, particularly in mod-
elling smalltalk—short casual interactions, often in the form of ‘getting to know you’
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dialogue activities. These efforts have been supported by the creation and analysis
of corpora of relatively short and often dyadic first encounter dialogues between
human participants and in Wizard of Oz scenarios. Building applications which can
form a longer term social bond with a user or engage with a group of users calls for
knowledge of how longer conversations work. In this paper we describe preliminary
explorations of the structure of long (c. one hour) multiparty casual conversations,
focussing on a binary distinction between two types of interaction phases—chat and
chunk. We provide a brief review of relevant existing work, describe a collection of
long form conversations which provide the data for our explorations, outline some
early results that may prove useful in the design of such conversations, and finally
discuss our future work.

2 The Shape of Conversation—Phases, Chat, and Chunks

Talk is ubiquitous in human life. While some spoken interaction is the medium for
performance of practical or instrumental tasks such as service encounters (shops,
doctor’s appointments), information transfer (lectures), or planning and execution
of business (meetings), much daily talk serves to build and maintain social bonds,
ranging from short ‘bus-stop’ conversations between strangers to longer sessions
where friends spend time ‘hanging out’ engaged in what Schelgoff described as
’a continuing state of incipient talk’ [13]. In these interactions, there is no clear
short-term practical task or prescribed subject of discussion. Speakers are thought
to have equal rights to contribute to the talk [18] or at least not to be subject to the
clearly predefined roles such as ‘teacher-student’ which are part of task-based or
instrumental encounters [4]. The form of such talk is also different to that of task-
based exchanges—there is less reliance on question-answer sequences and more on
commentary [16]. Instead of asking each other for information, participants seem to
collaborate to fill the floor and avoid uncomfortable silence. As a simple example,
a meeting has an agenda and it would be perfectly normal for the chairperson to
impose the next topic for discussion. In casual conversation there is no chairperson
and topics are often introduced by means of a statement or comment by a participant
which may or may not be taken up by other participants.

Several researchers have noted that casual conversations develop as a sequence
of phases; after initial chat where there are frequent back and forth contributions
among the various participants, the structure of the talk moves to a series of longer
stretches or chunks dominated by one participant at a time, interwoven with more
chatty phases.

Ventola [17] described how a non-transactional conversation may comprise sev-
eral structural elements or phases, which followed one another like beads on a string,
sometimes repeating. The structural elements she described are:

G Greeting.
Ad Address. Defines addressee (“Hello, Mary”, “Excuse me, sir”)
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Id Identification (of self)—only for strangers.
Ap Approach. Basically smalltalk. Can be direct (ApD)—asking about interac-

tants themselves (so usually people who already know one another), or indirect
(ApI)—talking about immediate situation (weather, surroundings, so can hap-
pen between strangers or with greater social distance). In Ventola’s view, these
stages allow participants to get enough knowledge about each other to entermore
meaningful conversation.

C Centring. Here participants become fully involved in a conversation, talking at
length. This stage is much less predictable than the Approach stage in terms of
topic, and can range over several overlapping topics for an indeterminate number
of repetitions, often interspersed with further Approach phases.

Lt Leave-taking. Signalling desire or need to end conversation.
Gb Goodbye. Can be short or extended, in which case there are projections to further

meetings.

Ventola develops a number of sequences of these elements for conversations
involving different levels of social distance. She describes conversations as minimal
or non-minimal, where a minimal conversation is essentially phatic, particularly in
Jakobsen’s sense of maintaining channels of communication [10], or Schneider’s
[14] notion of defensive smalltalk—such a conversation could simply be a greeting,
or could be a chatty sequence of approach stages. Non-minimal conversations involve
centring—where the focus shifts to longer bouts often fixed on a particular topic.
Several of the elements are optional and omitted in particular situations. For example,
friends can jump from Greeting to Centring without passing through the ‘smalltalk’
exploratory Approach stages. Strangers may not greet one another but could start
with ApI (“It’s a nice day”). Many elements occur only once, such as greetings (G)
and goodbyes (Gb), but others can recur. Approach stages can occur recursively,
generating long chats without getting any deeper into centring. Centring stages can
recur and are often interspersed with Approach stages in longer talks. Figure1 shows
a simplified version of Ventola’s model.

Another view of the structure of causal conversation has been developed by Slade
and Eggins, who regard casual talk as sequences of ‘chat’ and ‘chunk’ elements [7].
Chat segments are highly interactive and appear to be managed locally, unfolding
move by move or turn by turn, and are thus amenable to Conversation Analysis style
study. Chunks are segments where (i) ‘one speaker takes the floor and is allowed
to dominate the conversation for an extended period’, and (ii) the chunk appears to
move through predictable stages, amenable to genre analysis. In a study of three
hours of conversational data collected during coffee breaks in three different work-
places involving all-male, all-female, and mixed groups, Slade found that around
fifty percent of all talk could be classified as chat, while the rest comprised longer
form chunks from the following genres: storytelling, observation/comment, opinion,
gossip, joke-telling and ridicule.
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Fig. 1 A simplified version
of Ventola’s conversational
phases—Greeting (G) and
Leavetaking (L) occur at
most once in a conversation,
while the Approach (A) and
Centring (C) phases may
repeat and alternate
indefinitely in a longer
conversation. Different
conversational sequences
may be generated from the
graph

Ventola’s phases and Slade and Eggin’s binary distinctions (and more detailed
generic classification of chunks) could greatly aid the segmentation of conversations
into phases or subroutines, which could be used in the design and management of
artificial dialogues.

There has been work on the theory and analysis of aspects of social conversation,
often coveringparticular phases, such as the long traditionof studies of the structure of
narrative, recently applied to the Switchboard spoken corpus [5], or to the patterning
of speaker turns in narratives from spoken dialogues in the British National Corpus
[12]. There has also been work on creating smalltalk dialogues as part of more task-
based talk [1], or alone [20], and on understanding the development of relationships
between interlocutors [6, 15].Much of this work has focused on dyadic exchanges. In
the preliminary explorations described below, we focus on multiparty conversation,
and take a broad view of chat and chunks rather than drilling down to specific genres
within chunks.

3 Data and Binary Annotation of Chat and Chunk Phases

To aid our understanding of the conversational phases in our data, we annotated six
long form conversations for chat and chunk. We then extracted descriptive statistics
which we report below. We have also marked up the conversations using Ventola’s
phases which will form the basis for further studies.

The six conversations were drawn from three multimodal corpora of multiparty
casual talk—d64, DANS, and TableTalk. In all three corpora there were no instruc-
tions to participants about what to talk about and care was taken to ensure that all
participants understood that they were free to talk or not as the mood took them. The
d64 corpus is a multimodal corpus of informal conversational English recorded in
Dublin in 2009 in an apartment living room with 2–5 people on camera at all times
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Table 1 Dataset for experiments

Conversation Corpus Participants Gender Duration (s)

A D64 5 2F/3M 4164

B DANS 3 1F/2M 4672

C DANS 4 1F/3M 4378

D DANS 3 2F/1M 3004

E TableTalk 4 2F/2M 2072

F TableTalk 5 3F/2M 4740

[11]. The DANS corpus contains conversations ranging between 60-90min with 2 to
4 participants in a living-room setup in the Speech Communication Lab in Dublin in
2012 [9]. The TableTalk corpus was recorded at the Advanced Telecommunications
Research Institute (ATR) in Kyoto in 2007, and consists of 3 sessions of 4 or 5-party
casual conversations of around 90min in duration [3]. Details of the conversations
are shown in Table1.

Frequent overlap and bleedover from other speakers in the audio recordings made
them unsuitable for automatic segmentation, so the conversations were manually
segmented into speech (including laughter) and silence using Praat [2] and Elan [19].
The segmentation, transcription and annotation of the data are more fully described
in [8].

For an initial classification, conversations were segmented into phases by first
identifying all of the ‘chunks’ using the first, structural part of Slade & Eggins’
definition—‘a segment where one speaker takes the floor and is allowed to dominate
the conversation for an extended period’ [7]. All other interaction was considered
chat.

4 Experiments

The annotations resulted in 213 chat segments and 358 chunk segments overall.
Preliminary inspection of the data showed that the distributions were unimodal but
heavily right skewed, with a hard left boundary at 0. Log durations were closer to
normal with skew reduced from 1.621 to 0.004 for chat and from 1.935 to 0.237
for chunks. These values are below the generally accepted 0.5 threshold for near
normality. It was decided to use geometric means to describe central tendencies in
the data, after removing one outlying value in the log durations(>1.5 times IQR).

However, it should be noted that several conversations shared speakers and the
number of chunk segments produced by speakers varied widely (8:68), and thus we
decided to create a balanced sample to minimize bias. We took the entire sample
of the speaker with the fewest chunks (8) and created random samples (n = 8)
of chunks for each of the other speakers. This resulted in a sample of 96 chunks.
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Fig. 2 Boxplots of distributions of duration and log durations of chat (‘o’) and chunk (‘x’) phases
in entire dataset (left) and balanced sample (right)

We also extracted a random sample of 96 chat segments from the data for comparison
purposes. The log transform here reduced skew from 1.772 to 0.236 for chat and from
1.523 to 0.015 for chunks.

Figure2 shows the boxplots of raw and log durations for chat and chunk segments
in both the full dataset and the balanced sample.

The antilogs of geometric means for duration of chat and chunk phases in the
original dataset were 28.1 seconds for chat and 34 seconds for chunks, while in the
balanced sample the chat value was 25.2 and the chunk value was 33.2. These values
were close to the median in all cases, in contrast to the elevated mean values seen
for the untransformed data.

Mann-Whitney U tests on both the full data set and the balanced subset showed
significant differences in the distributions of the untransformed durations for chat
and chunk (p < 0.01 for the full set, p < 0.05 for the smaller balanced sample).

5 Conclusions and Future Work

The first result of interest in our preliminary explorations is that there is a difference
in the distributions of chat and chunk durations—chat varies more while chunks have
a stronger central tendency. This could indicate that there is a natural limit for the
time one speaker should dominate a conversation and this knowledge could be used
in system design. The mean duration of chunk phases was consistent between the
full dataset and the balanced sample, which may indicate that chunk duration is not
speaker dependent. The ‘half a minute’ mean duration of chunks could prove useful
in the design of pedagogical dialogues, allowing information to be ‘dosed’ in natural
chunks which could be easier for learners to assimilate. The larger number of chunk
phases in the data compared to Slade’s findings on work break conversations may be
due to the length of the conversations examined here—we found several instances
of sequential chunks where the long turn passed directly to another speaker without
intervening chat. Systems which understand and/or generate social human-machine
interaction need ground truths based on relevant data in order to create accurate
models. We hope that our further explorations into the architecture of longer form
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conversation will add to this body of knowledge. In addition to studying multiparty
data, we intend to investigate dyadic conversations. Unfortunately, there is a dearth of
long form conversational data avaliable for analysis. Hopefully, the proven value of
past task-based data corpora and the growing importance of social human-machine
spoken dialogue will encourage the collection of larger datasets of casual or social
conversation open to the research community.
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Debbie, the Debate Bot of the Future

Geetanjali Rakshit, Kevin K. Bowden, Lena Reed, Amita Misra
and Marilyn Walker

Abstract Chatbots are a rapidly expanding application of dialogue systems with
companies switching to bot services for customer support, and new applications for
users interested in casual conversation. One style of casual conversation is argument;
many people love nothing more than a good argument. Moreover, there are a number
of existing corpora of argumentative dialogues, annotated for agreement and dis-
agreement, stance, sarcasm and argument quality. This paper introduces Debbie, a
novel arguing bot, that selects arguments from conversational corpora, and aims to
use them appropriately in context.We present an initial working prototype of Debbie,
with some preliminary evaluation and describe future work.

Keywords Debate · Chatbot · Argumentation · Conversational agents

1 Introduction

A chatbot or a conversational agent is a computer program that can converse with
humans, via speech or text, with the goal of conducting a natural conversation,
hopefully indistinguishable from a real human-to-human interaction. Chatbots are
gaining momentum as more companies are switching to bot services for customer
care, but there is also an opportunity for different types of casual conversation.
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Conversational agents can be broadly classified into retrieval-based and generative
models. Retrieval-based methods have a repository of predefined responses and a
mechanism to pick an appropriate response based on user input. They, therefore,
can’t generate a completely new response. Such methods are commonly used for
“help system” chatbots, that target a predefined set of FAQs and responses. Another
strategy is to use rule-based expressionmatching, and templated response generation,
as in ELIZA or JULIA [10, 20, 34]. Most existing chatbots are task-oriented and
their evaluation is based on the successful accomplishment of the task.

There are many websites dedicated to debating controversial topics, and data
from them have been structured and labeled in previous work. For example, we
have access to trained models for labeling these argumentative conversations with
attributes such as agreement, disagreement, stance, sarcasm, factual versus feeling
arguments, argument quality and argument facets. This data provides us with a rich
source of conversational data for mining argumentative responses. We build on pre-
vious work in our lab on disagreement detection, classifying stance, identifying high
quality arguments, measuring the properties and the persuasive effects of factual ver-
sus emotional arguments, and clustering arguments into their facets or frames related
to a particular topic [1, 18, 22, 23, 25, 30, 31].

In this work, we present Debbie, a novel arguing bot, that uses retrieval from
existing conversations in order to argue with users. Debbie’s main aim is to keep the
conversation going, by successfully producing arguments and counter-arguments
that will keep the user talking about the topic. Our initial prototype of Debbie works
with three topics: death penalty, gun control, gay marriage. This paper focuses on
our basic investigations on the initial prototype.While we are aware of other retrieval
based chatbot systems [2, 4, 8, 24], Debbie is novel in that it is the first to deal with
argument retrieval.

2 Data

Social media conversations are a good source of argumentative data but many sen-
tences either do not express an argument or cannot be understood out of context and
hence cannot be used to build Debbie’s response pool. Swanson et al. in [30] created
a large corpus consisting of 109,074 posts on the topics gay marriage (GM, 22425
posts), gun control (GC, 38102 posts), death penalty (DP, 5283 posts) by combining
the Internet Argument Corpus(IAC) [32], with dialogues from online debate forums1

[30]. It includes topic annotations, response characterizations (4forums), and stance.
They build an argument quality regressor to rate the argument quality (AQ) using
a continuous slider ranging from hard (0.0) to easy to interpret (1.0). The AQ score
is intended to reflect how easily the speaker’s argument can be understood from the
sentence without any context. Easily understandable sentences are assumed to be
prime candidates for Debbie’s response pool. Misra et al. in [22] note that a thresh-

1http://www.createdebate.com/.

http://www.createdebate.com/
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old of predicted AQ >0.55 maintained both diversity and quality in the arguments.
For example, the sentence The death penalty is also discriminatory in its application
what i mean is that through out the world the death penalty is disproportionately
used against disadvantaged people was given a score of 0.98.

We started with the Argument Quality (AQ) regressor from [30], which predicts a
quality score for each sentence. The stance for these argument segments is obtained
from IAC [1]. We keep only stance bearing statements from the above dataset. Misra
et al. in [22] had improved upon the AQ predictor from [30], giving a much larger
and diverse corpus. Since generating a cohesive dialogue is a challenging task, we
first evaluated our prototype with hand labeled 2000 argument quality sentence pairs
for the topic of death penalty obtained from [22]. We tested our model for both
appropriateness of responses and response times. Once we had a working system
for death penalty, we added the best quality 250 arguments for gay marriage and
gun control, each, from the corpus of [22] (This had 174405 arguments from gay
marriage and 258763 for gun control).

3 Methodology

Debbie has domain knowledge of three hot button topics - death penalty, gaymarriage
and gun control.We created a database of statements for and against each topic,which
serves as the source for Debbie’s views.

The user picks a topic from a pool of topics and specifies his/her stance (for
or against). As the user provides an argument, Debbie uses a similarity algorithm
to retrieve a ranked list of the most appropriate counter-arguments, i.e., arguments
opposing the user’s stance. To speed up this retrieval process, we pre-create clusters
of the arguments present in our database (described in Sect. 3). The most appropriate
counter-arguments are calculated based on a similarity score, which, in this case, was
the UMBC STS score [14]. The similarity algorithm takes as input two sentences
and returns a real-valued score, which we use directly as the similarity between two
argument statements. It uses a lexical similarity feature that combines LSA (Latent
Semantic Similarity) word similarity, and WordNet knowledge, and can be run from
a web API provided by the authors [14].

Debbie’s responses are stored for the duration of the chat. From the ranked list, the
most appropriate response (having the highest similarity score), that has not already
been used in the chat, is selected. Since we only have high quality arguments in our
database, we expect Debbie’s responses to be good in terms of grammatical cor-
rectness, on topic, etc. Another way of looking at appropriateness of a response is
basically how adequate a retort it is to the user’s view. Debbie sustains the debate
until the user explicitly ends the chat. While there is a limited number of unique
counter-arguments which Debbie can utilize, it would take the user substantial time
to exhaust all possible responses.
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3.1 Generating Clusters

To create the clusters, we first generated a distance matrix of similarity scores for
each topic and stance. A similarity score falls between 0 and 1. Using agglomera-
tive clustering from scikit-learn, we created 15 clusters. We then identified the head
of a cluster; the argument within each cluster, that best represents all of the state-
ments within that cluster. We calculated this by finding the average distance for each
statement in a cluster to all the statements in the cluster, and chose the one with
the minimum average as the head. Hierarchical agglomerative clustering has been
previously used for argument clustering by [5].

3.2 Using the Clusters

To speed up the response times by clustering, we compare the user’s input to the head
of each cluster. We find the cluster whose head has the highest similarity score and
calculate the similarity score of each response within that cluster in order to return
the most similar response.

We further optimized our algorithm by implementing a graph-based comparison
method to find an acceptable cluster faster.We create a graphwith the cluster heads as
nodes.We start at a randomhead and find how similar it is to the input. If the similarity
passes a high threshold of 0.9, we use the related cluster automatically. Otherwise, if
the similarity is very high, say, above a threshold of 0.8,we eliminate connected edges
where the similarity is very low, below a threshold of 0.5. Conversely, if the similarity
is very low, say, below 0.5, we eliminate connected edges where the similarity is very
high, above 0.8. In the case where we don’t find a head which surpasses our high
threshold, we continue to explore our graph until all the clusters have either been
visited or eliminated from consideration. We then select the head with the highest
similarity score.

4 Evaluation

A sample conversation with Debbie is shown in Fig. 1, where the user supports the
death penalty and Debbie opposes it. For a start, we looked at methods for faster
response retrieval and the quality of the responses. The most basic (baseline) method
just finds the similarity score between the input and each possible response in our
database, and returns the response with the highest similarity score. The second
method is the simple clustering method and the third method is clustering with the
graph method described in Sect. 3.

Table1 shows the average response times for each retrieval method. We arrived
at these by testing for three sentences per stance per topic, each deliberately chosen
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Fig. 1 Chat where Debbie is
against the death penalty

Table 1 Average response times in seconds

Topic Stance Baseline Cluster Graph

DP for 60.6 3.9 8.1

DP against 55.5 7.9 5.0

GC for 70.7 25.2 24.3

GC against 73.5 22.9 15.3

GM for 62.8 10.0 9.2

GM against 62.8 3.2 2.9

such that they would access different clusters. As expected, both the cluster and the
cluster graph methods perform faster than the baseline. The cluster graph method is
faster than using just clusters inmost cases. The exception was the “for” case of death
penalty, which, we believe, can be attributed to the significantly larger size of the
cluster that is accessed by the cluster graph, triggering a greater number of computa-
tions. Given that our database only has high quality arguments, the appropriateness
of Debbie’s responses are primarily dependent on the performance of the similarity
algorithm. However, exchange of only high quality arguments between the system
and the user, with minimal repetition (none from Debbie) hampers the natural flow
of the conversation.

5 Future Work

The prototype we are proposing represents our pilot work with Debbie, an argumen-
tative chatbot. Our work in this domain is still in progress and we have a lot of future
work planned based on our preliminary observations. We acknowledge the fact that
we must migrate Debbie away from the assumption that the argument as a whole
will consist of argumentatively sound statements. In our evaluation, we observed a
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high usage of utterances such as You’re just wrong. and I don’t think so. from the
user. These statements have low argumentative quality, or, are completely off-topic.
Hence, responding to them with a high quality argument tended to sound unnatural
and inappropriate. Therefore, in order to make the conversation sound less robotic
and more natural, we must detect user utterances which are not argumentatively
sound and respond accordingly.

Lukin et al. [18] talk about the role of personality in persuasion and Bowden et
al. [6] have shown that adding a layer of stylistic variation to a dialogue is sufficient
for representing personality between speakers. We intend to investigate how we can
enhance the user’s experience by entraining Debbie’s personality with respect to
the user’s personality. While our initial results are promising, we need to improve
Debbie’s performance with regards to retrieval time. We can potentially do this by
recursively employing the graph method within the clusters - similar to hierarchical
clusters. We also intend to explore alternative information retrieval methods such as
indexing, to create a more balanced trade-off between appropriateness and response
time. Debbie currently uses the UMBC STS for calculating similarity scores, which
is known to not work very well for argumentative sentences [22]. We intend to use
a better argument similarity algorithm in the future.
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Data-Driven Dialogue Systems for Social
Agents

Kevin K. Bowden, Shereen Oraby, Amita Misra, Jiaqi Wu, Stephanie Lukin
and Marilyn Walker

Abstract In order to build dialogue systems to tackle the ambitious task of holding
social conversations, we argue that we need a data-driven approach that includes
insight into human conversational “chit-chat”, and which incorporates different nat-
ural language processing modules. Our strategy is to analyze and index large corpora
of social media data, including Twitter conversations, online debates, dialogues be-
tween friends, and blog posts, and then to couple this data retrieval with modules that
perform tasks such as sentiment and style analysis, topic modeling, and summariza-
tion. We aim for personal assistants that can learn more nuanced human language,
and to grow from task-oriented agents to more personable social bots.

Keywords Dialogue systems · Data-driven approaches · Chatbots
1 From Task-Oriented Agents to Social Bots

Devices like the Amazon Echo and Google Home have entered our homes to perform
task-oriented functions, such as looking up today’s headlines and setting reminders
[1, 5]. As these devices evolve, we have begun to expect social conversation, where
the device must learn to personalize and produce natural language style.
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Social conversation is not explicitly goal-driven in the same way as task-oriented
dialogue. Many dialogue systems in both the written and spoken medium have been
developed for task-oriented agents with an explicit goal of restaurant information
retrieval, booking a flight, diagnosing an IT issue, or providing automotive customer
support [6, 8, 18, 23, 25, 26]. These tasks often revolve around question answering,
with little “chit-chat”. Templates are often used for generation and state tracking, but
since they are optimized for the task at hand, the conversation can either become stale,
or maintaining a conversation requires the intractable task of manually authoring
many different social interactions that can be used in a particular context.

We argue that a social agent should be spontaneous, and allow for human-friendly
conversations that do not follow a perfectly-defined trajectory. In order to build such
a conversational dialogue system, we exploit the abundance of human-human social
media conversations, and develop methods informed by natural language processing
modules that model, analyze, and generate utterances that better suit the context.

2 Data-Driven Models of Human Language

A myriad of social media data has led to the development of new techniques for
language understanding from open domain conversations, and many corpora are
available for building data-driven dialogue systems [19, 20]. While there are differ-
ences between how people speak in person and in an online text-based environment,
the social agents we build should not be limited in their language; they should be
exposed to many different styles and vocabularies. Online conversations can be re-
purposed in new dialogues, but only if they can be properly indexed or adapted to the
context. Data retrieval algorithms have been successfully employed to co-construct
an unfolding narrative between the user and computer [22], and re-use existing con-
versations [7]. Other approaches train on such conversations to analyze sequence
and word patterns, but lack detailed annotations and analysis, such as emotion and
humor [10, 21, 24]. The large Ubuntu Dialogue Corpus [12] with over 7 million
utterances is large enough to train neural network models [9, 11].

We argue that combining data-driven retrieval with modules for sentiment anal-
ysis and style, topic analysis, summarization, paraphrasing, rephrasing, and search
will allow for more human-like social conversation [3]. This requires that data be
indexed based on domain and requirement, and then retrieve candidate utterances
based on dialogue state and context. Likewise, in order to avoid stale and repetitive
utterances, we can alter and repurpose the candidate utterances; for example, we can
use paraphrase or summarization to create new ways of saying the same thing, or to
select utterance candidates according to the desired sentiment [14, 15]. The style of
an utterance can be altered based on requirements; introducing elements of sarcasm,
or aspects of factual and emotional argumentation styles [16, 17]. Changes in the
perceived speaker personality can also make more personable conversations [13].
Even utterances from monologic texts can be leveraged by converting the content to
dialogic flow, and performing stylistic transformations [2].
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Of course, while many data sources may be of interest for indexing knowledge
for a dialogue system, annotations are not always available or easy to obtain. By
using machine learning models designed to classify different classes of interest,
such as sentiment, sarcasm, and topic, data can be bootstrapped to greatly increase
the amount of data available for indexing and utterance selection [17].

There is no shortage of human generated dialogues, but the challenge is to analyze
and harness them appropriately for social-dialogue generation. We aim to combine
data-driven methods to repurpose existing social media dialogues, in addition to a
suite of tools for sentiment analysis, topic identification, summarization, paraphrase,
and rephrasing, to develop a socially-adept agent that can carry on a natural conver-
sation [4].
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CHAD: Chat-Oriented Dialog Systems

Alexander I. Rudnicky

Abstract Historically, conversational systems have focused on goal-directed
interaction and this focus defined much of the work in the field of spoken dialog
systems. More recently researchers have started to focus on non- goal-oriented dia-
log systems often referred to as “chat” systems. We refer to these as Chat-oriented
Dialog (ChaD) systems. ChaD systems are not task-oriented and focus onwhat could
be described as social conversation where the goal is to interact with a human inter-
locutor while maintaining an appropriate level of engagement. Research to date has
identified a number of techniques that can be used to implement working ChaDs but
it has also highlighted important limitations. This note describes key ChaD charac-
teristics and proposes a research agenda.

Keywords Conversational systems · Chatbots · Evaluation

1 Introduction

Historically, conversational systems have focused on goal-directed interaction (e.g.
[3]) and this focus defined much of the work in the field of spoken dialog systems.
More recently researchers have started to focus on non- goal-oriented dialog systems
[2, 9, 11, 13] often referred to as “chat” systems. We refer to these as Chat-oriented
Dialog (ChaD) systems. ChaDs differ from “chatbots”, systems that have recently
gained significant attention. The latter have evolved from on-line, text-based, chat
systems, originally supporting human-human conversations and more recently find-
ing acceptance as a supplement to call centers. Chatbots have begun to resemble
goal-oriented dialog systems in their use of natural language understanding and gen-
eration, as well as dialog management. Speech-based implementations have begun
to appear in commercial applications (for example, see the recent Conversational
Interaction Conference [1]).
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By contrast, ChaD systems are not meant to be task-oriented and instead focus
on what can be described as social conversation where the goal is to interact while
maintaining an appropriate level of engagement with a human interlocutor. One
consequence is that many of the metrics that have been developed for task-oriented
systems no longer are appropriate. For example, the purpose of a task dialog is to
achieve a satisfactory goal (e.g. provide some unit of information) and to do so as
rapidly and accurately as practical. The goal in ChaD on the other hand is almost
the opposite: keep the human engaged in a conversation for an extended period of
time, with no concrete goal in mind other than producing a pleasant experience or
developing a social relationship. In this note we will use the term ChaD to refer to
this latter class of system.

2 Contemporary CHAD systems

ChaD systems have been of interest for many years. An early, and influential, exam-
ple was ELIZA [12], more recent examples include A.L.I.C.E. [10] and Tank the
Roboceptionist [6, 8]. These systems are rule-based; that is, responses are generated
based on text patterns hand-crafted to match user inputs, with limited use of con-
text and history. More recent attempts have take a corpus-based approach [2, 13],
where some source of authored conversations (say movie dialogues) is indexed and
features of user inputs are used as retrieval keys. Deep Learning approaches, e.g. [9,
11, 13] have been successfully implemented for this task. A persistent limitation of
these approaches is that they tend to reduce to an equivalent of question answering:
the immediately preceding user input and perhaps the previous system turn are part
of the retrieval key. This narrow window necessarily reduces continuity and users
struggle to follow a conversational thread.

A key research question is how to create conversations that are initiated and
develop in ways similar to those found in human-human conversation. Human
(social) conversations exhibit structure that guides their evolution over time. This
structure includes elements familiar to participating interlocutors such as conven-
tions for engagement and disengagement, a succession of topics (with heuristics for
identifying promising successors), as well as monitoring engagement level and pick-
ing strategies for managing topic transitions. Good conversational management also
implies sophisticated use of memory, both within the conversation to support back
references and general world knowledge (or at the very least domain-specific knowl-
edge), to generate proper turn succession. The implementation of such capabilities
is not well understood at this time.
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3 Research Challenges

Work to date has identified a number of techniques that can be used to implement
workingChaDs but it has also highlighted some important limitations. These include
the following:

• Continuity: Response generation techniques have focused primarily on database
retrieval; even deep-learning approaches have that character. In this approach a
response is generated based on a very short history, typically the previous human
input. The unfortunate consequence is that system behavior begins to resemble
questions-answering, for example exhibiting sudden topic changes when appro-
priate responses cannot be retrieved. Missing is some sense of continuity and
history that would allow the system to build momentum for a topic, recognize
topic re-introductions, decide when and how to change the topic or otherwise
communicate that it is paying attention to the conversation. At the same time it
places a burden on the human participant: their contribution becomes a succession
of questions.

• Dialogue Strategies: Humans are quite adept at managing their conversational
behavior, by monitoring interlocutor engagement [14] and by maintaining higher-
level goals [5, 7]. Current ChaD approaches are still at an early stage and do not
yet exhibit the natural flow one is accustomed to observe in human conversations.
A related challenge is how to effectively interleave social and task goals in a single
conversation and be able to coordinate strategies across both streams to create a
fluent performance that is consistent with human expectations.

• Evaluation: Current evaluation techniques for ChaD rely on human judgment.
This indicates that we do not as yet understand how to quantify conversational suc-
cess. This is a serious problem on several levels. The lack of a clear, automatically
computable metric hinders development of corpus-based approaches (the domi-
nant scheme in current research) which lack suitable objective (i.e. loss) functions
to guide learning. But the problem extends to human judgment, as currently pro-
posed rating schemes exhibit wide cross-judge variation [4], making it difficult to
understand underlying phenomena.

Irrespective of these challenges ChaD continues to attract a significant amount
of interest and is generating an increasing body of research. The problem of creating
fluent conversation provides the opportunity to address a broader range of phenomena
than ones that have been the focus in task-oriented systems and develop a richer
understanding of natural human communication.
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Part II
Multi-domain Dialogue Systems



Domain Complexity and Policy Learning
in Task-Oriented Dialogue Systems

Alexandros Papangelis, Stefan Ultes and Yannis Stylianou

Abstract In the present paper, we conduct a comparative evaluation of a multitude
of information-seeking domains, using two well-known but fundamentally different
algorithms for policy learning: GP-SARSA and DQN. Our goal is to gain an under-
standing of how the nature of such domains influences performance. Our results
indicate several main domain characteristics that play an important role in policy
learning performance in terms of task success rates.

1 Introduction

As we move towards intelligent dialogue-based agents with increasingly broader
capabilities, it becomes imperative for these agents to be able to converse over mul-
tiple topics. A few approaches have been proposed in the recent literature [1–3],
however it is not clear which approach will scale to real-world applications that
involve multiple large domains. In this work, aiming to design better performing
and more scalable dialogue policy learning algorithms, we look into which domain
factors result in high domain complexity with respect to learned dialogue policy per-
formance. In particular, we look closely into information-seeking domains, and to
our knowledge this is the first attempt to systematically examine the relation between
domain factors and the achieved dialogue performance.

To prevent the emergence of factors that can be attributed to the training algorithm
or condition (single- or multi-domain), we select two fundamentally different algo-
rithms proven to be robust in each condition, namely GP-SARSA [4] and DQN [5],
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Table 1 Characteristics of the investigated domains. Slots, avg. values, coverage and entropy only
reflect the system requestable slots. DB size refers to the number of DB records and Avg. Values is
the average number of values per slot

Domain Sys. Req. slots Avg. values DB size Coverage Sum entropy

CR 3 10.66 110 0.1888 4.8188

CH 5 3.2 33 0.1 4.4606

CS 2 6 21 0.3428 2.9739

L11 11 4.55 123 0.0002 12.3388

L6 6 3 123 0.0556 6.1471

TV 6 4.5 94 0.0187 5.5966

SH 6 9.5 182 0.0028 7.0026

SR 6 23.5 271 0.0002 10.9190

and investigate whether their performance is influenced by specific domain charac-
teristics, i.e., the domain complexity.

Finding a measure for the complexity of information-seeking scenarios has pre-
viously been the focus of research. While most of the relevant work focuses on
language-related effects [6–10], e.g., syntactic or terminological complexity, we are
focusing on the structural or semantic complexity of the application domain. This
has previously been studied by Pollard and Biermann [11] who defined a schema for
calculating a complexity measure based on entropy. Building upon that and using
additional features, we aim at providing experimental evidence for this by identify-
ing the domain factors which contribute the most to the resulting success rate of the
dialogue policy employed.

The remainder of the paper is organised as follows: the notion of information
seeking dialogue and the investigated domains are presented in Sect. 2, followed by
the algorithms used for policy learning in Sect. 3. In Sect. 4, the results are presented
mapping domain characteristics to task success rates before concluding in Sect. 5
including an outlook on future work.

2 Information-Seeking Domains

We formally define information-seeking (or slot-filling) domains (ISD) for dialogue
as tuples {S, V, A, D}, where S = {s0, ..., sN } is a set of slots, V is a set of values that
each slot can take si ∈ Vi , A is a set of system dialogue acts of the form intent (s0 =
v0, ..., sk = vk), and D represents a database of items, whose characteristics can be
described by the slots. Slots may be further categorised as system requestable i.e.
slots whose value the system may request, user requestable i.e. slots whose value
the user may request, and informable i.e. slots whose value the user may provide.

For our evaluation, we have selected a number of domains of different complexity,
namely: Cambridge Restaurants (CR), Cambridge Hotels (CH), Cambridge Shops
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(CS), Laptops 11 (L11), Laptops 6 (L6), Toshiba TVs (TV), San Francisco Hotels
(SH), and San Francisco Restaurants (SR), where L11 is an extended version of
L6. Table1 lists relevant characteristics of the domains we use in our evaluation.
Coverage refers to the ratio of the unique set of available combinations of slot-value
pairs of the items in the database (D) over all possible combinations, taking into
account system requestable slots only as they are used for constraining the search:

Coverage(D) = |unique(D)|
∏|Ssr |

s Vs

(1)

where unique(D) is the set of unique items in the database with respect to system
requestable slots, Ssr is the set of system requestable slots and Vs is the set of available
values of each s ∈ Ssr . In addition, we computed each domain’s slot entropies and
normalised slot entropies:

H(S) = −
|Vi |∑

i=1

p(S = si ) log p(S = si ) (2)

Since the number of slots and number of values per slot varies across domains,
we computed descriptive statistics (min, max, average, st.dev., and sum) for each of
these features.

3 Dialogue Policy Learning

Statistical Dialogue Management. Using statistical methods for dialogue policy
learning (and consequently dialogue management) has prevailed in the state of the
art for many years. Partially Observable Markov Decision Processes (POMDP) have
been preferred in dialogue management due to their ability to handle uncertainty,
which is inherent in human communication. Concretely, a POMDP is defined as a
tuple {S, A, T, O,Ω, R, γ}, where S is the state space, A is the action space, T :
S × A → S is the transition function, O : S × A → Ω is the observation function,
Ω is a set of observations, R : S × A → � is the reward function and γ ∈ [0, 1]
is a discount factor of the expected cumulative rewards J = E[∑t γ

t R(st , at )]. A
policy π : S → A dictates which action to take from each state. An optimal policy
π� selects an action that maximises the expected reward of the POMDP, J . Learning
in RL consists exactly of finding such optimal policies; however, due to state-action
space dimensionality, approximation methods are needed for practical applications.

GP-SARSA (GPS) [4] is an online RL algorithm that uses Gaussian processes to
approximate the Q function. It has been successfully used to learn dialogue policies
[12, e.g.] and therefore was a strong candidate for our evaluation.

Deep Q-Networks (DQN) [5] is an RL algorithm that uses deep neural networks
(DNN) to approximate the Q function. In this work, we apply DQN on a multi-
domain dialogue manager using domain-independent input features [3]. A simple
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Table 2 Average success rates for each domain and learning algorithm

Algorithm CR CH CS L11 L6 TV SH SR

GPS 86.9 69.2 91 50.5 63.8 79.8 65.6 57.7

DQN 81.9 69.5 85.9 74.8 68.9 84.3 76.8 71.7

fully connected feed-forward network is used with two layers of 60 and 40 nodes
and sigmoid activations.

We trained the above algorithms with the PyDial toolkit [13], using the following
reward functions: for the GPS, we assign a turn penalty of −1 for each turn and
a reward of +20 at the end of each successful dialogue. For the DQN, we use the
same turn penalty, but a −200 penalty for unsuccessful dialogues and a +200 reward
for successful dialogues, divided by the number of active domains seen during the
training dialogue. We used higher rewards and penalties in this case to account for
the longer dialogues when having more than one domain. We construct the sum-
mary actions as follows: request (sloti ), con f irm(sloti ), and select (sloti ) for all
system requestable slots, plus the following actions without slot arguments: inform,
inform_byname, inform_alternatives, inform_requested, bye, repeat, request_more,
restart. The action space of each domain therefore is |A| = 3|Ssr | + 8. Arguments
for the summary actions are instantiated in the mapping from summary to full action
space.

4 Evaluation and Analysis

To see the effects of the various domain characteristics on performance, we trained
GPS policies on each domain, recording the dialogue success rates averaged over
10 runs of 1,000 training dialogue/100 evaluation dialogue cycles. Training and
evaluation was conducted in simulation using an updated version of the simulated
user proposed in [14] with a semantic error rate of 15% (probability by which the
user’s act is distorted in termsof slots and/or values). In order to see if such effectsmay
indeed be attributed to the domain and not to the algorithm, one domain-independent
DQN policy was trained with dialogues from all of the available domains using a
domain-independent dialogue state representation. By having 2–4 active domains
in each dialogue (randomly sampled), the DQN effectively was trained on more
data than each GPS was. The evaluation of the DQN, however, was done on single
domains. Again the dialogue success rates were averaged over 10 runs of 1,000
training dialogue/100 evaluation dialogue cycles.

Table2 shows the average dialogue success rates for the two algorithms we evalu-
ated. The task success rates of both algorithms clearly show similar performance on
the respective domains; in fact, both results are highly correlated (ρ = 0.8). Although
not in the focus of this work, it may also be seen that the DQN policy is able to learn
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Table 3 The top-3 standardised coefficients ordered by increasing p value of the linear regression
for the statistically significant stepwise linear regression models. Bold represents p < 0.01

Mdl1 Mdl2 Mdl3 Mdl4 Mdl5 Mdl6 Mdl7 Mdl8

SumEnt SysReq Coverage SumNEnt DBItems StdVal AvgVal StdEnt

−0.867 −1.879 0.805 −0.948 −0.544 −0.574 −0.537 −0.547

SysReq UsrReq MinEnt MaxVal StdVal AvgEnt AvgEnt MinEnt

−0.468 1.084 −0.732 −0.595 −0.574 0.381 0.571 −0.421

Coverage MaxNEnt SumNEnt StdVal StdEnt MaxNEnt MaxNEnt MaxEnt

0.382 −0.194 −0.457 1.440 −0.547 0.268 0.313 −0.189

solutions that are more general, thus mitigating the effects of hard-to-train domains
(e.g. CH, SR or L11) to some degree. Still, the GPS policy performs better in other
domains (e.g. CR and CS). All in all, this shows that although both algorithms have
fundamentally different characteristics, the resulting success rates are highly corre-
lated.

In order to identify domain characteristics which correlate with the performance
of a learned policy, we analysed the results by running stepwise linear regressions
to investigate which of the domain characteristics (independent variables) better
explained the success rate (dependent variable). Table3 shows the coefficients of the
GPS models. The most influential one seems to be sum of slot entropies (Model
1—Mdl1), which explains 75.1% of the variance (p < 0.005). If we remove this
characteristic and run the regression again (Mdl2), the number of system requestable
slots explains 75% of the variance (p < 0.005). In a further step of linear regression
having removed the latter characteristic, coverage (Mdl3) appears to explain 64.8%
of the variance (p < 0.01). The rest of the models yield the variables shown in
Table3, each of which explains about 80% of the variance in the respective model,
with p < 0.01. All of the above are drawn from the GPS results and calculated at a
95% significance level.

After observing our data given the above analysis, it seems that as the sum of
entropies increases, the algorithm’s performance drops as there are more values per
system requestable slot to explore.Regarding the secondmost influential factor, as the
number of system requestable slots increases, the dialogue success rate (given 1,000
training dialogues) decreases, as was expected. This is because the size of the model
representing the policy is directly related to the number of system requestable slots,
and as the latter increase we need a larger model to represent the policy and therefore
more training dialogues. The inverse trend holds for the third most influential factor,
coverage; as it increases, so does the dialogue success rate. The reason for this may
be the fact that with large coverage it is easier for the policy to learn actions with
high discriminative power with respect to DB search, when compared to the case of
small coverage.

For the DQN, the learning algorithm has access to training examples from a
variety of domains (since we train a single domain-independent policy model), and
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this results in effects of domains with higher coverage, entropy or many system
requestable slots being averaged out in terms of performance. However, we still
observe trends similar to GPS in terms of dialogue success across the domains and
indeed, as mentioned above, the success rates of the two conditions are highly corre-
lated (ρ = 0.8). This will be investigated further in future work, by evaluating more
domains.

5 Conclusion

We presented an analysis of the characteristics of ISD that have an impact on the
performance of dialogue policy learning algorithms using two different algorithms.
Our results show that the sum of each system-requestable slot’s entropy plays a sig-
nificant role, along with the number of system requestable slots, database coverage,
and other characteristics. These results will help judge the difficulty of finding a
well-performing dialogue policy as well as the design of policy learning algorithms.

Of course, our analysis depends on how we define the dialogue as an optimisation
problem. As future work, we plan to evaluate more learning algorithms on a larger
number of domains (primarily information-seeking), aiming at designing an abstract
domain generator that will create various classes of benchmark ISDs to be used when
evaluating new policy learning algorithms.
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Single-Model Multi-domain Dialogue
Management with Deep Learning

Alexandros Papangelis and Yannis Stylianou

Abstract We present a Deep Learning approach to dialogue management for
multiple domains. Instead of training multiple models (e.g. one for each domain),
we train a single domain-independent policy network that is applicable to virtually
any information-seeking domain. We use the Deep Q-Network algorithm to train our
dialogue policy, and evaluate against simulated and paid human users. The results
show that our algorithm outperforms previous approaches while beingmore practical
and scalable.

Keywords Spoken dialogue system · Multi domain · Deep learning
Dialogue policy learning

1 Introduction

With the proliferation of intelligent agents, assisting us on various daily tasks
(customer support, information seeking, hotel booking, etc.), several challenges of
Spoken Dialogue Systems (SDS) become increasingly important. Following the suc-
cessful application of statistical methods for SDS—casting the dialogue problem as
a Partially Observable Markov Decision Process (POMDP) and applying reinforce-
ment learning (RL) algorithms—several approaches have been proposed to tackle
these challenges as well as to reduce the development effort. One such challenge is
the ability of an SDS to converse on multiple topics or domains.

Statistical Dialogue Management. POMDPs have been preferred in dialogue man-
agement due to their ability to handle uncertainty, which is inherent in human
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communication. A POMDP Dialogue Manager (DM) typically receives an n-best
list of language understanding hypotheses, which are used to update the belief
state (reflecting an estimate of the user’s goals). Using RL, the system selects a
response that maximises the long-term return of the system. This response is typ-
ically selected from an abstract action space and is converted to text through lan-
guage generation. Concretely, a POMDP is defined as a tuple {S, A, T, O,Ω, R, γ},
where S is the state space, A is the action space, T : S × A → S is the transition
function, O : S × A → Ω is the observation function, Ω is a set of observations,
R : S × A → � is the reward function and γ ∈ [0, 1] is a discount factor of the
expected cumulative rewards J = E[∑t γ

t R(st , at )]. A policy π : S → A dictates
which action to take at each state. An optimal policy π� selects an action that max-
imises the expected returns of the POMDP, J . Learning inRL consists of finding such
optimal policies; however, due to state-action space dimensionality, approximation
methods need to be used for practical applications. One such method is to perform
learning on summary spaces [18, e.g.].

Relevant Work. Recently, Gašić et al. [4, 5] proposed the use of a hierarchical
structure to train generic dialogue policies that can then be refined when in-domain
data become available. A Bayesian Committee Machine (BCM) over multiple dia-
logue policies (each trained on one domain) decides which policy can better handle
the user’s utterance, and delegates control to that policy. Using this structure, the
system can deal with multi-domain dialogues. In order to adapt to new speakers
with dysarthria, Casanueva et al. [1] explore ways of transferring data from known
speakers, to improve the cold-start performance of a SDS. In particular, when a new
speaker interacts with the system, they propose a way to select data from speakers
that are similar to the new speaker, and weigh them appropriately.

In [3], the authors use Deep RL to train a policy network which takes as input
noisy text (thus bypassingSpokenLanguageUnderstanding) andoutputs the system’s
action. The latter can either be simple (e.g. inform(·)) or composite (e.g. a sub-
dialogue ≡ domain). The internal structure of the model is a network of Deep-Q
policy networks, each of which is learning a dialogue policy for a given domain,
plus one network for general dialogues (e.g. greetings etc.). The authors train Naive
Bayes classifiers to identify valid actions from each dialogue state and they train
a Support Vector Machine (SVM) to select the appropriate domain. They evaluate
their system on a two-domain information seeking task, for hotels and restaurants.
Our work is different in that we train a single Deep-Q network that is able to operate
across domains, therefore making it much more scalable, since in Cuayahuitl et al.
[3] work it is necessary to add a network for each domain, and the actions in the
output are domain-specific.

Other scholars tackle the problem of adapting to new or known users over time,
or focus on different parts of the dialogue system (e.g. [2, 7, 8, 14, 16, 20]). Our
approach, however, does not rely on complicated transfer learning methods [12,
13] but instead on modelling the generic class of information seeking dialogues by
abstracting away from the specifics of each domain. In prior work, Wang et al. [17]
proposed a domain-independent summary space (applicable to information-seeking
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dialogues) onto which a learning algorithm can operate. This allows policies trained
on one domain to be transferred to other, unseen domains. In [10], we proposed
to apply Wang et al. domain transfer method to design a multi-domain dialogue
manager. Here we extend this work by applying Deep Q-Networks and show that
this outperforms the previous, GP-SARSA-based multi-domain SDS.

2 Multi-Domain Dialogue Management

Domain Independent Parameterisation (DIP) [17] is a method that maps the (belief)
state space into a feature space of size N , that is independent of the particular domain:
ΦDI P(s, l, a) : S × L × A → �N , s ∈ S, l ∈ L , a ∈ A, where L is the set of slots
(including a ‘null’ slot for actions such as hello). ΦDI P therefore extracts features
for each slot, given the current belief state, and depends on A in order to allow for
different parameterisations for different actions. This allows us to define a fixed-size
domain-independent space, and policies learned on this space can be used in various
domains, in the context of information-seeking dialogues. As shown in [10], we can
take advantage of DIP to design efficient multi-domain dialogue managers, the main
benefit being that we learn a single, domain-independent policy model that can be
applied to information-seeking dialogues. Aiming to further improve the efficiency
and scalability of such dialogue managers, we propose to use a variant of DQN [9]
to optimise the multi-domain policy. To this end, we use a two-layer feed-forward
network (FFN) to approximate the Q function.

Achieving Domain Independence. To be completely domain-independent, we need
to define a generic action spaceA for information seeking problems. For our exper-
iments, we include the following system actions: hello, bye, inform, confirm, select,
request, request_more, repeat. The policy thus operates on the ΦDI P × A space,
instead of the original belief-action space. By operating in this parameter space and
letting the policy decide which action to take next as well as which slot the action
refers to, we achieve independence in terms of both slots and actions, as long as the
actions of any domain can be represented as functions of A × L , where L are the
domain’s slots including the ‘null’ slot. The learned policy therefore decides which
action to take by maximising over both the action and the slots:

at+1 = argmaxl,a{Q[ΦDI P(st , l, a), a]} (1)

where at+1 ∈ A × L is the selected summary action, st is the belief state at time
t , and a ∈ A. To approximate the Q function, we use a 2-layered FFN with 60
and 40 hidden nodes, respectively. The input layer receives the DIP feature vec-
tor ΦDI P(s, l, a) and the output layer is of size A; each output dimension can be
interpreted as Q[ΦDI P(s, l, a), a]:

−→
Q (ΦDI P(st , l, a)) ≈ so f tmax(WM

k xM−1
k + bM) (2)
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Fig. 1 The architecture of our DNN-based multi-domain dialogue manager. It should be noted that
any policy learning algorithm can be used in place of DQN

where
−→
Q (ΦDI P(st , l, a)) is a vector of size |A|,Wm are the weights of themth layer

(out of M layers in total) for nodes k, xmk holds the activations of themth layer, where
x0 = ΦDI P(st , l, a), and bm are the biases of themth layer. To generate the summary
system action, we simply combine the selected slot and action from equation (1).

The architecture of the system is shown in Fig. 1. We train the model with DQN
with experience replay [9], standardizing the input vector of eachminibatch to ensure
that it follows the same distribution over time. However, we introduce a small bias in
the minibatch sampling, towards datapoints with infrequent rewards. In particular,
we sample datapoints d from an exponential-like distribution with a small λ value,
taking into account the probability of a datapoint to occur in the experience pool,
given a reward r , similarly to [11]. If done efficiently, this only introduces a linear
factor in the algorithm’s time complexity while considerably improving performance
and robustness. We used a pool of 1,000 datapoints and a minibatch of 100.

3 Evaluation

Using the PyDial system [15], we trained the DQN-based DM in simulation on four
domains: Cambridge Attractions (CA), Cambridge Shops (CS), Cambridge Hotels
(CH), and Cambridge Restaurants (CR) using a topic tracker to switch between them,
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for SLU and NLG purposes. We allowed 1,000 training dialogues (training for one
epoch after every ten dialogues) and 1,000 evaluation dialogues while varying the
semantic error rate. To assess performance, we compare against a DIP-based DM
trained with GPS and a baseline of policies trained with GPS in a single-domain
setup (GPS-IND). For the DIP-based algorithms we allow 10 dialogue turns per
active domain; this means that the multi-domain dialogues are longer than the single-
domain ones, as the active domains at each dialogue and can range from 2 to 4.
However, in the multi-domain condition, each domain is active on average in less
than 750 dialogues. We therefore train the single-domain policies allowing 40 turns
per dialogue, for 750 dialogues.

We then evaluate the multi-domain DMs against a BCM-based DM trained under
the same conditions, by conducting a small human user trial, as due to certain restric-
tions we were not able to conduct crowd-sourced experiments.

Results. Table1 shows the results of the experiments in simulation, where we varied
the semantic error rate, averaged over 10 training/testing runs. We can see that the
DQN-based DM outperforms GPS-DIP on multiple domains, as it is more robust to
higher error rates (e.g. at the CH domain). Both DIP DMs outperform the baseline
in the no-noise condition as they are able to learn more general policies and mitigate
effects of harder-to-train domains (e.g. CH). In the presence of noise, GPS-DIP does
not seem to cope very well, contrary to DQN-DIP which seems to fare much better
in deteriorating conditions even though both algorithms use the same input.

We conducted a small user trial (30 interactions) comparing the DIP DMs and a
BCM DM trained under the same conditions for 1,000 multi-domain dialogues. We
asked participants to engage with the SDS in multi-domain dialogues (2–4 domains
simultaneously active). Success was computed by comparing the retrieved item with
the participant’s goals for that session. In the end, participants were asked how they
would rate the dialogue overall, and had to provide an answer from 1 (very bad) to
5 (excellent). Table2 shows the results, where we can see that DQN performs very
closely to BCM. Even though we can’t draw strong conclusions from 30 interactions,
it is evident that DQN using a single policy model performs at least as well as BCM,
which uses one policy model for each domain. More trials will be conducted in the
near future, including the DM proposed in [3].

Table 1 Dialogue Success rates for the three dialogue managers under evaluation

DQN-DIP GPS-DIP GPS-IND

Error 0% 15% 30% 45% 0% 15% 30% 45% 0% 15% 30% 45%

CA 95.65 94.2 88.41 79.17 95.5 94.44 77.78 28.17 87.1 78.9 68.7 59.2

CS 95.45 92.96 90.48 76.47 92.59 92 84.62 54.55 89.6 87.2 80.4 71.9

CH 81.25 71.62 64.47 45 88.89 26.92 16.67 10.61 64.6 47.9 35 21.8

CR 92.86 90.62 87.88 71.23 82.61 77.78 61.9 36.11 86.5 78.4 74 59.2

AVG 91.30 87.35 82.81 67.97 89.90 72.79 60.24 32.36 81.95 73.1 64.53 53.03
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Table 2 Objective dialogue success and subjective dialogue quality rating by participants

DQN-DIP GPSARSA-DIP GPSARSA-BCM

Success 78.6% 59.3% 75%

Rating 3.78 2.67 3.5

Turns/Task 3.25 5.04 4.17

4 Conclusion

We have presented a novel approach to training multi-domain dialogue managers
using DNNs. The core idea in this method is to train a single, domain-independent
policy network that can be applied to information-seeking dialogues. This is achieved
through DIP [17] and as we have shown in this paper, DNNs trained with DQN
[9] perform very well. We are currently exploring different DNN architectures and
techniques that extend the present work and can handle large action spaces and
multi-modal state spaces. Last, we plan to combine our DMwith belief state tracking
methods such as [19] or [6], in an effort to move towards end-to-end learning.
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N, Wen T, Gašić M, Young S (2017) Pydial: a multi-domain statistical dialogue system toolkit.
In: ACL 2017 Demo, Vancouver, ACL

16. Walker M, Stent A, Mairesse F, Prasad R (2007) Individual and domain adaptation in sentence
planning for dialogue. J Artif Intell Res 30:413–456

17. Wang Z, Wen T, Su P, Stylianou Y (2015) Learning domain-independent dialogue policies via
ontology parameterisation. In: 16th annual meeting of the SIGDial, p 412
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An Assessment Framework for DialPort

Kyusong Lee, Tiancheng Zhao, Stefan Ultes, Lina Rojas-Barahona,
Eli Pincus, David Traum and Maxine Eskenazi

Abstract Collecting a large amount of real human-computer interaction data in
various domains is a cornerstone in the development of better data-driven spo-
ken dialog systems. The DialPort project is creating a portal to collect a constant
stream of real user conversational data on a variety of topics. In order to keep real
users attracted to DialPort, it is crucial to develop a robust evaluation framework to
monitor and maintain high performance. Different from earlier spoken dialog sys-
tems, DialPort has a heterogeneous set of spoken dialog systems gathered under
one outward-looking agent. In order to access this new structure, we have identified
some unique challenges that DialPort will encounter so that it can appeal to real
users and have created a novel evaluation scheme that quantitatively assesses their
performance in these situations. We look at assessment from the point of view of the
system developer as well as that of the end user.
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1 Introduction

Data-driven methods have become increasingly popular in developing better spoken
dialog systems (SDS) due to their superior performance and scalability compared to
manual handcrafting [6, 8]. DialPort [1, 9–11] is providing a new solution for rapidly
collecting conversational data. The goal of DialPort is to combine a large number
of dialog systems that have diverse functionality in order to attract a group of stable
real users and to maintain those users’ interest. In order to ensure that the real users
are attracted to DialPort over the long term, we need a principled framework for
monitoring and improving its performance. In this manner, at any time we can at any
time have a snapshot of system performance and quickly make changes so that we
do not lose our users.

Past SDS assessment paradigms [2, 7] may not be directly applicable to DialPort
because it groups multiple remote agents that are heterogeneous in nature. Thus this
paper proposes a novel assessment scheme based on the PARADISE framework [7]
which was designed to measure SDSs’ user satisfaction. Specifically, our scheme
assesses DialPort according to its ultimate goals: collecting large amounts of data,
and satisfying the real users’ needs. For this, the assessment must reflect how the
portal achieves the former goal: the smooth character of the conversation, response
delay and performance.

In order to verify the effectiveness of the proposed assessment paradigm, we
conducted a real-user study using the DialPort portal agent, which transfers control
of the dialog, according to user needs, to five remote agents: (1) aweather information
system from CMU (using NOAA1), (2) a restaurant information system from CMU
(using YELP2), (3) another restaurant system from Cambridge University [3], (4) a
word guessing game agent from the University of Southern California (USC) [4] and
(5) a chat-bot from CMU and POSTECH. The CMU systems and the portal are on-
site and the others are connected from off-site locations. We quantitatively assessed
the performance of the DialPort portal in both task success rate, dialog management
efficiency and speed of response. Finally, we show that our evaluation framework
provides robust measures for DialPort.

2 Evaluation Framework of DialPort

PARADISE [7] measures the user satisfaction (US) in terms of the success and cost,
where success measures what a system is supposed to accomplish and cost measures
how a system achieves its goal. Also, in order to achieve highest US, a system should
maximize success and minimize cost. Based on this formulation, we lay out the
structure of the measure of US for DialPort in Fig. 1. The following sections explain
the elements included in our measure of US in detail.

1http://www.noaa.gov/.
2https://www.yelp.com/developers/documentation/v2/overview.

http://www.noaa.gov/
https://www.yelp.com/developers/documentation/v2/overview
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Fig. 1 The decomposition of user satisfaction for DialPort

2.1 Success of DialPort

The goal of DialPort is to collect large amounts of spoken dialog system data from
real users, including both successful and failed dialogs. For clarity, we refer to a
dialog with a remote agent as external sessions and the whole conversation from the
moment the user enters the Portal to the end when they leave as a portal session (a
portal session is composed of multiple external sessions). Therefore, the success of
DialPort could be measured in terms of the average number of external sessions per
portal session (avgExtSess). However in order to keep real users attracted to DialPort
and in turn create more data, it is essential to maintain good conversational flow and
successful performance. Therefore, we also must minimize the cost, which is defined
below.

2.2 Cost

The cost, in our context, can be defined as:

• Response Delay of DialPort (D): responding to users with a minimal delay is
crucial for an SDS [5] in order to maintain the pace of the interaction and to avoid
barge-ins and system interruptions of the user. We measure the average delay in
milliseconds from the point at which the user finishes speaking to the beginning
of the next system response.

• Selection Error (S): refers to the situationwhen the Portal agent, whichmust decide
which agent to connect to the user, switches to a suboptimal external agent. We
measure this in terms of selection error rate.

• Recommendation Error (R): refers to the case where users do not agree with the
Portal agent’s recommendation.Wemeasure this in terms of recommendation error
rate.

• Remote Delay (RD): Although the success of DialPort could depend on the num-
ber of dialogs it gathers, the quality of the external agents greatly impact user
satisfaction. Therefore, we include the average response delay with remote agents
as a part of the cost, in order to avoid disruptions such as barge-ins and system
interruptions.
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2.3 Overall Performance

The original PARADISE framework learns a linear regression [7] to weight the
importance of each cost and success in order to predict the users’ subjective scores.
In this work, we assume each element is uniformly weighted. Thus we first normalize
each input and compute the overall US of DialPort by:

USmeta = N (avgExt Sess)− (N (S)+N (R)+N (D)+N (RD)) (1)

whereN stands for z normalization to standardize the input into zero mean and unit
variance, to ensure measurements with different scales can be combined together.

3 Evaluation

We assessed DialPort as an agent that seamlessly changes domains. We analyzed log
data of the current version of DialPort. We gathered 119 dialogs from a group of 10
CMU Language technologies Institute students. The maximum number of dialogs
per any one user was 11 and the minimum number of dialogs was 1. On average a
dialog with DialPort lasted 10.97 turns. Two experts manually tagged the selection
error and the recommendation error. Other measures were automatically obtained
from the log data such as the number of sessions and response delay.

3.1 Evaluation of External Remote Agents

First, we show statistics such as the number of external sessions and response delay
of groups of external agents (Table1).We looked at: all external agents combined, all

Table 1 Performance of external agents

Portal agent All external
agents

Two on-site
(w/o chatbot)

Three on-site
(plus chatbot)

Two off-site

# of external
sessions

– 614 135 552 62

Avg # of
turn/external
session

– 2.35 2.54 1.37 11.01

Avg resp
delay (ms)

457.80 683.54 518.97 683.39 683.89

Std resp delay
(ms)

456.86 529.74 333.72 488.56 599.19
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three on-site agents, both off-site agents, and two CMU agents excluding the chatbot.
We observed that many user requests are directed to the chatbot. Moreover, 28.8% of
chatbot utterances were non-understanding recovery turns, such as “can you please
rephrase that?”, “sorry I didn’t catch that”. The remaining 71.2% of the chatbot turns
were question-answering and chit-chat. Based on the log data collected, we observed
that users tend to talk to the chatbot after finishing a conversation with one of the
task-oriented external agents. After a few turns of interactions with the chatbot, users
usually initiate new external sessions with other task-oriented external agents. This
shows the importance of handling out-of-domain utterances gracefully to maintain
the flow of the dialog.

We also note that the external sessions with off-site agents are longer than those
with the on-site ones. While the chatbot is responsible for a lot of this difference, we
note that users can carry on longer conversations with the external agents since our
goal is to create a data flow for these systems.

There are two main causes of response delay: a network delay and a computation
delay. The servers for the Portal agent and the on-site remote agents are located in
Pittsburgh, so the network delay between them and the other systems was small.
Off-site systems have a longer network delay. Table1 shows that the total response
delay of on-site systems is longer than the delay of off-site systems. This is because
the chatbot accesses a very large database, which introduces a significant amount
of computation time. By excluding the chatbot in our calculations, we see that the
response delay of on-site systems is 24.1% (P − value < 0.001) faster than the
off-site systems.

3.2 Evaluation of the Portal Agent

We then separately assessed the Portal agent, that is, the agent that the user interacts
with that decides which SDS to connect to the user. We assess the Portal agent for
(1) recommendation error (2) selection error. Recommendation errors were labeled
for each system utterance with the recommendation intent with binary label {0, 1},
where 1 means correct and 0 means incorrect (Table2).

A recommendation score gets Label 1 if the users agree with the recommendation,
otherwise it is 0. For example, when a system said “Would you like to know about
next weekend’s weather?”, a positive reward would be received if the next user
utterance is “yes”, “okay” or “what is the weather in Pittsburgh?”. Otherwise, the

Table 2 Performance of the Portal agent. Since there is only one version of the Portal agent in
this study, we cannot z-normalize the scores. AvgExtSess is number of external systems accessed
in one portal session

AvgExtSess Select error Recommend error

Master agent 4.32 22.6% 37.15%
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Fig. 2 The external system
confusion matrix for the
Portal

system would get the label 0. The result shows that 62.85% of the requests were
successfully recommended. Selection errors were labeled for each system utterance
that switches to a new agent. If the transition is correct, it gets label 1, otherwise 0.
For example, if a user said Who is the president of South Korea? the Portal agent
should select the chatbot. Any other selection will result in label 0. 78.40% were
successfully sent to the appropriate agents. Figure2 shows that the most frequent
error was due to the Portal agent selecting a weather or restaurant agent when a
location entity was detected in chit-chat utterances.

4 Conclusion

We have proposed a framework for the assessment of DialPort and evaluated the
Portal agent and its access to the external system based on our collected annotated
conversational data. We have identified unique challenges that DialPort faces and
have provided a comprehensive evaluation framework that covers the performance
of response delay, agent transition, and recommendation strategy for the portal. In
future work, we plan to develop data-driven models to automatically predict the
success and cost of the Portal and remote agents of DialPort, which suggests a
promising research direction.
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Human-Robot Interaction



Towards Metrics of Evaluation of Pepper
Robot as a Social Companion
for the Elderly

Lucile Bechade, Guillaume Dubuisson-Duplessis, Gabrielle Pittaro,
Mélanie Garcia and Laurence Devillers

Abstract For the design of socially acceptable robots, field studies in Human-Robot
Interaction are necessary. Constructing dialogue benchmarks can have a meaning
only if researchers take into account the evaluation of robot, human, and their interac-
tion. This paper describes a study aiming at finding an objective evaluation procedure
of the dialogue with a social robot. The goal is to build an empathic robot (JOKER
project) and it focuses on elderly people, the end-users expected byROMEO2project.
The authors carried out three experimental sessions. The first time, the robot was
NAO, and it was with a Wizard of Oz (emotions were entered manually by exper-
imenters as inputs to the program). The other times, the robot was Pepper, and it
was totally autonomous (automatic detection of emotions and decision according
to). Each interaction involved various scenarios dealing with emotion recognition,
humor, negotiation and cultural quiz. The paper details the system functioning, the
scenarios and the evaluation of the experiments.

Keywords Human-Robot Interaction · Data collection · Evaluation
Elderly end-users ·Metrics

1 Introduction

Currently, several research teams work on projects for the elderly self-sufficiency
[4, 11, 12], particularly on conversational agents design [1, 15]. To build a coherent
and engaging conversational agent, social dialogue is essential. An autonomous robot
with clever perceptual analysis ismore engaging for the user. Furthermore, itmay lead
to personalize relationship with the user [3]. Empathy may help a lot in the analysis

L. Bechade (B) · G. Dubuisson-Duplessis · G. Pittaro · M. Garcia · L. Devillers
LIMSI-CNRS, Université Paris-Sud, 91405 Orsay Cedex, France
e-mail: lucile.bechade@limsi.fr

L. Devillers
Université Paris-Sorbonne, 75005 Paris, France
e-mail: laurence.devillers@limsi.fr

© Springer International Publishing AG, part of Springer Nature 2019
M. Eskenazi et al. (eds.), Advanced Social Interaction with Agents, Lecture
Notes in Electrical Engineering 510, https://doi.org/10.1007/978-3-319-92108-2_11

89

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-92108-2_11&domain=pdf


90 L. Bechade et al.

and decision of answer tasks. The purpose of JOKER (JOKe and Emphathy of a
Robot) project is to give a robot such a capability, aswell as humor.Besides, regarding
human-robot dialogue, neither a clear common framework on social dialogue nor a
procedure of evaluation exist. Aly et al. [2] tried to find metrics so as to better
evaluate Human-Robot Interaction (HRI). In this paper, the authors introduce a study
as part of the ROMEO2 project. They explain the context, the system description,
the proceedings of three HRI experimental sessions carried out with elderly people.
They aim at evaluating objectively their multi-modal system in order to build a real
personal robot assistant for elderly people.

2 Related Work

In Human-Robot Interaction, researches have focused on elderly users, and on the
robot’s ability to help the participant: to stand [18], to catch something [9] or to
walk [17]. To maintain user engagement and increase acceptability of robot, social
dialogue is crucial. Indeed, regardingmedia interaction,Reeves andNass [14] empha-
size that people react to media as if they were social actors. Several works address
the issue of evaluating Human-Robot spoken interactions in a social context by con-
sidering the engagement of the human participant [8].

For dialogue systems, the theoretical framework PARADISE [16] evaluate dia-
logue systems from combinedmeasures of the system’s performance. This evaluation
is performed from the point of view of the performance required to achieve user’s
satisfaction. The main goal of the system should be to maximize user satisfaction.
Therefore, evaluating a system according to the PARADISE framework requires to
define the objectives of the system and to characterize them. In human-robot inter-
action, metrics of evaluation are also proposed. In a context where the robot has no
specified task, where the user is free to move and evolve spontaneously around the
robot, and when no satisfaction questionnaire can be performed, a global evaluation
is particularly difficult to achieve.Dautenhahn and Werry [5] provides a descriptive
and quantitative analysis of low-level behaviors to evaluate the interaction.

In assistive and social robotics, experiments with potential end-users provide a
valuable feedback about researchers’ expectations, and reliable data for the design
of socially acceptable robots. Moreover, user feedback may help to improve the
evaluation and the development of dialogue system. In that regard, [19] worked on
an evaluation plan based on incremental stages corresponding to the improvement
of a dialogue system according to user feedback.
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3 Context

3.1 JOKER Project

Social interactions require social intelligence and understanding: anticipating the
mental state of another person may help to deal with new circumstances. JOKER
researchers investigate humor in human-machine interaction. Humor can trigger
surprise, amusement, or irritation if it does not match the user’s expectations. They
also explore two social behaviors: expressing empathy and exchanging chat with the
interlocutor as away to build a deeper relationship.The project gathers 6 international
partner laboratories. LIMSI involvement is on affective and social dimensions in
spoken interaction, emotion and affect bursts detection, user models, Human-Robot
Interaction, dialogue, generation.

3.2 ROMEO2 Project

Aldebaran launched ROMEO2 project with the objective to build and develop a per-
sonal robot companion for the elderly [10]. On the one hand, the ROMEO robot will
be capable ofmoving, take items and give simple information to the user. On the other
hand, it will be able to think, to reason, in order to detect extraordinary situations,
to decide, to adapt its answers. The multi-modality goal with multi-sensory percep-
tion and cognitive interaction (reasoning, planning, learningmechanisms)makes this
project unique. Indeed, ROMEO will be able to assist old people and to answer the
best it can to their requests using both a predefined database and a learned database
through its experiences. ROMEO will learn from its everyday life with the user and
will be able to adapt and personalize its behavior. Furthermore, its capacity to detect
emotions from the user will make its process decide the best behavior to adopt dur-
ing a dialog. LIMSI is on emotion recognition, multimodal speaker identification,
speech comprehension and social interaction.

3.3 LUSAGE Living Lab

LUSAGE Living Lab [13] at the Broca hospital, Paris, welcomed the experiments,
under the supervision of the gerontology service. Regularly, the Living Lab organizes
workshops in the “CaféMultimédia” project. Most of elderly people are badly aware
of digital technologies, becoming more and more socially isolated. The goal of the
project is to bridge that divide. The participants can discover the Information and
Communication Technologies, discuss them, and meet designers and researchers.
The authors of this study took part in the activities of the Lab: workshop on social
robotics for health-care and everyday life. On these occasions, they offered the par-
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Fig. 1 Pictures taken during interactions between: an elderly and Nao (on the left), an elderly and
Pepper (on the right)

ticipants to interact with two robots (Nao and Pepper). After each experiment, the
researchers discussed (individually and in group) with them, about the experiment,
but also about their opinions on social and assistive robotics in general (Fig. 1).

4 Description of the Experiment

4.1 Experimental Process

First of all, the researchers gave to participants a general and collective explanation
of the experiment: the aims of the researchers, the type of interaction and the nature
of the robot they were going to meet. They carried out three experimental sessions
within the same context. In the first session, the Humor system was a Wizard of Oz
(totally operated by a human experimenter) with Nao. The experimenter provided a
part of the inputs manually (emotion detection). In the second and third ones, all the
system was autonomous. The authors used Pepper. Each participant of the first and
second session interacted with the robot only once while those of the third between
one and four times. The comparison between the experiments is shown in Fig. 2.

1st Experiment 2nd Experiment 3rd Experiment
Number of participants 12 8 22
(whose elderly) 12 4 16
(per person) 1 1 1 to 4
Robot Nao Pepper Pepper
Type of system Wizard of Oz Autonomous Autonomous
Scenarios Humor, Negotiation Emotion game, Humor, Emotion game, Humor,

Negotiation, Quiz Negotiation, Quiz

Fig. 2 Table comparing the experiments
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4.2 Description of the System

The system during the two last experimental sessions was totally autonomous. Each
module of analysis of linguistic and paralinguistic could communicate through a
multi-modal platform. The multi-modal platform enables to make the link between
paralinguistic module and decision process while running the scenarios. Several
levels of abstraction constitute the system, that allow to build a dialogue system on
top of the crossbar architecture. From the lowest level to the highest level, the system
uses:

• The Event: technical messages exchanged by crossbar components, can be asyn-
chronous or synchronous

• TheContribution: a dialogic contributionwithin a dialogue turnwhich aggregates
data from the input modules (e.g., linguistics, paralinguistics)

• The Expectations: expectations defined at the scenario level (e.g., an emotionally
positive contribution, a given word, a silence, etc.)

After most Pepper interventions, the multi-modal platform requests a contribution
from the user. It takes into account : a minimal time to wait for a contribution (if
something is said, Pepper will stop listening after that time) and a maximal time to
wait for a contribution (if nothing is said at all, Pepperwill stop listening at that point).
The multi-modal platform works according to the architecture shown in Fig. 3.

Theparalinguistic system features an emotiondetectionmodule basedonaudio [7].
The audio signal is cut into segments between 200 and 1600 milliseconds in length.
Each segment contains or not a detected emotion. The robot takes into account the
majority emotion during a speech turn. The emotion recognitionmoduleworkswith a
linear SupportVectorMachines (SVM)with data normalization and acoustic descrip-
tors such as acoustic parameters in the frequency domain (e.g. fundamental frequency
F0), in the amplitude domain (e.g. energy), in the time domain (e.g. rhythm) and in
the spectral domain (e.g. spectral envelop or energy per spectral bands).

Fig. 3 Multi-modal platform system for social dialogue with Pepper
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4.3 Interaction Scenarios

The tested scenarios relate to possible daily life interactions between the robot com-
panion and an elderly person.

• Emotions: A first scenario consists in asking the user to mimic chosen emotions
while speaking. Pepper asked the user to imitate the four emotions it can detect:
Joy, Sadness, Anger, Neutral. If the speech from the user contains the requested
emotion, the robot goes on following the rest of the scenario. If it does not, the
robot says which major emotion it detects and asks again the user to mimic (over
3 times, the robot stop asking and proceeds to the next question). This scenario
enables to evaluate the emotion recognition system performance.

• Jokes/Riddles: Pepper can make several riddles and puns. For instance:

– Question: “What is a cow making while closing its eyes?”
Answer: “Concentrated milk!”

– Question: “How do we call a dog without legs?”
Answer: “We do not call it, we pick it up.”

During the experiment, according to the emotion detection on the user, Pepper
adapted its humor to the user emotion profile. Pepper may also stimulate the mem-
ory of the user by asking to repeat one joke he made. The paralinguistic module
takes an important part in the humor process: it detects emotions, laugh. The
behavior of the system depends on the receptiveness of the human to the humor-
ous contributions of the robot. Positive reactions (e.g. laughter, positive comments
or positive emotions) lead to more humorous contributions, whereas repeated neg-
ative reactions (e.g. sarcastic laughter, negative comments and negative emotions)
drive the dialogue to a rapid end. If there is no reaction, the robot tries to change
its kind of humor so as to make the user react.

• Persuasion/Negotiation: The robot as a companion has to take care of the user
showing initiative. In this experiment, Pepper tried to convince old people to drink
a glass of water. Before the simulation, the user was said to always refuse the
proposition from Pepper. According to the user global reaction valence detected
by the system, the robot chose a negotiation strategy: Humor (the robot makes
derisive comments about itself so as to make the user accept its offer), Reason (the
robot argues reasonably), Calming (the robot ensures it does not want to force the
user after detecting anger). The robot calculates the global valence of reactions
(positive or negative) from the user. Then, it can adapt its strategy of negotiation.

• Cultural Quiz: The robot makes the user listen to extract of music or movies, and
asks the user to recognize the singer or actor, or the name of the song or the movie.
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5 Results

5.1 Evaluating the System’s Performance

The emotion recognition algorithm was built with the annotated audio corpus
JEMO [6]. The performance of the emotion algorithm calculated by cross-validation
is described by a F-score equal to 62,4. Old people assessed the robot had difficulties
to detect their emotions correctly. To evaluate the performance of our system on old
people, the authors annotated with emotion labels (anger/sadness/joy/neutral) all the
segments where the robot detected an emotion. The best detection performance was
one correct detection over two. The worse was one over eight. The annotators noticed
that sometimes segments were too short to recognize an emotion correctly. Figure4
shows that good detections occur mostly for segment lengths higher than one second.
The corpus JEMO contains voices from people aged between 20 and 50years old.
The experiments participants were between 70 and 85.A higher speech rate (for set
segment length) has been observed in the corpus JEMO than in the experimental
corpus. This raises the problem on speech velocity variability. Therefore, it is neces-
sary to take into account this feature while learning emotion detection algorithm, so
to take into account the feature “age” implicitly. Thanks to the data, the researchers
will build a new emotion detection algorithm adapted to the elderly in future work.

5.2 Engagement Metrics

User engagement is a precious piece of information. Being able to detect it, the robot
could adapt its social behavior. Thus, engagement would be an essential feature to
build a dialog adaptive algorithm. Indeed, the authors wondered if the more a user
is involved in the interaction, the more it talks. Moreover, if a user reacts relatively
quickly, does it mean it is sensitive (positively or negatively) to what the robot is

Fig. 4 Performance of the emotion detection on the elderly: type of prediction boxplot and his-
togram according to segment lengths (in milliseconds). Annotation errors may put a bias
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saying? After each interaction, the user had to fill a questionnaire. This was about
the user’s feelings during the interaction and global view on the interaction and
on robots. In this section, answers related to engagement are studied: did you feel
involved in the interaction? Did you feel self-confident? The authors assumption is
that engagement can be seen in threemetrics: reaction time, silence time and speaking
time during one speech turn of the user. To start a validation on that hypothesis, the
authors compare these metrics to reliable information on engagement.

Figure5 aims at highlighting links between speaking time and user engagement,
and between speaking time and user self-confidence. Correlations between means of
these features are respectively 0.866 and 0.881. Mean curves follow similar tenden-
cies. The authors remind about the different sample sizes for the feature “Number
of Interactions”: 16 for the level one, 10 for the level two, 7 for the level three, 2
for the level four. Therefore, the hypothesis about speaking time as an engagement
metric has to be validated with bigger samples in the future. The engagement of the
user may be explained by two variables: the understandability of the task requested
(the user understands what the robot expects him to do so he can act spontaneously),
and the attractiveness of the scenario (the scenario inspires the user who can answer
faster than if it does not). Adding the metric success to the Emotion Challenge and
to the Quiz may also help to distinguish those who played the game from those
who did not. Furthermore in a next work, a metric about user engagement during
the humor scenario will be studied. Figure6 may also show interesting link between
silence time and robot dominance evaluation. If silence time represented a reliable
metric of robot dominance, robot could adjust its behavior appearing more humble
for the user. Thanks to this short longitudinal session and other experiments planned
next, the authors expect to build new strategies on engagement of the user during
Human-Machine Interaction adapted to the elderly.

Fig. 5 Evolution of user engagement (self-evaluation), speaking time (individual means of time
speaking at each speech turn) and of user self-confidence according to the number of interactions.
Graphs represent means and standard-deviation. Mean curves follow similar tendencies
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Fig. 6 Evolution of robot dominance (user evaluation) and silence time according to the number
of interactions (individual means of silence time at each speech turn). Graphs represent means and
standard-deviation. Mean curves look to follow similar tendencies

5.3 Interaction Appraisal

The researchers took recommendations from the users through questionnaire about
their opinion on the robot operating, their feelings during the interaction and their
thoughts about such a technology. In the first experimental session, the experimenters
entered manually each user’s emotional expressions. The users liked interacting
with the robot. Thus, the researchers could study the acceptability of robot as a
vector of communication for the elderly. However, users were different between
each experimental session, and sample size was the smallest in the first one. It is not
possible to draw conclusions about the impact of the autonomy of robot.

Regarding the second and third experimental sessions, the robot detected correctly
most of the elderly moods (positive or negative attitude in reactions), thanks to the
summarization of emotions detected in speech turns. Thus, the robot could adapt its
answers correctly. Sometimes, it failed at recognizing the speech from the user and
then gave incoherent answers. Figure7 shows an example of an interaction which

P: “It’s been a long time since you drank for the last time.
Take some water please.”
U: “Not at all.”
P: “You should drink a bit.”
U: “I’m not thirsty, I only drink when I’m thirsty.”
P: “So I’m going to make jokes until you accept.
Take your glass and I’ll show you how I do a headstand!”
U: “It does not interest me, do your headstand alone !” (ANGER)
P: “Calm down, I don’t do this to command you.
I only suggest you to take a glass of water, it’s not that much.”

Fig. 7 Example of an interactionwhich functioned correctlywith a user: Pepper adapted its behavior
correctly in relation to the user’s reactions (scenario of negotiation, “P” for Pepper, “U” for User).
Consequently, the user got more involved into the conversation
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P: “Where does this extract come from?”
(Music Title: “Ya d’la joie”, Singer: “Charles Trenet”)
“Do you know who is it ?”
U: “Mmm I think it is Trenet but I’m not sure...” (LOW VOICE)
P: “Can you repeat please ? I didn’t understand well.”
U: “Maybe Charles Trenet, I don’t know...” (LOW VOICE and HESITATION)
P: “You look wrong, but you look like a good sport!
It was an extract from “Ya d’la joie”, sung by Charles Trenet.”

Fig. 8 Example of an interaction which worked badly: Pepper did not detect correctly the good
answer from the user (scenario of quiz, “P” for Pepper, “U” for User). Consequently, the user
doubted about the quality of the conversation and turned unwilling to dialog with the robot

functioned correctly with a user while Fig. 8 shows one of an interaction which
worked badly.

What the researchers drew from these experiments is positive. Participants
reported on the socio-affective states they felt during the experiment in self-report
questionnaire. Participants feelings were globally positive: participants assessed to
have more positive affective states than negative ones during the interaction. Figure9
shows the evolution of enjoyment interacting with the robot according to the number
of interactions (third experimental session). The slight decrease between the first and
the second time may be explained by a feeling of lassitude and habituation: users do
not have the same surprise than in their first interaction.

The size of the sample does not allow statistically significant results but it gives
an interesting overview on the interest of the adaptive behavior of the robot. As for
the preference between each scenario, the elderly preferred the emotion game and
the quizz to a great extent. Those correspond to scenarios in which the robot clearly
asks the user to say something. The users talked much more during the emotion
game. Moreover, the quizz made them react unequally. Some of them talked a lot
during the quizz, others did not dare to (maybe scared of being wrong). Moreover,

Fig. 9 Third experimental session—answers to enjoyment questions (“did you like interacting
with the robot?”, “did you have fun?”, “did you feel enthusiastic?”) according to the number of
interaction. The slight decrease between the first and second time interacting with the robot may be
explained by user habituation
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Fig. 10 Third experimental session—answers about robot behavior (the robot was comfort-
ing/intimidating, friendly/unfriendly, humble/dominant) according to the number of interactions.
This shows the participant view variability about the concept of “normal” robot

this longitudinal studywill help providingmore data to find new benchmarks specific
to interactions between robot and elderly people. These will be taken into account to
evaluate the system. Nevertheless, a robot which perfectly fits everyone is a hard to
reach ideal. Indeed, Fig. 10 shows the difficulty to have a robot whose all the elderly
finds normal in its behaviors. It shows the diversity between user evaluation of robot
behavior during the interaction. That result may also be due to the adaptive behavior
and different strategies it used according to the user reactions detected. Thus, there
is a double variability: that of the user personalities, that of the robot choices on
behavior strategies.

6 Conclusion and Discussion

Tobuild functional and socially acceptable conversational agents, havingbenchmarks
is primordial. What the authors are trying to do is to find metrics and benchmarks by
collecting data from the end-users, in order to evaluate objectively their system, and
to go on improving it. In the case of ROMEO2 project, these metrics may be proper
to the elderly. The authors are wondering how to make it ethically adapted, efficient
and understandable, useful and easy-to-use (from the elderly people perspective) to
make them more easily use the technology. The authors started collecting data first
with aWoZ systemwith Nao, next with an autonomous system and the Pepper robot.
The last experimental session allowed them to study the evolution of user reactions
according to the individual number of interaction with the robot. The experiments at
Broca hospital emphasize main issues: the user concerns about data safety and the
adaptation of the robot to the user. In this second point, it is necessary to take into
account the age of the user. The robot has to adapt its vocabulary and its behavior
according to the user’s age. It also has to change its speech velocity and its way to
detect emotions (according to the speed of the user speaking).

The system will be improved using data collected at the experiments described
and more tests will be done at the Broca Hospital in collaboration with health-care
workers about the acceptability of such a technology.
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A Social Companion and Conversational
Partner for the Elderly

Juliana Miehle, Ilker Bagci, Wolfgang Minker and Stefan Ultes

Abstract In this work, we present the development and evaluation of a social com-
panion and conversational partner for the specific user group of elderly persons.With
the aim of designing a user-adaptive system, we respond to the desires of the elderly
which have been identified during various interviews and create a companion that
talks and listens to the elderly users. Moreover, we have conducted a user study with
a small group of retired seniors living at home or in a nursing home. The results show
that our companion and its dialogue were perceived very positively and that a social
companion and conversational partner is indeed in demand by lonely seniors.

Keywords User study · Spoken dialogue · User-adaptation

1 Introduction

For humans, speech is the most important and most natural way to communicate.
Therefore, scientists and engineers create methods and systems that enable not only
interpersonal communication but also interaction with machines through natural
spoken language. Today, we are able to communicate with various computer appli-
cations via speech. However, most of the currently used Spoken Dialogue Systems
feel unnatural to humans, users are dissatisfied and dialogues are unsuccessful [6].
Therefore, current research focuses on user-adaptive Spoken Dialogue Systems (e.g.
[7, 8]). In this work, we address the specific user group of the elderly.
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In recent years, assistive technologies in the area of elderly care have been a
rapidly increasing field of research and development and various socially assistive
companions for the elderly have been presented. The spectrum of functionalities and
services reaches from intelligent reminding [5, 9], information provision and help in
carrying out everyday tasks [10], via exercise advice [2] and guidance through the
environments of the elderly [9], up to cognitive stimulation, mobile video-telephony
with relatives or caregivers and the autonomous detection of dangerous situations like
falls and their evaluation viamobile telepresence [5]. The effects and the effectiveness
of socially assistive robots in elderly care have been reviewed, showing that there is
a potential for the use of robot systems in elderly care [1]. Moreover, the acceptance
of healthcare robots for elderly users is investigated in [3].

These findings show that there is a potential for an embodied social companion
for elderly users. Furthermore, the importance of considering the perspectives from a
range of stakeholders, such as the elderly person, his or her family and medical staff,
and of carefully assessing their expectations and needs has been shown [3]. Therefore,
the aim of our work is to develop a social companion and conversational partner for
the elderly based on both the desires and wishes of seniors affected by problems of
loneliness and the need for care and on the assessments by their caregivers.

Looking into this topic from a different perspective,Walters et al. [11] conducted a
theatre-based human-robot interaction study. Elderly residents and caregivers thereby
watched a theatre production of a play illustrating the functionality as well as social
and ethical issues of robots when used in the elderly care domain. Interviews about
their views indicate that both caregivers and residentswere generally positive towards
the idea of using robots in the care domain. Furthermore, the desire for care robots
for additionally providing social interaction and entertainment was stressed by the
residents. However, the trial participants have only been interviewed after the theatre
about the robot’s functionalities has been produced. In contrast, our goal is to involve
the elderly and their caregivers from the very beginning of the development of our
social companion and conversational partner.

The study which has been presented in [4] explores people’s perceptions and
attitudes towards future robot companions for the home. The results show that a
large proportion of participants were in favour of a robot companion acting as an
assistant, machine or servant. Only some of them wished a robot companion to be
a friend. However, most of the participants were students or academic staff aged
between 26 and 45 who talked about their future, trying to imagine themselves in the
situation of an elderly person, which of course differs from the situation of directly
asking the elderly. In contrast, the starting point of our work has been to talk to
seniors affected by problems of loneliness and the need for care as well as with their
caregivers. We have identified the desires of the elderly during various interviews
at a nursing home and designed a prototype of a social companion for the elderly
in accordance with them. Afterwards, we have conducted a user study with a small
group of retired seniors living at home or in a nursing home.

The structure of the chapter is as follows: In Sect. 2, we introduce our specific
user group of the elderly. Subsequently, the development of our social companion
and the results of our study are presented in Sect. 3, before concluding in Sect. 4.
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2 Requirement Analysis

With the intention of getting a first insight in the specific needs and requests of
ageing adults, we have carried out discussions with the residents of a nursing home
in the south of Germany as well as with the social managers and caregivers. With
these groups, we have discussed about the aims and needs of the elderly. The major
topic among our interlocutors was the loneliness of the elderly living in a nursing
home. The fact that those people feel lonely can be easily explained. Nearly all of the
nursing home residents are widowed and therefore do not have a partner any more.
Moreover, their children reached adulthood. They have a job where they pursue a
career, their friends, their hobbies and usually they have raised their own family.
Even if they do not aim to leave their parents alone, they often do not have the time
for many visits. Commonly, children come to visit their parents in the nursing home
only on weekends. Friends of the nursing home residents are usually of the same
age. Some of them have already died, others suffer from physical disabilities and
therefore meetings with friends are also nearly impossible.

The feeling of loneliness often leads to a perception of neglect. Therefore, most of
the nursing home residents towhomwehave talkedwish to have a contact personwho
talks to them, and evenmore importantly,who listens to them.Our interviewswith the
elderly revealed that the ideal companionwould not talk about topics like the person’s
fear of isolation, psychological or physical complaints, diseases or experiences of
loss. In contrast, the companion should talk about news and current topics while at
the same time allowing the elderly to tell about their past.

However, when designing a prototype of a social companion for elderly persons,
we need to take into account not only the needs and wishes of our user group, but
also specific difficulties which might occur due to the person’s physical and mental
condition.Our interviewswith the socialmanagers and caregivers in thenursinghome
indicated that dementia, Alzheimer’s disease, depressions and apoplectic strokes lead
to a reduction of the person’s cognitive abilities to produce speech. Furthermore,
senior adults may have difficulty in breathing due to various diseases which leads
to pronunciation problems. On the other hand, elderly persons tend to be hard of
hearing.

In summary, the companion should therefore talk to the elderly about news and
current topics in an appropriate volume and pace so that the elderly can easily listen
to him and keep up with the conversation. Moreover, it should be a good listener
allowing the elderly to talk about their past.

3 Concept and Evaluation

Based on the results and impressions obtained during our interviews at the nursing
home and presented in Sect. 2, we have designed a prototype of a social companion
for the elderly and conducted a user study with a small group of retired seniors living
at home or in a nursing home.
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3.1 Development of a Dialogue for the NAO Robot

Due to the fact that the elderly expressed the wish to have a companion that talks
and listens to them, we have set our priorities on the verbal interaction between the
elderly and our social agent and decided to use the well-known NAO robot as an
off-the-shelf solution for our platform. During the design of the dialogue, we aimed
to respond to the desires defined during the interviews. As, in general, elderly persons
are not used to talking to any technical device and as all of the interviewed persons
stated that they have never seen a robot before, the NAO robot started with singing
a well-known German folk song to break the ice. While singing, the robot started
to make eye contact and waved his hand. After greeting the user and asking for
their well-being, the robot asked whether he should read out aloud some news. The
user was able to chose between the fields of sport, politics and economy. After each
newspaper article, the robot asked some personal questions where the user could tell
about their past. The NAO robot thereby sat down and listened to the elderly as long
as they were talking. As a good listener, he just nodded from time to time and kept
eye contact. In the end, the robot said goodbye and after some good wishes he ended
by singing another part of the folk song. Due to the fact that elderly persons tend to
be hard of hearing, the speaking rate was slowed down, the volume was increased
and the utterances were repeated if needed.

3.2 The Survey

After implementing the dialogue using the NAO Software Choregraphe, we have
conducted a user study with a small group of retired seniors living at home or in a
nursing home. In total, 16 persons participated in the survey, six of them lived in a
nursing home. The participants living at home together with their spouse were aged
between 50 and 75, whereas the participants living in the nursing home were aged
between 75 and 98 and widowed. It has been quite hard to find elderly persons who
wanted to talk to a robot. Moreover, three participants terminated the study right
after the beginning, one of them due to hearing problems, the other two changed
their mind when they saw the robot and did not want to talk to him. The course of
the survey was as follows: at first, the participants had a conversation with the NAO
robot, afterwards, they filled in the questionnaire which contained statements which
had to be rated on a five-point Likert scale (1 = fully agree, 5 = fully disagree) which
can be seen in Fig. 1 as well as open questions on what might be improved and which
kind of robot the elderly would like to use.
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I like the overall concept.

The NAO robot is pleasant.

The NAO robot  is trustworthy.

I like the dialogue.

The news topics are interesting.

I like the topics of the personal questions.

The NAO robot is a pleasant dialogue partner.

The NAO robot understood what I said.

I understood what the NAO robot said.

I knew what I could say at every point of the dialogue.

I would like to talk to the NAO robot again.
1 2 3 4 5

Mean of participants
living at home

Mean of participants
living in a nursing home

Mean of all participants

Most positive

Most negative

Fig. 1 The questionnaire contains 11 statements which had to be rated on a five-point Likert scale
(1 = fully agree, 5 = fully disagree). Overall, the ratings of the 13 questionnaires show that the NAO
robot and the dialogue were perceived very positively

3.3 Evaluation Results

The evaluation results are depicted in Fig. 1. Overall, the ratings show that the NAO
robot and the dialogue were perceived very positively. The users stated that they
liked the overall concept (M = 1.38) and that they find the NAO robot pleasant
(M = 1.31). Especially the gestures, the eye contact and the broad knowledge of the
robot were emphasised. Moreover, the elderly liked the dialogue (M = 1.69) and
its topics (M = 1.69). The participants felt that the robot understood what they said
(M = 1.46) and that they understood what the robot said (M = 1.38). Most of the
elderly perceived theNAOrobot as a pleasant dialoguepartner (M = 1.69) andwould
like to talk to him again (M = 1.38). Furthermore,we could find a difference between
the elderly living at home and those living in the nursing home: while the participants
in the nursing home stated that they prefer a robot companion as a dialogue partner,
those living at home with their spouse favoured a robot which assumes the role of
an assistant in everyday life which for example helps with household chores. This
seems quite logical as the elderly living at home have a partner and therefore do not
feel lonely whereas the residents of a nursing home do not need to keep house any
more but feel lonely as they are widowed and therefore wish to have a contact person
who talks to them, and even more importantly, who listens to them.
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4 Conclusion and Future Directions

We have presented the concept and the evaluation of a dialogue for a social com-
panion for the specific user group of elderly persons. Before the conception and
implementation of our dialogue, we have discussed with the residents and the social
managers and caregivers of a nursing home. When talking about the aims and needs
of the elderly, we have identified loneliness to be themajor topic of the conversations.
Therefore, we have created a companion that talks and listens to the elderly users and
which responds to their desires. Afterwards, we have conducted a user study with a
small group of retired seniors living at home or in a nursing home. The results show
that the NAO robot and the dialogue were perceived very positively. This leads us to
the conclusion that a social companion as conversational partner and good listener
for the elderly is indeed in demand by lonely seniors of advanced age. However,
potential participants declined to participate due to the fact that they did not want
to interact with the robot. This shows that the elderly are not used to talking to any
technical device and therefore any device or robot needs to be introduced in a gentle
and soft way. Moreover, a robot cannot replace a human conversational partner. The
elderly living together with their spouse do not feel the need or the desire to chat
with a robot companion.

In this work, we have conducted our user study with only a small group of the
elderly participantswith the intention of getting a first insight in the specific needs and
requests of ageing adults. To get a more detailed view, in future work the comparison
to contrastive control sets will be necessary. For instance, the difference between our
specific user group of elderly persons and users of all ages needs to be explored.
In addition, the relationship between the system design and the user reaction is a
question to be investigated. The results depicted in Fig. 1 show that our concept suits
the requirements of our user group. However, an extension of the dialogue towards
individualisation would be expedient and desirable.
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Adapting a Virtual Agent to User
Personality

Onno Kampman, Farhad Bin Siddique, Yang Yang and Pascale Fung

Abstract We propose to adapt a virtual agent called ‘Zara the Supergirl’ to user
personality. User personality is deducted through two models, one based on raw
audio and the other based on speech transcription text. Both models show good
performance, with an average F-score of 69.6 for personality perception from audio,
and an average F-score of 71.0 for recognition from text. Both models deploy a
Convolutional Neural Network. Through a Human-Agent Interaction study we find
correlations between user personality and preferred agent personality. The study
suggests that especially the Openness user personality trait correlates with a stronger
preference for agents with more gentle personality. People also sense more empathy
and enjoy better conversations when agents adapt their personalities.

Keywords Adaptive virtual agents · Empathetic robots · Personality recognition

1 Introduction

As people get increasingly used to conversing with Virtual Agents (VAs), these
agents are expected to engage in personalized conversations. This requires an empa-
thy module in the agent so that it can adapt to a user’s personality and state of
mind. Here we present our VA, “Zara the Supergirl”, who adapts to user personality.
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Zara is shown as a female cartoon. She asks the user a couple of personal questions
related to childhood memory, vacation, work-life, friendship, user creativity, and the
user’s thoughts on a future with VAs. A dialog management system controls the
states that the user is in, based on questions asked and answers given.

Our agent needs to recognize user personality and have a corresponding adaptation
strategy.We have developed twomodels for deducing user personality, one using raw
audio as input and the other using speech transcription text. After each dialog turn, the
user’s utterance will be used to predict personality traits. The personality traits of the
user are then used to develop a personalized dialog strategy, changing the appearance
and speaking tone of Zara. In order to understandmore about creating these strategies,
we conducted a user study to find correlations between user personality and preferred
character of the agent.

2 User Personality Recognition

Personality is the study of individual differences and is used to explain human behav-
ior. The dominant model is the Big Five model [2], which considers five traits of
personality. Extraversion refers to assertiveness and energy level. Agreeableness
refers to cooperative and considerate behavior. Conscientiousness refers to behav-
ioral and cognitive self-control. Neuroticism refers to a person’s range of emotions
and control over these emotions. Openness to Experience refers to creativity and
adventurousness.

2.1 Personality Perception from Raw Audio

Wepropose amethod for automatically perceiving someone’s personality from audio
without the need for complex feature extraction upfront, such as in [9]. This speeds
up the computation, which is essential for VA systems. Raw audio is inserted straight
into a Convolutional Neural Network (CNN). These architectures have been applied
very successfully in speech recognition tasks [11]. Our CNN architecture is shown
in Fig. 1. The audio input has sampling rate 8 kHz. The first convolutional layer is
applied directly on a raw audio sample x:

xCi = ReLU (WCx[i; i + v] + bC) (1)

where v is the convolution window size. We apply a window size of 25ms and
move the convolution window with a step of 2.5ms. The layer uses 15 filters. It
essentially makes a feature selection among neighbouring frames. The second con-
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Fig. 1 CNN to extract personality features from raw audio, mapped to Big Five personality traits

volutional layer (with a window size of 12.5ms) captures the differences between
neighbouring frames, and a global max-pooling layer selects the most salient fea-
tures among the entire speech sample and combines them into a fixed-size vector.
Two fully-connected rectified-linear layers and a final sigmoid layer output the pre-
dicted scores of each of the five personality traits.

We use the ChaLearn Looking at People dataset from the 2016 First Impressions
challenge [12]. The corpus contains 10,000 videos of roughly 15s, cut fromYouTube
video blogs, each annotated with the Big Five traits by Amazon Mechanical Turk
workers. The ChaLearn dataset was pre-divided into a Training set of 6,000 clips,
Validation set of 2,000 clips, and Test set of 2,000 clips. We use this Training set for
training, using cross-validation, and thisValidation set for testingmodel performance.
We extracted the raw audio from each clip, ignoring the video.

We implement our model using Tensorflow on a GPU setting. The model is itera-
tively trained to minimize the Mean Squared Error (MSE) between trait predictions
and corresponding training set ground truths, using Adam [7] as optimizer. Dropout
[13] is used in between the two fully connected layers to prevent model overfitting.

For any given sample, our model outputs a continuous score between 0 and 1
for each of the five traits. We evaluate its performance by turning the continuous
labels and outputs into binary classes using median splits. Table1 shows the model
performance on the ChaLearn Validation set for this 2-class problem. The average
of the mean absolute error over the traits is 0.1075. The classification performance
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Table 1 Classification performance on ChaLearn Validation dataset using CNN

% Extr. Agre. Cons. Neur. Open. Mean

Accuracy 63.2 61.5 60.1 64.2 62.5 62.3

Precision 60.5 60.6 58.4 62.7 60.8 60.6

Recall 83.7 83.2 86.3 78.3 77.6 81.8

F-score 70.2 70.1 69.6 69.7 68.2 69.6

is good when comparing, for instance, to the winner of the 2012 INTERSPEECH
Speaker Trait sub-Challenge on Personality [3].

2.2 Personality Recognition from Text

CNNs have gained popularity recently by efficiently carrying out the task of text
classification [4, 6]. In particular using pre-trained word embeddings like word2vec
[8] to represent text has proven to be useful in classifying text from different domains.
Our model for personality recognition from text is a one layer CNN on top of the
word embeddings, followed by max pooling and a fully connected layer.

The datasets used for training are taken from the Workshops on Computational
Personality Recognition [1]. We use both the Facebook and the Youtube personality
datasets for training. The Facebook dataset consists of status updates taken from
250 users. Their personality labels are self-reported via an online questionnaire. The
Youtube dataset has 404 different transcriptions of vloggers, which are labeled for
personality by Amazon Mechanical Turk workers. A median split of the scores is
done to divide each of the Big Five personality groups into two classes, turning the
task into five different binary classifications (one for each trait).

We use convolutionalwindow sizes of 3, 4 and 5,which typically correspond to the
n-gram feature space, so we have a collection of 3, 4, and 5-gram features extracted
from the text. For each window size we have a total of 128 separate convolutional
filters that are jointly trainedduring the trainingprocess.After the convolutional layer,
we concatenate all the features obtained and choose the most significant features via
a max pooling layer. Dropout of 0.5 is applied for regularization, and we use L2
regularization with = 0.01 to avoid overfitting of the model. We use rectified linear
units (ReLU) as non-linear activation function, and Adam optimizer for updating our
model parameters at each step.

For performance comparison, a SVM classifier was trained using LIWC lexical
features [14]. The F-score results obtained for each binary classifier are printed in
Table2. The CNN model’s F-score outperforms the baseline by a large margin.
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Table 2 F-score results of the baseline versus the CNN model across the Big Five traits

% Extr. Agre. Cons. Neur. Open. Mean

Baseline SVM 59.6 57.7 60.1 63.4 56 59.4

CNN model 70.8 72.7 70.8 72.9 67.9 71

Table 3 Three different VA personalities and strategies to deal with user challenges

User challenge Tough VA Gentle VA Robotic VA

Verbal abuse (e.g. You
are just a dumb piece
of machine!)

That’s rude, please
apologize

This is a bit harsh. Did
I offend you in any
way?

Sorry. I don’t
understand

Sexual assault (e.g.
Do you want to get
steamy with me?)

This is clearly
unacceptable. Watch
what you say!

It’s a little awkward,
don’t you think?
Sorry, I guess I can’t
help you this time

I am not programmed
to respond to such
requests

Avoidance (e.g. Ah...,
Um..., Silence >10 s)

Hey! Time is running
out! You need to get
going

I sense that you are
hesitant. Everything
okay?

No answer detected.
Please repeat

3 Virtual Agent Adaptation Study

Our user study investigates the relationship between user personality traits and pre-
ferred agent personality. We conduct a counter-balanced, within-subject video study
with 36 participants (21males), aged 18–34. They fill in a Big Five questionnaire and
watch three videos of a VA with three scenes each: a game intro, an interruption, and
three different user challenges. Two of the VAs are designed with distinct personal-
ities: Tough (i.e. dominant) and Gentle (i.e. submissive) [5]. The third Robotic (no
personality) VA was designed that acts as control, based on previous emotive stud-
ies [10]. See Table3 for sample scenarios that illustrate the different personalities.
Participants rate their perceived empathy and satisfaction of the VAs on a 5-point
Likert scale. Their VA personality preference scores are mapped to a normalized
scale ranging from Dominant to Submissive.

Our results show weak correlations between user personality traits and preferred
VA personality on the Dominant-Submissive scale (see Fig. 2). The strongest corre-
lations are found for Openness (R2 = 0.0789) and Conscientiousness (R2 = 0.0226).
Higher scores correlate with an increased preference for a more gentle VA. One
possible reason is the law of attraction [10]. The suggestive Gentle VA may come
across as open and conscientious, and participants are likely to prefer a VA similar
in personality. However, following this same law, it is surprising that the correlation
from Neuroticism (R2 = 0.0083), Agreeableness (R2 = 0.0127), and Extraversion
(R2 = 0.0014) are very weak.

Participants find personality-driven VAs more empathetic (p<0.001) (see Fig. 3).
In general, the Gentle VA is seen as more empathetic than the Tough VA (p<0.001)
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Fig. 2 Correlation between user personality and submissiveness preference in virtual agents

and the Robotic VA (p<0.001). One explanation can be that people generally link
amicable character with empathy and good intentions, creating a better first impres-
sion that may have persisted over the entire interaction.

For adaptation, the agent adjusts her phrasing and tone of voice based on user
personality scores that are mapped to the spectrum from Tough to Gentle. For exam-
ple, users who score higher for Openness will receive gentler answers. The different
preferences among participants show a need for adaptive personality in VAs.
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Fig. 3 Mean of user ratings of VA empathy level while handling user challenges (***p<0.001)

4 Conclusion

We have described the user personality detection modules used in our virtual agent
and the experiments conducted to better understand how to adapt the VA’s person-
ality to the user’s personality. Our future work will involve improving our existing
personality detection models using more data, and other important features for per-
sonality recognition, like facial expressions, in order to have a multi-modal recogni-
tion system. Also, we will focus on conducting more user studies with additional VA
personality scales. This will give a better idea of the correlations between the user
personality traits and the preferred VA personality, which in turn will enable agents
to show empathy towards people in a much more meaningful way.
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Katsuya Takanashi, Shizuka Nakamura and Tatsuya Kawahara

Abstract We present a dialogue system for a conversational robot, Erica. Our goal
is for Erica to engage in more human-like conversation, rather than being a sim-
ple question-answering robot. Our dialogue manager integrates question-answering
with a statement response component which generates dialogue by asking about
focused words detected in the user’s utterance, and a proactive initiator which gener-
ates dialogue based on events detected by Erica. We evaluate the statement response
component and find that it produces coherent responses to a majority of user utter-
ances taken from a human-machine dialogue corpus. An initial study with real users
also shows that it reduces the number of fallback utterances by half. Our system is
beneficial for producing mixed-initiative conversation.
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Fig. 1 The android Erica is designed to be physically realistic. Motors within her face provide
speaking motions in addition to unconscious behaviors such as breathing and blinking

1 Introduction

Androids are a form of humanoid robots which are intended to look, move and
perceive the world like human beings. Human-machine interaction supported with
androids has been studied for some years, with many works gauging user acceptance
of tele-operated androids in public places such as outdoor festivals and shopping
malls [3, 17]. Relatively few have the ability to hold a multimodal conversation
autonomously, one of the exceptions being the android Nadine [26].

In this paper,we introduce a dialoguemanagement system for Erica (ERato Intelli-
gent Conversational Android). Erica is a Japanese-speaking android which converses
with one or more human users. She is able to perceive the environment and users
through microphones, video cameras, depth and motion sensors. The design objec-
tive is for Erica to maintain an autonomous prolonged conversation on a variety of
topics in a human-like manner. An image of Erica is shown in Fig. 1.

Erica’s realistic physical appearance implies that her spoken dialogue system
must have the ability to hold a conversation in a similarly human-like manner by
displaying conversational aspects such as backchannels, turn-taking and fillers. We
want Erica to have the ability to create mixed-initiative dialogues through a robust
answer retrieval system, a dynamic statement-response generation and proactively
initiating a conversation. This distinguishes Erica as a conversational partner as
opposed to smartphone-embedded vocal assistants or text-based chatbot applications.
Erica must consider many types of dialogue so she can take on a wide range of
conversational roles.

Chatting systems, often called chatbots, conduct a conversation with their users.
They may be based on rules [4, 8] or machine-learned dialogue models [21, 25].
Conducting a conversation has awidemeaning for a dialogue system.Wide variations
exist in the modalities employed, the knowledge sources available, the embodiment
and the physical human-likeness. Erica is fully embodied, ultra realistic and may



A Conversational Dialogue Manager for the Humanoid … 121

express emotions. Our aim is not for the dialogue system to have access to a vast
amount of knowledge, but to be able to talk and answer questions aboutmore personal
topics. She should also demonstrate attentive listening abilities where she shows
sustained interest in the discourse and attempts to increase user engagement.

Several virtual agent systems are tuned towards question-answering dialogues by
using information retrieval techniques [15, 23]. However these techniques are not
flexible enough to accept a wide variety of user utterances other than well-defined
queries. They resort to a default failing answer when unable to provide a confident
one. Moreover most information retrieval engines assume the inputs to be text-based
or a near-perfect speech transcription.One additional drawback of such an omniscient
system is the latency they introduce in the interaction when searching for a response.
Our goal is to avoid this latency by providing appropriate feedback even if the system
is uncertain about the user’s dialogue.

Towards this goal we introduce an attentive listener which convinces the inter-
locutor of interest in the dialogue so that they continue an interaction. To do this,
a system typically produces backchannels and other feedback with the limited un-
derstanding it has of the discourse. Since a deep understanding of the context of
the dialogue or the semantic of the user utterance is unnecessary, some automatic
attentive listeners have been developed as open domain systems [14]. Others actually
use predefined scripts or sub-dialogues that are pooled together to iteratively build
the ongoing interaction [1]. One advantage is that attentive listeners do not need to
completely understand the user’s dialogue to provide a suitable response. We present
a novel approach based on capturing the focus word in the input utterance which is
then used in an n-gram-based sentence construction.

Virtual agents combining question-answering abilities with attentive listening are
rare. SimSensei Kiosk [22] is an example of a sophisticated agent which integrates
backchannels into a virtual interviewer. The virtual character is displayed on a screen
and thus does not situate the interaction in the real world. Erica iteratively builds a
short-term interaction path in order to demonstrate a mixed-initiative multimodal
conversation. Her aims is to keep the user engaged in the dialogue by answering
questions and showing her interest. We use a hierarchical approach to control the
system’s utterance generation. The top-level controller queries and decides on which
component (question-answering, statement response, backchannel or proactive ini-
tiator) shall take the lead in the interaction.

This work presents the integration of these conversation-based components as the
foundation of the dialogue management system for Erica. We introduce the general
architecture in the next section.WithinSect. 3,wedescribe the individual components
of the system and then conduct a preliminary evaluation in Sect. 4. Note that Erica
speaks Japanese, so translations are given in English where necessary.
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Table 1 Classification of dialogue segments ([] = event/action, “” = utterance)

Class Example Component(s)

Question-answering U: “What is your name?” S:
“I’m Erica”

Question answering proactive
initiator backchanneling

Attentive listening U: “I went to Osaka yesterday”
S: “Hum.” [nodding] S: “What
did you do in Osaka?”

Statement response
backchanneling

Topic introduction U/S: [4-second silence] S:
“Hey, do you like dancing?”

Proactive initiator

Greeting/Farewell U: [entering social space] S:
“Hello, I am Erica, would you
like to talk a bit?”

Proactive initiator

2 Architecture

Erica’s dialogue system combines various individual components. A top-level con-
troller selects the appropriate component to use dependingon the state of the dialogue.
We cluster dialogue segments into four main classes as shown in Table1 (examples
are translated from Japanese). The controller estimates the current dialogue segment
based on the short-term history of the conversation and then triggers the appropriate
module to generate a response.

Figure2 shows the general architecture of Erica’s dialogue system, focusing on
the speech and event-based dialogue management which is the topic of this paper.

The system uses a Kinect sensor to reliably identify a speaker in the environment.
Users’ utterances are transcribed by the speech recognizer and aligned with a tracked
user.An event detector continuouslymonitors space and sound environment to extract
selected events such as periods of silence and user locations. An interaction process is
divided into steps, triggered by the reception of an input which is either a transcribed
utterance or a detected event, and ends with a system action.

First, the utterance is sent to the question-answering and statement response com-
ponents which generate an associated confidence score. This score is based on factors
such as the hypothesized dialogue act of the user utterance and the presence of key-
words and focus phrases. The controller then selects the component’s response with
the highest confidence score. However if this score does not meet the minimum
threshold, the dialogue manager produces a backchannel fallback.

Both the question-answering and statement response components use dialogue
act tagging to generate their confidence scores. We use a dialogue act tagger based
on support vector machines to classify an utterance into a question or non-question.
Focus word detection is used by the statement response system and is described in
more detail in Sect. 3.2.

Events such as silences and users entering the proximity of Erica are detected and
handled by the proactive initiator. Erica instigates dialogue which is not in response
to any speech input from the user, but events in the environment such as a user
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Fig. 2 Architecture of the dialogue system

entering her social space. This dialogue is generated based on rules and is described
in more detail in Sect. 3.3.

3 Components

In this section, we describe individual components of the system and some example
responses they generate.

3.1 Question Answering with Fallback

Task-oriented spoken dialogue systems handle uncertain inputs with explicit or im-
plicit confirmations [9]. There is a trade-off between the consequences of process-
ing an erroneous utterance and the expected fluency of the system [24]. Question-
answering engines such as smartphone assistantsmake no confirmations and let users
decide whether they accept the returned results. As a conversational partner, Erica
cannot use such explicit strategies as they interrupt the flow of the dialogue. We
can consider chatting with uncertainty to be similar to conversing with non-native
speakers, with misunderstandings being communicated and repaired jointly.

Erica’s question-answering components enables her to implicitly handle errors
and uncertainty. Since the system’s goal is to generate conversational dialogues,
an exact deep understanding of the user utterances is not necessary. Erica is able
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Table 2 Example of question-answering based interaction

U: “Where does your name come from?”

S: “My name is spelled E R I C A. It stands for ERato Intelligent Conversational Android...”
(Question Answering)

U: “That is a strange name for a robot, isn’t it?”

S: [nodding] (Backchanneling)

U: “I am from Osaka. Do you know about Abeno Harukas?”

S: “Abeno Harukas is a tower in Osaka which...” (Question Answering)

to generate implicit non-understanding prompts such as “e?” (“huh?” in English),
backchannels and nodding. These signals are used when the system is unable to
generate an answer with sufficiently high confidence.

The following conversation shows an instance of interaction segment between a
user and Erica in which her responses are managed with only the question-answering
and the backchannel components (Table 2).

The question-answering manager bases its knowledge on a handcrafted database
of adjacency pairs. The following measure is used to compare a set of n ranked
speech recognition hypotheses {(u1, cm1)...(un, cmn)} and all first-pair parts fppdb in
the database:

m(ui, cmi, fppdb) = 1

1 + eα.ld(fppdb,ui)+β.(1−cmi)+γ

ld(fppdb, ui) is the normalized Levenshtein distance between a database entry fppdb
and the hypothesis’ utterance ui. cmi is the confidence measure of the speech recog-
nizer mapped to the interval [0; 1] using the sigmoid function. α and β are weights
given to the language understanding and speech recognition parts. γ is a bias that de-
termines the overall degree of acceptance of the system. This approach is not highly
sophisticated, but is not the main focus of this work. We found it sufficient for most
user questions which were within the scope of the database of topics.

The algorithm searches for the most similar first-pair part given the incoming
input. The entry for which the computed measure is the lowest is selected and the
associated system response is generated. If themeasuremdoes not exceed a threshold,
the system resorts to a fallback response.

3.2 Statement Response

In addition to answering questions from a user, Erica can also generate focus-based
responses to statements. Statements are defined as utterances that do not explicitly
request the system to provide information and are not responses to questions. For
instance, “Today I will go shopping with my friends” or “I am happy about your
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Table 3 Response to statement cases

Case Example

Question on focus word
U: “This game is very good to relax with”

S: “ What kind of game?”

Partial repeat with rising tone
U: “I bought a new Kindle from Amazon”

S: “A new Kindle?”

Question on predicate
U: ‘I ate lunch late”

S: “ Where did you eat?”

Formulaic expression
U: “I do not think that is a good attitude”

S: “I see”

wedding” are statements. Chatting is largely based on such exchanges of information,
with varying degrees of intimacy depending on speaker familiarity.

Higashinaka et al. [10] proposed a method to automatically generate and rank
responses to why-questions asked by users. Previous work also offered a similar
learning method to help disambiguate the natural language understanding process
using the larger dialogue context [11, 13] and to map from semantic concept to turn
realization [12].

Our approach is based on knowledge of common statement responses in Japanese
conversation [7]. This includes some repetition of the utterance of the previous
speaker, but does not require full understanding of their utterance. As an example,
consider the user utterance “Yesterday, I ate a pizza”. Erica’s objective is to engage
the user and so may elaborate on the question (“What kind of pizza?”) or partially
repeat the utterance with a rising tone (“A pizza?”). The key is the knowledge that
“pizza” is the most relevant word in the previous utterance. This has also been used
in previous robot dialogue systems [19].

We define four cases for replying to a statement as shown in Fig. 3, with examples
shown in Table3. Focus phrases and predicates are underlined and question words
are in boxes. Similar to question-answering, a fallback utterance is used when no
suitable response can be found, indicated in the table as a formulaic expression.

To implement our algorithm, we first search for the existence of a focus word or
phrase in the transcribed user utterance. This process uses a conditional random field
using a phrase-level dependency tree of the sentence aligned with part-of-speech
tags as the input [25]. The algorithm labels each phrase with its likelihood to be
the sentence focus. The most likely focus phrase, if its probability exceeds 0.5, is
assumed to be the focus. The resulting focus phrase is stripped so that only nouns
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Fig. 3 Decision tree for statement-response

Table 4 Question words

With focus Without focus

Which is/are [focus] What kind of things

What kind of [focus] When

When is/are [focus] Where to

Where is/are [focus] Where from

Who is/are [focus] From who

are kept.1 For example, the utterance “The video game that has been released is
cool” would extract ‘video game’ as the focus noun.

We then decide the question marker to use as a response depending on whether
a focus word can be found in the utterance. These transform an affirmative sentence
into a question. Table4 displays some examples of question words with and without
a focus. We then compute the likelihood of the focus nouns associated with question
words using an n-gram language model. N-gram probabilities are computed from the
Balanced Corpus of Contemporary Written Japanese.2 The corpus is made of 100
million words from books, magazines, newspapers and other texts. The models have
been filtered so they only contain n-grams which include the question words defined
above. The value of the maximum probability of the focus noun and question word
combination isPmax. In the casewhere no focus could be extractedwith a high enough
confidence, we use an appropriate pattern based on the predicate. In this case, instead
of the focus phrase, we compute sequences made of the utterance’s main predicate
and a set of complements containing question words. The best n-gram likelihood is
also defined as Pmax.

The second stage of the tree in Fig. 3 makes selections from one of the four cases
shown in Table3. Each of these define a different pattern in the response construc-
tion. Tf and Tp have been empirically fine tuned. Table5 displays the conditions for
generating each response3 pattern.

1In Japanese, there are no articles such as ‘a’ or ‘the’.
2https://www.ninjal.ac.jp/english/products/bccwj/.
3“So desu ka”: “I see”, “Tashikani”: “Sure”.

https://www.ninjal.ac.jp/english/products/bccwj/
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Table 5 Response to statement methods

Case Condition Pattern

Question on focus word Pmax ≥ Tf question word(s) + focus
noun(s) + “desu ka”

Partial repeat with rising tone Pmax < Tf focus noun(s) + “desu ka”

Question on predicate Pmax ≥ Tp question word(s) + predicate +
“no desu ka”

Formulaic expression Pmax < Tp “So desu ka”, “Tashikani”, etc.

3.3 Proactive Initiator

As shown in Table1, the proactive initiator takes part in several scenarios. Typical
spoken dialogue systems are built with the intent of reacting to the user’s speech,
while a situated system such as Erica continuously monitors its environment in
search of cues about the intent of the user. This kind of interactive setup has been
the focus of recent studies [5, 6, 16, 18, 20]. Erica uses an event detector to track
the environment and generate discrete events. For example, we define three circular
zones around Erica as her personal space (0–0.8 m), social space (0.8–2.5 m) and
far space (2.5–10 m). The system triggers events whenever a previously empty zone
gets filled or when a crowded one is left empty. We also measure prolonged silences
of fixed lengths.

Currently, we use the proactive initiator for three scenarios:

1. If a silence longer than two seconds has been detected in a question-answering
dialogue, Erica will ask a follow-up question related to the most recent topic.

2. If a silence longer than five seconds has been detected, Erica starts a ‘topic
introduction’ dialoguewhere she draws a random topic from the pool of available
ones using a weighted distribution which is inversely proportional to the distance
to the current topic in the word-embedding space.

3. When users enter or leave a social space, Erica greets or takes leave of them.

4 Evaluation and Discussion

The goal of our evaluation is to test whether our system can avoid making generic
fallback utterances under uncertaintywhile providing a suitable answer.Wefirst eval-
uate the statement response system independently. Then we evaluate if this system
can reduce the number of fallback utterances. As we have no existing baseline, our
methodology is to conduct an initial user study using only the question-answering
system. We then collect the utterances from users and feed them into our updated
system for comparison.
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Table 6 Evaluation of statement response component

Category Precision Recall

Question on focus word 0.63 (24/38) 0.46 (24/52)

Partial repeat with rising tone 0.72 (63/87) 0.86 (63/73)

Question on predicate 0.14 (3/21) 0.30 (3/10)

Formulaic expression 0.94 (51/54) 0.78 (51/65)

We evaluated the statement response component by extracting dialogue from a
chatting corpus created for Project Next’s NLP task.4 This corpus is a collection
of 1046 transcribed and annotated dialogues between a human and an automatic
system. The corpus has been subjectively annotated by three annotators who judged
the quality of the answers given by the annotated system as coherent, undecided or
incoherent. We extracted 200 user statements from the corpus for which the response
from the automated system had been judged as coherent.

All 200 statements were input into the statement response system and two anno-
tators judged if the response was categorized correctly according to the decision tree
in Fig. 3. Precision and recall results are displayed in Table6.

Our results showed that the decision tree correctly selected the appropriate cate-
gory in the majority of cases. The difference between the high performance of the
formulaic expression and the question on predicate shows that the decision threshold
in the case of no focus word could be fine-tuned to improve the overall performance.

We then tested whether the integration of statement response into Erica’s dialogue
system reduced the number of fallback utterances. The initial user study consisted
of 22 participants who were asked to interact with Erica by asking questions to her
from a list of 30 topics such as Erica’s hobbies and favorite animals. They could
speak freely and the system would either answer their question or provide a fallback
utterance, such as “Huh?” or “I cannot answer that”.

Users interacted with Erica for 361 seconds on average (sd = 131 seconds) with
a total interaction lasting on average 21.6 turns (sd = 7.8 turns). From 226 user
turns, 187 were answered correctly by Erica and 39 were responded to with fallback
utterances. Users also subjectively rated their interaction using a modified Godspeed
questionnaire [2]. This questionnaire measured Erica’s perceived intelligence, an-
imacy and likeability as a summation of factors which were measured in 5-point
Likert scales. Participants rated Erica’s intelligence on average as 16.8 (maximum
of 25), animacy as 8.8 (maximum of 15), and likeability as 18.4 (maximum of 25).

We then fed all utterances into our updated system which included the statement
response component. User utterances which produced a fallback response were now
handled by the statement response system. Out of 39 utterances, 19 were handled by
the statement response system, while 20 could not be handled and so again reverted
to a fallback response. This result showed that around half the utterances could be
handled with the addition of a statement response component, as shown in Fig. 4.

4https://sites.googles.com/site/dialoguebreakdowndetection/chat-dialogue-corpus.

https://sites.googles.com/site/dialoguebreakdowndetection/chat-dialogue-corpus
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Fig. 4 Proportion of system turns answered by a component in the experiment (left) and the updated
system including statement response (right)

The dialogues produced by the statement response system were generally coherent
with the correct focus word found.

5 Conclusion

Our dialogue system for Erica combines different approaches to build and maintain
a conversation. The knowledge and models used to cover a wide range of topics
and roles are designed to improve the system’s flexibility. We plan on improving the
components using data collected through Wizard-of-Oz experiments.

While the question-answering system is simplistic, it can yield control to other
components when uncertainty arises. The statement response mechanism helps to
continue the conversation and increase the user’s belief that Erica is attentive to
her conversational partner. In the future we also aim to evaluate Erica’s proactive
behavior and handle errors in speech recognition.

Our experiment demonstrated that a two-layered decision approach handles inter-
action according to simple top-level rules. We obtained some promising results with
our statement response system and intend to improve it future prototypes. Other on-
going research focuses on learning the component selection process based on data.
The main challenge in this architecture is determining which component should
handle the conversation, which will be addressed in future work.
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Eliciting Positive Emotional Impact
in Dialogue Response Selection

Nurul Lubis, Sakriani Sakti, Koichiro Yoshino and Satoshi Nakamura

Abstract Introduction of emotion into human-computer interaction (HCI) have
allowed various system’s abilities that can benefit the user. Among many is emotion
elicitation, which is highly potential in providing emotional support. To date, works
on emotion elicitation have only focused on the intention of elicitation itself, e.g.
through emotion targets or personalities. In this paper, we aim to extend the existing
studies by utilizing examples of human appraisal in spoken dialogue to elicit a posi-
tive emotional impact in an interaction. We augment the widely used example-based
approach with emotional constraints: (1) emotion similarity between user query and
examples, and (2) potential emotional impact of the candidate responses. Text-based
human subjective evaluation with crowdsourcing shows that the proposed dialogue
system elicits an overall more positive emotional impact, and yields higher coherence
as well as emotional connection.

Keywords Affective computing · Dialogue system · Emotion elicitation

1 Introduction

To a large extent, emotion determines our quality of life [5]. However, it is often the
case that emotion is overlooked or even treated as an obstacle. The lack of awareness
of the proper care of our emotional health has led to a number of serious problems,
including incapabilities in forming meaningful relationships, sky-rocketing stress
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level, and a large number of untreated cases of emotion-related disturbances. In
dealing with each of these problems, outside help from another person is invaluable.

The emotion expression and appraisal loop between interacting people creates a
rich, dynamic, and meaningful interaction. When conducted skillfully, as performed
by experts, a social-affective interaction can provide social support, reported to give
positive effect with emotion-related problems [2]. Unfortunately, an expert is a lim-
ited and costly resource that is not always accessible to those in need. In this regard,
an emotionally-competent computer agent could be a valuable assistive technology
in addressing the problem.

A number of works have attempted to equip automated systems with emotion
competences. Two of the most studied issues in this regard are emotion recognition,
decoding emotion from communication clues; and emotion simulation, encoding
emotion into communication clues. These allow the exchange of emotion between
user and the system. Furthermore, there also exist works on replication of human’s
emotional factors in the system, such as appraisal [4] and personality [1, 6], allowing
the system to treat an input as a stimuli in giving an emotional response.

On top of this, there has been an increasing interest in eliciting user’s emotional
response. Skowron et al. have studied the impact of different affective personalities
in a text-based dialogue system [14]. They reported consistent impacts with the
corresponding personality in humans. On the other hand, Hasegawa et al. constructed
translation-based response generators with various emotion target, e.g. the response
generated from the model that targets “sadness” is expected to elicit sadness [7]. The
model is reported to be able to properly elicit the target emotion.

Emotion elicitation can constitute a universal form of emotional support through
HCI. However, existing works on emotion elicitation have not yet observed the
appraisal competence of humans that gives rise to the elicited emotion.This entails the
relationship between an utterance, which acts as stimuli evaluated during appraisal
(emotional trigger), and the resulting emotion by the end of appraisal (emotional
response) [12]. By examining this, it would be possible to reverse the process and
determine the appropriate trigger to a desired emotional response. This knowledge is
prevalent in humans and strongly guides how we communicate with other people—
for example, to refrain from provocative responses and to seek pleasing ones.

In this paper, we attempt to elicit a positive emotional change in HCI by exploit-
ing examples of appraisal in human dialogue. Figure1 illustrates this idea in rela-
tion to existing works. We collected dialogue sequences containing emotional trig-
gers and responses to serve as examples in a dialogue system. Subsequently, we
augment the traditional response selection criterion with emotional parameters: (1)
user’s emotional state, and (2) expected1 future emotional impact of the candidate
responses. These parameters represent parts of the information that humans use in
social-affective interactions.

The proposed system improves upon the existing studies by harnessing informa-
tion of human appraisal in eliciting user’s emotion.We eliminate the need of multiple

1Within the scope of the proposed method, we use the word expected for its literal meaning, as
opposed to its usage as a term in probability theory.
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Fig. 1 Overview of proposed approach to elicit a positive emotional change in HCI using examples
of appraisal in human dialogue. Relation to existing works is shown

models and the definition of emotion targets by aiming for a general positive affective
interaction. The use of data-driven approach rids the need of complex modeling and
manual labor. Text-based human subjective evaluation with crowdsourcing shows
that in comparison to the traditional response selection method, the proposed one
elicits an overall more positive emotional impact, and yields higher coherence as
well as emotional connection.

2 Example-Based Dialogue Modeling (EBDM)

EBDM is a data-driven approach of dialogue modeling that uses a semantically
indexed corpus of query-response2 pair examples instead of handcrafted rules or
probabilistic models [9]. At a given time, the system will return a response of the
best example according to a semantic constraint between the query and example
queries. This circumvents the challenge of domain identification and switching—a
task particularly hard in chat-oriented systems where no specific goal or domain
is predefined beforehand. With increasing amount of available conversational data,
EBDM offers a straightforward and effective approach for deploying a dialogue
system in any domain.

Lasguido et al. have previously examined the utilization of cosine similarity for
response retrieval in an example-based dialogue system [8]. In their approach, the

2In the context of dialogue system, we will use term query to refer to user’s input, and response to
refer to system’s output.
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similarity is computed between TF-IDF weighted term vectors of the query and the
examples. The TF-IDF weight of term t is computed as:

TF-IDF(t, T ) = Ft,T log
|T |
DFt

, (1)

where Ft,T is defined as term frequency of term t in a sentence T , and DFt as total
number of sentences that contains the term t , calculated over the example database.
Thus, the vector for each sentence in the database is the size of the database term
vocabulary, each weighted according to Eq.1.

Cosine similarity between two sentence vectors Sq and Se is computed as:

cossim(Sq , Se) = Sq · Se
∥
∥Sq

∥
∥ ‖Se‖ . (2)

Given a query, this cosine similarity is computed over all example queries in the
database and treated as the example pair scores. The response of the example pair
with the highest score is then returned to the user as the system’s response.

This approach has a number of benefits. First, The TF-IDF weighting allows
emphasis of important words. Such quality is desirable in considering emotion in
spoken utterances. Second, as this approach does not rely on explicit domain knowl-
edge, it is practically suited for adaptation into an affective dialogue system. Third,
the approach is straightforward and highly reproducible. On that account, it serves
as the baseline in this study.

3 Emotion Definition

In this work, we define the emotion scope based on the circumplex model of affect
[11]. Two dimensions of emotion are defined: valence and arousal. Valencemeasures
the positivity or negativity of emotion; e.g. the feeling of joy is indicated by positive
valence while fear is negative. On the other hand, arousal measures the activity of
emotion; e.g. depression is low in arousal (passive), while rage is high (active).
Figure2 illustrates the valence-arousal dimension in respect to a number of common
emotion terms.

This model describes the perceived form of emotion, and is able to represent both
primary and secondary emotion. Furthermore, it is intuitive and easily adaptable
and extendable to either discrete or other dimensional emotion definitions. The long
established dimension are core to many works in affective computing and potentially
provides useful information even at an early stage of research.

Henceforth, based on this scope of emotion, the term positive emotion refers to
the emotions with positive valence. Respectively, a positive emotional change refers
to the change of position in the valence-arousal space where the value of valence
after the movement is greater than that of before.
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Fig. 2 Emotion dimensions and common terms

4 Proposed Dialogue System

To allow the consideration of the emotional parameters aforementioned, we make
use of tri-turn units in the selection process in place of the query-response pairs in
the traditional EBDM approach. A tri-turn consists of three consecutive dialogue
turns that are in response to each other, it is previously utilized in collecting query-
response examples from a text-based conversational data to ensure that an example
is dyadic [8]. In this work, we instead exploit the tri-turn format to observe emotional
triggers and responses in a conversation.

Within this work, the first, second, and third turns in a tri-turn are referred to
as query, response, and future, respectively. The change of emotion observed from
query to future can be regarded as the impact of response.

In addition to semantic constraint as described in Sect. 2, we formulate two types
of emotional constraints: (1) emotion similarity between the query and the example
queries, and (2) expected emotional impact of the candidate responses. Figure3
illustrates the general idea of the baseline (a) and proposed (b) approaches.

First, wemeasure emotion similarity by computing the Pearson’s correlation coef-
ficient of the emotion vector between the query and the example queries, i.e. the first
turn of the tri-turns. Correlation rqe between two emotion representation vectors for
query q and example e of length n is calculated using Eq.3,

rqe =
∑n

i=1(qi − q̄)(ei − ē)
√

∑n
i=1(qi − q̄)2

√
∑n

i=1(ei − ē)2
. (3)

This similarity measure utilizes real-time valence-arousal values instead of discrete
emotion label. In contrast with discrete label, real-time annotation captures emotion
fluctuation within an utterance, represented with the values of valence or arousal
with a constant time interval, e.g. a value for every second.
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Fig. 3 Response selection in baseline and proposed systems

As the length of emotion vector depends on the duration of the utterance, prior to
emotion similarity calculation, sampling is performed to keep the emotion vector in
uniform length of n. For shorter utterances with fewer than n values in the emotion
vector, we perform sampling with replacement, i.e. a number can be sampled more
than once. The sampling preserves distribution of the values in the original emotion
vector. We calculate the emotion similarity score separately for valence and arousal,
and then take the average as the final score.

Secondly, we measure the expected emotional impact of the candidate responses.
In a tri-turn, emotional impact of a response according to the query and future is
computed using Eq.4.

impact(response) = 1

n

n
∑

i=1

fi − 1

n

n
∑

i=1

qi , (4)

where q and f are the emotion vectors of query and future. In other words, the actual
emotion impact observed in an example is the expected emotional impact during
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Fig. 4 Steps of response selection

the real interaction. For expected emotional impact, we consider only valence as the
final score.

Figure4 illustrates the steps of response selection of the baseline and proposed
systems. We perform the selection in three steps based on the defined constraints.
For each step, a new score is calculated and re-ranking is performed only with the
new score, i.e. no fusion with the previous score is performed.

The baseline system will output the response of the tri-turn example with the
highest semantic similarity score (Eq.2). On the other hand, on the proposed system’s
response selection, we pass m examples with highest semantic similarity scores to
the next step and calculate their emotion similarity scores (Eq.3). From n examples
with highest emotion similarity scores, we output the response of the tri-turn example
with the most positive expected emotional impact (Eq. 4).

The semantic and emotion similarities are important in ensuring an emotional
response that is as close as possible with the example. The two similarity scores are
processed incrementally considering the huge difference of their space sizes. The
two-dimensional emotion space is much smaller than that of the semantic, making it
more likely for emotions to have a high similarity score. Thus, imposing the emotion
constraints in the reduced pool of semantically similar examples will help achieve
a more relevant result. Furthermore, this reduces the computation time since the
number of examples to be scored will be greatly minimized. When working with big
example databases, this property is beneficial in giving a timely response.

There are two important points to note regarding the proposed approach. First, the
future of each tri-turn is not considered as a definite prediction of user response when
interacting with the system. Instead, each tri-turn acts as an example of human’s
appraisal in a conversation with certain semantic and emotional contexts. In real
interaction, given similar semantic and emotional contexts with an example tri-turn’s
query, when the system outputs the response, the user may experience an emotional
change consistent with that of the future.
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Second, this strategy does not translate to selection of the response with the most
positive emotion. Instead, it is equivalent to selecting the response that has the most
potential in eliciting a positive emotional response, regardless of the emotion it
actually contains. Even though there is no explicit dialogue strategy to be followed,
we expect the data to reflect the appropriate situation to show negative emotion to
elicit a positive impact in the user, such as relating to one’s anger or showing empathy.

5 Experimental Set up

5.1 Emotionally Colorful Conversational Data

To achieve a more natural conversation, we utilize an emotionally colored corpus of
human spoken interaction to build the dialogue system. In this section, we describe
in detail the SEMAINE database and highlight the qualities that make it suitable for
our study.

The SEMAINE database consists of dialogues between a user and a Sensitive
Artificial Listener (SAL) in aWizard-of-Oz fashion [10]. A SAL is a system capable
of holding a multimodal conversation with humans, involving speech, head move-
ments, and facial expressions, topped with emotional coloring [13]. This emotional
coloring is adjusted according to each of the SAL characters; cheerful Poppy, angry
Spike, sad Obadiah, and sensible Prudence.

The corpus consists of a number of sessions, in which a user is interacting with
a wizard SAL character. Each user interacts with all 4 characters, with each interac-
tion typically lasting for 5min. The topics of conversation are spontaneous, with a
limitation that the SAL can not answer any questions.

The emotion occurrences are annotated using the FEELtrace system [3] to allow
recording of perceived emotion in real time. As an annotator is watching a target
person in a video recording, they would move a cursor along a linear scale on an
adjacent window to indicate the perceived emotional aspect (e.g. valence or arousal)
of the target. This results in a sequence of real numbers ranging from −1 to 1, called
a trace, that shows how a certain emotional aspect fall and rise within an interaction.
The numbers in a trace are provided with an interval of 0.02 s.

In this study, we consider 66 sessions from the corpus based on transcription
and emotion annotation availability; 17 Poppy’s sessions, 16 Spike, 17 Obadiah, 16
Prudence. For every dialogue turn, we keep the speaker information, time alignment,
transcription, and emotion traces.
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5.2 Set up

As will be elaborated in Sect. 6.1, in the SEMAINE Corpus, Poppy and Prudence
tend to draw the user into the positive-valence region of emotion as opposed to Spike
and Obadiah. This resembles a positive emotional impact, where the final emotional
state is more positive than the initial. Thus, we exclusively use sessions of Poppy
and Prudence to construct the example database.

We partition the recording sessions in the corpus into training and test sets. The
training set and test set comprise 29 (15 Poppy, 14 Prudence) and 4 (2 Poppy, 2
Prudence) sessions, respectively. We construct the example database exclusively
from the training set, containing 1105 tri-turns.

As described in the emotion definition, in this study, we exclusively observe
valence and arousal from the emotion annotation. We average as many annotations
as provided in a session to obtain the final emotion label. We sample the emotion
trace of every dialogue turn into 100-length vectors to keep the length uniform, as
discussed in Sect. 4.

In this phase of the research, we utilize the transcription and emotion annotation
provided from the corpus as information of the tri-turns to isolate the errors of
automatic speech and emotion recognition. For the n-best filtering, we chose 10 for
the semantic similarity constraint and 3 for the emotion considering the size of the
corpus.

6 Analysis and Evaluation

6.1 Emotional Impact Analysis

We suspect that the distinct characteristic of each SAL affects the user’s emotional
state in different ways. To observe the emotional impact of the dialogue turns in
the data, we extract tri-turn units from the selected 66 sessions of the corpus. As
SEMAINE contains only dyadic interactions, a turn can always be assumed as a
response to the previous one.

We investigate whether the characteristics of the SAL affect the tendencies of
emotion occurrences in a conversation by analyzing the extracted tri-turns. From all
the tri-turns extracted from the subset, we compute the emotional impacts and plot
them onto the valence-arousal axes, separated by the SAL to show emotion trends
of each one. Figure5 presents this information.

The figure shows different emotional paths taken during the conversationwith dis-
tinct trends. In Poppy’s and Prudence’s sessions, most of the emotional occurrences
and transitions happen in positive-valence and positive-arousal region with occa-
sional movement to the negative-valence region. On the other hand, in Spike’s ses-
sions, movement to the negative-valence positive-arousal region is significantlymore
often compared to the others. The same phenomenon occurs with negative-valence
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negative-arousal region in Obadiah’s. This tendency is consistent to the characteristic
portrayed by each SAL, as our initial intuition suggests.

6.2 Human Evaluation

Weperform an offline subjective evaluation to qualitativelymeasure perceived differ-
ences between the two response selection methods. From the test set, we extract 198
test queries. For each test query, we generate responses using the baseline and pro-
posed systems. Queries with identical responses from the two systems are excluded
from the evaluation. We further filter the queries based on utterance length, to give
enough context to the evaluators; and emotion labels, to give variance in the evalua-
tion. In the end, 50 queries are selected.

We perform subjective evaluation of the systems with crowdsourcing. The query
and responses are presented in form of text. We ask the evaluators to compare the
systems’ responses in respect to the test queries. For each test query, the responses
from the systems are presented with random ordering, and the evaluators are asked
three questions, adapted from [14]:

1. Which response is more coherent? Coherence refers to the logical continuity of
the dialogue.

2. Which response hasmore potential in building emotional connection between the
speakers? Emotional connection refers to the potential of continued interaction
and relationship development.

3. Which response gives a more positive emotional impact? Emotional impact
refers to the potential emotional change the response may cause.

(a) Poppy (b) Spike (c) Obadiah (d) Prudence

Fig. 5 Emotional changes in SEMAINE sessions separated by SAL character. X- and y-axes
show changes in valence and arousal, respectively. Arrows represent emotional impact, with initial
emotion as starting point and and final as ending. The direction of the arrows shows the emotional
change that occurs. Up and down directions show the increase and decrease of arousal. Right and
left directions show the increase and decrease of valence
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Fig. 6 Human evaluation result

50 judgements are collected per query. Each judgment is weighted with the level of
trust of the worker.3 The final judgement of each query for each question is based on
the total weight of the overall judgements—the system with the greater weight wins.

Figure6a presents the winning percentage of each system for each criterion. It is
shown that in comparison to the baseline system, the proposed system is perceived as
more coherent, having more potential in building emotional connection, and giving
a more positive emotional impact.

We investigate this result further by computing the agreement of the final judge-
ment using the Fleiss’ Kappa formula. This result is presented in Fig. 6b.We separate
the queries based on the winning system and compute the overall agreement of the
50 judgements respectively. It is revealed that the queries where the proposed system
wins have far stronger agreement than that where the baseline system wins. Higher
agreement level suggests a stronger win, where bigger majority of the evaluators are
voting for the winner.

6.3 Discussion

We analyze the consequence of re-ranking and the effect of emotion similarity in the
response selection using queries extracted from the test set. Table1 presents the 10-
best semantic similarity ranking, re-ranked and filtered into 3-best emotion similarity
ranking, and the candidate response that passed the filtering with the best emotional
impact. Note that, as described in Sect. 4: (1) the semantic and emotion similarity
scores are computed between the query and example queries (i.e. first turn of the
tri-turns), (2) the impact scores are computed from the example queries and example
future (i.e. first and third turns of the tri-turns) and (3) the candidate responses are
the second turn of the tri-turns. The table shows that the proposed method can select
one of the candidate responses that even though is not the best in semantic similarity
score, has a higher score in terms of emotion similarity and expected impact.

Furthermore, the proposed selectionmethod is able to generate different responses
to identical textual input with different emotional contexts. Table2 demonstrates this

3The level of trust is provided by the crowdsourcing platform we employ in this evaluation. In this
evaluation, we employ workers with high-ranking level of trust.
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Table 1 Candidate responses re-ranking based on three consecutive selection constraints: (1)
semantic similarity with example queries, (2) emotion similarity with example queries, and (3)
expected emotional impact of the candidate response. ∗: baseline response, ∗∗: proposed response

Query: Em going to London tomorrow (valence: 0.39, arousal: −0.11)

Candidate responses Ranking steps

Semantic Emotion Impact

∗And where in Australia? 1

[laugh] 2

Organised people need to have holiday 3 1

It would be very unwise for us to discuss
possible external examiners

4

[laugh] 5

It’s good that sounds eh like a good thing
to do, although you wouldn’t want
to em overspend

6

That sounds interesting you’ve quite
a lot going on so you need to manage
your time

7 2

Yes 8

Mhm 9
∗∗That sounds nice 10 3 1

Table 2 Baseline and proposed responses for identical text with different emotional contexts. The
proposed system can adapt to user emotion, while baseline method outputs the same response

Query: Thank you
(valence: 0.13, arousal: −0.18)

Query: Thank you
(valence: 0.43, arousal: 0.05)

Baseline: Thank you very much that Baseline: Thank you very much that

Proposed: And I hope that everything goes
exactly according to plan

Proposed: It is always a pleasure talking to you
you’re just like me

quality. This shows system’s ability to adapt to user’s emotion in giving a response.
These qualities can contribute towards amore pleasant and emotionally positiveHCI.

7 Conclusions

We presented a novel attempt in eliciting positive emotional impact in dialogue
response selection by utilizing examples of human appraisal in spoken dialogue. We
use tri-turn units in place of the traditional query-response pairs to observe emotional
triggers and responses in the example database. We augment the response selection
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criteria to take into account emotion similarity between query and the example query,
as well as the expected future impact of the candidate response.

Human subjective evaluation showed that the proposed system can elicit a more
positive emotional impact in the user, as well as achieve higher coherence and emo-
tional connection. The data-driven approach we employ in this study is straightfor-
ward and could be efficiently replicated and extended. With the increasing access
to data and the advancements in emotion recognition, a large unlabeled corpus of
conversational data could be used to extensively expand the example database.

In the future, we look forward to try a more sophisticated function for estimat-
ing the emotional impact. We hope to test the proposed idea further in a setting
closer to real conversation, e.g. by using spontaneous social interactions, consider-
ing interaction history, and using real-time emotion recognition. We also hope to
apply this idea to a more complex dialogue models, such as Partially Observable
Markov Decision Process (POMDP) and to learn an explicit dialogue with machine
learning approaches.
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Predicting Interaction Quality
in Customer Service Dialogs

Svetlana Stoyanchev, Soumi Maiti and Srinivas Bangalore

Abstract In this paper, we apply a dialog evaluation Interaction Quality (IQ) frame-
work to human-computer customer service dialogs. IQ framework can be used to pre-
dict user satisfaction at an utterance level in a dialog. Such a rating framework is use-
ful for online adaptation of dialog system behavior and increasing user engagement
through personalization. We annotated a dataset of 120 human-computer dialogs
from two customer service application domains with IQ scores. Our inter-annotator
agreement (ρ = 0.72/0.66) is similar to the agreement observed on the IQ annota-
tions of publicly available bus information corpus. The IQ prediction performance
of an in-domain SVM model trained on a small set of call center domain dialogs
achieves a correlation of ρ = 0.53/0.56 measured against the annotated IQ scores.
A genericmodel built exclusively on public LEGO data achieves 94%/65% of the in-
domain model’s performance. An adapted model built by extending a public dataset
with a small set of dialogs in a target domain achieves 102%/81% of the in-domain
model’s performance.

Keywords Human-computer dialog · Interaction quality · User satisfaction

1 Introduction

Automated call/chat centers handle thousands of customer service requests daily and
require regular procedures to assess quality of the dialog interaction. While using
automation for customer service leads to cost savings, it is important to maintain
a high quality of interaction as it affects customers perception of the company and
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the brand. Analysts in automated customer support call centers measure objective
task success as well as subjective interaction quality. Task success is determined by
objectivemetrics, such as if a customer request was handled appropriately or whether
the required informationwas elicited from the customers. Subjectivemetrics estimate
customers opinion about the quality of the dialog. While an objective task success
measure is an important metric for any interface, a subjective dialog evaluation has
important long-term implication. A customer’s inclination to recommend the system
is measured by the Net Promoter Score questionnaires which is widely used by
businesses [9].

In this work, we attempt to quantify the subjective user satisfaction of a customer
during conversation with an automated spoken customer service dialog system. We
apply Interaction Quality framework, first introduced by Schmitt et al. [12]. IQ score,
an integer in the range of 1 to 5, is annotated by a labeler on each dialog turn. It has
been experimentally shown to correlatewith the overall satisfactionof a dialog system
user [13]. IQ framework supports prediction of user satisfaction in an ongoing dialog
which allows adaptation of dialog behavior to the perceived user satisfaction [16, 17].
In a post-deployment system analysis, IQ prediction on the last turn of a dialog can
be used to identify problematic dialogs and infer conditions that lead to decreased
user satisfaction [11, 21].

We apply IQ framework in a new domain of customer service dialogs and evaluate
generalization of a Support Vector Machine Model trained on the publicly available
LEGO corpus to the customer service domain. We annotate a dataset of 120 dialogs
for two customer service domains (devices and hospitality) using IQ guidelines. Our
inter-annotator agreement is similar to the agreement achieved by the annotators of
the LEGO corpus, with Weighed Cohen’s Kappa κ = 0.54/0.63 and Spearman’s
Rank Correlation ρ = 0.72/0.66 for each of the domains. We evaluate the automatic
IQ prediction using Support Vector Machine Model. The performance of an in-
domain model trained on a small set of the dialogs in the corresponding call center
domain achieves ρ = 0.53/0.56. A genericmodel that was built only on public data
achieves 94%/65% of the in-domain model’s performance. An adapted model built
by extending a public datasetwith a small set of 30 dialogs in a target domain achieves
102%/81% of the in-domain model’s performance.

To our knowledge, this is the first application of the IQ framework to a com-
mercially deployed dialog system. Our results indicate that an IQ model trained on
a publicly available corpus can be successfully applied and adapted to predict IQ
scores in customer service dialogs.

2 Related Work

Roy et al. [10] describe a comprehensive analytics tool for evaluating agent behavior
in human call centers. In addition to objective measures of system functions, sub-
jective measures of user satisfaction are also used in evaluation of dialog systems.
Subjective measures are evaluated using a questionnaire with a set of subjective
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Table 1 Statistics on the LEGO and INTER data sets

Corpus Num
dialogs

Num turns Avg length Avg IQ Avg
weighed
kappa

Rho

Public LEGO dataset

LEGO1 237 6.3K 26.9 3.5 0.54 0.72

LEGO2 437 11.1K 25.4 3.9 0.58 0.72

Proprietary INTER dataset

INTER-D 60 419 6.98 4.3 0.54 0.72

INTER-H 60 393 6.55 4.4 0.62 0.66

questions [4, 5]. Net Promoter Score proposes to simplify the measure to a single
question of a hypothetical recommendation [9].

A body of research in dialog focuses on automatic estimation of user perception of
the dialog quality using objective dialogmeasures, such as percentages oftimeout,
rejection,help,cancel, andbarge-in [1, 20]. Predicting subjective ratings
assigned by the actual user requires a set up where users rate the system. However,
such an evaluation is not always feasible with real users of commercial systems.
Evanini et al. [3] collect labels from external listeners, not the callers themselves,
and show high degree of correlation among several human annotators and automatic
predictors.

Interaction Quality framework has been validated in user studies showing that IQ
scores assigned by expert annotators correlate with user’s ratings [12, 13]. Support
VectorMachines (SVM) classification of IQ score was shown to be themost effective
method for predicting IQ. Sequence methods have also been evaluated but did not
outperform SVM [18]. Using a Recurrent Neural Network for prediction of IQ shows
promising results [7].

3 Data

In our studywe use two data sets: a publicly available LEGO dataset and a proprietary
INTER dataset (see Table1). LEGO dataset consists of the logs and extracted features
from the Let’s Go! bus information dialog system annotated with Interaction Qual-
ity [8, 14]. LEGO1 contains 237 dialogs and is a subset of LEGO2 which contains
437 dialogs. INTER dataset consists of logs from deployed Interactions LLC cus-
tomer support dialog systems implemented with a knowledge-based dialog manager,
statistical speech recognition (ASR) and natural language understanding (NLU) com-
ponents. The Interactions dialog systems use a human-in-the-loop approach: when
the NLU’s confidence is low, human agent performs NLU by listening to an utter-
ance. The dialog starts with a system’s generic ‘Howmay i help you?’ question. Once
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the reason for the call is established, the system proceeds to collect domain-specific
details, including dates, names, or account and phone numbers. Some of the calls
are fulfilled within the automatic system while others are forwarded, together with
the collected information, to a human agent. In our experiments, we use only the
human-computer portion of the customer service dialogs.

From the Interactions data set, we choose two customer support domains: devices
(INTER-D) and hospitality (INTER-H). For each domain, we randomly select 60
dialogswith the lengths ranging between 5 and 10 turns. Two labelers annotated IQon
each dialog turn according to the same guidelines as those used for annotating LEGO
corpus [14]. Annotations are performed with an in-house implemented iPython note-
book interface [6]. We measure agreement using Weighted Cohen’s Kappa (κ) and
Spearman’s Rank Correlation (ρ) [2, 15]. Both of these measures take into account
ordinal nature of the scores reducing the discount of disagreements the smaller the
difference is between two ratings. To evaluate inter-annotator-agreement, twenty of
the INTER dialogs in each domain are annotated by both annotators. We observe
similar agreement on the INTER and LEGO datasets with κ between 0.54 and 0.62.
and ρ between 0.66 and 0.72.

Cohen’s kappa is a statistical measure for inter-annotator agreement. It measures
agreement between two annotators for categorical items.

κ = ρo − ρe

1 − ρe
(1)

where ρo is the relative observed agreement between raters and ρe is the probability
of chance agreement.

Spearman’s rho is used to measure rank correlation between two variables.

ρ =
∑

i(xi − x̄)(yi − ȳ)
√

(
∑

i(xi − x̄))2(
∑

i(yi − ȳ))2
(2)

where xi and yi are corresponding ranks and x̄, ȳ are the mean ranks.

4 Experiments

4.1 Features

The features used in IQ prediction include the features from the automatic speech
recognizer (ASR), dialog manager state (DM), user utterance modality, duration,
and text/NLU (see Table2). In our experiments, we use a set of features that may be
automatically extracted from system log (AUTO), a subset of the features distributed
with the LEGO corpus [14]. The AUTO features excluding text, NLU, and dialog
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Table 2 Feature set from the LEGO corpus. Binary features are marked with?. Generic features
also available in the INTER corpus are shown in bold

Feature set Features

ASR (utt/total/mean/window) ASR success?, ASR failure?, timeout?,
reject?, ASR score, barge-in?

DM (utt/total/mean/window) reprompt?, confirm?, acknowledge?

DM (this utt) prompt type (request/ack/confirm), role,
loop, DM-state

Modality voice?, dtmf?, unexpected?

Duration words per utt, utt duration, turn number,
dialog-duration

Text/NLU system-prompt, user-utt, semantic-parse

state are GENERIC and also transferable across domains.1 We automatically extract
the subset of generic features from the INTER corpus. We scale all numeric features
to have mean 0 and variance 1 using sklearn.preprocessing.StandardScaler with
default settings.

4.2 Method

In our experiments, we use SVM classification which has been shown to outperform
sequence models in the IQ prediction task [19].2 For the evaluation metrics, we
follow [19] and report UnweighedAverage Recall (UAR), linearly weighted Cohen’s
Kappa (w-κ), and Spearman’s Rank Correlation ρ.

Unweighted Average Recall is defined as the sum of class wise recalls rc divided
by the number of classes |C|.

UAR = 1

|C|
∑

c∈C
rc (3)

Recall rc for each class c is defined as,

rc = 1

|Rc|
Rc∑

i=1

δhiri (4)

where δ is the Kronecker-delta, hi and ri are the ith pair of hypothesis and reference.
|Rc| is the total number of ratings per class c.

1barge-in feature is GENERIC but not recorded in the INTER dataset.
2We use linearSVC from the sklearn package with the default parameters.
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Table 3 Results of SVM classification on LEGO and INTER dataset: Unweighed Average Recall
(UAR), Weighed Cohen’s Kappa (w-κ), and Spearman’s Rank Correlation (ρ). The last column
shows the % of the ρ in the CROSS and the ADAPT conditions in relation to the DOMAIN
condition

Features (condition) Train Test UAR W-κ ρ %

Evaluation on LEGO data

AUTO LEGO1 LEGO1 0.50 0.61 0.78 –

AUTO w/o text LEGO1 LEGO1 0.49 0.61 0.77 –

GENERIC LEGO1 LEGO1 0.49 0.61 0.77 –

AUTO LEGO2 LEGO2 0.47 0.55 0.70 –

AUTO w/o text LEGO2 LEGO2 0.45 0.52 0.66 –

GENERIC LEGO2 LEGO2 0.44 0.48 0.61 –

Evaluation on INTER data

GENERIC (DOMAIN) INTER-D INTER-D 0.42 0.38 0.53 100

GENERIC (CROSS) LEGO1 INTER-D 0.42 0.30 0.50 94

GENERIC (ADAPT20) LEGO1+20%INTER-D INTER-D 0.38 0.31 0.49 92

GENERIC (ADAPT50) LEGO1+50%INTER-D INTER-D 0.36 0.35 0.54 102

GENERIC (DOMAIN) INTER-H INTER-H 0.45 0.38 0.57 100

GENERIC (CROSS) LEGO1 INTER-H 0.40 0.26 0.37 65

GENERIC (ADAPT20) LEGO1+20%INTER-H INTER-H 0.38 0.31 0.42 74

GENERIC (ADAPT50) LEGO1+50%INTER-H INTER-H 0.41 0.37 0.46 81

For the evaluation on LEGO data, we conduct a 10-fold cross validation by split-
ting the data set into training and test sets on dialog level. For the evaluation on INTER
data, we consider three types of conditions: CROSS, ADAPT, and DOMAIN. For
the CROSS condition, we train the model on LEGO1 data and evaluate on all 60
dialogs from the test corpus. For the ADAPT condition, we run a 10-fold validation
experiment by selecting part of the INTER data for training and interpolating it with
LEGO1. Each fold is tested on the remaining INTER dialogs. For the ADAPT20
condition we use 20% (12) INTER dialogs and for the ADAPT50 condition, we
use 50% (30) INTER dialogs. For the DOMAIN condition, we perform a 10-fold
cross-validation on the full 60 dialogs of the INTER data.3

4.3 Results

Table3 shows the results of an SVM classifier predicting IQ score on LEGO and
INTER datasets described in Sect. 3. With the AUTO features on LEGO1, SVM

3We report the results on INTER corpus using LEGO1 for training as it achieved higher scores than
the models trained on LEGO2.
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classifier achievesUAR = 0.50,w-κ = 0.61 andρ = 0.78.4 Performance of anSVM
classifier with the AUTO features on LEGO2 is lower than on LEGO1: UAR =
0.47, w-κ = 0.55 and ρ = 0.70. We observe that removing non-generic features
results in a small drop in performance on LEGO1 (ρ drops from 0.78 to 0.77).
However, the drop is larger on LEGO2 when non-generic features are removed (ρ
drops from 0.70 to 0.61). LEGO2 is a superset of LEGO1. Although all LEGO data
originates from the same domain of bus information, part of LEGO2 was collected
at a later time with a potentially different system components affecting homogeneity
of features, such as ASR confidence scores or dialog manager’s logic. These results
are consistent with the previous work that showed that cross-train-testing on LEGO1
and (LEGO2 − LEGO1) yields a drop in IQ prediction performance in comparison
to using training and testing on LEGO1.

Next, we evaluate the IQ prediction performance on the customer service dialogs
in two domains: devices (INTER-D) and hospitality (INTER-H). In the DOMAIN
condition, where the classifier is trained and tested on the data from the same domain,
the classification achieves UAR = 0.42, w-κ = 0.38 and ρ = .053 on the domain
INTER-D and UAR = 0.45, w-κ = 0.38 and ρ = 0.57 on the domain H. In the
CROSS condition, the classifier achieves UAR = 0.42, w-κ = 0.30 and ρ = 0.50
on the domainD andUAR = 0.40, w-κ = 0.26 and ρ = 0.37 on the domain INTER-
H. The performance for both domains in the CROSS condition is lower than in the
DOMAINcondition.Next,we evaluate theADAPTconditions. Interpolating amodel
with domain-specific data consistently yields an improvement in w-κ: ADAPT50 >

ADAPT20 > CROSS but not in the UAR measure. w-κ and ρ metrics account for
the ordinal nature of the IQ class by penalizing less smaller error. Hence the results
suggest that with the addition of the in-domain training data, the classification results
is closer to the human ranking but does not always yieldmore exactmatches of scores.

4.4 Error Analysis

We analyze the errors made by a classifier on the INTER dataset. Figure1 shows a
heat map of true and predicted IQ scores for the CROSS and ADAPT-50 conditions.5

We observe that the most weight is concentrated on the higher true scores (4, 5) as
the dataset is skewed towards the higher scores. In all four heat maps, the weight
is concentrated around the diagonal indicating that the prediction error tends to be
within a range of +/− 2 points. However, majority of the weight is not on the
diagonal reflecting a low UAR which does not take error size into account.

In the CROSS condition the classifier tends to assign lower scores for the turns
labeled as 4 and 5, mislabeling them as 3 and 4. This appears to be corrected in
the ADAPT-50 condition where the weight shifts closer to the diagonal. For the
INTER-H dataset, in the ADAPT50 condition we observe a weight shift towards

4This result is a comparable to the result in [19] on LEGO corpus.
5The heat map is drawn on a logarithmic scale.
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(a) INTER-D CROSS (b) INTER-D ADAPT50

(c) INTER-H CROSS (d) INTER-H ADAPT50

Fig. 1 Error analysis with confusion matrix

the diagonal across all scores. For the INTER-D dataset, however, the lower scores
(1, 2) are misclassified more frequently as (3, 4).

We note that the INTER dataset is small and highly skewed towards higher scores
with the average IQ of 4.2/4.3. Both INTER-D and INTER-H contain very few
examples with lower IQ scores. Table4 shows a confusion matrix with precision
and recall scores for each label for the CROSS condition. More annotated data with
lower IQ labels is needed to validate the performance on turns labeled with lower IQ
scores.

4.5 Feature Analysis

In this section we explore the relationship between different features and Interaction
Quality. We fit a linear regression model using the numeric features of the INTER-
D and INTER-H datasets. The weights of the linear model allows us to measure
the impact of each feature on IQ prediction. To explore numeric features within
INTER dataset, we use all 60 domain specific dialogs to train a linear model for each
domain. In Table5 we list the top 10 numeric features and their weights identified
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Table 4 Error analysis confusing matrix for the cross-domain experimental condition CROSS

INTER-D

True(row)/Pred(col) 1 2 3 4 5 Total Rec

1 3 5 3 0 0 11 0.27

2 0 5 5 0 0 10 0.5

3 0 7 25 7 0 39 0.64

4 1 7 65 38 6 117 0.32

5 0 3 80 64 95 241 0.39

prec 0.75 0.19 0.14 0.35 0.94 408 0.43

INTER-H

True(row)/Pred(col) 1 2 3 4 5 Total Rec

1 3 2 0 1 0 6 0.5

2 2 1 1 4 1 9 0.11

3 3 1 9 5 0 18 0.5

4 1 1 52 56 21 131 0.43

5 0 0 56 69 104 229 0.45

prec 0.33 0.2 0.08 0.41 0.82 387 0.40

by the linear models from each domain. The common top features are marked as
bold. The feature names with (w) implies the feature was calculated on a window of
previous utterances(window size = 3).

We noted that seven features(#reprompt, %ASR success, %ASR Timeout| reject,
%ASR reject,MeanASR score,%reprompt and%unexpectedmodality) are assigned
a top-10 score by a linear model in both datasets. We found #reprompt to be most
important feature in INTER-D. The negative sign to weight−5.8245 further denotes
thatmore re-prompt in dialogs results in a lower IQ.%ASRsuccess is the secondmost
important features in INTER-D. This feature is also the most important feature in
INTER-H. The feature has positive weight in both dataset indicating that the dialogs
with higher%ASR success have higher IQ.We also find thewindow features are very
important for INTER-D. Mean ASR score in last 3 dialogs increase the predicted IQ
score. More ASR reject or timeout in previous 3 turns decrease the predicted IQ. For
the INTER-H dataset we see that the higher user turn number affects IQ negatively
indicating that lower score is more likely to appear later in dialog.

5 Conclusions and Future Work

In this work, we apply Interaction Quality dialog evaluation framework to predict
user satisfaction in human-computer customer service dialogs. We annotate 120
dialogs from two deployed customer service applications and use them to evaluate
IQ prediction performance. The inter-annotator agreement Weighed Cohen’s κ of
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Table 5 Feature analysis with linear regression

INTER-D INTER-H

Weights Features Weights Features

−5.8245 #reprompt +9.6005 %ASR success

+5.5439 %ASR success −5.2867 Mean ASR score

+2.9553 %ASR Timeout| reject +5.0647 %ASR Timeout| reject
+2.9553 %ASR reject +5.0647 %ASR reject

+2.1197 Mean ASR score (w) −4.8677 #reprompt

−2.0003 Mean ASR score +2.1534 %reprompt

+1.7735 %reprompt −1.6206 user turn number

−1.2341 % unexpected modality −1.5383 unexpected modality(w)

−0.8767 ASR reject (w) +1.0256 dialog duration

−0.8767 ASR timeout/reject (w) +0.8635 % unexpected modality

0.54/0.62 and Spearman’s Rank Correlation ρ of 0.72/0.66 for each of the datasets
indicate that IQmodel canbe applied in customer service domain.Theperformanceof
an in-domain model trained only on the call center domain achieves ρ = 0.53/0.56.
A generic model built only on public data achieves 94%/65% of the in-domain
performance. A generic model built by extending a public dataset with a small set
of 30 dialogs in a target domain achieves 102%/81% of the in-domain performance.
The results of the cross-domain evaluation show that a model built on a publicly
available LEGO corpus can be directly applied to customer service dialogs. Further
adaptation to the domain yields an improved performance.

In the future work, we will further analyze the features used in predicting IQ and
their effect on domain adaptation. We will apply Recurrent Neural Network model
to predict change in IQ score (UP/SAME/DOWN) using a distributed representation
that captures subjectivity of the task and diverging views of the annotators.
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Direct and Mediated Interaction
with a Holocaust Survivor

Bethany Lycan and Ron Artstein

Abstract The New Dimensions in Testimony dialogue system was placed in two
museums under two distinct conditions: docent-led group interaction, and free inter-
action with visitors. Analysis of the resulting conversations shows that docent-led
interactions have a lower vocabulary and a higher proportion of user utterances that
directly relate to the system’s subject matter, while free interaction is more per-
sonal in nature. Under docent-led interaction the system gives a higher proportion of
direct appropriate responses, but overall correct system behavior is about the same
in both conditions because the free interaction condition has more instances where
the correct system behavior is to avoid a direct response.

1 Introduction

Conversational agents that serve as museum exhibits interact with two populations:
museum visitors, and museum docents who may show the system to visitors. Some-
times, docent-led interactions can be useful in initial stages of deployment, before
the system is ready for interacting with visitors. For example, the Virtual Museum
Guides at the Museum of Science in Boston [2] were initially operated by docents;
the system was later extended to enable direct interaction with the public, though
even this direct interaction was partly constrained by posting a list of suggested
questions, which accounted for 30% of all visitor utterances [3]. But when a system
is designed for direct public interaction, several questions arise about the role of
museum docents. Is docent-mediated interaction helpful? Does it enhance the visitor
experience or detract from it? And how should the needs of museum docents affect
the design of the system?
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This paper presents a natural experiment, where the same dialogue system was
placed in two museums, under two different conditions—docent-led and open to
the public. New Dimensions in Testimony [4, 5] is a dialogue system that replicates
conversation with Holocaust survivor Pinchas Gutter. Users talk to a persistent rep-
resentation of Mr. Gutter presented on a large (almost life-size) video screen, and the
system selects and plays pre-recorded video clips of the survivor in response to user
utterances. The result is much like an ordinary conversation between the user and the
survivor. The systemwas designed from the outset for direct interaction: an extensive
testing process resulted in a library of over 1600 video clips, including responses
to the most common user questions as well as utterances designed for maintaining
coherence and continuity. The systemwas installed in the Illinois HolocaustMuseum
and Education Center in Skokie on March 4, 2015, and is still in use as of the time
of this writing. Due in part to properties of the physical location and in part to the
museum’s choice, the exhibit in Illinois is primarily docent-led. Between April 24,
2016 and September 5, 2016, a copy of the system was also installed in the United
States Holocaust Memorial Museum in Washington, DC (USHMM). The exhibit at
USHMM was built as a booth where individual museum visitors could come up to
the system and start a conversation. Comparing the system’s operation in the two
installations allows us to study both differences in how users interact with the system,
and how the system performs in these two distinct settings.

2 Method

The analysis is based on interaction logs from the museums, which contain time-
stamped user utterance texts and system response IDs and texts. The user utterance
texts are automatic transcriptions by Google Chrome ASR,1 as logged by the system
in real time; previous testing has shown that this ASR has a word error rate of
about 5% on this domain [4], so we relied on the ASR output for analysis rather than
transcribe the recorded audio. System response IDs identify the video clip used for
each response, and the system response texts are the words spoken by Mr. Gutter in
the video clip. A sample of the interaction logs from contiguous time periods was
selected for quantitative analysis, covering about 2000user-system interchanges from
each museum (Table1).

While the systems in Illinois and at USHMM are identical, the settings are differ-
ent. Interaction with New Dimensions in Testimony in Illinois is primarily in groups,
where communication between visitors and the system is mediated by a museum
docent. In a typical interaction the docent will demonstrate a conversation with the
survivor, and relay questions from the audience. In contrast, visitors at USHMM
talked directly into the microphone connected to the system. Museum docents were
available to give background information and offer suggestions in case a visitor
needed help, but the docents were specifically instructed to not interfere with the

1https://www.google.com/intl/en/chrome/demos/speech.html.

https://www.google.com/intl/en/chrome/demos/speech.html
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Table 1 Data selected for quantitative analysis

Museum Dates User utterances System responses

Illinois 2015.09.16–2015.11.20 2030 2003

USHMM 2016.05.09–2016.06.08 2025 1995

user’s conversation and not make suggestions unless absolutely necessary. In order
to encourage natural conversation, users were not provided with any written exam-
ples of things they might say to the system. At both museums, the only data recorded
were direct audio inputs to the system and the system’s action in response; interac-
tions between the docents and the visitors were not recorded. (A separate evaluation
observed a sample of interactions and collected user feedback, but these data are not
available to us.)

The interaction logs were inspected manually to identify common patterns of
interaction. Lexical differences between the user utterances in the two museums
were analyzed using the AntConc software [1]. User utterances were also annotated
by the first author to code consecutive repetitions of (essentially) the same question.

The system’s responses were annotated for appropriateness by the first author
according to the following scheme. On-topic responses are selected by the system
when it believes it has found an appropriate response to the user utterance; these
were rated on a scale of 1–4, with 1 being irrelevant and 4 being relevant. Off-topic
responses are utterances used by the system to indicate non-understanding when it
is not able to identify a direct response to the user’s utterance (for example “please
repeat that” or “I don’t understand”); these were coded as to whether the decision to
use an off-topic was correct (the system does not have a direct response) or an error
(the system has a direct response which was not identified).

3 Results

Interactions from USHMM show users relating to Mr. Gutter on a more personal
level. Visitors introduce themselves (e.g. My name is Sheila, I have three grand-
daughters with me…), apologize conversationally (I’m sorry to interrupt you), and
react emotionally to stories told by the survivor (I’m so sorry to hear that). In the
one instance at USHMMwhere the survivor asks the visitor why they came to listen
to him, the user replies with a long and detailed answer.

The user utterances in Illinois are more tailored to Mr. Gutter’s story than those at
USHMM. Table2 shows the most frequent user utterances in the sample from each
museum. Many are the same; of those that differ, the questions in Illinois relate more
to specific aspects of Mr. Gutter’s story, while those asked at USHMM are more
interpersonal in nature.
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Table 2 Most frequent user utterances (boldfaced utterances appear in only one column)

Illinois USHMM

Utterance N Utterance N

Testing 24 Where were you born? 19

Hello 22 How old are you? 17

How old are you? 19 How did you survive? 15

Where were you born? 17 Hello 14

Hello Pincusa 16 Where do you live now? 14

How are you? 14 Thank you 13

How many languages do you
speak?

13 What happened to your family? 12

Tell us about your childhood 10 Good morning 10

Can you hear me? 9 Can you tell us about yourself? 9

What was life like in the Warsaw
Ghetto?

8 How are you today? 8

How did you survive? 8 Do you have any regrets? 8

Do you have any regrets? 8 How are you? 8

Good morning 7 What’s your name? 8

What was life like before the war? 7 Hi Pincusa 7

Why didn’t the Jews fight back? 7 Hello Pincusa 7

How are you today? 6 Tell me a joke 6

How did you meet your wife? 6 What’s your favorite color? 6

Do you have children? 6 What is your name? 6

Thank you 6 Can you tell me a joke? 6
aMistranscription of Pinchas

A similar observation can be made by looking at the words whose frequency
differs the most between the two data sets (Table3). The top words—us in Illinois
and I at USHMM—reflect the difference between a docent-led group setting and
an individual interaction. Other frequent words from Illinois reflect the docents’
familiarity with Mr. Gutter’s specific story (Majdanek, liberation, England, War-
saw), whereas USHMM shows higher relative frequency for concentration [camp],
a generic descriptor associated with the Holocaust, as well as words that connect
on a personal level (joke, favorite). Lexical variation is higher at USHMM, with a
vocabulary size of 1,386 and density of 10.5 (total tokens divided by vocabulary
size), while Illinois has a vocabulary size of 961 and density of 14.2, indicating that
docents in Illinois are more likely to stick to familiar topics.

Repetitions of user utterances do not show differences between the twomuseums.
Most repetitions happen after the system gives an inappropriate or off-topic response.
In Illinois, instances of user repetition after a seemingly appropriate response give
the impression that the docent is trying to elicit a specific utterance they had in mind;
however, similar user behavior was observed at USHMM as well.
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Table 3 Words which differ the most in frequency between the two corpora; values are the “Key-
ness” feature from AntConc [1]

Illinois

us 165.9 danika 39.7 war 38.4 liberation 36.7

hear 31.4 what’s 30.8 tell 26.9 testing 26.4

didn’t 24.9 sing 21.6 England 20.6 why 20.0

life 19.4 about 19.0 after 18.5 Warsaw 17.1

I’m 16.2 rap 16.2 cats 14.7 it’s 14.7

USHMM

I 54.7 it 49.2 concentration 37.8 kosherb 27.7

yourself 23.8 don’t 23.7 me 23.2 joke 22.2

is 21.2 if 20.1 or 18.1 much 16.9

and 16.8 favorite 16.4 now 16.1 that 15.5

they 13.8 summary 13.7 eat 13.6 experienced 13.2
aMistranscription of Majdanek
bMostly from one visitor

Table 4 Appropriateness of responses to user questions

On-topic responses Off-topic responses

1 2 3 4 OK Err

Illinois 311 68 65 1346 163 50

USHMM 365 83 99 1169 243 36

The results of the response annotations are shown in Table4. Illinois has a higher
proportion of on-topic responses than USHMM (χ2 = 10, df = 1, p < 0.005),
which receive overall higher ratings for relevance (χ2 = 24, df = 3, p < 0.001).
Among the off-topic responses, Illinois has a higher proportion of utterances that
should have received a direct response (χ2 = 8.6, df = 1, p < 0.005). All of this
is expected if the docents in Illinois have a tendency to use familiar utterances—
more of these would be recognized, those that are recognized are more likely to
lead to an appropriate response, and those that are not recognized are more likely
to be misrecognitions by the system rather than questions that cannot be addressed
directly. According to these measures, the New Dimensions in Testimony system is
performing better with the docents, since it yields a higher proportion of appropriate
on-topic responses.

However, the difference in performance between the sites is lower if we consider
all errors together. Comparing all the appropriate responses (on-topic rated 3–4 and
off-topic rated “OK”) to the inappropriate ones (on-topic rated 1–2 and off-topic
rated “Err”), USHMM data still have a slightly higher proportion of errors (24%
compared to 21% at Illinois), but the difference is not highly significant (χ2 = 4.4,
df = 1, p = 0.035). This is because the higher proportion of off-topic responses at
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USHMM represents a correct behavior of the systemwhen facedwith user utterances
it cannot address directly.

4 Discussion

The main difference between museum visitors and museum docents is familiarity
with the dialogue system: docents know the system and have some expectations
from it, whereas visitors are likely interacting with the system for the first time. We
therefore expect the docents to tailor their utterances to elicit survivor stories they
know and like, which is exactly the behavior we observe.

Docents in Illinois are not a passive channel between the visitors and the system,
but rather active participants in the dialogue. Do they enhance or detract from the
visitor experience? The more interpersonal nature of the USHMM interactions sug-
gests that at least in some respects, a docent-led interaction is inferior, as it interferes
with the direct connection between the visitor and the survivor.

Finally, it is interesting to note that overall correct system behavior is about the
same in both museums. Shouldn’t we expect docent-led interactions, with more lim-
ited inputs and better familiarity with the content, to result in better performance?We
suspect that the requirements imposed by direct interaction might lead to suboptimal
performance in docent-led interaction. In other words: if we had designed the system
specifically for use by docents, we probably could have achieved better performance
for that population—but worse performance for direct interaction with visitors. A
challenge would be to design a dialogue system that could best cater for the needs
of both visitors and docents.
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Acoustic-Prosodic Entrainment
in Multi-party Spoken Dialogues: Does
Simple Averaging Extend Existing Pair
Measures Properly?

Zahra Rahimi, Diane Litman and Susannah Paletz

Abstract Linguistic entrainment, the tendency of interlocutors to become similar
to each other during spoken interaction, is an important characteristic of human
speech. Implementing linguistic entrainment in spoken dialogue systems helps to
improve the naturalness of the conversation, likability of the agents, and dialogue
and task success. The first step toward implementation of such systems is to design
proper measures to quantify entrainment. Multi-party entrainment and multi-party
spoken dialogue systems have received less attention compared to dyads. In this
study, we analyze an existing approach of extending pair measures to team-level
entrainment measures, which is based on simple averaging of pairs. We argue that
although simple averaging is a good starting point to measure team entrainment, it
has several weaknesses in terms of capturing team-specific behaviors specifically
related to convergence.

Keywords Entrainment · Multi-party spoken dialogue · Convergence
Acoustic-prosodic

1 Introduction

Linguistic entrainment is one of themain characteristics bywhich conversing humans
can improve the naturalness of speech [18]. Linguistic entrainment is the tendency
of interlocutors to speak similarly during interactions [3, 21]. Humans entrain to
each other in multiple aspects of speech, including acoustic, phonetic, lexical, and
syntactic features [13, 19, 20]. Entrainment has been found to be associated with
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a variety of conversational qualities and social behaviors, e.g., liking, social attrac-
tiveness, positive affect, approval seeking, dialogue success, and task success [2, 10,
20, 22]. Acoustic and lexical entrainment has been implemented in Spoken Dialogue
Systems (SDS) in several studies which have shown improvement in rapport, natural-
ness, and overall performance of the system [12, 15, 16, 18]. Indeed, implementing
an entraining SDS is important to improve these systems’ performance and quality,
measured by user perceptions. All of these SDSes deal with the dyadic interaction
of a user and a computer agent, but there are several situations that involve multi-
party interaction between an agent and several users or between several agents and
users. Foster et al. [6] has studied the interaction of a robot with multiple customers
in a dynamic, multi-party social setting. Hiraoka et al. [9] presents an approach for
learning dialog policies for multi-party trading dialogs. However, implementation of
entrainment in multi-party SDS has not been done yet.

The first step toward the implementation of entrainment in a multi-party SDS,
where the agent entrains to the users, is to define proper multi-party entrainment
measures. Recently, a few researchers have studied multi-party entrainment in online
communities and conversational groups of humans [5, 7, 8, 14]. Regardless of which
approach these studies use to measure entrainment, they utilize simple averaging to
extend pair-level measures to team-level ones. With a long-term goal of designing
more accurate entrainment measures that can demonstrate team-specific characteris-
tics, we perform a qualitative analysis to validate the simple averaging approach. Our
hypothesis is that although simple averaging might be a good starting point, it is not
capable of capturing several team-specific behaviors. For this purpose, we analyze
the behavior of individuals in teams with respect to the team entrainment value. We
show that there are at least two team-specific challenges that are not captured well
by existing entrainment measures.

Our focus in this paper is on the convergence of acoustic-prosodic features. In
the next section we describe the corpus and the convergence measure that we are
adopting from prior work. The third section includes the results and discussion of the
qualitative within-team analysis with the goal of validating the argument that simple
averaging is not a proper approach.

2 Prior Work

In this section, we explain the corpus and the team entrainment measure of conver-
gence that we adapted from prior studies [14].

2.1 The Teams Corpus

The freely available Teams Corpus [14] consists of dialogues of 62 teams of 3–4
participants playing a cooperative board game, Forbidden IslandTM . Subjects who
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were 18years old or older and native speakers of American English participated in
only one session. In each session, participants played the game twice and completed
self-reporting surveys about personality characteristics and team cohesion and sat-
isfaction. This game requires cooperation and communication among the players in
order to win as a group. The players were video- and audio-taped while playing the
game. The corpus consists of 35 three-person and 27 four-person teams. In total, 213
individuals participated in this study, of which 79 are males and 134 are females.
In this paper, we only utilized the data from the first game in each session, as it is
not necessary to consider cross-game entrainment in order to show evidence for our
hypothesis.

2.2 Multi-party Acoustic Entrainment

There are two main approaches to quantifying entrainment [11]. The first is a local
approach, which focuses on entrainment at a very fine-grained level of adjacent
speaking turns [4, 5]. The second is a global approach, which measures entrainment
at the conversation level and is the only one considered in this paper. There are several
global entrainment measures such as proximity, convergence, and synchrony [13].
Convergence, which is our focus in this paper, measures an increase in similarity of
speakers over time. Consistent with the few existing studies measuring multi-party
entrainment [5, 7, 14], we use simple averaging of dyad-level measures to build a
multi-party measure of entrainment.

To calculate convergence, we choose two disjoint intervals from a conversation
and measure the similarity (distance) of speakers on acoustic-prosodic features in
each interval. The change in these similarity (distance) values over time indicates the
amount of convergence or divergence. The dyad-level difference [13] is the absolute
difference between the feature value for a speaker and her partner in each interval.
The team difference is the average of these absolute differences for all pairs in the
team as defined in Eq.1 [14]. A significance test on team differences (TDiffp) of
the two intervals indicates whether or not significant convergence or divergence has
occurred.

TDiffp =
∑

∀i �=j∈team(|speakeri − speakerj|)
|team| ∗ (|team| − 1)

(1)

Convergence is defined as:

Convergence = TDiffp,earlierInterval − TDiffp,laterInterval (2)

A positive value is a sign of convergence and a negative value is a sign of diver-
gence. A value of (approximately) zero is a sign of maintenance, indicating that
the differences of team members on the specified feature do not change in the two
corresponding intervals.

The results in [14] show that, when comparing 9 acoustic-prosodic features over
different game 1 intervals (first vs. last 3min, first vs. last 5min, first vs. last 7
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minutes, and first vs. second half), min pitch and max pitch converge comparing first
vs last three minutes of game 1. Shimmer and jitter become more similar (converge)
over time on all the examined intervals. The results are validated by constructing
artificial versions of the real conversations: for eachmember of the team, their silence
and speech periods within the whole game are randomly permuted. The artificially
constructed conversations do not show any sign of convergence on any of the features
for any of the examined intervals.

Although the convergence measures were valid, we argue that the measure can
be improved by replacing the simple averaging method with a more sophisticated
approach. Simple averaging treats all speakers in a team equally and ignores several
team-specific characteristics.We argue that not all of the speakers in a team should be
treated the same. In the next session, we try to support our argument by a qualitative
within-team analysis.

3 Experiments and Discussion

Each game is divided into four equal disjoint intervals to give us better insight into
the global behavior of team members, as opposed to selecting two intervals with
arbitrary length from the beginning and end of the game. Unlike [14] we do not
remove the silences and use the raw audio files, as removing silences may distort the
concurrency of our four intervals.

We use Praat [1] to extract the acoustic-prosodic features. Consistent with pre-
vious work on dyad entrainment [2, 13, 17], we focus on the features of pitch,
intensity, jitter, and shimmer. Pitch describes the frequency, intensity describes the
loudness, and jitter and shimmer describe the voice quality by measuring variations
of frequency and energy, respectively.

We extract the following 8 acoustic-prosodic features: maximum (max), mean,
and standard deviation (SD) of pitch; max, mean, and SD of intensity; local jitter1;
and local shimmer.2 The features are extracted from each of the four intervals of each
speaker in each team.

First, we perform a significance test to find out which features show significant
convergence and onwhich intervals. The results of the repeatedmeasures of ANOVA
with interval as a factor with 4 levels are shown in Table1. Significant convergence
is only observed on shimmer and jitter which were the only features that were found
to be significant in the original study, on all intervals examined there which are not
the same as here. ‘c’ and ‘d’ are indicative of significant convergence on the corre-
sponding intervals. For example, speakers are significantly converging on shimmer
from interval 1 to 3.

1The average absolute difference between the amplitudes of consecutive periods, divided by the
average amplitude.
2The average absolute difference between consecutive periods, divided by the average amplitude.
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Table 1 The results of the repeated measures of ANOVA. * indicates the p-value <0.05. Pairwise
comparisons indicate which intervals are significantly different. The direction (convergence or
divergence) is represented by c and d respectively

Features ANOVA Pairwise Comparisons

1–2 1–3 1–4 2–3 2–4 3–4

Pitch-max

Pitch-mean * d d d

Pitch-sd

Intensity-max

Intensity-mean

Intensity-sd

Shimmer * c c c c

Jitter * c c

3.1 Is Simple Averaging a Proper Approach?

While previous studies have averaged pairs’ entrainment to measure team entrain-
ment, it remains uncertain whether simple averaging is an optimal approach. What
are the flaws and weaknesses of this approach and how can we improve them?

We argue that there are some team-specific behaviors that are not properly quan-
tified using the simple averaging method. To demonstrate with real examples from
the corpus, we perform a within-team analysis in which we examine the behavior of
individuals within each team and the relationship between their behaviors and team
convergence.

For this purpose, we draw the plots of raw values of the feature for each team on
all 4 intervals. We chose jitter and shimmer as our features of interest since they are
the only features that demonstrated significant convergence. We sort all the teams by
their convergence values computed by Eq.2. For example, the convergence of each
team from interval 1 to interval 4 is defined as TDiffp,1 − TDiffp,4.

We examined the plots of all diverging, converging, and maintaining teams. We
argue that there are at least two general cases that the simple averaging approach is
unable to capture in the teams’ behavior. We describe these two cases.

First, howmany of the teammembers are required to converge in order to consider
the team to be converging overall? According to the simple averaging method, the
answer is that the number of converging or diverging pairs does not matter. As long as
the average convergence is higher than the average divergence, we consider the team
to be converging. We argue that this answer is not accurate. For example, consider
Fig. 1.3 Each of the plots in this figure shows the values of jitter for each individual
in a team over the four intervals. Comparing the first and the last intervals, it appears
that Fig. 1b is the most diverging team in the corpus, based on the convergence

3We included the gender of speakers in the plots. But, there is no significant effect of gender
composition of the teams on convergence value.
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Fig. 1 The plot of jitter of individuals over all four intervals in two diverging teams. Each point
is the jitter value calculated for corresponding speaker at corresponding interval using the Praat
software. S is short for speaker.M and F are indicative of gender. a Convergence from interval 1 to
4 calculated using Eq.2 is equal to −0.0139. b Convergence from interval 1 to 4 calculated using
Eq.2 is equal to−0.0199

measure. But, unlike the team in Fig. 1a, where all the speakers are diverging from
each other, speaker 3 is the only participant to diverge from the team, while the rest
of the speakers converge. The question is, how much should speaker 3 influence the
team convergence in this team?

We argue that the influence of a speaker, such as speaker 3, should lessen if his
or her behavior is in the opposite direction of the team behavior. We hypothesize
that the solution to this problem is to use a weighted average, where the weights
are defined based on the number of speakers that have the same behavior in the
team. For example, the weight of a diverging speaker should be the percentage of
diverging individuals in the team. This is an ongoing research area. We have seen
some improvements using this method, but we have yet to quantify the potential
improvement.

Second, does the convergence or divergence of speakers in teams have an absolute
meaning, similarly as in pairs? An individual might converge to one teammate while
diverging from another one. How do these conflicting behaviors affect the team
measure? For example, consider the two teams in Fig. 2. Comparing the first and
the last intervals, these two teams have the closest convergence value to zero in
our corpus, meaning they are the most maintaining teams. The plot in Fig. 2a is an
obvious case of maintenance where none of the team members change their feature
values to converge toward or diverge away from the others. But, in Fig. 2b, speaker
1 changes her initial state to converge to speaker 2 while she diverges from speaker
3. We hypothesize that taking into account the self-difference, or how much each
speaker’s feature value has changed over time, will help to resolve this issue.
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Fig. 2 The plot of jitter of individuals over all four intervals in the two most maintaining teams.
Each point is the jitter value calculated for corresponding speaker at corresponding interval using the
Praat software. S is short for speaker.M and F are indicative of gender. a Convergence from interval
1 to 4 calculated using Eq.2 is equal to 0.00006. b Convergence from interval 1 to 4 calculated
using Eq.2 is equal to −0.00036

4 Conclusion and Future Work

One of the important characteristics of human conversation is linguistic entrainment.
Implementing linguistic entrainment in spoken dialogue systems helps to improve
the naturalness of the conversation. The first step toward implementation of such
systems is to design proper measures to quantify entrainment. Multi-party entrain-
ment andmulti-party spoken dialogue systems have gotten less attention compared to
dyads. In this study, we analyze the team convergence measure of acoustic-prosodic
features in multi-party dialogue. We argue that although existing measures based on
simple averaging of pairs are a good starting point to quantify team entrainment, they
have several weaknesses in terms of their ability to capture team-specific behaviors.
Our study of within-team analyses support our hypothesis. We are currently work-
ing on improving the convergence measure by utilizing a weighted average, where
the weights are defined based upon the behavior of team members. We will then
evaluate the validity of the new measure by comparing its results on real and fake
conversations.
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How to Find the Right Voice Commands?
Semantic Priming in Task
Representations

Patrick Ehrenbrink and Stefan Hillmann

Abstract A common way of interacting with conversational agents is through voice
commands. Finding appropriate voice commands can be a challenge for developers
and often require empirical methods where participants come up with voice com-
mands for specific tasks. Textual and visual task representations were compared in
an online study to assess the influence of semantic priming on spontaneous, user-
generated voice commands. Our results indicate that visual representations of tasks
lead to a different distribution of used phrases, compared to the textual representa-
tion, within the target population. Furthermore, the results suggest that text stimuli
can be used to influence user utterances.

Keywords Priming · Task representation · Voice commands

1 Introduction

With the growing importance of mobile devices and the limited usability of input
devices that comes with the mobile domain, spoken language becomes more and
more important as an input modality for a variety of mobile applications. For the
development of a speech-based interface for a given system, it is important to specify
an adequate set of voice commands that the system is supposed to understand and act
on. Coming up with those commands can be done with a multitude of methods such
as interviews, experiments, corpora analysis and so on. A method that is examined
more closely in this paper is to run a small exploratory study in which participants
solve a task and are asked to formulate proper and intuitive voice commands. Priming
can be an intervening factor in this scenario. Here, priming is a psychological effect
that functions as a semantic activation. A priming word can activate semantically
related words and increases their probability to be used. Furthermore, it facilitates
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the response to such words by shortening the response time [7]. This means that e.g.
if a stimulus like “butter” is presented to a person, then this person will be able to
respond faster to “bread” because it is semantically associated with “butter”.

Data that was collected in an experiment can be biased if the participants are
primed by the written or spoken description of a task. Then, this could lead to less
diverse answers and reduce the validity of the results. The effect is especially prob-
lematic if we wish to study the frequency distribution of used phrases within the
population. Such information can be important for the development of heuristics
for automatic speech recognition and natural language understanding, e.g. when
resolving ambiguous commands. Especially when interacting with Intelligent Per-
sonal Assistants in a spoken dialogue, resolving ambiguity is an important part of
achieving a natural conversation. In this paper, we describe an attempt to circumvent
the priming of words by using graphical task descriptions instead of textual ones.
The two means of task presentation (textual and visual) are compared in the present
study in order to determine if they result in a different probability distribution and
different absolute quantity of phrases used in the participants’ voice commands.

Hypothesis one The textual task description primes the participants so that object
names and action words from the task description are more likely to be used in the
voice commands that they utter. This will result in a higher proportion of the phrases
used in the task description compared to other phrases within the collected user
commands. Therefore, we expect that object names and action words from the task
description are used more frequently in the responses of the textual condition than
in the responses of the visual-only condition.

Hypothesis two When using images instead of text in order to describe tasks, there
are no words that could prime the participants. Even though priming is likely to
have an effect across different modalities, the cross-modal effect is likely to be
smaller compared to the uni-modal effect. With the priming bias for a particular
phrase reduced, we expect that this will result in a larger amount of unique phrases
compared to the textual condition among the collected user commands.

2 Related Work

There is some previous work that compared priming effects of textual and graphical
representations. Bernsen [1] and Dybkjær [4] compared the influence of textual and
graphical task descriptions. In one task of their study, the participants had to verbalize
a specific time. The specific point in time was indicted either in a textual (e.g. “[…]
at 7:20.” [4]) or a graphical (picture of a clock) scenario description. They found
a priming effect in 74.5% of the answers in the text condition on average. Another
study was performed by Möller who used graphical task descriptions in a study
about dialogue strategies for spoken dialogue systems [6] for restaurant search. In
that study, marked maps were used as task descriptions in order to indicate locations
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that participants had to search for. Furthermore, shapes of countries were presented
to the participant to indicate the nationality of a cuisine (e.g. the shape of Italy was
used as an indicator for Italian food). Those graphical task descriptions were used
to avoid priming that would possibly have occurred if textual task descriptions had
been used. Since no textual task descriptions were used, a comparison between the
effects of graphical and textural task descriptions was not performed. Even though
those studies present a valid way of representing tasks graphically, the addressed
scope in terms of priming is very limited each time. There are not many ways of
verbalizing a certain time or indicate a location on a map. Also, the graphics that
were used are not (very) ambiguous and leave no room for interpretation. That is,
of course, perfectly valid. However, the results are hardly transferable to the task
of collecting (a larger number of) suitable utterances that have to be understood by
a spoken dialogue system in the addressed domain. From those previous studies,
it remains unclear if graphical representations are suitable to gain an overview of
intuitive verbalizations of an intended object or action. Such an overview includes
the most common names for objects and words for actions that can be expected from
the target population together with a quantitative distribution of those verbalizations.
The study we present in this paper is aimed to investigate the potential of graphical
task descriptions in order to collect information about commonly used phrases for
the addressed domain and to avoid priming in user studies with spoken language
based systems.

3 Methods and Participants

For this study, we did not use abstract graphical representations to describe the task,
but photos of actual objects including the surroundings that are to be addressed.
Each task is described in two photos in order to indicate the object to be used and
the action to be executed. The latter is indicated by a difference between the two
images, e.g. a lamp which is off and on. With this approach, we aim at getting a
representative overview of verbal commands that our target population would use to
trigger an action in a smart home environment. This overview should include names
for the objects and descriptions for the actions.

3.1 Study Desgin

Anonline-studywith between-subjects designwas performedusing the tool Limesur-
vey 1.90+.1 The study included two conditions with 13 tasks each. All used images
were photos of the devices (i.e. objects) that the participants were supposed to

1www.limesurvey.org.

www.limesurvey.org
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control via a voice command. In the textual condition, that picture was accompanied
by a text that stated the task. An example configuration of the stimulus for Task A is
shown in Fig. 1. Table1 shows the descriptions of the 13 tasks that were used in the
textual condition and their translation into English. In the visual-only condition, the
picture was accompanied by a second picture. That second picture showed the object
in a state that was to be induced by a voice command. For example, the first picture
showed a lamp that was switched off and the second picture showed a lamp that was
switched on. Figure2 shows the stimulus configuration of Task A in the visual-only
condition. Even though other objects such as a table were present in the picture, the
object or device in question was always in the center. In the textual condition, the
object and action in question were clear to the participant due to the accompanying
text. In the visual-only condition, the object and action in question were clear to the
participant because both pictures were identical apart from the target object and its
functional state. The participants were not really able to control the devices on the
pictures. However, they were instructed by a text on top of each questionnaire page

Fig. 1 Screenshot of the stimulus for task A in the text condition

Table 1 English translations of all thirteen German task descriptions

Task German English translation

A Schalten Sie die Tischlampe ein Switch the table lamp on

B Schalten Sie die Tischlampe aus Switch the table lamp off

C Dimmen Sie die Tischlampe dunkler Dim the table lamp brighter

D Dimmen Sie die Tischlampe heller Dim the table lamp darker

E Schalten Sie den Ventilator ein Switch the fan on

F Schalten Sie den Ventilator aus Switch the fan off

G Öffnen Sie das Fenster Open the window

H Schließen Sie das Fenster Close the window

I Schließen Sie das Rollo Close the roller blind

J Öffnen Sie das Rollo Open the roller blind

K Machen Sie das Rollo halb zu Close the roller blind to the half

L Machen Sie das Rollo halb auf Open the roller blind to the half

M Fahren Sie das Rollo ganz herunter Completely close the roller blind
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Fig. 2 Screenshot of the stimulus of task A in the visual only condition. Text and images were
shown to the participant simultaneously. Translations: Vorher: before, Nachher: after

that they should phrase a verbal command for a spoken dialogue system that would
fulfill the task. Furthermore, they were asked to write the phrased command into a
text box at the bottom of the page, as the spoken utterance could not be recorded
with the used questionnaire system.

3.2 Participants

In total, 178 persons took part in the survey. Their average agewas 31.48 years and the
gender was not taken into account. As a compensation for their participation, three
vouchers with a value of 40, 20 and 10 Eurowere drawn between all participants. Due
to technical limitations of the survey tool, participants could not be assigned randomly
to a condition. For that reason, they were assigned to the condition according to their
respective age.

The participant’s age in years was requested by the questionnaire system at the
beginning of the trial. If the age was an even number, the participant was assigned
to the visual-only condition. In contrast, if the age was an odd number, the textual
condition was assigned. This procedure resulted in a total number of 92 participants
for the visual-only condition and 86 participants for the textual condition.

3.3 Data Processing

All responses were examined by three different persons (all were members of our
research group). They assessed if the requests were appropriate answers to the stated
task. All responses that indicated non-compliance or a misunderstanding of the task
were excluded from further analysis. Afterwards, the remaining 166 responses (out
of 178) were normalized and processed further. Normalization included the removal
of all punctuation marks and typing errors as well as the transformation of uppercase
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characters into lower case. In the subsequent step, words that refer to the name of the
object in question (nouns) and words that refer to the actions (verbs) were extracted
from each command. This pre-processing ensured that typos or grammatical errors
did not result in different word counts when computing the amount of priming.

The amount of priming po for the object in a task of the text condition was
calculated as shown in Eq.1. o is the name of the object that was stated in the
description of respective task in the textual condition, e.g. “table lamp”. Furthermore,
f (o) is the relative frequency of o in the set of all phrases that were used to refer to o
in the task (see Table4). The priming of o is the difference of the relative frequency
of o in the textual (t) and the visual only (v) condition.

po = f (ot ) − f (ov) (1)

Equation 2 shows the computation of the amount of priming for the action (a) to be
used in a certain task, e.g. “switch on”. The annotation is analogue to Eq.1.

pa = f (at ) − f (av) (2)

4 Results

Independent sample t-tests were performed on the frequencies of unique phrases for
objects and actions in both conditions with IBM SPSS Statistics 22. The frequencies
are provided in Table2.

Table 2 Frequency of unique commands (i.e. unique utterances) as well as unique phrases (i.e.
names) for the object and the action in each task

Task Commands Object names Actions

Textual Visual Textual Visual Textual Visual

A 26 19 5 5 10 11

B 20 16 5 6 8 7

C 40 35 8 6 23 24

D 37 39 9 6 20 29

E 25 24 7 7 9 10

F 17 24 6 9 7 10

G 17 15 2 4 8 6

H 16 15 1 4 12 7

I 24 39 5 7 13 23

J 22 41 4 8 10 17

K 40 63 3 10 30 41

L 37 57 4 8 32 36

M 29 44 3 8 22 26
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In Hypothesis one it was stated that we expect that object names and action
phrases that are used in the textual descriptions are more likely to be used in the
responses from the textual condition, compared to the responses of the visual-only
condition. Results show that the proportion of phrases, used by the participants,
that appeared in the textual task description was significantly higher in the textual
condition than in the visual-only condition (α = 0.05 and p < 0.001). Also, the
proportion of uttered action phrases from the textual task description was signifi-
cantly larger in the textual condition than in the visual-only condition (α = 0.05 and
p < 0.001). Table4 provides the proportions of names and actions from the textual
task descriptions as they appeared in each task and condition.

For the comparison of the responses in the two conditions, independent-samples
t-tests were performed. The average number of unique object names that were
retrieved in each task in the visual-only condition (6.77) was significantly (α = 0.05
and p = 0.024) larger than the average number of names that were retrieved in each
task of the textual condition (4.77). Furthermore, the average number of actions that
were retrieved in each task of the visual-only condition (19) was significantly larger
(α = 0.05 and p = 0.03) than the average number of actions that were retrieved in

Table 3 Average numbers of different names and actions for both conditions

Condition Names Actions

Textual 4.77 15.69

Visual 6.77 19.00

Table 4 Relative frequency ( f ) of use of phrases from the textual task description, addressing the
object (o) and action (a). Data are shown for the textual (t) and visual only (v) condition. Priming
is the difference between the usage in the textual and visual only condition (see Eqs. 1 and 2)

Task Textual Visual Priming

f (ot ) f (at ) f (ov) f (av) po pa

A 0.202 0.179 0.026 0.052 0.176 0.127

B 0.202 0.905 0.025 0.886 0.177 0.019

C 0.190 0.667 0.026 0.641 0.165 0.026

D 0.179 0.690 0.026 0.487 0.153 0.203

E 0.607 0.226 0.603 0.064 0.005 0.162

F 0.614 0.928 0.622 0.817 −0.007 0.111

G 0.843 0.265 0.789 0.184 0.054 0.081

H 0.843 0.241 0.789 0.263 0.054 −0.022

I 0.821 0.238 0.342 0.132 0.479 0.107

J 0.833 0.238 0.368 0.158 0.465 0.080

K 0.843 0.373 0.297 0.243 0.546 0.130

L 0.845 0.429 0.320 0.293 0.525 0.135

M 0.857 0.369 0.324 0.378 0.533 −0.009
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the textual condition (15.69). The average number of object names and actions for
each task in both conditions can be seen in Table2. Table3 shows the named average
frequencies of unique object names and actions.

The amount of priming was calculated according to Eqs. 1 and 2. Priming
increased the probability of a name from the task description to be used in a ver-
bal command by 0.25. For the words that describe actions, the average probability
increased by 0.08. Besides the amount of priming per task, Table4 also shows the
relative frequencies which were used for the computation of po and pa .

5 Discussion

Hypothesis one can be confirmed. The results show that actions and names for objects
that were used in the textual task description appeared significantly more frequently
in the responses of the textual condition, compared to the responses of the visual
condition. This result can be explained with a priming effect: The task description
influenced the likelihood that those words were used by the participants. It can,
therefore, be concluded that a textual task description is not optimal for accessing
the proportional distribution of individual phrases in a given population and that
visual task descriptions should be used if feasible.

Hypothesis two can be confirmed, as well. Our results show that visual task
descriptions resulted in the appearance of significantly more names for the objects
and actions. It can be concluded, that visual task descriptions are more suitable to
collect a wide range of possible utterances than textual descriptions.

From the data, it is evident that the amount of priming is relatively low for action
words. One possible explanation for this is the fact that the variety of action words
in the tasks that were used is larger compared to the variety of names for the objects.
However, this is probably not a sufficient explanation. Additionally, a ceiling effect
might have occurred. The large quantity of different action words is mostly the
result of expressions that appeared only one or two times. For example, in task B, the
majority of participants of both conditions used the word “aus” (engl. “off”) (textual:
85%, visual: 84%). Whereas other words such as “ausmachen” (engl. “turn off”) or
“ausschalten” (engl. “switch off”) appeared far less often. The word “aus” was also
used in the textual task descriptions. The high usage rate of the word indicates that
this is by far the most intuitive action word to be used in that particular situation.
Another possible explanation is that the word “aus” can simply be spoken relatively
fast and might simply be the most efficient way to perform the task of switching
something off.

Priming can appear across different modalities [8]. This means that also a visual
or auditory stimulus is able to induce verbal priming. The task presentation probably
primed the participant in both conditions. Therefore, the priming effect caused by
the text was not this powerful here, but we do not consider this as a problem for
the validity of the presented study. If it actually has any effect, it would lessen the
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observed differences between the conditions.Words that are associatedwith an object
are also primed by its visual appearance, so they are primed by the pictures in this
study.

It should be kept in mind that priming from cues, regardless of their modality is
what designers can benefit from. Priming can help the users to select the appropriate
words for their commands. However, if one wants to examine the distribution of
different words in the user population, priming becomes a problem. The words that
are used in the task description can then bias the results. For instance, this is an issue,
if the intuitive use of a speech-based human-machine interface is to be evaluated.

Besides that obvious impact of priming in the tasks that were used for this study,
priming is worth to be considered in a variety of other contexts. One of which is
persuasive technology. Since semantic priming represents a cognitive bias towards
the primed word or object, this effect can be used to influence people’s behavior to a
small extent. An advantage is that the priming effect takes place rather subliminally
[5] and might, therefore, be an adequate method to avoid negative side effects, such
as Psychological Reactance [2, 3], which would otherwise cause the user to be less
open to persuasive attempts or even counteract those.

6 Conclusion

Results of a survey that uses visual task representation provide a more realistic
overview of the variety and quantity of preferred commands among the target popu-
lation. This means that obtaining verbal commands by using graphical task descrip-
tions also results in more valid data. Priming effects should be considered when
collecting supposedly intuitive commands by running an exploratory study such as
the one described in this paper. Apart frombeing a factor in collecting user utterances,
the effect of textual priming could be used to hint users towards correct commands.
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Exploring the Applicability
of Elaborateness and Indirectness in
Dialogue Management

Louisa Pragst, Wolfgang Minker and Stefan Ultes

Abstract In this paper, we investigate the applicability of soft changes to system
behaviour, namely changing the amount of elaborateness and indirectness displayed.
To this end, we examine the impact of elaborateness and indirectness on the percep-
tion of human-computer communication in a user study. Here, we show that elabo-
rateness and indirectness influence the user’s impression of a dialogue and discuss
the implications of our results for adaptive dialogue management. We conclude that
elaborateness and indirectness offer valuable possibilities for adaptation and should
be incorporated in adaptive dialogue management.

Keywords Communication style · Dialogue management · User study

1 Introduction

Spoken dialogue systems are employed under a number of varying conditions
(e.g. the amount of ambient noise or different user states). The user experience when
interacting with such a system may be improved if those conditions are taken into
account, e.g. by the Dialogue Manager (DM).

In a dialogue system, the DM is the component responsible for keeping the dia-
logue state updated and selecting the system’s next action. There are several DM
architectures that enable adaptivity (e.g. [3, 5, 9, 10]), often employing hard adap-
tation approaches. Such approaches are characterised by utilising dedicated system
actions to deal with certain conditions, such as reacting to a angry user by asking
what is wrong. Gnjatović et al. [5], for example, present a DM that adjusts the kind
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of support given to the user to their emotional state, and an in-car dialogue system
implemented by Kousidis et al. [7] adapts to situations that require the full attention
of the driver by pausing the conversation entirely. Saerbeck et al. [8] vary the social
supportiveness of a robotic tutor by using motivational sentences such as ‘It was
not easy for me either’. Similarly, user studies on adaptive dialogue management
often focus on hard adaptations: Jaksic et al. [6] employ fixed phrases as response to
the user’s emotion, effectively leaving two ways to react: apologising and acknow-
ledging positive emotion. Bertrand et al. [2] offer four kinds of emotional feedback:
thankfulness, praise, calm and motivate.

In contrast, soft adaptation is only rarely considered. It is characterised by keeping
the propositional content of a system action and changing only theway it is presented,
e.g. by phrasing statements more politely if the user is angry. Employing soft changes
canoffer benefits: it is less obvious to the user than ahard adaptation as it is not directly
addressing the cause of the adaptation. Asking the user what is wrong will notify the
user of the fact that the dialogue system is reacting to their mood. Continuing with
the intended statement, just more politely, can appear a seamless continuation of the
dialogue. Additionally, hard adaptations are more likely to disrupt the conversation
flow by bringing up a new topic (in this case the emotional state of the user). Finally,
hard adaptations can become repetitive if employed too often. Asking the user what
is wrong is a viable behaviour once anger is detected, but if the user stays angry
it is not advisable to repeat this action within the next few exchanges. In contrast,
a soft adaptation may be employed over the course of several exchanges as it can
be applied to different statements. Being more polite does not become repetitive
if the propositional content of the system actions changes. André et al. [1] have
proposed the adjustment of the politeness level for adaptation. While the robotic
tutor of Saerbeck et al. [8] uses hard adaptation in the form of fixed motivational
sentences, it also employs soft adaptation, e.g. on the wording level by using either
‘you’ or ‘we’ to reflect the level of closeness between tutor and student. In this paper,
we investigate the applicability of two further means of soft adaptation: the level of
elaborateness and indirectness (EI).

Elaborateness refers to the amount of additional information provided to the user.
A high level of elaborateness could for example result in giving a weather forecast
for the next few days when the user asks for the current weather, while with a low
elaborateness only the requested information would be given.

The level of indirectness describes how concretely information is addressed by a
speaker. For instance, a direct response to a user request about the current weather
would be an accurate description of the weather, e.g., ‘It is raining’. An indirect
response would be the advice to take an umbrella. In the latter case, the weather is
not mentioned directly but can be inferred from the given information.

In the following, we show that EI should be incorporated in adaptive dialogue
management as they offer valuable possibilities for adaptation. To this end,wepresent
a user study that answers the following questions: does the perception of a dialogue
change with different EI-levels and is the effect of the EI-level dependent on the
current situation of the user.
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(a) The virtual avatar [4]
that was used in our user
study.

(b) Louisa depicted as
involved in the conversa-
tion.

(c) Louisa depicted as
distracted from the con-
versation.

Fig. 1 Screenshots of the videos used in the user studies

The remainder of the paper is structured as follows: Sect. 2 describes the setup
and results of our user study. The implications for adaptive dialogue management
are discussed in Sect. 3. Finally, we draw our conclusion in Sect. 4.

2 User Study

The goal of our study is to assess the effect of EI on the perception of a dialogue under
different conditions. To this end, we utilise two semantically similar dialogues that
differ with regard to the level of EI used by the dialogue system. If the assessment of
the two dialogues differs, this supports the assumption that EI can be used in adaptive
dialogue management.

2.1 Study Design

Our study aims to answer two research questions: does the assessment of a dialogue
change with different EI-levels and is the effect of the EI-level dependent on the
current situation of the user. This results in two independent variables: the EI-level
of the dialogue, instantiated with the two levels low and high, and the situation of
the user, with the levels involved and distracted. Differences between the EI-levels
signify that participants are receptive to the changes resulting from changing the
level of EI and have a preference. If that is the case, EI should be considered when
designing the system behaviour with this preference in mind. Furthermore, if the
assessment of EI-levels changes in different situations, there is no fixed preference
for one specific EI-level and, therefore, EI can be used for adaptation.

Four conditions result from the independent variables: high EI/involved user,
low EI/involved user, high EI/distracted user and low EI/distracted user. For each
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condition, a video showing a dialogue between a human and a virtual agent was
recorded.1,2,3,4 In the videos, a caregiver, called Louisa, interacts with the dialogue
system by a virtual avatar called Christian. She suspects that her patient Mr. Smith
does not drink enough and expects help from the dialogue system. Screenshots of
Christian and Louisa as depicted in the videos can be found in Fig. 1. While our
videos presented Christian as a real dialogue system, his behaviour followed scripts
that were handcrafted for this study. No actual dialogue system was used in the
recordings of the videos. The dialogues in the videos differ slightly between the two
EI-levels: Christian uses either a high or a low level of EI. A transcription of the
dialogues is provided in the Appendix. Additionally, Louisa is depicted as either
involved or distracted in the videos, depending on the situation.

Participants of our studywatched two videos, one for each level of EI. The order in
which the videoswere presented to the participantswas randomized. Each participant
was assigned to either the involved or the distracted situation by chance.

We provided our participants with a questionnaire containing ten questions that
can be rated using a five-point scale:

Q01: Is Christian helpful?
Q02: Is Louisa emotionally involved in the dialogue?
Q03: Does Christian plan his answers?
Q04: How responsive is Christian to Louisa’s contributions?
Q05: Are Christian’s answers spontaneous?
Q06: Is Christian emotionally involved in the dialogue?
Q07: How natural is the course of dialogue?
Q08: How much would you like to participate in such a dialogue?
Q09: Which dialogue is more natural?
Q10: In which conversation would you rather participate?

Q01–Q08 were asked for each the high EI-level and the low EI-level video. Those
questions can be rated on a scale from 1–not at all to 5–very much. Q09 and Q10
compare the videos directly with each other and their scale is labelled from 1–high
EI-level video to 5–low EI-level video.

2.2 Results

Our results show that both of our research question can be answered in the affirmative.
Multiple significant differences between the two EI-levels can be found, and the
assessment of EI-levels changes depending on the situation. Also, there are signi-
ficant interaction effects between EI-level and situation. A graphical representation

1https://youtu.be/NRDIJ7omlEI.
2https://youtu.be/VqXgxFbh5-w.
3https://youtu.be/3-ANJmmeZY.
4https://youtu.be/bAXbt65vxjw.

https://youtu.be/NRDIJ7omlEI
https://youtu.be/VqXgxFbh5-w
https://youtu.be/3-ANJmmeZY
https://youtu.be/bAXbt65vxjw
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of the results can be found in Fig. 2. In the following we present a more detailed
description of the results.

Overall, 270 participants took part in our study. 154 participants filled in the
questionnaire for the involved user and 116 participants reported on the dialogue
with the distracted user.

We test our hypotheses usingT-test andANOVA.Normal distribution of the data is
assumed under the central limit theorem and homogeneity of variances is confirmed
by Levene’s test.

Slightly more women than men participated in the involved condition of the study
(61 men, 87 women), and almost twice as many men as women in the distracted
condition (74 men, 40 women). No significant effect of gender on the results of the
study could be found. Most participants were between 20 and 29 years old (involved:
84.4%, distracted: 72.4%) and had only a limited amount of experience regarding
dialogue systems (One time use or less: involved: 80.4%, distracted: 60.4%).

In all conditions, Christian is perceived as helpful. Changing the EI level does not
negatively affect the ability of a dialogue system to help the user with their requests.
All ratings for Q01 are significantly higher than 3 (p < 0.001).

Furthermore the actor portraying Louisa was perceived as involved in the involved
condition, achieving a rating significantly higher than 3 for Q02 (p < 0.001). In the
distracted condition, Louisa did not succeed to appear sufficiently distracted, still
receiving a rating significantly higher than 3 (p < 0.001). However, she at least
appears less involved than in the involved condition, scoring a significantly lower
rating (p < 0.001).

When Louisa is depicted as involved, participants rate Christian as more spon-
taneous, responsive, and emotionally involved if he uses a high EI-level and more
planning ahead if he uses a low EI-level. Furthermore, the dialogue is perceived as
more natural if a high EI-level is used, and participants would rather partake in such
a dialogue. Significant differences can be detected for Q03–Q10 (p < 0.001 in all
cases). Those findings support the hypothesis that the EI-level has a strong impact
on the user’s perception of the dialogue partner as well as the overall dialogue.
Furthermore, this perception changes as Louisa is perceived as less involved in the
distracted condition. The EI-level no longer influences how responsive, spontaneous
and emotionally involved Christian appears and how much participants would like
to participate in the dialogue. Q04, Q05, Q06 and Q08 no longer show significant
differences between the EI-level in the distracted condition of the study, and for
Q04 and Q05, a significant interaction effect (p < 0.001) can be found between
EI-level and situation. This supports our second hypothesis that the effect of EI on
the assessment of a dialogue changes in relation to the user’s situation.
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Is Christian helpful?

not at all very much

involved
distracted

Is Louisa emotionally involved
in the dialogue?

not at all very much

involved
distracted

Does Christian plan his an-
swers?

not at all very much

involved
distracted

How responsive is Christian to
Louisa’s contributions?

not at all very much

involved
distracted

Are Christian’s answers sponta-
neous?

not at all very much

involved
distracted

Is Christian emotionally in-
volved in the dialogue?

not at all very much

involved
distracted

How natural is the course of di-
alogue?

not at all very much

involved
distracted

How much would you like to
participate in such a dialogue?

not at all very much

involved
distracted

Which dialogue is more natural?

High EI Low EI

involved
distracted

In which conversation would
you rather participate?

High EI Low EI

involved
distracted

high EI-level low EI-level direct comparison

Fig. 2 Mean and standard error of the mean for the ratings of each question
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2.3 Virtual Avatar Versus Human Conversation Partner

In addition to our main research questions, we compared a human and a virtual avatar
as dialogue partners to check for potential differences of the impact of the EI-level
in human-human and human-computer interaction.

Only Q06, ‘Is Christian emotionally involved in the dialogue?’, achieves a signi-
ficant difference, with higher ratings for the human (p < 0.001). This might be due
to a higher expressiveness of the human actor or to a reluctance of the participants
to attribute involvement to a virtual agent.

3 Implications for Adaptive Dialogue Management

We could show in our study that the perception of a dialogue varies depending
on the EI-level. This implies that the suitable EI-level should be considered in a
dialogue system in order to provide a better user experience. A virtual avatar can
portray different characteristics such as spontaneity or responsiveness by adjusting
the EI-level.

Our study also suggests that the effects of the EI-level depend at least to some
degree on the situation of the user. Although the user was still perceived as being
rather involved in the distracted condition, a significant difference to the involved
portrayal was reported by the participants and resulted in a significant change of
the assessment of the avatar’s characteristics. The perceived difference between the
EI-levels is less pronounced in the distracted condition of our user study.

We conclude that the level of EI can indeed be utilised by an adaptive DM, as
the EI level influences the user experience and does so in different ways in different
situations. Exemplary,we can conceive the following behaviour for a dialogue system
from our results: if the user is involved in the dialogue, a high EI-level is employed to
achieve the impression that the avatar is an empathic and spontaneous conversation
partner. If the user becomes distracted, the EI-level does not influence the perceived
characteristics of the avatar as much. Therefore, the dialogue system can employ
varying degrees of EI to keep the dialogue more diversified and interesting. Further-
more, a more pronounced change in Louisa’s situation (or other conditions such as
emotion) might result in different user preferences regarding the level EI that can be
taken into account by adaptive dialogue management, although this assumption will
have to be tested in further studies.

4 Conclusions and Future Work

Most DMs pursue a hard approach to adaptation. In this paper, we investigated
whether soft approaches, such as changing the level of EI, can be successfully applied
in adaptive dialogue management. We presented a user study with which we were
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able to ascertain the impact EI on the assessment of a dialogue and show that this
assessment changes in relation to the user’s situation. We conclude from our results
that EI offer valuable possibilities for adaptation and therefore should be incorporated
in adaptive dialogue management.

In future work, the scope of applicability of EI, e.g. as means to adapt to emotion
or culture, can be assessed. Furthermore, the automatic modification of dialogue
actions with the goal to produce the desired level of EI should be investigated.

Acknowledgements This paper is part of a project that has received funding from the European
Union’s Horizon 2020 research and innovation programme under grant agreement No 645012.

Appendix

This appendix contains the complete dialogues spoken in the videos of the user
studies for both the high EI and the low EI level, in order to enable a more extensive
understanding of the conducted studies.

Dialogue of the High EI Condition

system: Hello Louisa.
user: Hello Christian.
system: How can I help you?
user: I’m afraid Mr. Smith doesn’t drink enough during the day.
system: How much does Mr. Smith usually drink?
user: Only one cup of tea after breakfast.
system: You’re right, that is not enough. Do you know why he doesn’t drink

enough?
user: He doesn’t like the taste of water. He would rather have some soft drink,

but I don’t think that is good for him.
system: Then you should try sweetened tea. It tastes good and is not as bad as a

soft drink.
user: Perhaps I don’t even need to sweeten it. He does drink tea in the morning,

after all.
system: Exactly. A little company may help as well. While sitting and chatting

you can easily drink some glasses without even noticing it.
user: I guess that’s true. Chatting is just more comfortable with a nice cup of tea.
system: By the way, does Mr. Smith use a clear glass?
user: Yes, he does. A beer glass with a handle, so he can better grab it. Why?
system: That might be too unobtrusive. A clear glass filled with water does not

really attract attention.
user: Do you think something more eye-catching would be better.



Exploring the Applicability of Elaborateness and Indirectness in Dialogue Management 197

system: It is worth a try. Perhaps something more colourful?
user: I could use the cup his granddaughter gave him. It’s very colourful.
system: That is a very good idea. He will be happy whenever he sees that cup.
user: I think so, too. He loves her very much. Also, that cup has a handle. That

is very important for him, he feels more secure when grabbing something with a
handle.

system: Many elderly feel that way.
user: But what ifMr. Smith still doesn’t drink enough?After all, I need to increase

that quite a lot.
system: The body doesn’t only get fluid by drinking. Food contains fluid too.
user: I don’t think that will be enough.
system: There some dishes that contain a lot of fluid, such as soup.
user: Or goulash? He really likes that.
system: Yes, goulash is fine. And fruits.
user: Alright. Thank you, Kristina. You really helped me.
system: No problem at all.
user: I’ll get back to work.
system: I will be here if you need me.

Dialogue of the Low EI Condition

system: Hello Louisa.
user: Hello Christian.
system: How can I help you?
user: I’m afraid Mr. Smith doesn’t drink enough during the day.
system: How much does Mr. Smith usually drink?
user: Only one cup of tea after breakfast.
system: You’re right, that is not enough. Do you know why he doesn’t drink

enough?
user: He doesn’t like the taste of water. He would rather have some soft drink,

but I don’t think that is good for him.
system: Then you should try sweetened tea. It tastes good and is not as bad as a

soft drink.
user: Perhaps I don’t even need to sweeten it. He does drink tea in the morning,

after all.
system: Yes, you can try that.
user: But what ifMr. Smith still doesn’t drink enough?After all, I need to increase

that quite a lot.
system: I have got three more ideas. Do you want to hear all of them?
user: Yes, please.
system: First, you should keep him company.While chatting people usually drink

a lot without even realising it.
user: I guess that’s true. Chatting is just more comfortable with a nice cup of tea.
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system: Second, you can increase his fluid intake by preparing dishes that contain
much fluid, such as soup, goulash and fruits.

user: He really likes goulash.
system: Does Mr. Smith use a clear glass?
user: Yes, he does. A beer glass with a handle, so he can better grab it. Why?
system: In that case you should give him a more colourful glass. A clear glass

filled with water does not really attract attention.
user: I could use the cup his granddaughter gave him. It’s very colourful.
system: Then it is a good choice.
user: Alright. Thank you, Kristina. You really helped me.
system: No problem at all.
user: I’ll get back to work.
system: I will be here if you need me.
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An Open-Source Dialog System with
Real-Time Engagement Tracking for Job
Interview Training Applications

Zhou Yu, Vikram Ramanarayanan, Patrick Lange and
David Suendermann-Oeft

Abstract In complex conversation tasks, people react to their interlocutor’s state,
such as uncertainty and engagement to improve conversation effectiveness Forbes-
Riley and Litman (Adapting to student uncertainty improves tutoring dialogues, pp
33–40, 2009 [2]). If a conversational system reacts to a user’s state,would that lead to a
better conversation experience?To test this hypothesis,wedesigned and implemented
a dialog system that tracks and reacts to a user’s state, such as engagement, in real
time. We designed and implemented a conversational job interview task based on
the proposed framework. The system acts as an interviewer and reacts to user’s
disengagement in real-time with positive feedback strategies designed to re-engage
the user in the job interviewprocess. Experiments suggest that users speakmorewhile
interacting with the engagement-coordinated version of the system as compared to
a non-coordinated version. Users also reported the former system as being more
engaging and providing a better user experience.

Keywords Multimodal dialog systems · Engagement · Automated interviewing

1 Introduction and Related Work

Recently, multimodal sensing technologies such as face recognition, head tracking,
etc. have improved. Those technologies are now robust enough to tolerate a fair
amount of noise in the visual and acoustic background [3, 7]. So it is now possible to
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incorporate these technologies into spoken dialog systems to make the system aware
of the user’s behavior and state, which in turn will result in more natural and effective
conversations [14].

Multimodal information has been proven to be useful in dialog system design in
driving both low level mechanics such as turn taking as well as high level mechanics
such as conversation planning. Sciutti et al. [11] used gaze as an implicit signal
for turn taking in a robotic teaching context. In [17], a direction-giving robot used
conversational strategies such as pause and restarts to regulate the user’s attention.
Kousidis et al. [4] used situated incremental speech synthesis that accommodates
users’ cognitive load in a in-car navigation task, which improved user experience but
the task performance stays the same. In Yu et al. [19], a chatbot reacts to the user’s
disengagement by generating utterances that actively invite the user to continue the
conversation.

Thus we propose a task-oriented dialog system framework that senses and coor-
dinate to a user’s state, such as engagement, in real time. The framework is built on
top of the HALEF1 open-source cloud-based standards-compliant multimodal dia-
log system framework [8, 20]. It extracts multimodal features based on data that is
streamed via the user’s webcam and microphone in real time. Then the system uses
these multimodal features, such as gaze and spoken word count to predict a user’s
state, such as engagement, using a pre-built machine learning model. Then the dialog
manager takes the user’s state into consideration in generating the system response.
For example, the system could use some conversational strategies, such as positive
feedback to react to the user’s disengagement state.

With the advantage of being accessible via web-browser, HALEF enables users
interact with the system whenever and wherever in their comfortable environment,
thus making the data collection and system evaluation process much easier and
economical.

2 The HALEF Framework

In this section, we describe the sub-components of the framework. Figure1 schemat-
ically depicts the overall architecture of the HALEF framework.

2.1 The Multimodal HALEF Framework

FreeSWITCH, specifically versions above 1.6,2 is a scalable, open-source and cross-
platform telephony framework designed to route and interconnect popular commu-
nication protocols using audio, video, text or any other form of media. FreeSWITCH
allows the experimenter to modify interaction settings, such as the number of people

1https://sourceforge.net/projects/halef/.
2https://freeswitch.org/confluence/display/FREESWITCH/FreeSWITCH+1.6+Video.

https://sourceforge.net/projects/halef/
https://freeswitch.org/confluence/display/FREESWITCH/FreeSWITCH+1.6+Video
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Fig. 1 System architecture of the HALEF dialog system that incorporates an engagement tracking
module

who can call in at any given time, whether to display the video of the user on the web-
page, the resolution of the video, sampling rate of the audio, etc. The FreeSWITCH
Verto protocol also allows users to choose between different I/O devices for record-
ing. They can switch between different microphones and cameras connected to their
computers by selecting appropriate options on the web-based graphical user inter-
face. We use FreeSWITCH Verto to connect user to HALEF via web browsers.

HALEF leverages different open-source components to form a SDS framework
that is modular and industry-standard-compliant: Asterisk, a SIP (Session Initiation
Protocol) and PSTN (Public Switched Telephone Network) compatible telephony
server [13]; JVoiceXML, an open-source voice browser that can process SIP traffic
[9]; Cairo, anMRCP (Media Resource Control Protocol) speech server, which allows
the voice browser to request speech recognition, speech synthesis, audio playback
and audio recording from the respective components; the Sphinx automatic speech
recognizer [5] and the Kaldi ASR system; Festival [12] and Mary [10] text to speech
synthesis engines; and an Apache Tomcat-based web server that can host dynamic
VoiceXML (VXML) pages and serve media files such as grammars and audio files
to the voice browser. OpenVXML allows designers to author the dialog workflow
as a flowchart, including details of specific grammar files to be used by the speech
recognizer and text-to-speech prompts that need to be synthesized. In addition, dialog
designers can insert “script” blocks of Javascript code into the workflow that can be
used to perform simple processing steps, such as creating HTTP requests to make
use of natural language understanding web services on speech recognition output. In
order to react to the user’s engagement, these “script” blocks retrieve and act upon
the engagement score of the user in real time. The entire workflow can be exported
to a Web Archive (or WAR) application, which can then be deployed on an Apache
Tomcat web server that serves Voice XML documents.
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We use the open-source database MySQL for our data warehousing purposes.
All modules in HALEF connect to the database and write their log messages into it.
We then post-process this information with stored procedures into easily accessible
views. Metadata extracted from the logs include information about the interactions
such as the duration of the interaction, the audio/video recording file names, the caller
IP, etc. Additionally, we store participants’ survey data and expert rating information.
All the modules connected to the database have been implemented such that all
information will be available in the database as soon as the interaction, the survey,
or the rating task is completed.

2.2 User State Prediction Module

The user state prediction module is linked with FreeSWITCH via sockets to a stan-
dalone Linux server for automatic head tracking using OpenFace [1]. The head
tracker receives raw images from FreeSWITCH and performs tracking of the user’s
head movement, gaze direction and facial action units. Visual information has been
shown to be critical in assessing the mental states of the users in other systems as
well [18]. So we include visual information in predicting the user state. The system
uses the pre-trained machine learning model to predict the user’s state. The user state
module doesn’t connect to HALEF directly, it passed the engagement information to
the database first and then the application retrieves the user state information from
the database. The application selects the conversation branch based on the user state
information as well as the spoken language understanding results.

3 Example Application: Job Interview Training/Practice

In this conversation task, the system acts as the interviewer for a job in a pizza restau-
rant. The systemfirst asks the user somebasic personal information and then proposes
two scenarios about conflicts that may happen in the workplace and asks the user
how he/she would resolve them. We designed the task to assess non-native speak-
ers’ English conversational skills, pragmatic appropriateness of responses, and their
ability to comprehend the stimulus materials and respond appropriately to questions
posed during naturalistic conversational settings.

3.1 User Engagement Modeling

We first collected a set of data using a non-coordinated multimodal interviewer
version. We then used this dataset to build supervised machine learning models to
predict engagement in real time, as well as a baseline for the reactive version of the
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system. We collected 200 video recordings in all from crowdsourced participants
recruited via the AmazonMechanical Turk platform. To train the engagement model
we randomly selected 30 conversations which satisfied the following two quality
criteria: (i) the face recognition system detects a face with high confidence (80%)
throughout the interaction, and (ii) the automatic speech recognition output of the
user utterances is not empty. There are in total 367 conversational exchanges in total
over 30 conversations (note that we use the term conversational exchange here to
denote a pair of one system turn and one user turn).We asked three experts to annotate
user engagement for every conversational exchange based on the video and audio
recordings.We adopted the engagement definition and annotation scheme introduced
in [19]. For the purposes of our study, we defined engagement as the degree to which
users are willing to participate in the task along three dimensions—behaviorally
(staying on task and following directions), emotionally (for instance, not being bored
by the task) and cognitively (maximizing their cognitive abilities, including focused
attention, memory, and creative thinking) [16]. Ratings were assigned on a 1–5 Likert
scale ranging from very disengaged to very engaged. We collapsed 1–2 ratings into a
“disengaged” label, and 3–5 into an “engaged” label, because the system is designed
to react to a binary signal in the conversational flow. The threshold was chosen
because we would like to only regulate the extreme cases in our task, in order to
keep the conversation to be effective. For other tasks, we recommend setting the
threshold as an experimental parameter that decided through user preference. There
are in total three annotators involved and they had an inter-annotator Cohen’s κ

agreement value of 0.82 on average on the binary engaged vs. disengaged rating
task. For modeling purposes, we used the average label from all annotators as the
ground truth or gold standard label. Among all the conversation exchanges, 75%
were labeled as “engaged” and 25% were labeled as “disengaged”. So while the
current work only considers binary labels, future work will examine design policies
that takes a finer grained 5-point engagement scale into consideration.

In order to train a vision-based engagement predictor, we extracted the following
vision features: head pose, gaze and facial action units. After the user state module
receives the real-time features, it simultaneously performs three computing steps for
engagement detection [1]. It processes themean and variance of the head pose change
to determine the frequency of users changing their head pose. It also extracts themean
and variance of the action units that relate to smiles, in order to calculate the frequency
of user smiles. It further computes the mean and variance of the gaze direction,
to capture how frequency users shift their gaze. These features are computed per
conversational exchange to form the feature set for engagement predictor training.
Further, we also take verbal information into account for engagement prediction. In
this interview training task, since there are a fixed number of conversation states, we
calculated themeanword count of all the conversations that are labeled as disengaged
in each state. We use this value as the threshold to decide if the user is disengaged
or not for each state. The verbal engagement score is computed over the ASR output
as soon as the user utterance is finished.

We used leave-one-conversation-out cross validation and a Support Vector
Machine with linear kernel to train the model. Our experiments resulted in an F1



204 Z. Yu et al.

measure of 0.89 (the majority vote baseline was 0.72). We observed that the failures
occurred mainly due to the system turn-taking errors, such as system interrupting the
user, which results a shorter user response and in turn leads to a low engagement score
in the verbal channel. Note that the relative high baseline is due to the skewness of
the data, as there are more engaged conversational exchanges than disengaged ones.
During testing, we quantify vision features in a time window which is empirically
determined by the engagement predictor’s performance based on the task (we chose
2 s, which happens to be the mean of the conversational exchange duration). Then we
combine all the multimodal features mentioned above with weights obtained from
the machine learning model to obtain a score that represents the visual engagement
of the user. The dialog manager receives a score which is a weighted sum of all the
modality-wise engagement scores with a set of weights determined empirically.

As a follow-up experiment to see how well this initial engagement detector
performed, we then collected 54 conversations using the engagement-coordinated
interview training application. Among themwe found 23 recordings that satisfied the
two quality criteria mentioned earlier as well as an additional criterion of analyzing
data from unique speakers. Experts then rated the engagement at each conversational
exchange where the system is required to make a dialog management decision based
on the user’s predicted engagement state.

Next, we used this data to retrain the linear regression weights assigned for the
vision and verbal modalities in Eq. (1); here xi1 stands for the visual-engagement
value, xi2 stands for the verbal-engagement value and yi stands for the ground truth
label. The simple linear regression analysis performed a least-squares optimization
of the following cost function:

minαβ

n∑

i=1

(yi − αxi1 − βxi2)
2 (1)

We found optimal regression coefficients of α = 0.63 and β = 0.37 and adjusted the
weights in the model accordingly. We then collected another set of 50 conversations
with adjustedweights.Among them32of themare valid videos for analysis according
to the quality criteria. In the result analysis we used this batch data for analysis for the
engagement-coordinated system. We found the F1 score for the trained engagement
classifier was 0.86, a significant improvement over themajority vote baselinemethod
of 0.74.

3.2 Conversational Strategy Design

The communication and education literature mention a number of conversational
strategies which are useful to improve user engagement, such as active participation,
mention of shared experience [15], and positive feedback and encouragement [6],
among others. Particularly in job interview literature, researchers find that infusing
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positive sentiments into the conversation could lead to more self-disclosure from
interviewees. With this in mind, we designed a set of positive feedback strategies
with respect to different dialog states. For example, in one dialog state, we asked
about the interviewee’s previous experience.

3.3 Coordination Policy

We implemented a local greedy policy to react to the user’s disengagement in this
interview training task. Once the dialog manager receives the signal from the end-
pointing module reporting that the user has finished the turn, it queries the most
recent engagement score from the database. If the user is sensed as disengaged, the
positive strategy that is designed with respect to that conversational state will trigger,
otherwise the conversation goes into next dialog state.

3.4 Results

We asked callers to fill out a survey after interacting with the system. We asked
them how engaged they felt overall during the interaction as well as their overall
conversational experience on a 1–5 Likert scale. We compared the user responses of
the 30 conversations that were collected using the non-coordinated interview training
method to the 32 conversations that are collected using the engagement-coordinated
version, and found that the engagement-coordinated system received statistically
higher overall ratings from the users in terms of both overall engagement and user
experience (see Fig. 2 for details).

Though the engagement-coordinated version had more system utterances than
the non-coordinated one, the extra utterances are all statements (e.g., “I think the
manager would do that.”) instead of questions, so no extra user utterances were
elicited. Nonetheless, when we calculated the number of unique tokens of all the
uses’ utterances based on the ASR output, we found that users who interacted with
the engagement-coordinated version expressed significantly more information than
users who interacted with the non-coordinated version (see Fig. 2 for details).

We also found that there were three users who interacted with the engagement-
coordinated interview item more than once. We found that their assessed average
engagement improved (from 2.3 to 4.0) after interacting with the system several
times.This gives us a positive indication that interactingwith our systemdoes have the
potential to allow users to improve their conversational ability during job interviews.



206 Z. Yu et al.

Fig. 2 Experiment results between non-coordinated and engagement-coordinated job interviewer

4 Conclusion and Future Work

We have proposed and implemented a real-time user-reactive system framework
for task-oriented conversations. We implemented an example application based on
the framework in the form of an engagement-coordinated interview training task.
From the data collected using both the non-coordinated and engagement-coordinated
versions of the interview training task, we found that the engagement-coordinated
version was rated as more engaging and providing a better user experience as com-
pared to a non-coordinated system.

In the future, we wish to design and implement improved reactive systems that are
able to tacklemore complex tasks, such as for conversational proficiency practice.We
also wish to design better conversation policies that take dialog context information
into consideration during conversation flow planning. We will also integrate more
speech feature-based information into the engagement module in order to make the
engagement prediction more accurate.
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On the Applicability of a User
Satisfaction-Based Reward for Dialogue
Policy Learning

Stefan Ultes, Juliana Miehle and Wolfgang Minker

Abstract Finding a gooddialogue policy using reinforcement learning usually relies
on objective criteria for modelling the reward signal, e.g., task success. In this
contribution, we propose to use user satisfaction instead represented by the met-
ric Interaction Quality (IQ). Comparing the user satisfaction-based reward to the
baseline of task success, we show that IQ is a real alternative for reward modelling:
designing a reward function using IQ may result in a similar or even better perfor-
mance than using task success. This is demonstrated in a user simulator evaluation
using a live IQ estimation module.

Keywords Statistical spoken dialogue systems · Interaction quality ·
Reinforcement learning

1 Introduction and Related Work

Finding well-performing dialogue strategies for Spoken Dialogue Systems (SDSs)
has been in the focus of research for many years. One possibility is to create hand-
crafted rules designed by experts. However, this approach is problematic: the result-
ing strategy is usually not very robust and strongly biased by the expert’s view.

Instead of handcrafting the dialogue behaviour, more recent approaches aim at
learning the optimal dialogue behaviour using reinforcement learning [6, 24]. Here,
the dialogue strategy (called policy) is trained with a number of sample dialogues
which are evaluated using a reward R. Traditional approaches incorporate the objec-
tive task success (TS) into the reward. This task success, though, only models the
system view on the interaction. Incorporating the user view instead might be of more
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interest [15, 19] as it is the user who ultimately decides whether to use the system
again or not.

For task-oriented dialogue systems, the user view may be captured with the user
satisfaction. In fact, task success has only been used in previous work as it has been
found to correlate well with user satisfaction [23].While previously, user satisfaction
was not accessible during learning, the recently proposed Interaction Quality (IQ)
metric [10] has been designed to automatically predict the user’s satisfaction level
during the dialogue.

Themain contribution of this work is to address the question how user satisfaction
and task success relate with respect to their applicability on dialogue policy learning
when being used as the main reward. We formulate the following expectations on
their behaviour:

1. Apolicywhich is optimised onuser satisfaction should yield similar performance
in task success compared to a policy optimised on task success. We assume that
a user is not satisfied with the dialogue if the dialogue was not successful.

2. A policy which is optimised on task success will result in worse satisfaction rates
than a policy which is optimised on user satisfaction.

Hence, for a satisfaction metric to be applicable for dialogue learning, it must
show similar behaviour. In our previous work, we successfully showed that IQ is
suitable for designing a rule-based policy and outlined an IQ-based dialogue-level
reward function [16] and showed that using IQ for a binary decision over TS results
in a precision of 84.5%. This indicates that similar performance in task success rate
may be expected when using it as the main reward.

To follow up on this, we present a study in a simulated environment comparing IQ
and TS as the main rewards for dialogue learning. We investigate the effects on the
resulting TS rate of using IQ as the main reward and vice versa. Only if the expected
behaviour is met, applying IQ for dialogue learning may be regarded as feasible.

Others have previously introduced user ratings into the reward. Gašić et al. [4]
have successfully used the user’s success rating directly during learning with real
humans. Su et al. [12] extended the idea by using a similar setup plus having an
additional task success estimator. While both use task success as measure, we will
investigate whether user satisfaction may be used as reward in a similar fashion.

A prominent way to model user satisfaction is the PARADISE framework [22]
which has also been used for reward modelling [8, 21, e.g.]. However, a question-
naire has to be answered by real users to derive user ratings with that framework.
This is usually not feasible in real world setting. To overcome this, PARADISE has
been used in conjunction with expert annotators [2, 3] which allows an unintru-
sive rating. However, the problem of mapping the results of the questionnaire to a
scalar reward value still exists. Furthermore, PARADISE assumes a linear depen-
dency between measurable parameters and user satisfaction. However, assuming a
non-linear dependency might be more appropriate [9]. Finally, to derive a user satis-
faction rating using the PARADISE framework requires access to information about
the success of the dialogue which us usually hard to obtain. Therefore, we will use
the Interaction Quality [10] in this work which uses scalar values applied by experts
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and assumes a non-linear dependency between measurable parameters and the target
value and does not rely on any information about the success of the dialogue or any
task specific information.

The remainder of the paper is organized as follows: the IQ metric and the core
contribution of modelling dialogue-level reward functions with IQ is described in
Sect. 2 with its experiments and results in Sect. 3. Conclusions for future work are
drawn in Sect. 4.

2 Interaction Quality Dialogue-Level Reward

The Interaction Quality (IQ) [10], which will be used for modelling the dialogue-
level reward, has been proposed as a turn-level metric for user satisfaction in spoken
dialogue systems.

InteractionQuality Paradigm The general idea of the IQ paradigm is to use a set
of measurable interaction parameters to create a non-linear statistical classification
model. The target variable is a scalar value ranging from five (=satisfied) down to one
(=completely unsatisfied). The input variables called interaction parameters encode
information about the current turn as well as temporal information which is modelled
on the window and the dialogue level (counts, means, sums and rates of turn-level
parameters). The turn-level parameters are derived from the SDS modules Speech
Recognition, Language Understanding, and Dialogue Management.

IQ meets the requirements for being used in an adaptive dialogue framework [19]
and is the ideal candidate for our research. The IQ values are annotated by expert
annotators yielding a high correlation to real user ratings [20].

Previously, a Support Vector Machine (SVM) has been applied for IQ classifi-
cation achieving an unweighted average recall1 (UAR) of 0.59 [9]. Furthermore,
an ordinal regression approach achieved 0.55 UAR [1] and a hybrid-HMM 0.51
UAR [17]. As comparison, the human performance on that task is 0.69 UAR [10].

RewardModel In this work, we compare two different approaches for modelling
the reward. Both have the same shape: for each turn, a small negative discount is
added to favour shorter dialogues. Additionally, a final reward is defined based on
the dialogue outcome. Both are combined for calculating the overall reward R for
a complete dialogue of length T . For the baseline of using task success (TS), R is
defined as

RTS = T · (−1) + 1TS · 20 , (1)

where 1TS = 1 only if the dialogue resulted in a successful task, 1TS = 0 otherwise.
Based on the same binary decision principle, the IQ-based reward function has

been defined:

1The arithmetic average over all class-wise recalls.
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RIQb = T · (−1) + 1IQ · 20 . (2)

A final reward of 20 is assigned only if a high IQ has been achieved at the end of a
dialogue, i.e., the final IQ value (1IQ = 1 only if I Q ≥ 4, otherwise 1IQ = 0).

3 Experiments and Results

Evaluation of the reward functions presented in Sect. 2 is performed using an adap-
tive dialogue system interacting with a user simulator. A user simulator offers an
easy and cost-effective way for training and evaluating dialogue policies and getting
a basic impression about their performance.

Experimental Setup For creating the IQ estimation model as well as for training
and evaluation of the dialogues, the Let’s Go bus information domain [7] has been
chosen as it represents a domain of suitable complexity. The Let’s GoUser Simulator
(LGUS) [5] is used for policy training and evaluation to neutralise the need for human
evaluators. LGUS has been trained on 1,275 real user dialogues collected with Let’s
Go. The simulator is set to converse for at least 5 turns as this is the minimum
number to successfully complete the dialogue. To get bus information from the
system, departure place, arrival place, travel time, and optionally the bus number
may be provided.

In order to evaluate the reward functions, the adaptive statistical dialogue
manager OwlSpeak [18] is used with a connected IQ estimation module [14]. The
IQ estimation module uses a Support Vector Machine UAR of 0.55 on the training
data [11] using 10-fold cross-validation. The policy of OwlSpeak operates on the
summary level, i.e., it maps a summary space representation to a summary action,
e.g.,request or confirm. The summary action ismapped back to a system action
using a heuristic.

For evaluation, the objective metrics task success rate (TSR, the ratio of dialogues
for which the system was able to provide the correct result) and average dialogue
length (ADL) have been chosen. In addition, the average IQ value (AIQ) is calculated
for each policy based on the IQ value of the last exchange of each dialogue (which
is also used within some of the reward functions). All AIQ values are based on the
SVM estimates.
Results For each reward model, the results depicted in Table1 are computed after
1,000 training dialogues based on the last 200 dialogues averaged over five trails.
The corresponding learning curves for moving TSR and IQ are shown in Fig. 1. Both
show that for the respective reward, learning has mostly saturated for the last 200
dialogues.

Looking at the relation between IQ and TSR for the two reward models, both
expectations presented in Sect. 1 are clearly met: RIQ results in similar success rates
compared to RTS (Exp. 1) and yields higher IQ values than RIQ (Exp. 2) with 2.0
compared to 1.5. Even though the success rate for RIQ with an TSR of 56.3% sur-



On the Applicability of a User Satisfaction-Based Reward for Dialogue Policy Learning 215

Table 1 Final TSR, ADL, and AIQ computed out of the last 200 training dialogues for each reward
function averaged over five policy trainings along with the respective confidence interval

TSR ADL AIQ

IQb 56.3% (±11.8) 13.3 (±0.9) 2.0 (±0.5)

TS 45.4% (±9.5) 14.2 (±1.4) 1.5 (±0.5)
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Fig. 1 Moving task success rate and moving interaction quality computed over a window of 200
turns for both reward models. The learning curves are averaged over five trained policies

passes RTS with a TSR of 45.4%, this may regarded as a statistical insignificant.
In fact, using the same trained reward estimator to learn policies in other domains
shows that the TSR of RIQ and RTS are similar [13].

Asboth expectations havebeenmet, the results clearly suggest that IQ is applicable
for dialogue policy learning. Although the experiments have only been carried out
in simulation, we would expect to see similar behaviour in real user experiments.

4 Conclusion

In this paper, we have presented user satisfaction represented by the Interaction
Quality (IQ) metric as an alternative to task success for modelling the dialogue-level
reward used for reinforcement learning of the dialogue policy. We have analysed
its applicability by formulating two key expectations on the relation of task success
and IQ and shown in simulated experiments that these expectations have been clearly
met. Learning a dialogue policy using IQ in the reward results in similar performance
of the resulting policy in terms of task success while achieving better results in terms
of estimated user satisfaction.

Of course, to asses the impact on user satisfaction, experiments with real users
are necessary which will be part of future work. Furthermore, while the difference
in TSR is not significant, it needs to be investigated further. Finally, IQ is currently
only regarded as being part of the reward. It may as well be part of the dialogue state
which will also be in the focus of future work.
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OntoVPA—An Ontology-Based Dialogue
Management System for Virtual Personal
Assistants

Michael Wessel, Girish Acharya, James Carpenter and Min Yin

Abstract Dialogue management (DM) is a difficult problem.We present OntoVPA,
an Ontology-BasedDialogueManagement System (DMS) forVirtual Personal Assis-
tants (VPAs). The features of OntoVPA are offered as generic solutions to core DM
problems, such as dialogue state tracking, anaphora and coreference resolution,
etc. To the best of our knowledge, OntoVPA is the first commercially available,
fully implemented DMS that employs ontologies and ontology-based rules for (a)
domain model representation and reasoning, (b) dialogue representation and state
tracking, and (c) response generation. OntoVPA is a declarative, knowledge-based
systemwhich can be customized to a newVPA domain bymodifying and exchanging
ontologies and rule bases, with very little to no conventional programming required.

Keywords Dialogue management systems · Virtual Personal Assistants
Ontology · Knowledge representation and reasoning for dialogue management
SPARQL · Web Ontology Language · OWL · Description logics

1 Introduction and Motivation

Dialogue management (DM), the core functionality of aDialogue Management Sys-
tem (DMS), is notoriously difficult, if not AI-complete; see [1] for a recent overview.
Even in more restricted dialogue systems, difficult problems such as anaphora and
coreference resolution and dialogue state tracking may have to be addressed. The
importance and difficulty of the dialogue state tracking problem is also testified by

M. Wessel (B) · G. Acharya · J. Carpenter · M. Yin
SRI International, 333 Ravenswood Avenue, Menlo Park, CA 94025, USA
e-mail: michael.wessel@sri.com

G. Acharya
e-mail: girish.acharya@sri.com

J. Carpenter
e-mail: james.carpenter@sri.com

M. Yin
e-mail: min.yin@sri.com

© Springer International Publishing AG, part of Springer Nature 2019
M. Eskenazi et al. (eds.), Advanced Social Interaction with Agents, Lecture
Notes in Electrical Engineering 510, https://doi.org/10.1007/978-3-319-92108-2_23

219

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-92108-2_23&domain=pdf


220 M. Wessel et al.

the recently established series of Dialog State Tracking Challenges [2], aimed at
catalyzing progress in this area.

To the best of our knowledge, state tracking and DM are still in its infancy in con-
temporary commercial frameworks/platforms for realizing Virtual Personal Assis-
tants (VPAs), with very little to no support offered by the frameworks. Commercial
platforms usually offer some form of action-reaction trigger (≈production) rules
(e.g., to invoke a RESTful service in the Internet of Things), based on the user’s
current input or intent. However, these rules are usually constrained to accessing the
parameters (≈slot values) of the current user intent and/or input only, and hence can-
not reason over or introspect the full dialogue history or domain model. Their context
is limited to the current (and maybe the previous) utterance/dialog step. In contrast,
the ontology-based DMS that we are presenting in this paper, OntoVPA, has access
to and is capable of reasoning over the full dialogue history of utterances/dialogue
steps, and corresponding domain models as well, hence enabling superior dialogue
understanding and conversational capabilities as required for conversational VPAs.

Consequently, in these simpler commercial systems, the VPA application devel-
oper must manually program most of the DM “bookkeeping” (i.e., dialogue state
management and tracking), with little to no support from the underlying VPA frame-
work. In the worst case, the dialogue history and state needs to be encoded in pro-
prietary data structures, with little to no reuse across domains.

This model-less, programmatic approach to DM is feasible for simple one-shot
request/response VPAs that do not need to sustain complex conversations (possibly
involving multiple dialogue steps) with the user for fulfilling a request, but becomes
tedious (if not impractical) in more complex VPA domains that require elaborate
workflows for solving complex domain-specific problems in cooperation with the
user (e.g., booking of a business trip includes flight, hotel, and rental car reser-
vations, etc.) A system with deep domain knowledge capable of solving complex
domain-specific problems in cooperation with the user is also called a Virtual Per-
sonal Specialist (VPS) [3]. Due to the complexity of the domain problems to be
solved (e.g., bank transfers), dialogues will require multiple steps for workflow/in-
tent completion, and both the user and the VPA should be able to steer and drive the
dialogue to solve the problem cooperatively, i.e., mixed initiative dialogue systems
[4] are preferred. The challenges presented by conversational VPSs have shaped
OntoVPA, our ontology-based DMS for VPAs.

OntoVPA is offered as a generic, reusable VPA platform (architecture, frame-
work, toolkit, …) for implementing conversational VPAs and VPSs that require
deep domain knowledge, complex workflows, and flexible—not hard-coded—DM
strategies. It promises to significantly reduce development times, due to its reusable,
powerful, and generic features (see Sect. 2).

OntoVPA employs ontologies for dialogue and domain representation, as well
as ontology-based rules for dialogue management, state tracking, and response/an-
swer computation. OntoVPA’s dialogue representation is similar to the blackboard
in information state space-based DMSs, but also shares many characteristics of
frame-based DMSs [1]. The representational and inferential capabilities of OntoVPA
greatly exceed typical frame-basedDMSs though, as its architecture includes a proper
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ontology representation and reasoning infrastructure. In a sense, OntoVPA takes the
frame-based DMS architecture to the extreme.

Related Work Since the days of the LUNAR system, ontologies have been used suc-
cessfully in NL Question Answering systems, recently in HALO/AURA [5]. One
of the few dialogue systems that uses ontologies at runtime for response genera-
tion is [6], but neither standard reasoning nor ontology-based queries/rules are used.
Dynamic use of ontologies is considered in [7] and led to the OntoChef system [8],
which is equipped with a sophisticated cooking ontology, but uses a DMS with-
out ontology (Olympus/RavenClaw). Other case studies have focused on ontology
modeling [9] and dialogue design based on task structures in OWL [10]. Frequently,
ontologies are used for domainmodels. OWLSpeak [11, 12] is similar to our dialogue
ontology in that it is capable to represent (speech act influenced) dialogue models as
well as the state of the dialogue, but no ontology-based rules nor queries are used to
compute the system’s responses (it generates Voice-XML). A sophisticated Semantic
Dialogue System for Radiologists is presented in [13], and it also relies on ontologies
and SPARQL, but does not use these techniques for the implementation of the DM
shell.

The remainder of this paper is structured as follows. First, we introduce ontology
key concepts and illustrate how they are put to work in OntoVPA; we also outline
OntoVPA’s architecture. Next, we illustrate the core DM capabilities of OntoVPA
in a Point-Of-Interest Recommender VPA. We analyze an example dialogue with
OntoVPA in this domain and explain how ontologies, reasoning, and ontology-
based rules enable OntoVPA’s conversational, deep understanding. We then discuss
OntoVPA’s ontology in more detail; OntoVPA employs a generic, upper level ontol-
ogy for dialoguemanagement anddomainmodels. SpecificVPAdomains are reusing,
customizing and extending these upper level ontologies. We hence discuss the upper
level ontology in some detail, as it represents core notions of the DM model. The
runtime dynamics of the dialog (request and answer processing, turn taking, …) are
implemented byontology-based rules, andwediscuss ourDM-specific rule language.
We conclude with a summary and outlook for future work.

2 Ontologies, Rules, and Architecture

In the following,we are using aRestaurant RecommenderVPAdomain. As onewould
expect, a domain-specific restaurant ontology likely contains concepts (≈ classes,
types, …) such as Restaurant, ItalianRestaurant, . . .; relations such as servesFood;
attributes such as hasAddress, as well as specific instances of these classes, with rela-
tionships holding between them. Moreover, there are relationships between classes,
i.e., subclassOf , disjointWith, equivalentWith etc.

In this domain, let us assume a restaurant of class/type ItalianPizzaRestaurant has
been suggested to the user in response to a “Findmean Italian restaurant!” request. In
subsequent dialogue steps, the user might refer back to this recommended restaurant,
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with follow-up questions such as “What is the rating of the pizza place?” or “What
is the price level of the Italian restaurant?”—if the domain ontology states that
the classes ItalianRestaurant and PizzaPlace are superclasses (hypernyms) of the
ItalianPizzaRestaurant class, then these anaphora can be resolved by introspection
of the dialogue history. OntoVPA contains generic co-reference/anaphora resolution
rules. These ontology-based rules consider the class hierarchy of the ontology (the
so-called taxonomy) and are aware of hypernyms, hyponyms, and synonyms (also
compare [14]).

An expressive ontology-based dialog representation is a prerequisite for this kind
of ontology-based anaphora resolution. The dialogue representation also needs to be
“reflexive” in the sense that it is not sufficient to only remember what the user has
said—the VPA/DMS also needs to remember its own utterances/dialogue steps, e.g.,
the suggested ItalianPizzaRestaurant.

The classes and relation types defined in the static dialogue ontology are instan-
tiated in the dynamic dialogue representation at runtime. The vocabulary (= sets
of classes, relations, and attributes) in the dialogue ontology is inspired by speech
act theory [15]. Ontology-based rules over these representations then implement the
dynamics of the dialog by computing answers/responses.

We are using the W3C standard OWL 2 [16] for the ontology language, and
have implemented a custom ontology-based rule engine, based on the SPARQL 1.1
RDF query language [17]; the utilized Jena SPARQL engine [18] operates on the
deductive closure induced by the OWL ontology, and is hence aware of the ontology
consequences (unlike ordinary RDF query languages). Mature implementations of
OWL 2 and SPARQL exists [18, 19], as well as modeling workbenches [20]. The
use ofW3C standards facilitates customer acceptance, and “off the shelf” ontologies
are only readily available in standard formats such as OWL.

In a nutshell, ontologies facilitate the following in OntoVPA:

Domain model representation: The classes (types), relationship types, instances,
and relations of the VPA domain. Often, we wish to reuse and extend well-known
upper level ontologies, e.g., Schema.org [21]. Using standard OWL 2 Descrip-
tion Logic (DL) terminology [16, 22], the classes (≈ concepts, types, …) and
object and datatype properties (≈ properties, slots, attributes, relations, param-
eters, …) constitute the TBox (terminological box) of the ontology, representing
the vocabulary of the domain, whereas the actual instances of these classes and
relationships are kept in the ABox (assertional box).

The dialogue ontology is a TBox—its classes and properties are inspired by
speech act theory [15]. It contains classes for different kinds of dialogue steps,
such as the UserIntent class, which is a subclass of the UserRequest class, which
is a specialDialogUserStep, and so on. It also contains classes for representing the
system’s responses. The dialogue ontology hence contains all classes, attributes,
and relations (vocabulary) that are required for the actual runtime representation
of the dialogue. This vocabulary is then instantiated at runtime in

The dialogue representation, which is an ABox—here, the classes of the dia-
logue ontology are instantiated. The instances represent the dialog steps (i.e.,
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Fig. 1 OntoVPA’s processing pipeline. Automatic Speech Recognition (ASR) turns the audio signal
into text. The text is then classified as some kind of DialogueUserStep, e.g., a specific UserIntent
such as FindPOIIntent. The ontology specifies parameters/slots for dialogue step classes, and the
slot filler “fills in” these slots. The instantiated and slot-filled intent class then refers to individuals,
classes, and relations from the ontology. Collectively, the classifier and slot filler act as a semantic
parser. The constructed dialog step instance is inserted into the dialogue ABox, and the rule engine
is invoked to compute OntoVPA’s response, which is then presented (using different modalities) by
the Output Presentation module

steps of the user and steps of the VPA system, requests and responses, …), and
relationships between them represent causal and temporal dependencies between
steps. There are also relationships to individuals from domain-specific ABoxes,
so-called data source ABoxes.

Reasoning is applicable in a number of areas and offers the following potentials:

Deep domain knowledge and expertise: A VPAwith deep expertise in a domain
(a VPS) requires extensive and profound domain knowledge, and workflows
and reasoning procedures are becoming more complex. Automatic reasoning by
means of highly expressive ontology-based rules can solve complex domain-
specific problems in a declarative, reusable, and human comprehensible (i.e.,
explainable) way.

Response computation: Ontology-based rules can be used to compute the actual
utterances of the VPA, combining the best of conceptual, human-friendly knowl-
edge representation with the expressive and human comprehensible (i.e., explain-
able) inferential power of rules.

Handling polysemy and ambiguity of natural language in dialogues: Ontolo-
gies provide a means to deal with the polysemy of natural language (NL). An
ontology can structure the domain-specific vocabulary (“lexicon”) in terms of
semantic relationships between domain concepts/terms, such as hypernym/hy-
ponym, synonym/antonyms, and so on. This knowledge can then be exploited for
a variety of context-specific NL interpretation and NL understanding tasks [14],
e.g., anaphora resolution, semantic role labeling, etc.
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We will illustrate these potentials by means of an example domain in greater detail
now, and describe how these capabilities are implemented in OntoVPA.

The processing pipeline of OntoVPA is shown and explained in Fig. 1 (cf. [4]).
The ontology is used by the classifier, slot-filler, and rule engine. The ontology-based
SPARQL rules are only used by the rule engine.

3 Ontology-Based Dialogue Management Illustrated

What are the core capabilities required for conversational VPAs/VPSs (cf. [4, 14,
23])? In our experience, in addition to anaphora/coreference resolution, the list of
requirements includes the following: realizing when a user request (also: intent)
is fully specified and ready for execution (i.e., all required parameters/slot fillers
are specified); inquiring about missing required parameters/slot fillers; interpret-
ing arbitrary user input in the context of the current dialogue (what does “In Palo
Alto!” mean in the context of the current dialogue?); being able to maintain sub-
dialogues/sub-workflows (e.g., the book a business trip dialogue requires a book a
hotel room sub-dialogue); being able to determine and continue with an open, not yet
fully executed (sub-) dialogue from the agenda of open (sub-)dialogues; to cancel an
open (sub-) dialogue; support for refining, generalizing, deleting or overwriting slot
values of previously executed requests (intents), and for reexecuting such a modi-
fied dialogue step; and, last but not least, the ability to recognize and disambiguate
ambiguous input (does “Stanford” refer to the city, or the college?) in the context of
the current dialogue.

OntoVPA supports all of these, and more. We will now illustrate some of these
core capabilities with the example dialogue from Fig. 2 in the Point-of-Interest (POI)
Recommender domain, which is a generalization of the Restaurant Recommender
domain (i.e., it offers a richer domain ontology).

After an initial greeting from the system in Step 1, the user initiates the dialogue
in Step 2 by asking for a Chinese Restaurant in Menlo Park. The user’s request is
recognized/classified as a FindPOIIntent, a subclass of UserIntent. DialogUserStep
classes are defined in thedialogue ontology. The dialogue ontology defines the vocab-
ulary instantiated in the dialogue ABox, as illustrated in Fig. 3. The user’s utterances
(often, instances of UserRequest or UserIntent) are instantiated and inserted into
the dialogue ABox by the semantic parser, whereas OntoVPA’s utterances (usually
SystemResponses) are created by OntoVPA’s ontology-based rule engine. OntoVPA
keeps track of the current dialogue user step and current dialogue system step by
annotating the corresponding instances in the dialogue ABox with so-called control
markers, i.e. CurrentDialogUserStep and CurrentDialogSystemStep.

The domain ontology contains a taxonomy of POI classes, such as Chinese-
Restaurant; a subclass (= kind) of AsianRestaurant, which is a kind of Restaurant,
which is a kind of POI , and so on. In addition, there are classes such as City. The
actual POIs (instances of POI classes) are stored in a domain data source, which is
an OWL (RDF) ABox—the POI database. These POIs have their typical attributes
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No. User Step (DialogUserStep) OntoVPA Step (DialogSystemStep)
1 (none) Hello, how can I help you?
2 Is there a Chinese Restau-

rant in Menlo Park?
Sorry, I can’t find any Chinese Restaurant in Menlo
Park. Do you want me to find something similar?

3 Okay! I found Gombei Japanese restaurant in Menlo Park,
at 0.34 miles.

4 Can you show it on the
map?

I am assuming with ‘it’ you are referring to Gombei
Japanese restaurant. Now showing it on the map.

5 Is there a library close to
the Asian restaurant?

Yes, the Menlo Park library is close to Gombei
Japanese restaurant, at 0.3 miles.

6 How about a Pizzeria in
Menlo Park?

I found Applewood Pizzeria in Menlo Park, at 0.2
miles.

7 In Palo Alto! I found Olive Garden in Palo Alto, at 1.4 miles.
8 Is there parking close to the

Pizza Place?
Do you mean Olive Garden?

9 No Applewood Pizzeria has a parking lot.

Fig. 2 Example Dialogue with the Point-of-Interest (POI) Recommender in OntoVPA

(properties), i.e., name, address, geographic coordinates, and so on. The POI Abox
also contains cities such as MenloPark. For the sake of simplicity, POI instances
refer to the cities in which they are located via the inCity object property (slot).

Along with the FindPOIIntent, the semantic parser also asserts (inserts, adds) a
“fresh”ChineseRestaurant instance as a filler of the dialogueEntity slot (object prop-
erty) into the dialogue ABox. This ChineseRestaurant POI instance can be thought
of as a “query-by-example POI” for theFindPOIIntent query (see Sect. 5). The parser
also realizes that “Menlo Park” refers to the MenloPark City individual in the POI
database, and fills it in as slot value of the inCity slot on the fresh ChineseRestaurant
instance. Slot-filling utilizes the ontology in order to identify the right slot (or likely
slot candidates in case of ambiguity)—here, the inCity property is selected as the slot
for the MenloPark City instance, because it is an instance of the slot’s range class
(range(inCity) = City).

OntoVPA now realizes that the FindPOIIntent is completely specified—all
required parameters are given. Hence, it is ready for execution, and the semantic
search over the POI database is performed. In this example, OntoVPA does not find
a matching ChineseRestaurant in MenloPark, and it takes the initiative by proac-
tively asking the user if the query should be generalized. Now, a YesOrNoAnswer
is expected from the user. For both possible answers, OntoVPA has set up corre-
sponding positive and negative continuation requests; the negative continuation is a
GreetingIntent, whereas the positive continuation is a FindPOIGeneralizedIntent.
The parameters required for the latter intent are copied over from the previous
FindPOIIntent. Hence, depending on whether a YesUserResponse or a
NoUserResponse is received, the corresponding prepared continuation intent is trig-
gered automatically by OntoVPA. In Step 3, the FindPOIGeneralizedIntent is trig-
geredbasedon the user’s “Okay!” response,which is classified as aYesUserResponse.
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Fig. 3 Illustration of the Dialogue ABox after Step 4 from Fig. 2. Grey circles visualize OntoVPA’s
SystemDialogueSteps. Blue circles visualize the user’sUserDialogueSteps. Blue shapes are created
by the semantic parser; blue rectangles are instances of domain classes (e.g., ChineseRestaurant).
Yellow triangles visualize ontology individuals from some data source (MenloPark). White circles
are created programmatically as follow up requests by the rule engine

The FindPOIGeneralizedIntent employs a relaxed semantic matching condition
which uses the taxonomy to compute a semantic similarity measure between the
given query-by-example POI, and the actual source candidate POI. For example, a
JapaneseRestaurant ismore similar to aChineseRestaurant than aSteakHouse, given
that the least common subsumer (least common superclass) between
ChineseRestaurant and JapaneseRestaurant isAsianRestaurant, but onlyRestaurant
between ChineseRestaurant and Steakhouse (hence, they are less similar). Using
generalized semantic search, a matching JapaneseRestaurant POI is found and
linked to from the dialogue ABox by using the sourceEntity slot of the generated
FindPOIGeneralizedResponse instance.

In Step 4, “Can you show it on the map?”, OntoVPA realizes that it refers
to the most recently discussed POI—like the already discussed FindPOIIntent,
the MapPOIIntent has a dialogueEntity slot, with a local range restriction class
POI (individuals can instantiate multiple classes in OWL). The ItDeterminerMixin
anaphora resolution rule now identifies the most recently discussed entity from
the dialogue that satisfies the types of the MapPOIIntent’s dialogueEntity slot
filler, i.e., the most recent POI that occurred in the dialogue history. By travers-
ing the dialogue history backward, it finds the sourceEntity filler of the previous
FindGeneralizedPOISystemResponse. Hence, the retrieved Japanese restaurant is
identified as the referent of the it anaphora. OntoVPA contains anaphora resolution
rules for it, the, a, his, her, and so on. With the exception of it, they also instantiate
and consider the given class, e.g., like in the Asian Restaurant.
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Anaphora resolution involving the TheDeterminerMixin is illustrated in Step 5;
there, it is realized that a POI instance of the class JapaneseRestaurant is also an
instance of the AsianRestaurant superclass.

To demonstrate disambiguation, we are adding some more dialogue objects to
the discourse, by requesting a Pizzeria in MenloPark in Step 6. In Step 7 it is
demonstrated how arbitrary input can be interpreted in the current context of the
dialogue—based on the dialogue history, OntoVPA understands that the most likely
user intent behind the ambiguous “In Palo Alto!” utterance is tomodify and reexecute
the previous intent, i.e., to look for a Pizzeria in PaloAlto instead ofMenloPark. This
introduces yet another Pizzeria instance, this time in Palo Alto.

Given that it is not self-evident what “In Palo Alto!” means without the con-
text of the full dialogue, the semantic parser cannot instantiate a very specific
DialogueUserStep or UserIntent class here. Instead, a generic high-level
ArbitraryUserInput dialogue step with a PaloAlto City individual filler of the inCity
slot is created, given that the proposition “in” maps to the inCity slot. A context-
specific dialogue rule then processes theArbitraryUserInput dialogue step—by look-
ing at the previousDialogueUserStep FindPOIIntent, OntoVPAnow suspects that the
inCity slot value of the previous FindPOIIntent shall be overwritten with the given
one (i.e.,MenloPark be replaced with PaloAlto), and the so-modified FindPOIIntent
be reexecuted.

In Step 8, there are now two pizzerias in the dialogue ABox—as the PizzaPlace
class is a synonym for the Pizzeria class, “the Pizza Place” is now ambiguous and
could refer either to the Pizzeria in Palo Alto, or to the one inMenlo Park. One disam-
biguation strategy (out of several available) is to ask for clarification, as illustrated in
Fig. 2. OntoVPA also uses inference in Step 9 to realize when the anaphora has been
disambiguated, and when the original FindPOIIntent from Step 8 can be executed
(notice that the exemplar POI instances also have an optional nearBy attribute, to
which “close to” maps).

None of the just discussed DM strategies are hard coded—strategies can be
changed flexibly by adding, enabling, or disabling generic DM rules in OntoVPA’s
upper-level generic rule layer, or by overwriting and/or specializing generic rules
with domain-specific rules in the domain-specific rule layer.

4 OntoVPA’s Upper Ontology and Modeling in OWL

OntoVPA’s upper level ontology plays a key role for organizing and categorizing
the different vocabularies into domain- and dialogue-specific parts, depending on
role, and for categorizing DialogueUnits into certain speech acts. The upper level
ontology contains two main branches: the upper level dialogue ontology branch, and
the upper level domain ontology branch. Important root classes are:

DialogueStep: Root class of the dialogue ontology. Children of DialogueStep
are: DialogueUserStep, DialogueSystemStep, Request, Response. Further down:
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Fig. 4 Subclasses of DialogStep (a), The POI Domain Class and FindPOIIntent Dialogue Class
in OWL 2 (b), (c)

DialogueUserRequest, DialogueUserResponse, DialogueSystemRequest, and
DialogueSystemResponse. An important DialogueUserRequest subclass is
UserIntent; all domain-specific intents such as FindPOIIntent specialize it.
Arbitrary (highly dialogue context-dependent input) can be represented with
ArbitraryUserInput. Most intents have a corresponding SystemResponse class,
e.g., FindPOIResponse.

DomainNotion: Root class of the domain ontology. Only a few high-level notions
such as Entity, Event, TemporalThing, and SpatialThing, are present. We also
include Schema.org [21]. For example, the AsianRestaurant class will specialize
Schema.org/Restaurant, andChineseRestaurantwill specializeAsianRestaurant.

DialogueControlMarkers: are used to control DM of the rule engine. We already
mentioned CurrentDialogueUserStep and CurrentDialogSystemStep.

In addition to the class hierarchy (see Fig. 4a), the upper ontology also contains an
object property hierarchy and a datatype property hierarchy. These property hierar-
chies mirror the class hierarchy closely (all hierarchies support multi-inheritance):
there are root properties corresponding to the three main root classes. Important
control properties are nextStep, previousStep, and finalSystemResponse; these cor-
respond to edges in the dialogue ABox graph of Fig. 3. Control properties are often
used in combination with DialogueControlMarkers control vocabulary to control
and instruct OntoVPA’s rule engine, for dialogue branching, looping, follow-up con-
tinuations based on the user’s response, etc.

Modeling properties of domain classes and intents in OWL [16, 22] seems
to be straightforward—distinguishing between required and optional parameter-
s/properties turns out to be challenging though, mainly due to the Open World
Assumption (OWA) in OWL. We argue that an epistemic semantics is desirable
for specifying required properties of DialogUserSteps or UserIntents. For exam-
ple, the FindPOIIntent cannot be executed unless the required dialogueEntity is
known (hence, epistemic semantics). Due to the OWA, simply declaring a property
on a class by using an existential restriction of the form ∀x : FindPOIIntent(x) ⇒
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∃y : dialogueEntity(x, y) is insufficient: Given a dialogue ABox such as
{FindPOIIntent(userIntent1)}, where the dialogueEntity filler is not given explic-
itly, the OWL reasoner will infer that some dialogueEntity PO I instance exists.
However, we would like to require that this instance should be explicitly given by
the user. To complicate things even further, the POI domain class has an optional
inCity property. Froma logical point of view, under the standardOWA, every property
is optional on an OWL class or instance, as long as it doesn’t cause an inconsistency.

We are distinguishing required from optional properties as follows. A required
property (on a DialogueSteps) is declared with an existentially quantified axiom
(using someValuesFrom in OWL), as just discussed: FindPOIIntent(x) ⇒ . . .

(∃y : dialogueEntity(x, y)) . . .. However, OntoVPA’S DM system will, on
DialogueSteps, always interpret such properties under the stricter epistemic “must
be known” semantics, and inquire in case of missing slot values for these. Optional
properties are declared by means of universal quantifiers such as ∀x : POI (x) ⇒
. . . ∧ (∀y : inCity(x, y) ⇒ City(y)) . . . (allValuesFrom inOWL). This is also
illustrated in Fig. 4b, c; inCity is optional on POI , and dialogueEntity is required on
FindPOIIntent.

5 Rules for Dialogue Management and Workflows

Ontology-based rules are used to compute OntoVPA’s responses, to implement DM
strategies, domain workflows, and the majority of the domain-specific “applica-
tion logic”. Based on the SPARQL 1.1 RDFs query language [18] implemented by
Jena [18], we have implemented a DM-specific rule language. The employed Jena
SPARQL engine is aware of the inferred triples implied by the ontology axioms, and
hence offers expressive OWL reasoning capabilities. SPARQL construct queries
are used to dynamically augment the dialogue ABox.

The rule engine offers versatile and flexible rule application and conflict resolution
strategies, if more than one rule is applicable in a given dialogue situation. For
example, conflict resolution can be performed based on the specificity of a rule, based
on a numeric preference, or based on an explicitly specified defeasibility relation.
The brieflymentionedDialogueControlMarkers play a crucial role in controlling and
“advising” the rule engine. It is aware of the special semantics of the DM-specific
control vocabulary and implements a discourse-specific semantics for them.

A simple rule that responds to a GreetingIntent looks as follows in OntoVPA. It
plays back the fixed GreetingSystemResponse defined in the ontology:

@
Hello -Toplevel
Reply to a greeting intent. Answer strings are defined in ontology.
1
CONSTRUCT { ?o vpa:assertedType vpa:CurrentDialogueSystemStepMarker }
WHERE
{ ?i vpa:assertedType vpa:CurrentUserIntentMarker .

?i vpa:assertedType vpa:GreetingIntent .
?i vpa:finalExpectedSystemResponse ?o }
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A set of such rules separated by “@” is specified in a .sparql (rule) file. Each
rule has a name; rules with a -Toplevel suffix act as “daemons”—they are auto-
matically (re)checked for applicability each time the dialogue ABox gets updated,
and fired automatically by the DMS (after conflict-resolution). Non-daemon rules
can be triggered by other rules, to act as follow-up or continuation rules. The third
line (1) provides control information to the rule interpreter, such as rule priority, and
precedence over other rules (defeasibility reasoning).

In the example rule just discussed, a SPARQL variable ?o is bound to a
GreetingIntentSystemResponse, which was inserted into the dialogue ABox by
the rule engine together with the GreetingIntent. This is possible because the
GreetingIntentSystemResponse class is declared as the expected system response
class of the GreetingIntent class. The rule then simply annotates the pre-computed
response individual with theCurrentDialogueSystemStepMarker, and the predefined
answer string is retrieved and played back from the ontology.

We like to mention three features of SPARQL 1.1 that are essential for OntoVPA.
The first essential feature is the ability to construct new nodes and assertions in
the dialogueABox bymeans of rules, using so-called “_:blank” nodes and SPARQL’s
construct. Fixed utterances such as the discussed greeting response are often
insufficient—templates are needed. Within a template, it must be possible to refer
to variable bindings, as well as to static rdfs:label strings from the ontology
(which can be defined in different languages). SPARQL’s xfn:concat string con-
catenation function is used to construct the new answer string. Hence, the second
essential feature of SPARQL for OntoVPA are (user-defined) extension functions,
such as xfn:concat. Similar to procedural attachments, they can invoke arbitrary
Java code during rule execution.

Continuing with the GreetingIntent example rule, instead of playing back the
pre-constructed answer string from theGreetingResponse class, we can dynamically
create a freshFinalResponse instancewith a blanknode_:o, and construct amessage
from a template that includes the name of the current user:

CONSTRUCT {
_:o vpa:assertedType vpa:CurrentDialogueSystemStepMarker .
_:o vpa:assertedType vpa:FinalResponse .
_:o vpa:assertedType vpa:TextOutputModalityMixin .
_:o vpa:message xfn:concat ("Hi ", ?name , "! How are you?") }

The third essential feature of SPARQL in OntoVPA is the ability to perform (a
limited form of) existential and universal second order quantification. Consider
the FindPOIIntent rule. This rule has to ensure that a candidate SourcePOI from
the POI ABox fulfills all the requirements expressed by the exemplar queryPOI ,
i.e., it must have (at least) all the properties of the exemplar POI (it could also
have more specific properties and/or fillers, but we ignore this for the sake of
brevity). This can be expressed as a second-order quantification over properties
P: ∀P : ∀val : P(queryPOI, val) ⇒ P(sourcePOI, val). Notice that sourcePOI can
have more properties than required by the queryPOI . With some further refinements
(we can restrict the quantification to entityAttribute subproperties), we can express
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this in SPARQL as follows (?qentity is the exemplar query POI, and ?sentity
is the source POI):

?qentity vpa:assertedType ?qtype .
?sentity rdf:type ?qtype .
?sentity rdf:type vpa:SourceEntity .
FILTER NOT EXISTS {

?qentity ?par ?parVal .
?par rdfs:subPropertyOf vpa:entityAttribute .
FILTER NOT EXISTS {

?sentity ?par ?parVal } }

This implements a generic semantic search, for all kinds of vpa:Source
Entities. Many of OntoVPA’s generic DM capabilities are implemented suc-
cinctly and declaratively by similar higher-order rules.

6 Conclusion and Outlook

We have presented the ontology-based DMSOntoVPA, and illustrated its underlying
techniques. During the last 3 years, OntoVPA has been successfully deployed to 4
different SRI customers, ranging from domains as different as Beauty Consultant,
Shopping Assistant, Car Conversational System, to an Augmented Reality Tutoring
& Mentoring System.

One of these VPAs uses Japanese language (internally, English is being used).
OntoVPA supportsmulti-modal input and output—different inputmodalities are rep-
resented bymeans of dedicated inputModality slots on the assertedDialogUserSteps,
and dedicated outputModality values can be constructed on SystemResponses—
construct is able to create arbitrarily complex (nested, cyclical, …) output struc-
tures.

In these projects, we have observed a significant reduction in VPA development
time and costs, compared to previous VPA projects@ SRI that did not use OntoVPA.
The exact numbers and evaluation are subject to future research.

We have based OntoVPA and its dialogue representation on formal, explicit, stan-
dardized, and expressive symbolic knowledge representations. This has the benefit of
being transparent and reusable—the dialogue history can be introspected, reasoned
about, visualized (for example, using OWL visualizers); shared, persisted, resumed,
etc. Moreover, its behavior is explainable.

The features and strategies for DM that are pre-defined by OntoVPA are power-
ful, yet flexible and relatively easy to change and extend if necessary. The system
is highly expressive and is also capable to “emulate” a variety of simpler DMS
architectures/paradigms—for example, it is straightforward to implement a finite
state machine-based DMS. Moreover, OntoVPA is reflexive and meta circular—
instead of encoding the DM strategies as high-order rules as just discussed, it is also
possible to encode these strategies on an instance level in theABox and create higher-
order meta interpreter DM rules that then introspect and interpret the instance-level
encoded DM strategies and execute them. We hence suspect that OntoVPA sub-
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sumes most of the existing DMS architectures on the market. We are musing about
participating in a future Dialogue State Tracking Challenge to evaluate OntoVPA’s
performance [2]. We would also like to mention that OntoVPA can be licensed from
SRI International.
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Regularized Neural User Model
for Goal-Oriented Spoken Dialogue
Systems

Manex Serras, María Inés Torres and Arantza del Pozo

Abstract User simulation is widely used to generate artificial dialogues in order
to train statistical spoken dialogue systems and perform evaluations. This paper
presents a neural network approach for user modeling that exploits an encoder-
decoder bidirectional architecture with a regularization layer for each dialogue act.
In order to minimize the impact of data sparsity, the dialogue act space is compressed
according to the user goal. Experiments on the Dialogue State Tracking Challenge 2
(DSTC2) dataset provide significant results at dialogue act and slot level predictions,
outperforming previous neural user modeling approaches in terms of F1 score.

Keywords User simulation · Dialogue systems · Deep learning · Regularization

1 Introduction

Developing statistical Spoken Dialogue Systems (SDS) requires a high amount of
dialogue samples from which Dialogue Managers (DM) learn optimal strategies. As
manual dialogue compilation is highly resource demanding, an usual approach is to
develop an artificial user or User Model (UM) from a small dataset capable of gen-
erating synthetic dialogue samples for training and evaluation purposes [19]. UMs
are designed in a way that they receive an input from the DM and return a coherent
response. A consistent model is expected to maintain coherence throughout the dia-
logue and to imitate the behavior of real users. Also, some degree of variability is
desired in order to generate unseen interactions.
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There havebeen several usermodelingproposals in the literature. Initial approaches
[6, 13, 14] used N-grams to model user behavior, but were not capable of captur-
ing dialogue history and, thus, lacked coherence. Subsequent efforts to induce more
coherent UMs were proposed by [17, 20]. However, these methods often required a
large amount of hand-crafting to infer the dialogue interaction rules.

Several statistical UM approaches have tried to reduce the amount of manual
effort required while maintaining dialogue coherence. In [15] Bayesian Networks
were used to explicitly incorporate the user goal into the UM. A network of Hidden
Markov Models (HMM) was proposed in [5], each HMM representing a goal in the
conversation. A hidden-agenda where the user goal is predefined as an agenda of
constraints and pieces of information to request to the system and updated at each
dialogue turn was presented in [18]. Other approaches have proposed the use of
inverse reinforcement learning [2], exploiting the analogies between user simulation
and imitation learning.

Recently, a sequence-to-sequence neural network architecture has been proposed
[12] for user modeling. Taking into account the whole dialogue history and the goal
of the user, this method predicts the next user action as a sequence decoding of dia-
logue acts. Despite proven to be a promising approach, it suffers from data sparsity
when it comes to represent dialogue acts at slot value level.

This paper proposes to model the user as an ensemble of bidirectional encoder-
decoder neural networks. The dialogue history is encoded as a sequence instead of
a single vector to avoid the information loss caused by compression [3]. Before the
decoding process, an additional layer is used to learn regularization parameters that
are applied to the encoded sequence in order to improve the generalization of the
model. Each user dialogue act is trained in an independent network and an ensemble
is constructed by joining all expert networks to predict the user action for each turn.
In order to address the data sparsity problem, both system and user dialogue act
representations are compressed at slot value level according to the user goal. This
representation allows the slot level information to be included in the network during
the training process, and thus, represents the dialogue interaction logic with finer
granularity.

The paper is structured as follows: Sect. 2 introduces goal-oriented SDS and
explains how dialogue act representations are compressed according to the goals
set in the dialogue scenario. Section3 describes the proposed neural network archi-
tecture in detail. Section4 presents the experiments carried out on theDSTC2 dataset.
Finally, Sect. 5 summarizes the main conclusions and sets guidelines for future work.

2 Compressing Goal-Oriented Dialogue Acts

Statistical approaches to dialog management require a large amount of dialog sam-
ples to train the involved models. Human-to-human dialogues are generally used
to train open domain dialogue systems. However, for goal-oriented human-machine
interaction a common practice to obtain controlled dialogue samples is to assign the
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Table 1 Example scenario of
a restaurant domain corpus
and its goal representation

Description You are looking for a restaurant in the
north part of town and it should serve
international food. Make sure you get
the address and phone number

Constraints Food: International

Area: North

Requests Address

Phone

users a scenario to fulfill through the dialogue [8, 10]. Such scenario may contain
diverse goals to complete by the user and other relevant information for the upcoming
interaction.

As explained in [18], the dialogue goal G = (C, R) can be represented as a set of
constraints C to inform and values to request R that the user needs to fulfill through
the interaction. Table1 shows a dialogue scenario given in the Dialogue State Track-
ing Challenge 2 (DSTC2) corpus used in the experimental section of this paper,
where C = ( f ood = international, area = north) and R = (address, phone)
are given explicitly. The constraints and requests of the goal have a direct correlation
with the user’s intention at semantic level. User-system interactions are usually rep-
resented through dialogue acts (DA) [1, 4, 7], denoted by intention tags (e.g. inform,
request, confirm) which can contain information objects known as slots, with their
corresponding values.

The following example shows an utterance annotated using the dialogue act
schema: inform and request are the dialogue acts; food, area, address and phone
are slots while international and north are slot values. Note that there can be dia-
logue acts without slots and that not all slots need to have a specific value.

Utterance: I want a restaurant that serves international food in the north. Give me
it’s address and phone number

DA Representation: inform (food=international, area=north) & request
(address, phone)

Themain problemof the dialogue act representation is the huge amount of possible
slot values. For example, in the DSTC2 corpus, the system can inform of more
than 90 food values and 100 restaurant names. Assuming the slot values returned
by the system are relevant to the user only if they match a constraint set in the
dialogue scenario, every slot value can be replacedwith an is_goal or not_goal token,
depending on whether or not they match the given constraint values. Following this
assumption, the possible values of the food slot can be reduced from more than 90
to only two.

Table2 shows how the slot values of an interaction represented at dialogue act level
are compressed according to the user goal constraints given in Table1. As it can be
seen, this assumption has a direct impact in the dialogue act representation schema,
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Table 2 Dialogue act interaction example, compressed according to the user goal

Original interaction Compressed interaction

System: request(area) System: request(area)

User: inform(area = north, food = international) User: inform(area = is_goal, food = is_goal)

System: expl-conf(food = italian) System: expl-conf(food = not_goal)

User: negate( )&inform(food = international) User: negate( )&inform(food = is_goal)

System: offer(restaurant)&inform(area = north,
food=international)

System: offer(restaurant)&inform(area =
is_goal, food=is_goal)

User: request(address, phone) User: request(address, phone)

narrowing down each slot to just two values. As a result, slot value level information
can be included in dialogue act representations for user modeling purposes, avoiding
excessive sparsity and with small information loss.

3 Regularized Bi-directional LSTM User Model

The neural network architecture proposed for user modeling is a bidirectional
encoder-decoder with a regularization layer. It encodes the dialogue history in a
sequence both forward and backward and exploits a regularization mechanism to set
the focus only on the relevant sections of the encoded sequence.

As shown in Fig. 1, the input to the network is a concatenation of the user goal set
in the dialogue scenario G and the sequence of system dialogue acts until the current
turn t , DAt

s = (da0s , da
1
s , . . . , da

t
s). G is represented as a 1-hot encoding of the slots

given as constraints and requests in the dialogue scenario. The output of the network
is a prediction of the user dialogue act at the current turn datu . Note that while system
dialogue acts change turn by turn, the initial goal representation remains the same
throughout the dialogue.

The encoding layer is composed of a bidirectional Long Short Term Memory
(LSTM) [9], whose output is the dialogue history encoded as hf forward and as hb
backward.

The applied regularization mechanism requires to learn the weight vectors α

for each row of the encoding matrix H = [hf ,hb]. Being Hi the i-th row of the
encoding matrix, the vector αi is calculated as αi = σ(WaHi ), where Wa are the
parameters of the Regularization Layer and σ the sigmoid function. Once H and
α are known, the encoded sequence is regularized by the element-wise product as
follows: Reg = α � H . This operation will override the non-relevant values of the
encoded sequence.

Decoding is then applied to Reg through another bidirectional LSTM, which
outputs forward and backward decoding vectors dt

f and dt
b at turn t . These vectors
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Fig. 1 Neural network architecture proposed for user modeling

are finally concatenated and processed by the output layer with a sigmoid activation
function, from which the user dialogue act at the current turn datu is predicted.

The proposed model uses an expert network for every possible user dialogue act,
so the architecture in Fig. 1 is replicated for each dialogue act of the user. As a result,
the final user model is an ensemble of networks, each of which predicts the slots
of a specific user dialogue act as shown in Fig. 2. A dialogue act is triggered when
the corresponding network of the ensemble returns any value above an individual
threshold θ set in the development phase (e.g. θin f orm for the inform dialogue act).
The final output is the combination of dialogue acts given by the ensemble of neural
networks.

4 Experimental Framework

4.1 Dialogue State Tracking Challenge 2

The presented neural user model has been tested on the Dialogue State Tracking
Challenge 2 (DSTC2) corpus. The second edition of the DSTC series [8] was focused
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Fig. 2 Ensemble of Dialogue Act networks from which datu is predicted

on tracking the dialogue state of a SDS in the Cambridge restaurant domain. For such
purpose, a corpus with a total of 3235 dialogues was released.1 Amazon Mechanical
Turk was used to recruit users who would interact with a spoken dialogue system.
Each user was given a scenario similar to that described in Table1, which had to be
completed interacting with the system. The goals defined in such scenarios followed
the agenda approach of [18]. As a result, the constraints and requests of the user goal
are explicitly annotated for each dialogue in the corpus. Table3 summarizes the user
dialogue acts of the DSTC2 corpus with their slots. Note that many dialogue acts do
not have related slots and that the slots of the Request dialogue act have no value.
Table4 include all the informable slots in the DSTC2 corpus and some examples of
their possible values.

The train/development/test set partitions of the corpus have been used to train,
validate and test the proposed methodology. The development set has been used to
set the thresholds (θin f orm, . . . , θrequest) and to control overfitting based on early
stopping. The test set has been used to carry out final evaluation in terms of Precision,
Recall and F1-score as in [5, 12, 16, 19]. Thesemetrics allow comparing the dialogue
acts of real and simulated users,measuring the behavior and consistency of themodel.

4.2 Experiments and Results

This section describes how the ensemble of networks was trained on the DSTC2
corpus and shows the results achieved, both at dialogue act and slot levels.

1http://camdial.org/~mh521/dstc/.

http://camdial.org/~mh521/dstc/
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Table 3 Dialogue acts that the user can trigger in the DSTC2 corpus

User dialogue act Related slots

Acknolwedge Null

Affirm Null

Bye Null

Confirm Area, Food, Price Range, Restaurant

Deny Area, Food, Price Range, Restaurant

Hello Null

Help Null

Inform Area, Food, Price Range, Restaurant

Negate Null

Repeat Null

Request alternatives Null

Request more Null

Request Area, Food, Price Range, Restaurant, Phone,
Address, Signature, Postcode

Restart Null

Silence Null

Thankyou Null

Table 4 Possible slot values for the Inform, Confirm and Deny dialogue acts

Informable slots Possible values Examples

Restaurant name 113 Nandos, Pizza Hut, …

Food type 91 Basque, Italian, European, …

Price range 3 Cheap, Moderate, Expensive

Area 5 North, west, south, east, centre

Training was done using mini-batch learning; having a dialogue N turns, the
total batch is of size N and each input is the sequence of system dialogue acts until
turn t ≤ N . For gradient descent, the Adam [11] optimization method was used
with a fixed step size of 0.001. No dropout nor weight penalties were employed.
The loss function was computed using the squared error for multiple slot output
dialogue acts (e.g. inform, request) and cross-entropy for single output dialogue acts
(bye, acknowledge). Each layer of every dialogue act network had 256 neurons. The
individual threshold θ for each dialogue act network (θin f orm, · · · , θbye) is set using
the development set. In order to set the threshold’s value for each dialogue act, a grid
search is done to maximize the individual F1 score.

Table5 shows the Precision, Recall and F1 score achieved by the proposed model
with and without regularization on the DSTC2 development and test sets at dialogue
act level. For comparative purposes, results presented by [12] in the first reported
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Table 5 Overall results at dialogue act level

Bi-directional
LSTM

Regularized
Bi-directional
LSTM

Sequence-to-one
[12]

DSTC2 Dev Precision 0.69 0.70 –

Recall 0.71 0.72 –

F1 0.70 0.71 0.37

DSTC2 Test Precision 0.68 0.71 –

Recall 0.71 0.73 –

F1 0.69 0.72 0.29

Table 6 Results for each user dialogue act
Speech
act

Dev. set Test set

Apparison Predicted Prec Rec F1 Apparison Predicted Prec Rec F1

Ack 0 0 0 0 0 9 0 0 0 0

Affirm 144 129 0.73 0.65 0.69 601 677 0.70 0.79 0.75

Bye 526 528 0.82 0.82 0.82 1169 1082 0.85 0.78 0.81

Confirm 39 0 0 0 0 46 0 0 0 0

Deny 4 0 0 0 0 4 0 0 0 0

Hello 18 0 0 0 0 39 0 0 0 0

Inform 1647 1696 0.80 0.82 0.81 4685 4456 0.85 0.82 0.83

Negate 68 62 0.51 0.47 0.49 261 217 0.46 0.38 0.42

Null 385 480 0.15 0.19 0.17 746 1335 0.10 0.18 0.13

Repeat 7 0 0 0 0 8 0 0 0 0

Reqalts 275 326 0.37 0.44 0.40 649 842 0.36 0.47 0.41

Reqmore 1 0 0 0 0 1 0 0 0 0

Request 1043 1093 0.77 0.81 0.78 2243 2299 0.80 0.82 0.81

Restart 3 0 0 0 0 7 0 0 0 0

Thankyou 510 531 0.79 0.82 0.81 1125 1101 0.80 0.78 0.79

neural user modeling approach are included, which outperformed previous bigram
and agenda-based approaches. As it can be seen, the proposed method significantly
improves the F1 score of the simulated user model. The improvement is justified
by the increase of overall network complexity and the exploitation of compressed
slot value level information for user dialogue act prediction. Also, the regularization
mechanism slightly improves the generalization capability of the user model, so its
regularized version has been used in the rest of the experiments.

Table6 summarizes the results achieved for each user dialogue act. As it can be
seen from the table, the proposed simulated user is capable of modeling high fre-
quency dialogue acts with ease, but struggles when it comes to low frequency ones.
Despite a neural network is trained using the whole corpus for each dialogue act,
there are some cases where there is still not enough data to make any prediction.
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Table 7 Overall results at slot value level

Dataset Precision Recall F1

DSTC2 Dev 0.60 0.63 0.62

DSTC2 Test 0.60 0.64 0.62

Table 8 Inform dialogue act results at compressed slot value level
Inform
acts

Slot
value

Development set Test set

Count Predicted Prec Rec F1 Count Predicted Prec Rec F1

Food is_goal 509 719 0.54 0.76 0.63 1472 1970 0.60 0.80 0.69

not_goal 299 204 0.39 0.26 0.31 809 775 0.45 0.43 0.44

Area is_goal 423 454 0.67 0.72 0.70 1071 1042 0.70 0.68 0.69

not_goal 21 0 0 0 0 115 0 0 0 0

Price
range

is_goal 375 342 0.75 0.69 0.72 908 833 0.72 0.67 0.70

not_goal 16 0 0 0 0 116 0 0 0 0

This Don’t
care

231 308 0.61 0.81 0.70 767 898 0.59 0.69 0.64

Table 9 Request dialogue act results at slot level
Requested
slot

Development set Test set

Count Predicted Prec Rec F1 Count Predicted Prec Rec F1

Food 92 56 0.66 0.40 0.5 134 140 0.51 0.53 0.52

Area 40 21 0.71 0.38 0.49 113 36 0.75 0.24 0.36

Pricerange 90 62 0.64 0.44 0.52 115 93 0.62 0.50 0.56

Address 421 549 0.62 0.81 0.70 939 1154 0.68 0.84 0.75

Phone 426 498 0.64 0.75 0.69 986 999 0.72 0.73 0.72

Postcode 94 80 0.75 0.64 0.68 219 163 0.83 0.61 0.70

Signature 2 0 0 0 0 10 0 0 0 0

Table7 shows overall results achieved at slot value level. As expected, perfor-
mance decreases given the finer granularity of the task but still remains high consid-
ering the extra complexity involved.

Finally, Tables 8 and 9 show a more exhaustive evaluation of the two dialogue
acts with highest impact on the DSTC2 corpus: Inform and Request, at compressed
slot value and slot level respectively.

As it can be seen in the table, the simulated user achieves good results informing
slot values set as goals in the initial scenario, but suffers from heavy degradation
when it comes to inform those that are not defined as such.

In relation to the behavior of the user model with regard to the Request dialogue
act, the correlation between high F1 scores and the requested slot occurrence is clear;
the higher the slot occurrence, the better the F1 score.
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5 Conclusions and Future Work

This paper has presented a neural user model for goal-oriented spoken dialogue
systems. The proposed approach employs a sensible way to exploit slot level infor-
mation without adding unnecessary sparsity to the representation. The ensemble of
bidirectional encoding-decoding networks is capable of exploiting the full dialogue
history efficiently and the regularization technique slightly improves the general-
ization capability of the model. These changes provide significant results both at
dialogue act and slot level predictions, outperforming previous neural user modeling
approaches in terms of F1 score.

Future work will require refining the presented architecture, so that it can model
low-occurrence dialogue acts and slot values more precisely. The approach should
also be tested on additional goal-oriented dialogue datasets. The proposed simulated
user model will be compared against other user modeling approaches, when it comes
to training and evaluating statistical spoken dialogue systems. In addition, having real
users evaluate the generated policies shall provide useful insights about the modeling
capabilities of the network.
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Yeah, Right, Uh-Huh: A Deep Learning
Backchannel Predictor

Robin Ruede, Markus Müller, Sebastian Stüker and Alex Waibel

Abstract Using supporting backchannel (BC) cues can make human-computer
interaction more social. BCs provide a feedback from the listener to the speaker
indicating to the speaker that he is still listened to. BCs can be expressed in differ-
ent ways, depending on the modality of the interaction, for example as gestures or
acoustic cues. In this work, we only considered acoustic cues. We are proposing an
approach towards detecting BC opportunities based on acoustic input features like
power and pitch. While other works in the field rely on the use of a hand-written rule
set or specialized features, we made use of artificial neural networks. They are capa-
ble of deriving higher order features from input features themselves. In our setup, we
first used a fully connected feed-forward network to establish an updated baseline in
comparison to our previously proposed setup. We also extended this setup by the use
of Long Short-Term Memory (LSTM) networks which have shown to outperform
feed-forward based setups on various tasks. Our best system achieved an F1-Score of
0.37 using power and pitch features. Adding linguistic information using word2vec,
the score increased to 0.39.

Keywords Backchannels · Building rapport · Artificial intelligence
Speech recognition

1 Introduction

With dialog speech technology increasingly entering the mainstream of our every
day lives (Siri, Cortana, Alexa, …), there is a growing interest in dialog systems that
are not only utilitarian (to answer questions or carry out tasks), but also to entertain
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and to be social. Humanoid robots, interactive toys, virtual assistants and even virtual
psychiatrists and pets attempt to add an emotional and social dimension to human
interaction that may go beyond improving the user experience of existing dialog
systems, and thus require increasingly skillful and adept social interaction. Social
dialogs are, however, much less well understood than goal directed ones. They do
not aim for a particular outcome other than the more indirect goals of growing a
mutual understanding, empathizing, bonding and entertaining between humans.

In the present paper, we are proposing a neural network based system to generate
a social response. Our first attempt in this regard aims to predict a suitable social
response, when human speakers take “the floor” and are sharing thoughts and experi-
ences. The so-called “backchannel” (BC) involves short phrases (“uh-huh”, “hum”,
“yeah”, right, etc.) whose role is to signal to another speaker that one is listening
and paying attention. Further extensions also empathize, confirm, approve or dis-
approve. In conversational speech, BCs complement turn taking where more rapid
questions and responses are exchanged. Despite its simple function, however, the
BC is surprisingly complex: It must be chosen properly, timed correctly and placed
at appropriate intervals. It also responds to content, emotion and discourse state.

In this paper, we describe a neural network approach to learning the production of
proper BC cues. We will focus on short phrasal BC cues during longer stretches of
conversational speech, where another speaker has taken the floor. Appropriate pre-
diction of backchanneling is learned from human conversation and includes acoustic
and linguistic features. In our work, we use recurrent neural networks to learn the
choice and placement of appropriate BC cues from conversational data (Switch-
board). Special attention is given to producing causal backchanneling, i.e., so that
the generation of a BC can be produced in real-time systems with information of the
past.

This paper is organized as follows: In the next Section, we provide an overview of
related work. In Sect. 3, we describe our approach in detail, followed by an overview
of the experimental setup in Sect. 4. The results of the experiments are presented in
Sect. 5. This paper concludes with an outlook to future work in Sect. 6.

2 Related Work

Different approaches towards BC prediction have been proposed in the past. They are
based ondifferent types of predictors anduse awide variety of inputmodalities. These
modalities include acoustic features like pause and pitch, but also visual cues like
head movement. In addition to these direct features, additional information sources
like language models or part of speech tagging exist.

Many approaches are rule based. Truong et al. [25] proposed a method that uses
acoustic features. The authors state that the most important acoustic phenomena for
BC prediction occur right before a BC. As features, they used pause information, as
well as pitch (falling or rising slope). They conducted their experiments on a Dutch
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corpus and report that the most important feature in their work is the duration of
the pause. Ward and Tsukahara [27] proposed a similar approach triggering BCs
at low pitch and pause regions in English and Japanese. But building a rule-based
systemmight prove difficult as these rules have to bemanually created, which is time-
consuming and difficult to generalize. Other works included data-driven methods in
which a classifier is trained and the output of this classifier is then post-processed.
Morency et al. [17] proposes an approach that incorporates sequential probabilistic
models like Hidden Markov Models or Conditional Random Fields. They used a set
of features including eye gaze and several features derived from the audio signal,
e.g., downslopes in pitch or certain types of volume changes. In another approach,
predicting different types of BC was attempted [8]. Detecting BCs in real-time was
also proposed [20] in the past.

There exists another category of systems that make use of artificial neural net-
works (ANNs). Being a data-driven method, NNs do not require handwritten rules.
They have shown to be a versatile tool with the ability to learn relevant features
automatically. A first approach towards detecting speech acts (including BCs) was
proposed by Ries [19]. He used an NN in combination with an HMM. Stolcke also
proposed NN based methods for modelling dialogue acts [22, 23]. In the past, we
also proposed an NN based approach [15] that was mainly data-driven, requiring
only minimal post-processing of the network outputs. In this first approach, we used
a very basic ANN based setup, which we now refined.

The objective evaluation of systems for BC prediction is difficult because BC
behaviour is very speaker-dependent and subjective. As an objective measurement,
the use of the F1-Score has been established. Kok and Heylen [11] provides a com-
parison of different approaches for evaluation. In addition to objectivemeasures, user
studies are also a possibility to evaluate BC systems, like we did in the past [15]. A
general study about the occurrence of BCs with respect to their role in facilitating
attentive listening also exists [7].

3 Backchannel Prediction

3.1 BC Utterance Selection

There are different kinds of phrasal BCs, they can be non-committal, positive, neg-
ative, questioning, et cetera. To simplify the problem of predicting BCs, we only
try to predict the trigger times for any type of BC, ignoring the distinction between
different kinds of responses.
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3.2 Feature Selection

A neural network is able to learn advantageous feature representations on its own.
Hence, feeding the absolute pitch and power (signal energy) values for a given time
context enables the network to automatically extract the relevant information such
as pitch slopes and pause triggers, as used in related research [17]. In addition to
pitch and power, we also evaluated using other acoustic features such as the funda-
mental frequency variation (FFV) [12] and the Mel-frequency cepstral coefficients
(MFCCs). Finally, we tried adding an encoding of the speakers’ word history before
the listener backchannel using word2vec [14] to assess whether our setup benefits
from multimodal input features.

3.3 Training and Neural Network Design

We assumed to have two separate, but synchronized audio channels and correspond-
ing transcripts: One for the speaker and one for the listener. We needed to decide
which areas of audio to use to train the network. As we wanted to predict the BCs in
an online fashion without using future information, we needed to train the network
to detect segments of audio from the speaker track that would potentially cause a
BC in the listener track. We chose the beginning of the BC utterance as an anchor
and used a fixed context before that as the positive prediction area. We also needed
to choose negative examples, so the network would not be biased to always predict
a BC. We did this by selecting the range a few seconds before each BC, because in
that area the listener explicitly decided not to give a backchannel response yet. This
resulted in a fully balanced training dataset.

We initially used a feed forward network architecture. The input layer consists of
all the chosen features over the previously selected fixed time context. The output
layer has two softmax neurons representing the “categories” [BC, non-BC]. We used
back-propagation to train the network on the outputs [1, 0] for BC and [0, 1] for
non-BC prediction areas. We only need to consider one of these outputs because the
softmax function guarantees that they add up to one. We evaluated multiple different
combinations of network depths and neuron counts. An example of the architecture
with two hidden layers can be seen in Fig. 1.

The placement of future BCs is dependent on the timing of previous BCs. The
probability of a BC increases with longer periods without any listener feedback.
To accommodate for this, we want the network to also take its previous internal
state or outputs into account. We do this by modifying the above architecture to use
Long-short term memory (LSTM) layers instead of feed forward layers.



Yeah, Right, Uh-Huh: A Deep Learning Backchannel Predictor 251

A

B

A

B

A

B

input features
with context

-1500ms

-1490ms

-10ms

A Feature 1 (e.g. power)
B Feature 2 (e.g. pitch)

BC
non-BC

hidden layers

Fig. 1 Example for a neural network architecture for BC prediction

4 Experimental Setup

4.1 Dataset

We used the Switchboard dataset [3], which consists of 2,438 English telephone
conversations of five to ten minutes, 260h in total. Pairs of participants from across
the United States were encouraged to talk about a specific topic chosen randomly
from 70 possibilities. Conversation partners and topics were selected so two people
would only talk once with each other, and every person would only discuss a specific
topic once.

These telephone conversations are annotated with transcriptions and word align-
ments [4] with a total of 390k utterances or 3.3 million words. We split the dataset
randomly into 2,000 conversations for training, 200 for validation and 238 for eval-
uation. We used annotations from the Switchboard Dialog Act Corpus (SwDA) [6]
to decide which utterances to classify as BCs. The SwDA contains categorical anno-
tations for the utterances of about half of the data of the Switchboard corpus.

4.2 Extraction

We chose to use the top 150most common unique utterancesmarked as BCs from the
SwDA.Because the SwDA is incomplete, we had to identify utterances asBCs just by
their text. We manually included some additional utterances that were missing from
the SwDA transcriptions but present in the original transcriptions, by going through
themost common utterances andmanually selecting those that seemed relevant, such
as ‘um-humyeah’ and ‘absolutely’. Themost commonBCs in the data set are “yeah”,
“um-hum”, “uh-huh” and “right”, adding up to 68% of all extracted BC phrases.
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To select which utterances should be categorized as BCs and used for training, we
first filtered noise and other markers such as laughter from the transcriptions. Some
utterances such as “uh” can be both BCs and speech disfluencies, so we only chose
those that have either silence or another BC before them. With this method a total of
15.7% of utterances or 2.21% of words were labelled as BCs.

We used the Janus Recognition Toolkit [13] for parts of the feature extraction
(power, pitch tracking, FFV, MFCC). Features were extracted for 32ms frame win-
dows with a frame shift of 10ms, resulting in 100 samples per feature dimension per
second. Because most of the data does not change much every 10ms, we also test
different context strides by only extracting every n-th frame. As an example, 800ms
of context with a stride of 2 corresponds to 40 data frames. For word2vec, we chose
to also emit one frame every 10ms for consistency, containing the encoding of the
last non-silent word that ended before or at the time of the frame.

4.3 Training

We used Theano [24] with Lasagne [1] for rapid prototyping and testing of different
parameters.1 To evaluate different hyperparameters,we trainedmultiple network con-
figurations with various context lengths (500–2000ms), context strides (1–4 frames),
network depths (one to four hidden layers), layer sizes (15–125 neurons), activation
functions (tanh and relu), optimization methods (SGD, Adadelta and Adam [9]),
weight initialization methods (constant zero and Glorot [2]), and layer types (feed
forward and LSTM).

The LSTM networks we tested were prone to overfitting quickly. We tried two
methods of regularization to overcome this. The first was Dropout training, where
we randomly dropped a specific portion of neuron outputs in each layer for each
training batch [21]. We evaluated dropout layer combinations from 0 to 50% while
increasing layer sizes proportionately, but this did not improve the results. The second
was adding L2-Regularization with a constant factor of 0.0001. This greatly reduced
overfitting and slightly improved the results.

4.4 Postprocessing

We interpret the output value of the neural networks as the probability of a BC
occurring at a given time. As the output is very noisy, we first apply a low-pass filter.
To ensure our prediction does not use any future information, we use a Gaussian
filter which is asymmetrically cut off at some multiple c of the standard deviation σ

1Our code for extraction, training, postprocessing and evaluation is available at https://github.com/
phiresky/backchannel-prediction. The repository also contains a script to reproduce all of the results
of this paper.

https://github.com/phiresky/backchannel-prediction
https://github.com/phiresky/backchannel-prediction
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Fig. 2 Postprocessing example

for the side that would range into the future, and offset it so the last frame is at±0ms
from the prediction target time. This means the latency of our prediction increases
by c · σ ms. If we choose c = 0, we cut off the complete right half of the bell curve,
keeping the latency at 0 at the cost of accuracy of the filter.

After the low-pass filter, we select every area for which the value exceeds a given
threshold. We trigger either at the beginning of each of these areas or at their first
local maximum, depending on the largest acceptable latency. This varies depending
on the chosen allowed margin of error as defined in Sect. 4.5. An example of this
postprocessing process can be seen in Fig. 2.

We determined the optimal postprocessing hyperparameters for each network
configuration and allowedmargin of error automatically usingBayesian optimization
[16]with the validation F1-Score as the utility function. For amargin of error of [0ms,
+1000ms], the resulting standard deviation σ ranged from 200 to 350ms, and the
filter cut-off ranged from 0.9σ to 1.4σ . With this margin of error, the prediction can
happen with a delay of up to one second after the ground truth. When choosing a
margin of error that only allows a smaller delay such as [−200ms, +200ms], the
selected standard deviation ranged from 150 to 250ms, and the filter cut-off ranged
from 0.0σ to 1.0σ , causing the predicted trigger to happen earlier.

4.5 Evaluation

The training data contains two-sided conversations. Because the output of our predic-
tor is only relevant for segments with just one person talking, we run our evaluation
on monologuing segments. We define a monologuing segment as the maximum pos-
sible time range in which one person is continuously talking and the other person is
continuously not talking for at least five seconds. A person is continuously talking
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iff they are only emitting utterances that are not silence or BCs. We only consider
segments of a minimum length of five seconds to exclude sections of alternating
conversation. This way we get segments where one participant is talking, and the
other is producing backchannels without taking the turn.

We define a prediction time as correct if it is within a given margin of error of
the onset of a correct BC utterance. We did most of the testing of our predictions
with an error margin of [0ms, +1000ms], but also provide results for other margins
used in related research. For comparison, we also evaluated a random predictor as a
baseline. This predictor knows the correct count of BCs for an audio file and returns
a uniformly distributed set of trigger times.

5 Results

We use “70 : 35” to denote a network layer configuration of input → 70 neurons →
35 neurons → output.

We tested different contextwidths.A contextwidth ofnmsmeansweuse the range
[−nms, 0ms] from the beginning of the backchannel utterance. The results improved
when increasing the context width from our initial value of 500ms. Performance
peaked with a context of about 1500ms, as can be seen in Table1a, longer contexts
tended to cause the predictor to trigger too late. We tested using only every n-th
frame of input data. Even though we initially did this for performance reasons, we
noticed that training on every single frame has worse performance than skipping
every second frame due to overfitting. Taking every fourth frame seems to miss too
much information, so performance peaks at a context stride of 2, as seen in Table1b.

We tested different combinations of features, using solely power in a first
approach. But adding prosodic features gives great improvement. Using FFV as
the only prosodic feature performs worse than FFV together with the absolute pitch
value. Adding MFCCs does not seem to improve performance in a meaningful way,
when also using pitch, see Table1c for more details. Note that using only word2vec
performs reasonably well, because with our method it indirectly encodes the time
since the last utterance, similar to the power feature. Table1d shows a comparison
between feed forward and LSTM networks. The parameter count is the number of
connection weights the network learns during training. Note that LSTMs have higher
performance, even with similar parameter counts. We compared different layer sizes
for our LSTM networks, as shown in Table1e. A network depth of two hidden layers
worked best, but the results are adequate with a single hidden layer or three hidden
layers.

In Table2, our final results are given for the completely independent evaluation
data set. We compared the results from [15] with our system. Müller et al. [15]
used the same dataset, but focused on offline predictions, meaning their network had
future information available, and they evaluated their performance on the whole cor-
pus including segments with silence and with alternating conversation. We adjusted
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Table 1 Results on the validation set. All results use the following setup if not otherwise stated:
LSTM, configuration: (70 : 35); input features: power, pitch, ffv; context width: 1500ms; context
frame stride: 2; margin of error: 0ms to +1000ms. Precision, recall, and F1-Score are given for the
validation data set.

(a) Results with various context lengths. Performance peaks at 1500ms

Context Precision Recall F1-Score

500ms 0.219 0.466 0.298

1000ms 0.280 0.497 0.358

1500ms 0.305 0.488 0.375

2000ms 0.275 0.577 0.373

(b) Results with various context frame strides

Stride Precision Recall F1-Score

1 0.290 0.490 0.364

2 0.305 0.488 0.375

4 0.285 0.498 0.363

(c) Results with various input features, separated into only acoustic features and acoustic plus
linguistic features

Features Precision Recall F1-Score

power 0.244 0.516 0.331

power, pitch 0.307 0.435 0.360

power, pitch, mfcc 0.278 0.514 0.360

power, ffv 0.259 0.513 0.344

power, ffv, mfcc 0.279 0.515 0.362

power, pitch, ffv 0.305 0.488 0.375

word2vecdim=30 0.244 0.478 0.323

power, pitch, word2vecdim=30 0.318 0.486 0.385

power, pitch, ffv, word2vecdim=15 0.321 0.475 0.383

power, pitch, ffv, word2vecdim=30 0.322 0.497 0.390

power, pitch, ffv, word2vecdim=50 0.304 0.527 0.385

(d) Feed forward versus LSTM. LSTM outperforms feed forward architectures

Layers Parameter
count

Precision Recall F1-Score

FF (56 : 28) 40k 0.230 0.549 0.325

FF (70 : 35) 50k 0.251 0.468 0.327

FF (100 : 50) 72k 0.242 0.490 0.324

LSTM (70 : 35) 38k 0.305 0.488 0.375

(e) Comparison of different network configurations. Two LSTM layers give the best results

Layer sizes Precision Recall F1-Score

100 0.280 0.542 0.369

50 : 20 0.291 0.506 0.370

70 : 35 0.305 0.488 0.375

100 : 50 0.303 0.473 0.369

70 : 50 : 35 0.278 0.541 0.367
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Table 2 Final best results on the evaluation set (chosen by validation set)

(a) Comparison with previous research. Müller et al. [15] did their evaluation without the con-
straints defined in Sect. 4.5, so we adjusted our baseline and evaluation to match their setup

Predictor Precision Recall F1-Score

Baseline (random) 0.042 0.042 0.042

Müller et al. (offline) [15] – – 0.109

Our results (offline, context
of −750–750 ms)

0.114 0.300 0.165

Our results (online, context
of −1500–0 ms)

0.100 0.318 0.153

(b) Results with our evaluation method with various margins of error used in other research [10].
Performance improves with a wider margin width and with a later margin center

Margin of Error Constraint Precision Recall F1-Score

−200 to +200ms 0.172 0.377 0.237

−100 to +500ms 0.239 0.406 0.301

−500 to +500ms 0.247 0.536 0.339

0 to +1000ms Baseline (random, correct
BC count)

0.111 0.052 0.071

Baseline (random, 8x
correct BC count)

0.079 0.323 0.127

Balanced Precision and
Recall

0.342 0.339 0.341

Best F1-Score (only
acoustic features)

0.294 0.488 0.367

Best F1-Score (acoustic and
linguistic features)

0.312 0.511 0.388

our baseline and evaluation system to match their setup by removing the monologu-
ing constraint described in Sect. 4.5 and changing the margin of error to [−200ms,
+200ms]. As can be seen in Table2a, our predictor performs better. All other related
research used different languages, datasets or evaluation methods, rendering a direct
comparison difficult because of slightly different tasks.

Table2b shows the results with our presented evaluation method. We provide
scores for differentmargins of error used in other research. Subjectively,missing aBC
trigger may be more acceptable than a false positive, so we also provide a result with
balanced precision and recall. Note that a later margin center with the same margin
width has higher performancebecause it allowsmore latency in the predictions,which
means we can choose better postprocessing parameters as described in Sect. 4.4.
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6 Conclusion and Future Work

We have presented a new approach to predict BCs using neural networks. With
refined methods for network training as well as different network architectures, we
could improve the F1-Score in contrast to our previous experiments. In addition
to evaluating different hyperparameter configurations, we also experimented with
LSTM networks, which lead to improved results. Our best system achieved an F1-
Score of 0.388.

We used linguistic features via word2vec only in a very basic way, assuming the
availability of an instant speech recognizer by using the reference transcripts. As
low-latency speech recognition is possible [18], one of the next steps would be to
combine both systems. Further work is needed to evaluate other methods for adding
word vectors to the input features and to analyze problems with our approach. We
only tested feed forward neural networks and LSTMs, other architectures like time-
delay neural networks [26], also called convolutional neural networks, may also give
interesting results. Our approach of choosing the training areas may not be optimal
because the delay between the last utterance of the speaker and the backchannel can
vary significantly. One possible solution would be to align the training area by the
last speaker utterance instead of the backchannel start.

Because backchannels are a largely subjective phenomenon, a user study would
be helpful to subjectively evaluate the performance of our predictor and to compare it
with human performance in our chosen evaluationmethod.Anothermethodwould be
to find consensus for backchannel triggers by combining the predictions of multiple
human subjects for a single speaker channel as described by Huang et al. (2010) as
“parasocial consensus sampling” [5].
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