
Chapter 12
Sparse Code Multiple Access (SCMA)

Zheng Ma and Jinchen Bao

12.1 General Description

Overloaded systems, in which the number of users is greater than the dimension of
signal-space, are of practical interest in bandwidth-efficient multi-user communi-
cations. One kind of such systems is sparse code multiple access (SCMA), which
is a promising code-domain non-orthogonal multiple access technique to address
the challenges for the fifth-generation (5G) mobile networks [1–4]. Non-orthogonal
multiple access has the potential to accommodate more users with limited resources,
which provides many advantages over orthogonal multiple access including multi-
user capacity, supporting overloaded transmission, enabling reliable and low latency
grant-free transmission, enabling flexible service multiplexing, etc. Applications of
non-orthogonal signaling for multi-user communications have been investigated sev-
eral years ago, significant efforts were paid to the optimal signaling design and
intensive multi-user detection techniques, to suppress the multiple access interfer-
ence (MAI) for lowering probability of error or increasing capacity. Hoshyar and
Guo suggest the low-density signature (LDS)-based multiple access [5], or sparsely
spread code-divisionmultiple access (CDMA) [6], which intentionally arranges each
user to spread its data over a fraction of the chips, instead of all chips, to reduce both
the MAI and the complexity of multi-user detection. Inspired by the overloading
capability and the low-complexity feature of LDS, SCMA is developed by inheriting
from LDS the sparse sequence structure, such that the message-passing algorithm
(MPA) is available in multi-user detection to achieve near-optimal performance. In
contrast to the LDS scheme, multi-dimensional signal constellations, instead of the
spreading, are utilized in SCMA to combat the channel fading and MAI. As a result,

Z. Ma (B) · J. Bao
Southwest Jiaotong University, West Section, High-tech Zone, Chengdu, Sichuan, China
e-mail: zma@swjtu.edu.cn

J. Bao
e-mail: jinchen_bao@my.swjtu.edu.cn

© Springer International Publishing AG, part of Springer Nature 2019
M. Vaezi et al. (eds.), Multiple Access Techniques for 5G Wireless Networks
and Beyond, https://doi.org/10.1007/978-3-319-92090-0_12

369

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-92090-0_12&domain=pdf


370 Z. Ma and J. Bao

the larger coding gain and better spectrum efficiency are achievable for SCMA due
to the improved codebooks, compared to LDS.

As one of NOMA family, SCMA is capable of supporting overloaded access over
the coding domain, hence increasing the overall rate and connectivity. By carefully
designing the codebook andmulti-dimensionalmodulation constellations, the coding
and shaping gain can be obtained simultaneously. In an SCMA system, users occupy
the same resource blocks in a low-density way, which allows affordable low multi-
user joint detection complexity at receiver. The sparsity of signal guarantees a small
collision even for a large number of concurrent users, and the spread-coding like
codes design brings good coverage and anti-interference capability due to spreading
gain as well.

12.1.1 System Model

12.1.1.1 Multiple Access Procedure

An SCMA transmission system can be simply illuminated in Fig. 12.1. Suppose that
there are J synchronous users multiplexing over K shared orthogonal resources,
e.g., K time slots or orthogonal frequency division multiplexing (OFDM) tones,
and each user employs one SCMA layer.1 The forward error control (FEC) coding
scheme can be low-density parity-check (LDPC) codes or polar codes which have
been adopted for 5G recently. Each SCMA modulator/encoder maps the coded bits
to a K -dimensional complex codeword, and the resulted J codewords constitute an
SCMA block, as is shown in Fig. 12.1 (J = 6, K = 4 in the figure). The multi-user
codewords in each SCMA block are multiplexed over the air transmissions in uplink
multiple access channel (MAC), or they are superimposed at the transmitter of the
downlink broadcast channel (BC). Since each SCMAblock occupies K resources for
codeword transmitting, the resulted overloading factor is J/K . This multiple access
process is similar to that of CDMA, where the spread signals in CDMA are replaced
with the SCMA codewords. Multi-user detection is carried out at the receiver to
recover the colliding codewords.

For the uplink MAC, the received signal vector after the synchronous user multi-
plexing is expressed as

y =
J∑

j=1

diag(h j )x j + n (12.1)

where x j = [
x j [1], . . . , x j [K ]]t and h j = [h j [1], . . . , h j [K ]]t , are the

K -dimensional codeword and the corresponding channel gain for the j th user, respec-
tively, and diag(h j ) denotes the diagonal matrix with h j [k] being the kth diagonal

1In practical scenarios, each user employs one or multiple layers.
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Fig. 12.1 The system model for SCMA

element. The K -vector n is the additive white Gaussian noise (AWGN) with zero
mean and variance N0 per dimension. It is convenient to view the MAC model as
an equivalent “MIMO” communication system, and the received vector in (12.1)
becomes

y = HX + n (12.2)

where H = [
diag(h1), diag(h2), . . . , diag(hJ )

]
, is the equivalent “MIMO” channel

matrix, andX = [
xt1, x

t
2, . . . , x

t
J

]t
, is the combinedmulti-user codeword representing

an SCMA block.
For the downlink BC, the codewords frommultiple users are superimposed before

the transmission, so that they experience the same fading. In the case of absence of
interference between K resources, the received signal vector is given by

y = diag(h)

J∑

j=1

x j + n = diag(h)X + n (12.3)

where a single receiver is considered here for simplicity, and X = ∑J
j=1 x j , is the

superimposed codeword of J users at the input of a BC, which also represents an
SCMA codeword block.

In the following, the upper case X always denotes the combined multi-user code-
word of J users in the MACmodel, or the superimposed codeword in the BCmodel.

12.1.1.2 SCMA Codebook Mapping

Unlike the modulation used for 3G and 4G, the modulation and codebook mapping
in SCMA are designed jointly in a multi-dimensional and sparsely spread way. An
SCMAmodulator/encoder maps the input bits to a K -dimensional sparse codeword,
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Fig. 12.2 Illustration of SCMA codebooks and bits to codeword mapping

which is selected from a layer-specific codebook of size M . The K -dimensional
complex codewords of the codebook are sparse vectors with N < K nonzero entries,
and all the codewords contain 0 in the same dimensions. Then, the codebook is sparse,
and this is where the “sparse code multiple access” is named from.

The codebooks are constructed by a mapping from an N -dimensional complex
constellation with a mapping matrix. Denote the constellation for the j th layer/user
with C j , which contains Mj constellation points of length N j . The mapping matrix
V j maps the N j -dimensional constellation points to SCMA codewords to form the
codebook X j . To simplify our illumination and analysis, we assume that all layers
have the same constellation size and length, i.e.,Mj = M, N j = N ,∀ j . In summary,
the resulting codebook for the j th user contains M codewords, each codeword con-
sists of K complex values from which only N are nonzero specified by the mapping
matrix V j .

An example of the codebook mapping is shown in Fig. 12.2, where a codebook
set containing 6 codebooks for transmitting 6 SCMA layers is illustrated (J = 6).
Each codebook contains 8 four-dimensional codewords (M = 8, K = 4), and two
of the four entries in the codewords are nonzero (N = 2). Upon transmission, the
codeword of each layer is selected based on the labeling of the bit sequence.

12.1.1.3 Factor Graph Representation

The low-density structure of SCMA codewords can be efficiently characterized by a
factor graph, which is analogous to that for LDPC codes. A binary column vector f j
of length K is used to indicate the positions of zero (with digit 0) and nonzero (with
digit 1) entries of the j th codebook. Then, a K × J sparse matrix F = [f1, . . . , fJ ],
called factor graph matrix, can be used to indicate the relationships between the
layers and resources. The rows of F indicate the resources and the columns indicate
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Fig. 12.3 Factor graph
representation for SCMA

the layers. The (k, j)th element of F, denoted as fk, j , is 1 if the j th layer contributes
its data to the kth resource.

Correspondingly, let the J variable nodes (VNs) and K function nodes (FNs) in
the factor graph represent the layers and resources, respectively, and the j th VN is
connected to the kth FN if and only if fk, j = 1. In the following, we denote

φk = { j : 1 ≤ j ≤ J, fk, j = 1},
ϕ j = {k : 1 ≤ k ≤ K , fk, j = 1} (12.4)

the index set of layers contributing to the kth resource, and the index set of resources
occupied by the j th layer, respectively. For a regular factor graph matrix, |φ1| =
· · · = |φK | and |ϕ1| = · · · = |ϕJ |, and let d f = |φk | and dv = |ϕ j |.
Example 1 Consider a 6-user SCMA transmission system with J = 6, K = 4, such
a system permits a transmission overloading 150%, and the systemmodel is depicted
in Fig. 12.1. If we carefully design the factor graph matrix F to allow the users to
collide over only one nonzero element, then a choice of F is given by

F =

⎡

⎢⎢⎣

1 0 1 0 1 0
0 1 1 0 0 1
1 0 0 1 0 1
0 1 0 1 1 0

⎤

⎥⎥⎦ (12.5)

In the sparse matrix settings, matrix (12.5) has d f = 3 and dv = 2, which means
that each FN is connected to three VNs and each VN is connected to two FNs. The
corresponding factor graph is shown in Fig. 12.3, and an example of a codebook
(with size M = 4) is listed in Table12.1.

In summary, the main features of SCMA lie in:

• Code-domain non-orthogonal multiplexing: SCMA allows superposition of mul-
tiple codewords from different users over several resources, which supports over-
loading. The superposition pattern on each resource is defined in codebooks.

• Sparse spreading: SCMA uses sparse spreading to reduce inter-layer interference,
so that more codewords collisions can be tolerated with low receiver complexity.



374 Z. Ma and J. Bao

Table 12.1 An Example of SCMA Codebook (K = M = 4, N = 2, J = 6)

SCMA
codebook
index

SCMA Codebook for each layer

Codebook 1

⎡

⎢⎢⎢⎣

0.7851 −0.2243 0.2243 −0.7851

0 0 0 0

−0.1815 − 0.1318i −0.6351 − 0.4615i 0.6351 + 0.4615i 0.1815 + 0.1318i

0 0 0 0

⎤

⎥⎥⎥⎦

Codebook 2

⎡

⎢⎢⎢⎣

0 0 0 0

−0.1815 − 0.1318i −0.6351 − 0.4615i 0.6351 + 0.4615i 0.1815 + 0.1318i

0 0 0 0

0.7851 −0.2243 0.2243 −0.7851

⎤

⎥⎥⎥⎦

Codebook 3

⎡

⎢⎢⎢⎣

−0.6351 + 0.4615i 0.1815 − 0.1318i −0.1815 + 0.1318i 0.6351 − 0.4615i

0.1392 − 0.1759i 0.4873 − 0.6156i −0.4873 + 0.6156i −0.1392 + 0.1759i

0 0 0 0

0 0 0 0

⎤

⎥⎥⎥⎦

Codebook 4

⎡

⎢⎢⎢⎣

0 0 0 0

0 0 0 0

0.7851 −0.2243 0.2243 −0.7851

−0.0055 − 0.2242i −0.0193 − 0.7848i 0.0193 + 0.7848 0.0055 + 0.2242i

⎤

⎥⎥⎥⎦

Codebook 5

⎡

⎢⎢⎢⎣

−0.0055 − 0.2242i −0.0193 − 0.7848i 0.0193 + 0.7848 0.0055 + 0.2242i

0 0 0 0

0 0 0 0

−0.6351 + 0.4615i 0.1815 − 0.1318i −0.1815 + 0.1318i 0.6351 − 0.4615i

⎤

⎥⎥⎥⎦

Codebook 6

⎡

⎢⎢⎢⎣

0 0 0 0

0.7851 −0.2243 0.2243 −0.7851

0.1392 − 0.1759i 0.4873 − 0.6156i −0.4873 + 0.6156i −0.1392 + 0.1759i

0 0 0 0

⎤

⎥⎥⎥⎦

• Multi-dimensional modulation: SCMA employs multi-dimensional constellations
for better spectral efficiency.

12.1.2 Multi-user Detection

This subsection discusses multi-user detection schemes for SCMA, including the
optimal detection, the MPA receiver and other advanced receivers.
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12.1.2.1 Optimal/Quasi-optimal Multi-user Detection

A. Optimal Multi-user Detection

Assume that channel state is perfectly estimated at the receiver, given the received
signal vector y, the joint optimum maximum a posteriori probability (MAP) detec-
tion, for multi-user codeword X and for the j th user’s codeword x j , can be written
as

X̂ = arg max
x j∈X j ,∀ j

p(X|y), and x̂ j = arg max
x j∈X j

∑

xi∈Xi ,∀i �= j

p(X|y) (12.6)

respectively. Using Bayes’ rule

p(X|y) = p(y|X)p(X)

p(y)
∝ p(y|X)P(X)

where

p(X) =
J∏

j=1

p(x j ), and p(y) =
∑

x j∈X j ,∀ j

p(y|X)p(X)

are the joint a prior probability2 for each user’s codeword, and the probability of the
received signal vector, respectively.

By assuming that the noise components over the K resources are identically
independently distributed (i.i.d.), it holds

p(y|X) =
K∏

k=1

p(y[k]|X)

and considering only d f users actually collided over the kth resource, we have

p(y[k]|X) = 1

πN0
exp

⎛

⎝− 1

N0

∣∣∣∣y[k] −
∑

j∈φk

h j [k]x j [k]
∣∣∣∣
2
⎞

⎠ (12.7)

Thus, the MAP decision for the j th user’s codeword is given by

x̂ j = arg max
x j∈X j

∑

xi∈Xi ,∀i �= j

P(X)

K∏

k=1

p(y[k]|X), ∀ j (12.8)

With the codeword probability for each user, it is straightforward to calculate the
log-likelihood rate (LLR) for each coded bit, so that they can serve as the input for

2Without feedback from the FEC decoder, p(x j ) = 1
M for all the users.
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the FEC decoder. For the j th user, the LLR considering themth bit b j,m is calculated
by

Λ(b j,m) = log
Pr{b j,m = 1|y}
Pr{b j,m = 0|y}

= log

∑
x j∈X1

j,m

∑
xi∈Xi ,∀i �= j P(X)

∏K
k=1 p(y[k]|X)

∑
x j∈X0

j,m

∑
xi∈Xi ,∀i �= j P(X)

∏K
k=1 p(y[k]|X)

(12.9)

whereX1
j,m andX0

j,m are subsets ofX j for which themth bit of the j th user b j,m = 1
and b j,m = 0, respectively.Note that solving (12.8) is equivalent to solve themarginal
product of functions (MPF) problem, which is of exponential complexity with brute-
force searching, and is prohibitive to employ when the number of users increases.

B. MPA Detection

As the SCMA encoding can be represented by a factor graph with sparse property,
the low-complexity MPA can be used to solve the MPF problem with near-optimum
performance.

Let I (t)
k→ j be the extrinsic information to be passed from FN k to VN j at the t th

iteration, and I (t)
j→k be the extrinsic information to be passed from VN j to FN k.

Given the a prior probability p(x j ), the probability that x j is transmitted by the j th
user given the channel sample is updated as

I (t)
j→k(x j ) = p(x j )

∏

l∈ϕ j\k
I (t)
l→ j (x j )

Then, for any x j ∈ X j , the probability of the received signal y[k] given that x j is
transmitted by the j th user, marginalized over all possible codewords of the other
users, is given by

I (t)
k→ j (x j ) =

∑

xi∈Xi ,∀i∈φk\ j
p (y[k]|X)

∏

i∈φk\ j
I (t−1)
i→k (xi ) (12.10)

After a number of iterations, the posterior probability of x j produced by the MPA is
proportional to

I j (x j ) = p(x j )
∏

k∈ϕ j

I (T )
k→ j (x j ), x j ∈ X j , j = 1, . . . , J (12.11)

where T is the number of iterations at the termination.
Similar to that for MAP detection, the LLR of the mth bit of the j th user b j,m is

calculated by

Λ(b j,m) = log

∑
x j∈X1

j,m
I j (x j )

∑
x j∈X0

j,m
I j (x j )

(12.12)
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where X1
j,m and X

0
j,m are the same as that in (12.9).

The main complexity of MPA comes from the calculation of (12.10), the summa-
tion over xi adds up M |φk |−1 terms while M probabilities should be calculated in each
iteration, which leads to a complexity order O(T KMd f ), and is far below that of
the optimal MAP detection. In practical implementations, the exponential function
in MPA algorithm may cause large dynamic ranges and very high storage burden,
then the logarithmic domain MPA is preferred to avoid the exponential operations.
For the log-MPA operation, the information exchanged between the FNs and VNs
can be expressed as

I (t)
j→k(x j ) = log p(x j ) +

∑

l∈ϕ j\k
I (t)
l→ j (x j )

I (t)
k→ j (x j ) = max

xi∈Xi ,∀i∈φk\ j

⎧
⎨

⎩log p (y[k]|X) +
∑

i∈φk\ j
I (t−1)
i→k (xi )

⎫
⎬

⎭

where Jacobi’s logarithm formula log
(∑

i e
pi
) ≈ maxi pi is applied for a complexity

reduction to a certain degree,which results in themax-log-MPAdetection. The output
LLR of the MPA detector is given by

Λ(b j,m) = max
x j∈X1

j,m

I j (x j ) − max
x j∈X0

j,m

I j (x j )

where
I j (x j ) = log p(x j ) +

∑

k∈ϕ j

I (T )
k→ j (x j )

12.1.2.2 Other Advanced Detectors

TheMPA detector still has exponential complexity with respect to the codebook size
(M) and the number of accessed users at each resource (d f ), which may become
impractical for the implementation of very large codebook size (e.g., M ≥ 64) and
very high overload (e.g., d f ≥ 8). Some other advanced detectors can harness the
potential gain of SCMA while provide sufficient flexibility for a good trade-off
between the performance and detection complexity [7, 8].

A. EPA Detector

Expectation propagation algorithm (EPA) is an approximate Bayesian inference
method in machine learning for estimating sophisticated posterior distributions with
simple distributions through distribution projection, and it turns out to be an effi-
cient iterative multi-user detector for SCMA as well as some other multiple access
schemes [8]. It approximates the discrete message in MPA as continuous Gaussian
message using the minimum Kullback–Leibler (KL) divergence criterion, and use
the a posteriori probabilities fed back from the FEC decoder to compute the approx-
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imate symbol belief and the approximate message, such that the message passing
reduces to mean and variance parameters update. The detailed algorithm is given in
[8]. With EPA, the complexity order of SCMA detection is reduced to linear com-
plexity, i.e., it only scales linearly with the codebook size M and the average degree
of the factor nodes d f , while simulation results show that the EPA detector shows
nearly the same error performance as MPA for SCMA with receiver diversity. As a
result, the computation burden of the SCMA receiver is significantly alleviated and
is no longer a problem for implementation in real systems.

B. SIC-MPA Detector

Successive interference cancelation (SIC) receiver is a kind ofmulti-user receiver that
treats all the other undecoded users as interference when decoding a target user, and
can be implemented as either symbol level or codeword level. It works well when
the received SNR among users are quite different from each other. However, the
detecting performance deteriorates when the SNR difference is not obvious between
users, in which case error propagation happens.

To strike a good balance between link performance and implementation com-
plexity, it is reasonable to combine SIC with an MPA (SIC-MPA) receiver. More
specifically, MPA is applied to a limited number of users firstly, so that the number
of colliding users over each resource does not exceed a given threshold value (e.g., ds
users). Then, the successfully decoded users are removed by SIC and the procedure
continues until all users are successfully decoded or no new user gets successfully
decoded in MPA. In the case of ds = d f , full MPA is realized, and when ds = 1, it
becomes a pure SIC receiver. Due to the fact that MPA is used for a very limited
number of users instead of all the users, the decoding complexity is greatly reduced,
which is of the order O(T KMds ).

12.2 Performance Evaluation

The error performance and capacity are excellent measures that indicating the good-
ness of a system, and more importantly, they serve as powerful tools for the practical
system design. For SCMA, the multi-user codebook plays a key role in the system
performance improvement, and it is necessary to establish performance criterion to
guide the codebooks design. In this section, error performance and capacity analysis
for uplink and downlink SCMA systems are provided, and independent Rayleigh
fadings are assumed.

12.2.1 Average Error Probability

The error probability, e.g., the average codeword error probability (ACEP), is one of
the most important performance criteria, since it is most revealing about the nature
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of a system behavior. However, it is quite difficult to evaluate the exact ACEP for
SCMA systems, since one needs to average over several fading statistics due to the
multi-channel transmissions, and the integration involves a decision cell of a multi-
dimensional signal point. As an alternative approach, it is convenient to resort to an
upper bound or approximation on the ACEP [9]. In this subsection, we use union
bound to evaluate the error performance of uplink and downlink SCMA under joint
maximum likelihood (ML) multi-user detection.

12.2.1.1 PEP over Uplink MACs

Consider the equivalent “MIMO” channel (12.2). Under the assumption of perfect
channel estimation at the receiver, the joint ML detection of multi-user codewords
is equivalent to the joint minimum distance decoding

X̂ = argmin
X

‖y − HX‖

The pairwise error probability (PEP), defined as the probability that received signal
vector y is detected into Xb given that Xa is transmitted, is given by [10]

P{Xa → Xb} = EH

⎡

⎣Q

⎛

⎝
√

‖H(Xa − Xb)‖2
2N0

⎞

⎠

⎤

⎦ (12.13)

where, Q(x) = 1√
2π

∫∞
x e−t2/2dt , is the well-known Gaussian function [11], and

EH [·] denotes the mean.
Let x j,a[k] and x j,b[k] be the kth entries of the j th user’s codewords x j,a and x j,b,

corresponding to Xa and Xb, respectively. Due to the sparseness of the codewords,
x j,a[k] = x j,b[k] = 0 whenever j /∈ φk . Now we define a distance for the MAC.

Definition 1 The kth dimension-wise distance, between the multi-user combined
codewords Xa and Xb, for the uplink MAC is defined as

λ2
k =

J∑

j=1

|x j,a[k] − x j,b[k]|2 =
∑

j∈φk

|δ j [k]|2, ∀k (12.14)

where δ j [k] = x j,a[k] − x j,b[k].
Assume that there are repeated values among the set {λ2

1, . . . , λ
2
K }, such that they

can be divided into V (1 ≤ V ≤ K ) groups, and each group contains the collection
of a certain value λ̂2

v . Let λ̂ = [λ̂2
1, . . . , λ̂

2
V ]t , be the vector of V distinct elements

among {λ2
1, . . . , λ

2
K }, and r = [r1, . . . , rV ]t , where rv is the number of elements in

{λ2
1, . . . , λ

2
K } that equals to λ̂2

v , such that
∑V

v=1 rv = K .
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Definition 2 Define the parameter

Ar,λ =
K∏

k=1

λ−2
k =

V∏

v=1

λ̂−2rv
v (12.15)

as the reciprocal of the product of the dimension-wise distances.

Definition 3 For positive integers l, v and vectors r and λ̂, define the parameter

Bv,l,r,λ̂ = (−1)l+1
∑

η∈Ωv,l

V∏

j=1, j �=v

(
η j + r j − 1

η j

)(
1

λ̂2
j

− 1

λ̂2
v

)−(r j+η j )

(12.16)

where the vector η = [η1, . . . , ηV ]t is created from the set Ωv,l of all nonnegative
integer partitions of l − 1 (with ηv = 0). The set Ωv,l is defined as

Ωv,l =
{
η = [η1, . . . , ηV ]t ∈ Z

V ;
V∑

j=1

η j = l − 1, ηv = 0, η j ≥ 0 ∀ j

}

Next, we provide the main result regarding the PEP.

Theorem 1 For J users using K -dimensional codebooks in the uplink SCMA sys-
tems, the PEP between Xa and Xb is given by

P{Xa → Xb} = Ar,λ̂

V∑

v=1

rv∑

L=1

λ̂2L
v Bv,rv−L+1,r,λ̂

×
(
1 − μv

2

)L L−1∑

k=0

(
L − 1 + k

k

)(
1 + μv

2

)k
(12.17)

where

μv =
√

λ̂2
v

4N0 + λ̂2
v

Proof Consider the metric in (12.13),

‖H(Xa − Xb)‖2 =
K∑

k=1

‖h[k]†(xa[k] − xb[k])‖2
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where xa[k] = [x1,a[k], . . . , xJ,a[k]]t , is the vector of the kth component for J users,
andh[k]† = [h1[k], . . . , hJ [k]], are the corresponding channel gains, and [·]† denotes
conjugate transpose. Using the matrix decomposition, it holds that

(xa[k] − xb[k])(xa[k] − xb[k])† = UkΛkU
†
k

whereUk is unitary andΛk is a diagonal matrix, i.e.,Λk = diag(λ̃2
k,1, . . . , λ̃

2
k,J ), with

λ̃2
k, j being the ordered singular values of the matrix (xa[k] − xb[k])(xa[k] − xb[k])†.

Note that the matrix (xa[k] − xb[k])(xa[k] − xb[k])† is of rank 1 and the unique
nonzero singular value in Λk is

λ̃2
k,1 = ‖xa[k] − xb[k]‖2 (a)=

∑

j∈φk

|x j,a[k] − x j,b[k]|2

where (a) is due to the sparseness of the codebooks. Obviously, the nonzero eigen-
value is equal to the dimension-wise distances defined in Definition 1, namely
λ̃2
k,1 = λ2

k . Hence,

‖h[k]†(xa[k] − xb[k])‖2 = h[k]†UkΛkU
†
kh[k]

= h̃[k]†Λk h̃[k] = λ2
k |h̃1[k]|2

where we define, h̃[k]† = h[k]†Uk = [h̃1[k], . . . , h̃ J [k]]. Thus, h̃[k] has the same
distribution as h[k], since multiplying with unitary matrix Uk doesn’t change the
amplitudes. Thus, the average PEP in (12.13) is equal to

P{Xa → Xb} = Eh̃[1],...,h̃[K ]

⎡

⎣Q

⎛

⎝

√∑K
k=1 λ2

k |h̃[k]|2
2N0

⎞

⎠

⎤

⎦ (12.18)

where the index 1 is dropped here for h̃1[k]2.
For i.i.d. Rayleigh fading, h̃[1], . . . , h̃[K ] are i.i.d. complex Gaussian random

variables with zero mean and unit variance. Thus,
∑K

k=1 λ2
k |h̃[k]|2 is the sum of K

exponential random variables with different means, or a linear combination of V
independent χ2-distributed random variables with 2r1, . . . , 2rV degrees of freedom,
which follows Gamma or Generalized chi-squared distribution [12], with PDF given
by

f (x; r, λ̂) = Ar,λ̂

V∑

v=1

rv∑

l=1

Bv,l,r,λ̂

(rv − l)! x
rv−l e

− x
λ̂2v
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Then, the PEP can be obtained as

P{Xa → Xb} =
∫ ∞

0
Q

(√
x

2N0

)
f (x; r, λ̂)dx

= Ar,λ̂

V∑

v=1

rv∑

l=1

Bv,l,r,λ̂

(rv − l)!
∫ ∞

0
Q

(√
x

2N0

)
xrv−l e

− x
λ̂2v dx

= Ar,λ̂

V∑

v=1

rv∑

l=1

Bv,l,r,λ̂

(
(1 − μv)λ̂

2
v

2

)rv−l+1

×
rv−l∑

k=0

(
rv − l + k

k

)(
1 + μv

2

)k

(12.19)

where the last step follows from (13.4-15) in [11]. Substituting l with rv − L + 1,
(12.17) is proved. This concludes the proof.

The PEP is uniquely determined by the set of all λ2
ks and the SNR, which is

valid for any multi-dimensional codebooks and an arbitrary number of users. By
reducing the number of users to 1, P{Xa → Xb}becomes thePEPbetween twomulti-
dimensional constellation points for a single-user transmission system. Therefore,
the PEP of a joint multi-user detector is actually identical to that of the PEP of a
single-user transmitting over a fading channel, where an equivalent K -dimensional
constellation is employed such that the dimension-wise distances between the two
constellation points are λ2

1, . . . , λ
2
K .

12.2.1.2 PEP over Downlink BCs

Consider the received signal vector of the downlink BC in (12.3), where X =∑J
j=1 x j is the superimposed codeword of multiple users at the transmitter. Obvi-

ously, the model is exactly the same with that in the single-user communications,
where X is used as the K -dimensional transmitted codeword. The ML multi-user
detection for the superimposed codeword X becomes

X̂ = argmin
X

‖y − diag(h)X‖

Similar to that in uplink SCMA, we define the distances for downlink BC model.

Definition 4 LetXa andXb be two superimposed codewords, and x j,a[k] and x j,b[k]
are the kth entries of the j th user’s codeword corresponding to Xa and Xb, respec-
tively. The kth dimension-wise distance betweenXa andXb, for the downlink broad-
cast channel, is defined as
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τ 2
k =

∣∣∣∣
J∑

j=1

(
x j,a[k] − x j,b[k]

) ∣∣∣∣
2

=
∣∣∣∣
∑

j∈φk

δ j [k]
∣∣∣∣
2

, ∀k (12.20)

where δ j [k] = x j,a[k] − x j,b[k].
Theorem 2 The PEP of a Rayleigh broadcast channel is the same as that in (12.17),
after the substitution of λ2

k with τ 2
k .

Proof Similar to that of the uplink case, the average PEP betweenXa andXb is equal
to

P{Xa → Xb} = Eh

⎡

⎣Q

⎛

⎝
√

‖diag(h) (Xa − Xb) ‖2
2N0

⎞

⎠

⎤

⎦

= Eh

⎡

⎣Q

⎛

⎝

√∑K
k=1 τ 2

k |h[k]|2
2N0

⎞

⎠

⎤

⎦ .

(12.21)

As h[1], . . . , h[K ] are independent Rayleigh distributed random variables, the inte-
gral has been solved in (12.18), and the PEP has the similar expression as that in the
MAC case, after the substitution of λ2

k with τ 2
k . This completes the proof.

It should be noted that, while the PEP of a BC can be evaluated through the
same expression as that in the MAC case, τ 2

k is different from the dimension-wise
distance λ2

k in MAC, due to the absence of cross components δ j [k] × δi [k], j �= i,
between different users. This is because in the MAC, the receiver distinguishes the
multi-user signals by exploiting the differences among the channel coefficients, and
only the amplitude of δ j [k] contributes to the PEP. However, in the broadcast channel
case, since the receiver exploits the differences among the multiple users’ signals to
perform the joint detection, both the amplitude and signs of δ j [k] will influence the
result of PEP.

12.2.1.3 PEP over the AWGN Channel

For the AWGN channel, where h j [k] is a constant for all j and k (assume that
|h j [k]| = c), the expressions of the received signal vector in (12.1) for uplink chan-
nels and (12.3) for downlink channels are the same. Then, according to (12.21), it is
straightforward to derive the PEP as

P{Xa → Xb} = Q

⎛

⎝

√
c2
∑K

k=1 τ 2
k

2N0

⎞

⎠

= Q

⎛

⎜⎜⎝

√√√√c2
∑K

k=1

∣∣∣
∑

j∈φk
δ j [k]

∣∣∣
2

2N0

⎞

⎟⎟⎠

(12.22)
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where τ 2
k is the dimension-wise distance defined in (12.20), and δ j [k] = x j,a[k] −

x j,b[k].

12.2.1.4 Upper Bounds on PEP

In the codebook design, sometimes it is sufficient and easier to optimize the perfor-
mance through a bound or an approximation of PEP. The exact PEP in (12.17) is a
little complicated for large K , due to the large number of enumerations inΩv,l , when
calculating Bv,rv−L+1,r,λ. An alternative way to evaluate (12.17) is to use an upper
bound for the Q-function as [13]

Q(x) ≤
N∑

i=1

aie
−bi x2 , for x > 0,

where N , ai , bi are constants. Note that the upper bound in Sect. 12.2.1.4 tends to
the exact value as N increases.

For the multiple access and broadcast channels, since X = |ĥ[k]|2 is an exponen-
tial random variable with unit mean, holds that EX [et X ] = ∫∞

0 etxe−xdx = 1
1−t , for

t ≤ 1, and

P{Xa → Xb} ≤ Eh̃[1],...,h̃[K ]

[
N∑

i=1

ai exp

(
−bi

∑K
k=1 λ2

k |h̃[k]|2
2N0

)]

=
N∑

i=1

ai

K∏

k=1

Eh̃[k]

[
exp

(
−biλ2

k |h̃[k]|2
2N0

)]

=
N∑

i=1

ai

K∏

k=1

2N0

2N0 + biλ2
k

By choosing N = 1, a1 = b1 = 1
2 , we get the Chernoff bound with a scaling factor

of 0.5 as

Pch{Xa → Xb} ≤ 1

2

K∏

k=1

4N0

4N0 + λ2
k

(12.23)

In general, the Chernoff bound may be a little loose, but this does not affect the
optimization criteria in the constellation design. It is obvious from (12.23) that a
good direction is to design multi-dimensional multi-user codebooks, such that λ2

k
to span in as many dimensions as possible (maximizing the diversity) and to make
the maximum PEP or maximum of Pch{Xa → Xb} as small as possible. If for any
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codeword pairXa andXb, all the λ2
k are positive, then the maximal diversity order of

K can be achieved. Due to the sparseness of the codebooks, the diversity is always
less than K . A tight and simple bound (or approximation) is to choose N = 2, a1 =
1
12 , a2 = 1

4 , b1 = 1
2 , b2 = 2

3 , which is denoted as Pub{Xa → Xb}.

12.2.1.5 A Universal Bound of ACEP for Joint ML Detection of
Multiple Signals

Acommonly used approach for the error performance analysis is the evaluation of the
ACEP by using a union bound, assuming that the codewords are equiprobable trans-
mitted. In general, the ACEP is dominated by the nearest neighbors of codewords,
which result in a tight upper bound. However, it is quite difficult (if not impossible)
to find the nearest neighbors in multi-user scenarios. To deal with this, we take into
account all possible codewords that contribute to the ACEP.

LetM1, . . . , MJ be the codebook size for J users, respectively.We define {X j }Jj=1

as the set of all
∏J

j=1 Mj possible combined codewords of J users, and let Xa,Xb ∈
{X j }Jj=1 be two different elements of {X j }Jj=1. Here, the combined codeword Xa

and Xb are a J K -dimensional vector for the MAC, or the sum of J K -dimensional
codewords for the BC. Denote x j,a and x j,b the transmitted codewords of the j th user
corresponding to Xa and Xb. Then, there are Mj possible values for x j,a and x j,b.
Note that x j,a and x j,b are K -dimensional vector with complex entries, i.e., SCMA
codeword. Following the approach in [14] for multiple signals and [15] for MIMO
channels, the ACEP for the j th user with joint ML detection of J users’ signals is
upper bounded by

Pj (e) ≤ 1
∏J

j=1 Mj

∑

Xa

⎛

⎝
∑

Xb,x j,b �=x j,a

P {Xa → Xb}
⎞

⎠ (12.24)

The ACEP of the system can be obtained by taking the mean of all the single-user
ACEPs, namely P(e) = 1

J

∑J
j=1 Pj (e).

On the right-hand side of (12.24), the summation over Xa will add up
∏J

j=1 Mj

terms and the summation over Xb will add up (M1 − 1)
∏J

j=2 Mj terms. Thus, there

will be up to (M2
1 − M1)

∏J
j=2 M

2
j PEPs in (12.24), which is intractable for a large

constellation size and number of users. However, we can simplify it by using the
symmetry of the dimension-wise distances. For example, consider the ACEP for
the first user P1(e) here. The upper bound of P1(e) can be decomposed into the
summation of two parts as
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1
∏J

j=1 Mj

∑

Xa

∑

Xb,x1,b �=x1,a ,
[x2,b,...,x j,b]=[x2,a ,...,x j,a ]

P {Xa → Xb}

+ 1
∏J

j=1 Mj

∑

Xa

∑

Xb,x1,b �=x1,a ,
[x2,b,...,x j,b]�=[x2,a ,...,x j,a ]

P {Xa → Xb} .

(12.25)

The first part in (12.25) is the union bound of the probability of the event that all
users’ signals are correctly detected except for the first user, namely the ACEP for
the first user with single-user detection in the absence of interference. This part is
a summation of (M1 − 1)

∏J
j=1 Mj PEPs, while only 1

2M1(M1 − 1) different PEP
values should be calculated, due to the symmetry of the dimension-wise distance for
the first user. The second part is the probability of the event that the errors happen
for the first user and for at least one user among {2, . . . , J }, which is the summation
of (M1 − 1)(

∏J
j=2 Mj − 1)

∏J
j=1 Mj PEPs, but only one-fourth of them should be

considered. A further simplification can be achieved for the MAC by considering
more decompositions of the second part.

In general, SCMA codebooks of all users are constructed from a common mother
constellation [16], with some layer-specific operations over this constellation to get
their own layer’s codebook. These layer-specific operations do not change the fun-
damental properties of the mother constellation, such as the Euclidean distance. The
layer operation losses their efficiency in the uplink multiple access fading channels,
due to the distinctness of each user’s channel gain. If the factor graphmatrix is regular
as that in (12.5), every user will suffer from the same interference from other users.
Then, the system results in the same performance for all users, while for other cases,
the ACEP is asymmetric for each user.

The MPA detection is believed to be an efficient approach for SCMA systems.
Theoretically, the MPA detector is asymptotically equivalent to the optimal MAP
detector [17, 18] (or ML conditioned on equal probably transmissions) for a sparsely
spread system with long signatures. The analytical bounds, proposed in this subsec-
tion, work for ML detector as well as for the MPA detector.

12.2.1.6 Numerical Results and Simulations

We consider an SCMA system illustrated in Example 1, and the four-dimensional
four-ary codebooks are listed in Table12.1. The ACEP of SCMA over AWGN and
uplink Rayleigh fading channels for 2, 4, and 6 user cases are evaluated. For the
Rayleigh fading channel, we give analytical results of the union bound on the ACEP,
corresponding to exact PEP (denoted as Pjml), the upper bound on PEP Pub, and the
scaled Chernov bound Pch, respectively.

Results for AWGN channels are shown in Fig. 12.4a. The analytical bound of a
joint ML detector closely coincides with the simulation curves for large SNR. The
bound is quite tight for values of ACEP below 10−3, even for six users. Thus, this
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(a) SCMA over AWGN channel.
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(b) SCMA with 2 users in Rayleigh fading.
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(c) SCMA with 4 users in Rayleigh fading.
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(d) SCMA with 6 users in Rayleigh fading.
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Fig. 12.4 ACEP of uplink SCMA over AWGN and Rayleigh fading channels

bound is sufficient for the analysis and design of a signal constellation in AWGN.
Surprisingly, there are bends for the ACEP curves of an ML detector and analytical
bound for the six user case. The performance turns better than expected within the
SNRregion from12 to18dB,which is due to the sparse codebooks.This phenomenon
happens if the distance profile of the multi-user codebooks is uneven. For example,
a quite small distance exists while the others are very large. In general, the ACEP of
a constellation in AWGN channels is proportional to the summation of Q-function
of the distances d and SNR, i.e., P(SNR) ∝ ∑

d Q(
√
dSNR), where d is the set of

distances among the constellation points. If there is a large difference between two
distance components, P(SNR) is not a convex function and a bend appears in the
P(SNR) vs SNR curves in log–log scale at low SNR. The theoretical bound is still
quite close to the actual ACEP within the bend region. It can be seen from Fig. 12.4a
that there is nearly 0.4 dB gap between the performance of the MPA detector and the
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ML detector at the SNR of 14 dB. The performance of the MPA detector is improved
asymptotically and approaches that of ML detector at high SNRs.

Figure12.4b–d present the performance for 2, 4, and 6 users over Rayleigh fading
channels, respectively. All the bounds are asymptotically tight as SNR increases. The
analytical bound Pjml is quite tight for values of ACEP below 10−3 for all numbers
of users, and the gap between Pjml and the exact ACEP is almost constant at high
SNRs, when the number of users increases. Moreover, the bounds become looser at
low SNRs as the number of users increases. The upper bound Pub shows superiority
over all the other bounds, since it is much easier to calculate than Pjml while it has
only a little difference. It should be noted that the scaled Pch is much looser compared
to Pub. As expected, the MPA detector shows exactly the same performance as the
ML detector for any number of users and any values of SNR over Rayleigh fading
channels.

12.2.2 Capacity and Cutoff Rate

This subsection discusses the sum rate analysis of SCMA systems. The channel
capacity characterizes the limit information rate that can be reliably transmitted over
a channel. It is well known that the sum rate of multi-channel transmissions is simply
the sum of per channel rate, and in the uplink SCMA, the communications over each
SCMA resource constitutes a multiple access process, then, the sum rate of uplink
SCMA is

C =
K∑

k=1

Eh1[1],...,hJ [K ]

⎡

⎣log2

⎛

⎝1 + ρ
∑

j∈φk

|h j [k]|2
⎞

⎠

⎤

⎦

= Ke1/ρ

ρd f ln 2

d f∑

i=1

d f −i∑

j=0

(−1)d f − j−iρi+ j

j !(d f − i − j)! Γ ( j, 1/ρ)

(12.26)

where ρ is the SNR, and Γ (a, x) = ∫∞
x ta−1e−tdt , is the incomplete Gamma func-

tion. In the above sum rate evaluation, we assume that the users have the same
transmitting power, and each SCMA resource carries the same number of users, i.e.,
d f = |φk |. To achieve any point on the sum rate curve, codebooks with Gaussian
distributions and successive interference cancelation (SIC) receivers are generally
required.

In practical cases, it is more valuable to investigate the capacity restricted by
specific codebooks, i.e., the discrete codebook-constrained capacity (DCCC). Con-
sider the equivalent linear system of uplink SCMA in (12.2). Assuming that perfect
channel knowledge is available at the receiver. The conditional probability density
function (PDF) of the received signal vector is
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f (y|X,H) = 1

(πN0)
K exp

(
−‖y − HX‖2

N0

)
(12.27)

The mutual information I (X; y) between the discrete input X and the continuous
output y, or the DCCC, is given by [11]

I (X; y) = log2 M
J − Ey,Xa ,H

[
log2

∑
Xb

f (y|Xb,H)

f (y|Xa,H)

]

= log2 M
J − EH

⎡

⎣ 1

MJ

∫

y

∑

Xa

f (y|Xa,H) log

∑
Xb

f (y|Xb,H)

f (y|Xa,H)
dy

⎤

⎦

(12.28)
where Xa,Xb ∈ {X j }Jj=1 are two combined codewords for J users. Obviously, it
is quite difficult—if not impossible—to deal with the expression for the mutual
information, and a closed-form solution is unattainable. In the following, we resort
to the cutoff rate analysis.

12.2.2.1 Cutoff Rate of Uplink MAC

The channel cutoff rate R0, which is a lower bound on the channel capacity, is
another commonly used metric characterizing the channel rate. The cutoff rate is
more informative than the DCCC, since it provides a good estimate of the capacity
as well as a tight upper bound on the error probability of an optimal detector.

The cutoff rate can be defined by [11]

R0 = − log2

⎡

⎣
∑

Xa

∑

Xb

p(Xa)p(Xb)ΔXa ,Xb

⎤

⎦ (12.29)

where p(Xa) = p(Xb) = 1
MJ , and ΔXa ,Xb is the Bhatacharyya bound on the PEP

between Xa and Xb, which is given by [11]

ΔXa ,Xb = EH

[∫ √
p (y | Xa,H) p (y | Xb,H) dy

]

= EH

[
e− 1

4N0
‖H(Xa−Xb)‖2

∫
1

(πN0)
K e

− 1
N0

∥∥∥y− H(Xa+Xb )

2

∥∥∥
2

dy
]

= EH

[
e− 1

4N0
‖H(Xa−Xb)‖2

]
(12.30)

Note that ΔXa ,Xa = 1, then the cutoff rate can be written as
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R0 = log2 M
J − log2

⎛

⎝1 + 1

MJ

∑

Xa

∑

Xb �=Xa

ΔXa ,Xb

⎞

⎠ (12.31)

It is observed that, the term 1
MJ

∑
Xa

∑
Xb �=Xa

ΔXa ,Xb , inside the bracket of (12.31), is
the union-Bhatacharyya bound on the joint codeword error probability for multiple
users. Therefore, optimizing the mean cutoff rate is equivalent to the optimization
of the error probability, and cutoff rate can be used as a good performance criterion
for the system design.

For the uplink MAC, according to the analysis in Theorem 1,

‖H(Xa − Xb)‖2 =
K∑

k=1

λ2
k |h̃[k]|2

where λ2
k is the kth dimension-wise distance in the MAC defined in Definition 1, and

|h̃[1]|, . . . , |h̃[K ]| are independent Rayleigh distributed random variables. There-
fore,

ΔXa ,Xb =
K∏

k=1

Eh̃[k]
[
e− 1

4N0
λ2
k |h̃[k]|2] =

K∏

k=1

(
1 + λ2

k

4N0

)−1

and thus the cutoff rate for uplink MAC is given by

R0 = logMJ − log

⎡

⎣1 + 1

MJ

∑

Xa

∑

Xb,b �=a

K∏

k=1

(
1 + λ2

k

4N0

)−1
⎤

⎦ (12.32)

The average sum rate and cutoff rate for uplink SCMA in Rayleigh fading are
depicted in Fig. 12.5, where the 4-ary codebook in Table12.1 is adopted. The sum
rates of SCMAwith 2, 4 and 6 users are represented by the uppermost curves, which
increase almost linearly with the SNR when SNR becomes very large. Due to the
discrete codebooks, the DCCC and the cutoff rate are upper bounded by J

K log2(M).
However, significant rate improvement can be achieved by overloaded access for
moderate to large SNRs. As it is observed, the cutoff rate establish a lower bound to
the DCCC, and it asymptotically approaches the DCCC with increasing SNRs.

12.2.2.2 Cutoff Rate of Downlink BC

Consider the downlink BC model in (12.3), for the j th user, the cutoff rate corre-
sponding to the mutual information I (x j ; y) is given by [19]

R0 = log2 M − log2

(
1 + 1

M

∑

x j,a

∑

x j,b �=x j,a

Δx j,a ,x j,b

)
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Fig. 12.5 Capacity and
cutoff rate of uplink SCMA
in Rayleigh fading
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and the Bhatacharyya parameter is

Δx j,a ,x j,b = Eh

[∫ √
p
(
y | x j,a,h

)
p
(
y | x j,b,h

)
dy
]

= Eh

⎡

⎣ 1

MJ−1

∫ √ ∑

xi,a∈Xi ,∀i �= j

p (y|Xa,h)
∑

xi,b∈Xi ,∀i �= j

p (y|Xb,h)dy

⎤

⎦

(12.33)
In the integral of (12.33) a square root of the double sum of the products

“p (y|Xa,h) p (y|Xb,h)” is involved, which makes it excessively complex for a
large number of users. Hence, we will attempt to obtain reasonable bounds for the
cutoff rate. To deal with the expression, we first calculate ΔXa ,Xb . According to the
PEP analysis in (12.21) for downlink SCMA, the channel-dependent metric is equal
to

‖diag(h)(Xa − Xb)‖2 =
K∑

k=1

τ 2
k |h[k]|2

where τ 2
k is the dimension-wise distance defined in Definition 2, and |h[k]| is the

Rayleigh distributed random variables. Similar to that in the uplink case, the Bhat-
acharyya parameter considering the superimposed codewords Xa and Xb is given
by

ΔXa ,Xb = Eh

[
e− 1

4N0
‖diag(h)(Xa−Xb)‖2

]

= Eh

[
e− 1

4N0

∑K
k=1 τ 2

k |h[k]|2] =
K∏

k=1

(
1 + τ 2

k

4N0

)−1
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By applying Holder’s inequality,

√ ∑

xi,a∈Xi ,∀i �= j

p (y|Xa ,h)
∑

xi,b∈Xi ,∀i �= j

p (y|Xb, h) ≥
∑

(xi,a ,xi,b)∈P i ,∀i �= j

√
p (y|Xa , h) p (y|Xb, h)

wherePi is the set of a point-to-point pairing of codewords (xi,a, xi,b) for all i �= j ,
which contains M elements.3 Then it holds that

Δx j,a ,x j,b ≥ Eh

⎡

⎣ 1

MJ−1

∑

(xi,a ,xi,b)∈P i ,∀i �= j

∫ √
p (y|Xa,h) p (y|Xb,h)dy

⎤

⎦

= 1

MJ−1

∑

(xi,a ,xi,b)∈P i ,∀i �= j

ΔXa ,Xb

Thus, an upper bound on the cutoff rate of downlink SCMA is

R0|upper = log2 M − log2

[
1 + 1

MJ

∑

x j,a

∑

x j,b �=x j,a

∑

(xi,a ,xi,b)∈P i ,∀i �= j

K∏

k=1

(
1 + τ 2

k

4N0

)−1 ]

(12.34)
For the sake of deriving the lower bound of the cutoff rate, we may invoke the

following simple inequality

√ ∑

xi,a∈Xi ,∀i �= j

p (y|Xa,h)
∑

xi,b∈Xi ,∀i �= j

p (y|Xb,h)

≤
∑

xi,a∈Xi ,∀i �= j

∑

xi,b∈Xi ,∀i �= j

√
p (y|Xa,h) p (y|Xb,h)

we get that

Δx j,a ,x j,b ≤ 1

MJ−1

∑

xi,a∈Xi ,∀i �= j

∑

xi,b∈Xi ,∀i �= j

ΔXa ,Xb

and a lower bound on the cutoff rate is obtained

R0|lower = log2 M − log2

[
1 + 1

MJ

∑

x j,a

∑

x j,b �=x j,a

∑

xi,a∈Xi ,∀i �= j

∑

xi,b∈Xi ,∀i �= j

K∏

k=1

(
1 + τ2k

4N0

)−1 ]

= log2 M − log2

[
1 + 1

MJ

∑

Xa

∑

Xb,x j,b �=x j,a

K∏

k=1

(
1 + τ2k

4N0

)−1 ]

(12.35)

3There are M ! possible pairing patterns for (xi,a, xi,b), hence M ! choices for Pi . The tightness of
the bound is determined by the specific selection of the pairing patterns. A detailed seek for the
appropriate pairing pattern can be found in [19].



12 Sparse Code Multiple Access (SCMA) 393

(a) Cutoff rate. (b) ACEP.

Fig. 12.6 Cutoff rate and ACEP of the worst user for downlink SCMA in Rayleigh fading

As discussed in (12.24), the expression inside the square bracket of (12.35) is the
union-Bhatacharyya bound on the ACEP for the j th user.

With the derived upper and lower bound on R0 or Δx j,a ,x j,b , the corresponding
bounds to the union-Bhatacharyya bound onACEPs, i.e., 1

M

∑
x j,a

∑
x j,b �=x j,a

Δx j,a ,x j,b ,
can be obtained straightforwardly.

We will now verify the cutoff rate bounds and the corresponding bounds for
ACEPs by simulations. If R0|upper is sufficiently tight, it may be regarded as satisfac-
tory approximation of R0. In order to emphasize the primary common characteristic
between R0|upper and R0|lower, we can readily refer to R0|upper as the approximated
Chernov bound (Approxi. CB), and R0|lower as relaxed Chernov bounds (Relaxed
CB). The results for the cutoff rate of the worst user in downlink SCMA and the cor-
responding ACEPs are plotted in Fig. 12.6a and Fig. 12.6b, respectively. The curve
of “Approxi. CB” and that of “Relaxed CB” merge with each other in the high-SNR
region, while the “Approxi. CB” bound gets significantly close to the associated
practical performance. Hence we may claim that R0|upper indeed represents a sat-
isfactory approximation of R0. This conclusion may be verified by the associated
simulation results shown in Fig. 12.6b, where the “Approxi. CB” over ACEP gives a
better estimation of the practical ACEP than that of “Relaxed CB”, for both full-rank
(with 4 users) and rank-deficient (with 6 users) SCMA systems.

12.3 Codebook Design

As the performance of SCMA strongly depends on the multi-dimensional code-
books, codebook design constitutes one of the most important issues for SCMA, and
it is what distinguishes SCMA from other non-orthogonal multiple access schemes.
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Incorporating a sophisticated codebook design into SCMA has the potential of sig-
nificantly improving the spectrum efficiency, and reducing the detection complexity.

12.3.1 General Design Rules

The design of SCMA codebook is a joint optimization of the sparse mapping matrix
and the multi-dimensional constellations. Assume that all layers have the same con-
stellation size and length. An SCMA codebook can be represented by structure
S(V ,C ; J, M, N , K ), where V = {V j }Jj=1, is the set of mapping matrices, and
C = {C j }Jj=1, is the set of signal constellations for J layers. Thus, the SCMA code-
book designing is equivalent to solve the optimization problem [1]

V +,C + = argmax
V ,C

Υ (S(V ,C ; J, M, N , K )) (12.36)

where the function Υ (·) is somehow the design criterion.
Unfortunately, for a given criterion Υ (·) and such a multi-dimensional problem,

the optimum solution cannot be found. In practice, a suboptimal multi-stage opti-
mization approach is adopted, by optimizing themappingmatrices and constellations
separately. The set of mapping matrices V is generally selected in order to meet the
maximum overloading, while the design of J multi-dimensional constellations is
simplified to the design of a mother constellation and multiple layer-specific opera-
tors.

12.3.1.1 Mapping Matrices

The set of mapping matrices V should be pre-determined before the constellation
design, since it determines the number of users/layers interfering at each resource
node and complexity of the multi-user detection. As V can be characterized and
uniquely determined by the factor graph matrix, the design of V can borrow the idea
from the design of LDPC codes. However, here we introduce general rules for the
designing:

• V j ∈ B
K×N , and Vi �= V j , ∀i �= j

• V[φ]
j = IN , where V

[φ]
j is obtained by removing all-zero rows in V j

Thus we may insert K − N all-zero row vectors into rows of IN to obtain the unique
solution V + for problem (12.36).

If we take Example 1 as the illumination, we have following properties and rela-
tions for SCMA encoding parameters

• Choose the constellation length N = 2, and the codebook length K = 4

• The maximum number of layers J =
(
K
N

)
= 6



12 Sparse Code Multiple Access (SCMA) 395

• The number of multiplexed layers over each resource d f = J N
K = 3

• Overloading factor λ = J
K = 1.5

• max(0, 2N − K ) ≤ l ≤ N − 1, where l is the number of the overlapping elements
of any two distinct f j vectors. Thus 0 ≤ l ≤ 1 if K = 4 means that the codeword
are either orthogonal or collide at only one overlap nonzero element over any two
rows.

The resulting factor graph matrix F is the same as (12.5) and the factor graph is
shown in Fig. 12.3.

12.3.1.2 Multi-dimensional Constellations

Having the mapping set V +, the optimization problem of an SCMA is reduced to

C + = argmax
C

Υ
(
S(V +,C ; J, M, N , K )

)
(12.37)

which is to find J different N -dimensional complex constellations, each contains M
signal points. In general, the joint design ofmultiplemulti-dimensional constellations
is challenging, a further simplification of (12.37) can be conducted by dividing the
problem into the design of a mother constellation and J layer-specific operators,
and optimizing them separately. Without loss of generality, defineC j ≡ Θ j (C),∀ j ,
where Θ j (·) denotes a constellation operator. Thus the optimization problem in
(12.37) becomes

C
+,
{
Θ+

j

}J

j=1
= arg max

C,{Θ j}J

j=1

Υ
(
S(V +,C ≡ {

Θ j (C)
}J
j=1 ; J, M, N , K )

)

(12.38)

A. Mother Constellation

In general, a constellationwith largeminimumEuclidean distance achieves good per-
formance when no collisions occur among users/layers over a tone. With increasing
number of users/layers, the collisions are unavoidable and the multi-user interfer-
ence will be introduced. To mitigate such interference, it is required to induce depen-
dency among the nonzero elements of the codewords, such that the receiver can
recover colliding codewords from other tones. In general, the mother constellation
can be any form of a multi-dimensional constellation with a maximized minimum
Euclidean distance. To control dimensional dependency and power variation with-
out destroying the Euclidean distance profile, a unitary rotation can be applied to
the mother constellation. For transmission over fading channels, the performance is
dominated by the product distance of a constellation at high-SNR region. Thus the
goal of designing a good mother constellation for SCMA is trying to optimize both
the minimum Euclidean distance and product distance. Fortunately, the optimization
of the product distance could be realized by unitary rotation as well. Thus the two
types of distances can be optimized separately. In [20], using the Chernoff bounding
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technique, it is shown that for Rayleigh fading channels, the error probability of a
multi-dimensional signal set is essentially dominated by four factors. To improve
performance is necessary to

• minimize the average energy per constellation point;
• maximize the modulation or signal-space diversity;
• maximize the minimum product distance

dp,min = min
xa ,xb

∏

xa [k]�=xb[k]
|xa[k] − xb[k]| (12.39)

between any two points xa and xb in the constellation;
• minimize the product kissing number for the minimum product distance, i.e., the
total number of points at the minimum product distance.

For low rates, constellation design can be done by brute-force searching, however,
this is not necessarily the case for higher rates and a larger number of users/layers
due to the prohibitive searching complexity. Under this circumstance, the structured
construction is required. Lattice constellation construction can be considered as a
possible way to design good mother constellations. If we construct a constellation
from the latticeZ2N with gray labeling, the construction could be done effectively by
forming orthogonal QAM constellations on different complex planes. To maximize
the minimum product distance of rotated lattice, the unitary rotations of QAM lattice
constellations might be optimized as in [20, 21].

B. Constellation Operators

After obtaining the mother constellation C
+, layer-specific operators should be

designed to guarantee the unique decodability of the multi-layer signals at the
receiver, and also lower the multi-user interference. The optimization problem for
the operators can be formulated as

{Θ+
j }Jj=1 = arg max

{Θ j }Jj=1

Υ
(
S(V +,C ≡ {Θ j (C

+)}Jj=1; J, M, N , K )
)

(12.40)

Note that here, the design criterionΥ (·) are not necessarily the same as that in (12.38)
for the joint design of mother constellation and constellation operators.

The constellations for different SCMA layers might be constructed with different
operators Θ j (·), and the constellation operators generally include complex conju-
gate, phase rotation and dimensional permutation. Generally speaking, if the dif-
ferent users have different power levels, the interfering codewords would be easily
separated at receiver due to the power diversity. To do this, it is obliged to have a
diverse average power level over the constellation dimensions when designing the
mother constellations, which could be done by an appropriate rotation of the lattice
constellation as discussed in [16]. Thus the task of optimization problem can be the
permutation operators which enable the SCMA codebooks to capture as much power
diversity as possible over the interfering users. The optimization for power variation
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over users can be designed to permute each codebook set to avoid interfering with
the same dimensions of a mother constellation over a resource node.

As discussed in Sect. 12.2.1.2, the constellation operators is unnecessary for the
uplink SCMA in fading channels. On the one hand, inMAC, the fading itself takes the
role of constellation operations, and the receiver exploiting the differences among the
channel fadings to separate themulti-user signals.On the other hand, the constellation
operators like phase rotation and complex conjugate don’t change λ2

k in Definition
1, hence don’t change the error probability. However, it is important to design layer-
specific operator for downlink SCMA, because all users experience the same channel
condition and the destructive codeword collision can be avoided by careful design
of Θ j (·) in the downlink.

12.3.1.3 Constellations for Lower Receiver Complexity

This part introduces two kinds of multi-dimensional constellations for SCMA, that
allow MPA receiving with reduced complexity.

A. Shuffled Multi-dimensional Constellation

The dependency among the complex dimensions of the mother constellation guaran-
tees an efficient detection and diversity for fading channels. It is possible to construct
a mother constellation such that the real part and imaginary part are independent with
each other, while the complex dimensions are still dependent. One kind of approach
is the shuffling [16], which enables the MPA to reduce the complexity from Mdf

to Mdf /2. The shuffling method rotates two independent N -dimensional real con-
stellations to maximize the minimum product distances, with the same or different
unitary rotations, then generates an N -dimensional complex mother constellation
by concatenation of the two N -dimensional rotated real constellations. One of the
two N -dimensional real constellations corresponds to the real part of the points of

Fig. 12.7 Shuffling construction of the mother constellation [16]
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Fig. 12.8 An example of shuffling construction of two-dimensional 16-ary SCMA constellation
[16]

the mother constellation, and the other one corresponds to the imaginary part. The
construction is illustrated in Fig. 12.7.

Example 2 The construction of a 16-point SCMAmother constellation applicable to
codebookswith twononzero position (N = 2)by shuffling is illuminated inFig. 12.8.

Its optimum rotation angle is tan−1
(
1+√

5
2

)
, which maximizes the minimum product

distance.

B. Low-Projected Multi-dimensional Constellation

Akey feature of SCMA codebooks is that the multi-dimensional constellation allows
a few constellation points to collide over some of the dimensions, as they can still be
separated through other components. An example is shown in Fig. 12.9, in which the
constellation points corresponding to 01 and 10 collide over the first dimension, but
are separated over the second tone, making the number of projection points equal to
3 instead of 4. By employing this low-projected constellation, the MPA receiver is
able to reduce the number of probability calculations at the FNs during each iteration.
As a result, the complexity is reduced to O(M

df
p ), where Mp ≤ M is the number of

projection points.
To do this, it is obliged to let the minimum “product distance”4 be zero during

the mother constellations design by rotation. However, the zero minimum product

4This is the relaxed product distance that takes the product of all the dimension-wise distance
between two points into consideration.
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Fig. 12.9 An example of a
4-ary constellation with 3
projections per complex
plane

distance would cause the performance degradation at high SNR, thus the trade-
off between the performance and complexity should be considered for different
scenarios.

12.3.2 Multi-user Codebooks Design for Uplink SCMA
Systems

In this subsection, we introduce a practical codebook design approach for uplink
SCMA systems over Rayleigh fading channels. Instead of optimizing the mother
constellation and constellation operators separately, we address the joint design of
multi-user constellations for small constellation size and number of users [22].

12.3.2.1 Design Criterion

To address the design of good codebooks, we need to establish appropriate perfor-
mance criteria for a given system, i.e., determine the Υ (·) in (12.37). It is straightfor-
ward to use the DCCC I (X, y) in (12.28), or the ACEP in (12.24), as the criterion, for
increasing capacity or lowering probability of error. However, it is inefficient to use
the DCCC or the ACEP as the cost function directly, since the evaluation of I (X, y)
involves either Monte Carlo simulations or a large amount of numerical integration,
and the calculation of the union bound on the ACEP is a little bit complicated.

As an alternative metric, the cutoff rate also gives an approximated evaluation for
the capacity as well as the error probability and allows us to optimize the codebooks
at a target value of SNR. Therefore, we can formulate the criterion for the multi-user
codebooks design, by making the cutoff rate as large as possible, or equivalently
the union-Bhatacharyya bound on the ACEP as small as possible. According to the
cutoff rate analysis in (12.32) for MAC, maximizing R0 is equivalent to choose the
combined codewords such that
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{X+
j }Jj=1 = arg min

{X j }Jj=1

∑

Xa

∑

Xb,b �=a

K∏

k=1

(
1 + λ2

k

4N0

)−1

s.t. E
[‖X‖2] = Es

(12.41)

where Es is the total power constraint on the multi-user codebooks. It is expected
that the criterion is optimal in the sense of designing codebooks with large DCCC
or small ACEP, since it involves all pairs of possible codewords for multiple users.

12.3.2.2 Signal-Space Diversity Scheme

Recall that the problem of designing multi-dimensional constellations for fading
channels has been solved by using signal-space diversity (SSD), which rotates the
QAM constellations with a unitary matrix, constructed either from the algebraic
number theory or by computer search [21, 23]. Therefore, here, we use the rotated
constellation to build the multi-user codebooks. In particular, we obtain the rotation
matrices through computer search over compact parameterizations of unitary matri-
ces. Note, that the null dimensions of codebooks are discarded before the rotations.
The N × N unitary matrix can be written as [23]

R =
N−1∏

m=1

N∏

n=m+1

Tm,n (12.42)

where Tm,n is a complex Givens matrix given by [24]

Tm,n =

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

. . .

cos θm,n . . . e−iηm,n sin θm,n
...

. . .
...

−eiηm,n sin θm,n . . . cos θm,n

. . .

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

which changes the identity matrix by replacing its (m,m)th, (n, n)th, (m, n)th and
(n,m)th elements with cos θm,n , cos θm,n , e−iηm,n sin θm,n and−eiηm,n sin θm,n , respec-
tively. The angles satisfy θm,n ∈ [−π, π ] and ηm,n ∈ [−π/2, π/2]. So, the search for
R is reduced to the search for a sequence of phase of

θ = {θ1,2, . . . , θ1,N , θ2,3, . . . , θ2,N , . . . , θN−1,N },
η = {η1,2, . . . , η1,N , η2,3, . . . , η2,N , . . . , ηN−1,N }. (12.43)

It seems that optimizing the constellations using the above criterion is intractable
even for a moderate number of users and codebook size, since we need to search
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N (N − 1)J angles, and the summation in the right-hand side of (12.41) will add up
MJ (MJ − 1) terms. However, searching results for two-dimensional constellations
with a small number of users show that the rotation matrices are the same for all
codebooks, and are independent of the number of users. Therefore, we simplify
the optimization process by searching over a single rotation matrix, and reducing
the number of accessed users, even though this is suboptimal. Furthermore, we can
use the approach developed in [25], where all the entries of the rotation matrix are
equal in magnitude. Therefore, by expanding the product in (12.42), we get θ = {

π
4

}

and θ = {
π
4 , 0.6155, π

4

}
for N = 2 and N = 3, respectively. Exhaustive search is

computationally feasible, provided, that each user occupies a moderate number of
resources such that N ≤ 3.

In the signal-space diversity scheme, the constellations are restricted to lattice
constellations such that the rotated QAMs are suggested. In practice, the rotation
can be done over any multi-dimensional constellations to improve the cutoff rate,
e.g., the rotated spherical codebook [26] and rotations over the product of other
low-dimensional constellations.

12.3.2.3 Simulations and Discussions

Consider the SCMA system in Example 1, which supports an overloading factor
150%. Simulation results of packet error rate (PER) for uncoded SCMA and DCCC
are provided, which are performed over i.i.d Rayleigh fading channels for 4-ary and
16-ary codebooks. Four kinds of codebooks including the codebooks through SSD
scheme discussed in this subsection (named as G4,4/G16,16), the codebook from [16]
(named as C4,4/C16,16), spherical codebook [26], star-QAM-based codebooks [27],
are employed, and we also provide the results of the star-QAM-based codebooks
after optimization using the criterion (12.41), for which we extend α to complex
numbers and get β = 1, α = −i and α = 0.8 − 0.8i for 4-ary and 16-ary codebooks,
respectively.5

Figure12.10 plots the DCCC of 4-ary and 16-ary codebooks for four users,
together with the theoretical limit rates of i.i.d Gaussian inputs. As it is evident,
the SSD scheme outperforms all the other codebooks in the high rate region for both
4-ary and 16-ary codebooks, while the mutual information gain is more clear for
4-ary case. While the rate of the star-QAM scheme is small, a significant gain is
achieved after optimization with the criterion in (12.41), and it becomes as good as
the SSD scheme for 4-ary codebook.

Figure12.11 compares the PER performance of different codebooks for uplink
SCMA with six users, where two antennas are employed for receive diversity, and
the MPA detector is used with six iterations all the time. As it is observed, the SSD
scheme has a gain about 0.8 dB over C4,4 and 0.6 dB over C16,16, and a gain about 0.5
dB and 0.3 dB over the spherical codebook for 4-ary and 16-ary cases, respectively.

5The star-QAM-based codebook targets on downlink channels, while its performance deteriorates
in the uplink and for large constellation size.
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Fig. 12.10 Mutual information of uplink SCMA with 4 users
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Fig. 12.11 PER of uplink SCMA systems over Rayleigh fading channels

Without optimization, the star-QAM scheme yields the worst error performance.
However, it performs much better after optimization, which coincides with the result
of mutual information in Fig. 12.10.
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12.3.3 Low-Projected Multi-dimensional Constellations
Design

As is discussed above, by employing the multi-dimensional constellations with low
projections, the MPA receiver is able to utilize the constellation structure to reduce
the receiver complexity. This subsection introduces an approach of constructing
low-projected multi-dimensional constellations for uplink coded SCMA. In partic-
ular, constellation optimization for bit-interleaved convolutional coded SCMA with
iterative multi-user detection is considered.

12.3.3.1 Transfer Characteristics of Turbo-MPA Detector

Extrinsic information transfer (EXIT) characteristics are investigated to find the
effect of multi-user constellations on the performance of the MPA detector, and
give us insights on the constellation optimization criteria. For each user, the EXIT
chart analysis computes the average mutual information (AMI) between the extrinsic
LLR (Le), or the a priori LLR (La), and each coded bit. Thus, the extrinsic AMI is
calculated as [28]

Idet,e = 1 − 1√
2πσ 2

e

∫ +∞

−∞
exp

[
− (l − σ 2

e /2
)2

2σ 2
e

]
log2(1 + e−l)dl
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Fig. 12.12 Impacts of constellations and labelings on the detector’s transfer characteristics
(Eb/N0 = 6 dB, MPA detector with 3 iterations)
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where σ 2
e is the variance of the extrinsic LLR. It is worth noting that due to the

multi-user interference, the a priori AMI (Idet,a) and extrinsic AMI (Idet,e) for each
user will be influenced by the other users, and hence, a J -dimensional EXIT chart
is necessary to characterize the transfer function. Here, the AMI is averaged over all
the users such that the EXIT curves can be depicted on a one-dimensional complex
plane.

Now, we investigate the transfer characteristics of the turbo-MPA detector for
uplink SCMA over i.i.d. Rayleigh fading, and a factor graph matrix as in (12.5)
is considered. Figure12.12 presents the detector’s transfer characteristics of two-
dimensional 8-ary constellations for different number of users (J ) at Eb/N0 = 6 dB,
where the MPA detector performs 3 iterations. Note that when J = 2, the signals
from the two users are orthogonal with each other, so that they have the same AMI
as that in the single-user case.

The impact of different constellations on the detector’s transfer characteristics
is shown in Fig. 12.12a, where the detector’s EXIT curves of two different 8-ary
constellations6 with the same labelings are provided. Obviously, constellation 1 out-
performs constellation 2, and the superiority of constellation 1 over constellation 2
is independent with the number of users. This implies that the effect of the constel-
lation on the single-user system agrees with its multi-user counterpart, even though
the EXIT curves become steeper as the number of users increases. In Fig. 12.12b,
the results for the same 8-ary constellation with different mappings/labelings are
demonstrated. It is observed that different labelings result in transfer characteristics
curves of different slopes, for all the number of users cases, and the labeling with a
steeper EXIT curve in the single-user case shows the larger slope in its multi-user
counterpart.

The conclusion implies that the influence of constellations and labelings on the
single-user system is consistent with that on the multi-user case. More precisely, a
constellation or a labeling that is good for single-user systems will be beneficial to
the multi-user systems. Therefore, we suggest to simplify the complicated multi-user
constellations optimization in SCMA to the suboptimal single-user system design.
It is expected that the constellation designing criteria for the single-user system is
efficient for multi-user cases.

12.3.3.2 Design Criteria of Multi-dimensional Constellations

A. Links Between EXIT Charts and Constellation Design

The EXIT chart is a good tool to guide the system design. For iteratively decoded
systems, given an outer convolutional code, the constellation should be designed to
form a tunnel between the transfer curves of the detector and the decoder, and the

6The constellation 1 is constructed by rotation over the product of a binary phase-shift keying
(BPSK) and a quadrature phase-shift keying (QPSK) constellation with Gray labelings, using the
approach in Sect. 12.3.2.2 (G8,8), and constellation 2 is the repetition over an 8PSK constellation
with Gray labeling, i.e., the LDS scheme [29].
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starting point of the detector curve and the intersection point between the detector
curve and the decoder curve should be as high as possible, to guarantee a low threshold
as well as a low error floor.

At a given value of SNR, the transfer characteristics of the detector are affected
by both the constellation itself and the labeling, as shown in Fig. 12.12. In terms
of the constellation, it is known that the area under the detector’s EXIT curve is
approximately equal to the DCCC per number of bits of a constellation point [30].
Based on this property, once a constellation with a larger DCCC is constructed,
a larger area is obtained and then it has the potential of providing a wider EXIT
tunnel, or equivalently, it would be easier to let the detector’s curve to be above
the decoder’s curve. In terms of the labeling, for a given constellation, the detector
curves corresponding to distinct labelings are rotations with each other, since the
labeling does not change the DCCC and hence the area below the detector curve.
A good labeling rotates the detector curve such that a large AMI is produced when
Idet,a = 1, which provides an error floor that reaches the BER range of practical
interest, and at the same time, to make the tunnel between the transfer curves of the
detector and the decoder still open.

Based on these facts, we divide the constellation optimization framework into
two steps. First, try to design the multi-dimensional constellation by maximizing the
DCCC; Second, optimize the labeling by EXIT curve-fitting. In the following, we
introduce two figures of merits for the constellation and the labeling.

B. Constellation Figure of Merit

As discussed above, the cutoff rate, corresponding to the DCCC, is a good criterion
that allows us to optimize the constellation at a target value of SNR. Considering
the received signal y = diag(h)x + n, the cutoff rate constrained by an M-ary K -
dimensional signal set C in i.i.d. Rayleigh fading, is given by [25]

ΨCFM(C) = log2 M − log

⎡

⎣1 + 1

M

∑

xa∈C

∑

xb∈C,xb �=xa

K∏

k=1

(
1 + δ2k

4N0

)−1
⎤

⎦ (12.44)

where δk = |xa[k] − xb[k]|, is the dimension-wise distance between any two dis-
tinct K -dimensional symbols xa and xb. We take the quantity ΨCFM(C) as the SNR-
dependent constellation figure of merit, which is a function of SNR and the con-
stellation C, or the set of all pairwise distances between the constellation points. It
involves all pairs of multi-dimensional symbols, and is independent of the labeling
or any channel codes.

C. Labeling Figure of Merit

The constellation labeling is a crucial design parameter to achieve a high coding
gain over the iterations for iteratively decoded bit-interleaved coded modulation
(BICM) systems. To obtain an optimization criterion for the labelings, we resort to
the error performance of multi-dimensional constellations under ideal interleaving.
Let x̃(i) = [x̃(i)[1], . . . , x̃(i)[K ]]t , be the symbol having the same label with that of x
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except at the i th bit position. The effect of labeling μ on the performance of BICM
with iterative decoding (BICM-ID) systems employing multi-dimensional signal
constellation can be characterized by [31]

ΨLFM(μ) = 1

mM

m∑

i=1

1∑

b=0

∑

x∈Cb
i

K∏

k=1

(
1 + 1

4N0
δ2k

)−1

(12.45)

where δk = |x[k] − x̃(i)[k]|, and C
b
i is the subset of C that consisting of symbols

whose label has the value b in the i th bit position. The SNR-dependent object function
ΨLFM(μ) is able to characterize the influence of both the constellation C and the
labeling μ to the bit error rate (BER) performance of BICM-ID systems. With this
criterion, one can optimize the bit labeling when fixing the signal constellation,
or optimize the constellation for a given labeling, or optimize them jointly. Since
optimizing the labeling μ by decreasing ΨLFM(μ) improves the BER performance,
we take 1

ΨLFM(μ)
as the labeling figure of merit to guide the labeling design for a given

multi-dimensional constellation.

12.3.3.3 Design Multi-dimensional Constellations

The multi-dimensional constellation with the same projections over each dimension
can be viewed as a multi-modulation scheme [32], where the data bits are modu-
lated into multiple one-dimensional symbols that are chosen from a one-dimensional
complex constellation A, called subconstellations in the following. The difference
among the modulations for each dimension is that they have different labelings. This
implies that the multi-dimensional constellation can be constructed by permutations
of the one-dimensional subconstellation A, dimensionally. Therefore, the problem
is to design an M-ary subconstellation A with Mp distinct signal points, and the
specific mapping or permutation for each dimension. In the following, we propose
a multi-stage optimization, and the K -dimensional constellation is constructed by
three steps:

(a) Determine the desired number of projection points Mp such that Mp ≤ M ,
choose a one-dimensional M-ary subconstellation A with Mp projections;

(b) Based on the one-dimensional subconstellation A, construct a K -dimensional
constellation C using permutations;

(c) Design a labeling for the K -dimensional constellation C.

A. Design One-Dimensional Subconstellation A

Different from the traditional constellation design, the M-ary constellation with Mp

projections imply that there are M − Mp signal points that overlap with others. We
first choose an Mp-ary constellation Ap without overlappings, then allocate the Mp

signal points with M labels to obtain A. The choice of Ap is various, any one-
dimensional complex constellation, e.g., quadrature amplitude modulation (QAM)
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or phase-shift keying (PSK), is available. Here, we constructAp using the amplitude
phase-shift keying (APSK) constellation, since it is able to provide good DCCC
compared to other conventional modulations [33, 34].

An Mp-APSK constellation is composed of L concentric rings, each with uni-
formly spaced PSK points. The Mp-APSK constellation can be expressed as [33]

Ap = {
r1e

jθ1P(m1), . . . , rLe
jθLP(mL)

}

where P(ml) is an ml-ary PSK constellation with unit average energy, and rl, θl are
the radius and phase offset of the lth ring, respectively. Let m = [m1, . . . ,mL ]t , be
the vector of the number of points over each ring so thatMp = ∑L

l=1 ml . To guarantee
a good distance profile, it is preferred to locate fewer constellation points on the inner
rings than that on the outer rings. Then, for a set of ordered radius r1 < · · · < rL , it
is suggested that m1 ≤ · · · ≤ mL .

Following the general APSK design procedure proposed in [34], the Mp-APSK
constellation can be constructed as

• Select the number of rings L and the number of constellation points on each ring
ml , such that Mp = ∑L

l=1 ml ;
• Determine the radius of each ring rl ,

rl =
√√√√− ln

[
1 − 1

Mp

(
l−1∑

i=1

mi + ml

2

)]
;

• Set θl as 0 or π/ml .

Given the designed Mp-APSK constellation Ap, we allocate the M-ary constel-
lation with the Mp signal points. The problem can be formulated as how to put M
numbers, 0, 1, . . . , M − 1, into Mp sets, where each set represents a signal point in
Ap. The allocation strategy is preferred to follow the rules:

• The numbers that are allocated to a set should be less than or equal to Mp, and
greater than or equal to 1, such that the overlapped points can be separated through
other dimensions;

• The numbers in each set should be as less as possible, such that the resulted multi-
dimensional constellation has a good distance profile;

• Symmetry of the constellation A is preferred so that it has a zero mean;
• The sets with low power levels may be allocated with more numbers, such that the
constellation has a small average energy.

Note that in some cases, the allocation yields a constellation A with nonzero mean,
then we shift A toward the origin, such that the mean of all signals is zero and
therefore more energy-efficient.

Now, we give an example to illustrate the allocations. For a given 9-APSKAp that
is constructed with 3 rings and m = [1, 3, 5]t , a 16-ary subconstellation A can be
obtained by allocating 16 numbers into 9 sets. Some possible allocations are given
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in Fig. 12.13. Among the four strategies A, B, C, and D, while the strategy A is
the most energy-efficient, it shows the worst performance when used to construct
multi-dimensional constellations. This is because too many points overlap with each
other, leading to a very poor distance profile for the multi-dimensional constellation.
Numerical results show that the strategies B and C are equally efficient, and the
strategy D is the best one, since the largest number of overlappings is only two.

B. Construct K -dimensional Constellation C

Given the designed M-ary subconstellation A, denote πk(A) a column vector of
the kth permutation of the signals in A, and let π1(A) = A. The K -dimensional
constellation through the permutation construction can be expressed with a K × M
matrix as

C = [π1(A), . . . , πK (A)]t

where each column of the matrix corresponds to a K -dimensional symbol. Then,
constructing a K -dimensional constellation requires to find K − 1 permutations
π2, . . . , πK , such that the constellation figure of merit ΨCFM(C) in (12.44) is maxi-
mized.

We focus on two-dimensional constellations (K = 2), by maximizing the con-
stellation figure of merit, the unique permutation function π is selected as

π = argmin
π̂

∑

xa∈C

∑

xb∈C,xb �=xa

K∏

k=1

(
1 + |xa[k] − xb[k]|2

4N0

)−1

There areM !different choices for the permutations, for small constellation sizewhere
M ≤ 8, the optimum solution can be solved by exhaustive search with a reasonable
complexity. However, it becomes intractable for high order constellations. Note that
this problem is similar to the labeling map of a constellation in bit-interleaved coded
modulation with iterative decoding (BICM-ID) systems, which can be efficiently
solved by using the binary switching algorithm (BSA) [35], or iteratively searching
inside a randomly selected list, and a local optimum permutation can be found for a
given cost function.

As for a larger dimension where K > 2, the search for K − 1 permutations is
challenging. A suboptimal solution can be used by successively optimizing themulti-
dimensional constellation from lower dimensions to higher dimensions, such that
only one permutation is needed to be checked in every round.

C. Labeling the K -dimensional Constellation

When a multi-dimensional constellation is found, we should choose an appropriate
labeling for the constellation. In terms of EXIT chart, optimizing the labeling is to
adjust the slope of the detector’s curve. Our approach is to obtain a set of labelings
with various slopes in their EXIT curves, firstly. Then, to choose a labeling from
the set such that the detector EXIT curve matches with the decoder curve of a given
convolutional code.
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Fig. 12.13 Examples of 16-ary subconstellation A based on 9-APSK withm = [1, 3, 5]t

The labeling figure ofmerit 1
ΨLFM(μ)

in (12.45) represents the ultimate performance
with perfectly known a priori AMI, and in EXIT charts, it corresponds to the maxi-
mum achievable value of Idet,e with Idet,a = 1, denoted as I ∗, and I ∗ becomes larger
with decreasingΨLFM(μ). It is observed in Fig. 12.12a, b that for single-user systems,
the detector’s EXIT curves corresponding to distinct labelings can be approximated
to straight lines, with a common intersection around the point with Idet,a = 0.5. Then,
the slope of the EXIT curve corresponding to a labeling can thus be determined by I ∗,
approximately. A labeling with a larger I ∗ can have a steeper transfer curve. There-
fore, we can use ΨLFM(μ) to approximately control the slope of the EXIT curves,
and the detector’s curve becomes steeper with decreasing ΨLFM(μ).

Denote the set of labelings as Ω . For constellations with small sizes (M ≤ 8),
Ω is chosen to be the set of all possible labelings with distinct ΨLFM(μ). For higher
order constellations, the BSA can be used once again to obtain Ω . Begin with a
given original labeling, by minimizing ΨLFM(μ) using the BSA, new labelings with
increasing slopes may be obtained during the search, we output these labelings and
store them into Ω . Similarly, new labelings with decreasing slopes may be obtained
by maximizing ΨLFM(μ) with the same original labeling. Then, the labelings in Ω

are sorted with increasing values of ΨLFM(μ). The set Ω can also be obtained by
iteratively searching inside a randomly selected list.

Now, we choose a labeling from Ω , with the aid of EXIT chart analysis. At an
appropriate SNR, the following two conditions have to be fulfilled for the labeling:

(a) the slope of either the single-user or multi-user detector EXIT curve should be
as steep as possible, to achieve a low BER error floor;

(b) the tunnel between the decoder and the multi-user detector curves should be
open, or the intersection point between them should be as high as possible, to
guarantee a low threshold.

As an illustrative example, Fig. 12.14 shows the choices of labelings for a two-
dimensional 8-ary constellation (with 3 projections) and a 16-ary constellation (with
9 projections) for SCMA. The detector curves of several labelings, with distinct
ΨLFM(μ), as well as the decoder curve are provided, where a half-rate four-state
non-recursive convolutional code with generator [5, 7]8 is employed as the outer
channel code, and Idec,a(Idec,e) denotes the AMI between the a priori (extrinsic)
LLR and the transmitted coded bit at the input (output) of the convolutional decoder.
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(b) Labeling for a 16-ary constellation 
with 9 projections.

Fig. 12.14 Examples of labelings for two-dimensional constellations

As it is observed in Fig. 12.14, the labeling with the maximum ΨLFM(μ) yields
a relatively flat slope in the 6 users case, and the one with the minimum ΨLFM(μ)

closes the tunnel between the decoder and the multi-user detector curves. In contrast,
the proposed labeling, which shows a very steep slope in the EXIT curve while still
keeps the tunnel open, achieves a good trade-off between the threshold and the BER
performance.

With the proposed approach, it is possible to construct constellations with any
projections. Figure12.15a and 12.15b show the examples of the designed two-
dimensional 8-ary constellations with various projections, and a four-dimensional
64-ary constellation with 16 projections, respectively.

12.3.3.4 Simulations and Discussions

In the following, simulations are conducted to evaluate the performance of low-
projected constellation for an uplink convolutional coded SCMA system. The
detailed simulation configuration is given in Table12.2. The SCMA system fol-
lows a factor graph matrix as (12.5), which supports an effective system loading of
75% (J Rc/K ). For the sake of simplicity, let AM,Mp denote the APSK-based M-ary
constellation with Mp projections. The constellations in [16, 36, 37] are named as
CM,Mp (the SSD scheme in Sect. 12.3.2 is denoted as GM,Mp ), which are used as the
benchmark.

The simulated BER performances of 4-ary, 8-ary and 16-ary codebooks are
depicted in Figs. 12.16 and 12.17, respectively. It is obvious that the AM,Mp code-
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Fig. 12.15 Examples of APSK-based low-projected SCMA constellations

Table 12.2 Simulation parameters

Parameters Values

Channel model Uplink Rayleigh fading channel

Target spectral efficiency 1.5, 2.25, 3 bits/resource

Number of users 6

FEC coding 1/2-rate convolutional code with generator
[5, 7]8

Interleaving Random interleaver, interleave length: 1024
bits

Codebooks C43/A43, C44/A44/G44, C83/A83, C84/A84,
C85/A85, A88/G88 C169/A169,
C1616/G1616/A1616

Receiver Turbo-MPA (3 MPA iterations + 6 BICM
iterations)

books outperform others in the large SNR region, for almost all the simulation cases.
In Fig. 12.16a, the BER floor of A4,3 is lower than C4,3 when SNR is less than 8
dB, and A4,4 shows much better performance than C4,4, and has a gain about 0.25
dB over G4,4. Note that A4,4 outperforms G4,4 in the whole SNR region. This is
because A4,4 has the same labeling with G4,4 but the larger DCCC. For the 8-ary
codebooks shown in Fig. 12.16b, the error floors of the AM,Mp codebooks happen at
the BER level below 10−5, which are much lower than the other codebooks. Thus,
much smaller values of SNR are required to achieve a BER value of 10−6. Similar
results are also obtained for 16-ary codebooks, which are shown in Fig. 12.17. The
gain of the AM,Mp codebooks over CM,Mp is smaller than that in the 8-ary codebooks
case. The BER curve of C16,16 degrades earlier than the others, but it arrives the error
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Fig. 12.16 BER performance of uplink coded SCMA for 4-ary and 8-ary codebooks

Fig. 12.17 BER
performance of uplink coded
SCMA for 16-ary codebooks

5 6 7 8 9 10
10−6

10−5

10−4

10−3

10−2

10−1

100

Eb/N0 [dB]

BE
R

A16,9/C16,9
A16,16/C16,16/G16,16

A169

G1616

C169

A1616

C1616

floor quickly. The codebook G16,16 shows a very large threshold, and A16,16 achieves
a good trade-off. Even though the BER threshold of A16,9 is larger than C16,9, A16,9

shows almost the same BER performance with C16,9 at the SNR around 9.5 dB. To
achieve the BER performance of 10−6, equal or less SNR are required for the AM,Mp

codebooks.
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12.4 SCMA for 5G Radio Transmission

12.4.1 Application Scenarios for 5G Networks

In addition to achieving higher transmission rates, faster access, supporting of larger
user density and better user experience in enhanced mobile broadband (eMBB),
the 5G air interface connects to new vertical industries and new devices, creating
new application scenarios such as massive machine type communications (mMTC)
and ultra reliable low latency communications (URLLC) services, by supporting
massive number of devices and enabling mission-critical transmissions with ultra
high reliability and ultra-low latency requirement, respectively. This presents new
challenges and considerations for the radio multiple access to be fully scalable to
support these diverse service requirements. The current orthogonal multiple access
might not be able to fulfill some of the requirements, such as services for dense
MTC devices deployments, and SCMA can be considered as a promising candidate
to meet the 5G performance requirements. In particular, SCMA is proposed for 5G
to achieve the following benefits:

• for eMBB: larger capacity region by non-orthogonal multiplexing; robustness to
fading and interference with code-domain design; robust link adaptation with
relaxed CSI accuracy.

• for URLLC: higher reliability through diversity gain achieved by multi-
dimensional constellations, and robustness to collision by carefully design the
codebooks; latency reduction and more transmission opportunities by enabling
grant-free access; Non-Orthogonal Multiplexing of mixed traffic types.

• for mMTC: higher connection density with high overloading; reduction of signal-
ing overhead and power consumption by enabling grant-free access.

Moreover, it is also possible to extend SCMA application to unlicensed spectrum
and V2X systems, since the non-orthogonal transmissions can help to increase the
system efficiency and deal with the interference.

The link-level performance evaluation for some uplink SCMA scenarios is pro-
vided in [38], which compares SCMA with orthogonal frequency division multi-
ple access (OFDMA) in typical scenarios and investigate the robustness of SCMA
to overloading and codebook collision. Results show that SCMA achieves signifi-
cant gain over orthogonal multiple access with good codebook design, and the gain
increases as the supported number of users and target spectrum efficiency increases.
Moreover, high overloading with stable performance is feasible with SCMA design,
which enables robust overloaded transmission, and the performance loss with code-
book collision is negligible with SCMA design, which enables robust grant-free
transmission.
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12.4.2 Challenges and Future Works

While SCMA is able to greatly enhance the system capability for 5G networks, some
further issues on design and implementation of SCMA remain to be resolved, which
can be listed as follows:

• Reduced complexity receiver design: Even though MPA or EPA receiver is able
to significantly reduce the complexity of SCMA, the complexity of MPA is still
very high and iterativemulti-user receiver is usually required, which brings several
challenging issues for practical implementation:

– It limits the capability of SCMA to support massive connectivity;
– The iterative multi-user detection brings a large processing delay;
– The complexity makes it difficult for SCMA to employ constellations with large
sizes, hence limits the transmission rate.

Sophisticated multi-user detection schemes should be developed to address the
high complexity.

• Theoretical analysis: Further theoretical analysis of SCMA is needed to get more
insights on the practical system design. For example, the capacity or error perfor-
mance with randomly codebook allocations. Also, interference cancelation may
be incorporated into the MPA detection for lower complexity, then it is desirable
to determine the performance and capacity under practical detectors.

• Codebook design: The codebook design is complicated, especially for high-
dimensional codebooks and that with large size. Advancedmulti-dimensional con-
stellation construction is necessary, and the joint design of factor graph matrix and
constellations is to be developed, for further performance improvement.Moreover,
the design for the scenario that all the overloaded users have different transmission
rates (codebook sizes) is to be investigated, to improve the link adaptation.

• Other issues: System scalability of supporting various loading, SCMA in both
uplink and downlink transmissions, supporting of other techniques such asMIMO,
resource/codebook allocation, channel estimation for uplink SCMA, etc.
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