
Margherita Antona
Constantine Stephanidis (Eds.)

 123

LN
CS

 1
09

08

12th International Conference, UAHCI 2018
Held as Part of HCI International 2018
Las Vegas, NV, USA, July 15–20, 2018, Proceedings, Part II

Universal Access 
in Human-Computer 
Interaction
Virtual, Augmented, 
and Intelligent Environments



Lecture Notes in Computer Science 10908

Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, Lancaster, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Friedemann Mattern
ETH Zurich, Zurich, Switzerland

John C. Mitchell
Stanford University, Stanford, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

C. Pandu Rangan
Indian Institute of Technology Madras, Chennai, India

Bernhard Steffen
TU Dortmund University, Dortmund, Germany

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max Planck Institute for Informatics, Saarbrücken, Germany



More information about this series at http://www.springer.com/series/7409



Margherita Antona • Constantine Stephanidis (Eds.)

Universal Access
in Human-Computer
Interaction
Virtual, Augmented,
and Intelligent Environments

12th International Conference, UAHCI 2018
Held as Part of HCI International 2018
Las Vegas, NV, USA, July 15–20, 2018
Proceedings, Part II

123



Editors
Margherita Antona
Foundation for Research
and Technology – Hellas (FORTH)

Heraklion, Crete
Greece

Constantine Stephanidis
University of Crete
and Foundation for Research
and Technology – Hellas (FORTH)

Heraklion, Crete
Greece

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Computer Science
ISBN 978-3-319-92051-1 ISBN 978-3-319-92052-8 (eBook)
https://doi.org/10.1007/978-3-319-92052-8

Library of Congress Control Number: 2018944387

LNCS Sublibrary: SL3 – Information Systems and Applications, incl. Internet/Web, and HCI

© Springer International Publishing AG, part of Springer Nature 2018
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Printed on acid-free paper

This Springer imprint is published by the registered company Springer International Publishing AG
part of Springer Nature
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Foreword

The 20th International Conference on Human-Computer Interaction, HCI International
2018, was held in Las Vegas, NV, USA, during July 15–20, 2018. The event incor-
porated the 14 conferences/thematic areas listed on the following page.

A total of 4,373 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 76 countries submitted contributions, and 1,170 papers and
195 posters have been included in the proceedings. These contributions address the
latest research and development efforts and highlight the human aspects of design and
use of computing systems. The contributions thoroughly cover the entire field of
human-computer interaction, addressing major advances in knowledge and effective
use of computers in a variety of application areas. The volumes constituting the full set
of the conference proceedings are listed in the following pages.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2018
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts, I
would like to express my appreciation to the communications chair and editor of HCI
International News, Dr. Abbas Moallem.

July 2018 Constantine Stephanidis
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• Human-Computer Interaction (HCI 2018)
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• 5th International Conference on HCI in Business, Government, and Organizations
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• 5th International Conference on Learning and Collaboration Technologies (LCT

2018)
• 4th International Conference on Human Aspects of IT for the Aged Population

(ITAP 2018)
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HCI International 2019

The 21st International Conference on Human-Computer Interaction, HCI International
2019, will be held jointly with the affiliated conferences in Orlando, FL, USA, at Walt
Disney World Swan and Dolphin Resort, July 26–31, 2019. It will cover a broad
spectrum of themes related to Human-Computer Interaction, including theoretical
issues, methods, tools, processes, and case studies in HCI design, as well as novel
interaction techniques, interfaces, and applications. The proceedings will be published
by Springer. More information will be available on the conference website:
http://2019.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
E-mail: general_chair@hcii2019.org

http://2019.hci.international/ 
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Abstract. Stereoscopic imaging techniques have also become used for not only
amusement but also in the industrial, medical care, and educational fields,
however, symptoms due to the stereopsis have been reported. In this study, we
especially focus on the effect of background motions on the equilibrium func-
tion. The body sway was recorded while/after viewing a sphere as a visual target
synchronized/unsynchronized with periodic motion of the view point. Statistical
analysis was conducted for the stabilograms.

Keywords: Body sway � Total locus length � Area of sway
Total locus length per unit area � Sparse density � Stereopsis
Synchronized/unsynchronized motion

1 Introduction

In these days when developments in the graphical technology has produced an increase
in the chance to view 3D video clips, visually induced motion sickness (VIMS) has
been widely reported as a negative result from the developments. The onset of the
VIMS is explained by some hypothesis; overstimulation theory and sensory conflict
theory [1]. The overstimulation theory cannot explain the space motion sickness [2–7]
and the simulator sickness with no vestibular stimulation. Along with the later [8–12],
disagreement between the convergence and lens accommodation has been pointed out
as a cause of visually induced motion sickness (VIMS) with stereopsis [13]. We
conducted simultaneous measurements of lens accommodation and the convergence in
a dark room >1 lx [14–18]. According to these researches, the time sequences have
showed that the lens accommodation also follows the convergence in case of the
stereoscopic vision. The lens accommodation is not fixed at the surface of
objects/displays. 3D sickness might not be caused by the disagreement between the
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convergence and lens accommodation. Also, we investigated the effect of long-term
exposure to 3D video clips on the visual function [19] and the body sway [20, 21].

However, the cause of the VIMS does not have been proved yet whereas dizziness
and nausea are regarded as symptoms of the VIMS. Previous researches showed that the
exposure to blurred/rotational images induces the motion sickness [22] which is also
induced while viewing 3D video clips in dark environment on the head-mounted dis-
plays [23–26]. The body balance function is affected by the peripheral vision of a 3D
video clip compared to a 2D video clip [27]. The authors investigated the effect of the
blurred background, especially in the periodic motion, on the equilibrium function [28].

In prior work, background images with 3D images in the peripheral visual field are
shown to affect the body’s equilibrium system [29]. Furthermore, when viewing images
with background instability, the equilibrium system is shown to be affected more when
a visual target is present than when there is not [28]. However, the effect on the human
body of the connection between visual target movement and background instability is
an issue that remains unsolved at present. The objective of the present paper is to study
how the body’s equilibrium system is affected by background instability in video
containing a visual target, that is periodic motion in the backgrounds. A comparative
experiment was conducted to experimentally assess the impact on the equilibrium
system of the following: video clips with/without a stationary visual target; and video
clips that show a spherical visual target moving back and forth quasi-periodically
between near and far-distance, while moving from side to side and up and down,
showing the visual target movement synchronized with/without the periodic viewpoint
changing from side to side (synchronized/unsynchronized movement).

One of the methods to assess motion sickness is stabilometry [30], which is an
effective way for the quantitative assessment of the effect of 3D video viewing on the
equilibrium system. The present paper therefore makes use of stabilometry.

2 Materials and Methods

The gravicoder was used to record the x-y coordinates for the centre of pressure
(CoP) for all sampling times, namely while subjects watched the video clips for 1 min
and while they stood with their eyes closed for 2 min in the Experiment 1; and for
1 min in the Experiment 2. CoP data were divided into those for x (right is positive)
and y (forward is positive) directions, converted into time series and generated as
stabilograms (Fig. 1). The indices; total locus length; area of sway; total locus length
per unit area; and sparse density were assessed. Total locus length, area of sway and
total locus length per unit area were used as analytical indices for stabilograms in
previous studies, and they have been calculated based on the equations that were
defined by the Japan Society for Equilibrium Research as well as in the present paper
[31]. Sparse density is an index proposed by Takada et al. indicating the density of
sampling points distributed in each division on the plane, and is considered to be linked
to stability of the body’s equilibrium system [32].
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2.1 Experiment 1

The experiment was conducted with nine healthy males aged 21–24 years. Con-
sumption of alcohol and caffeine as well as smoking were prohibited for the two hours
prior to the experiment, and written consent was obtained upon full explanation of the
details of the experiment. Subjects were shown the following sequence with the
periodic motion in the backgrounds: a 2D video clip (VC) without a visual target
(VC-1); a 3D video clip without a visual target (VC-2); a 2D video clip with a fixed
visual target in the centre (VC-3); a 3D video clip with a fixed visual target in the centre
(VC-4); a 2D video clip with unsynchronized movement of the visual target (VC-5); a
3D video clip with unsynchronized movement of the visual target (VC-6); a 2D video
clip with synchronized movement of the visual target (VC-7); a 3D video with

Fig. 1. Typical example of stabilograms.
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synchronized movement of the visual target (VC-8). Additionally, subjects were shown
a control image (Pre) showing a white dot against a gray background. The experiment
is performed with subjects assuming the upright Romberg’s posture, and the display
used is the 40″ KDL-40HX80R 3D display (Sony, Tokyo). For the stabilometry, a
Gravicoder GS-3000 (Anima, Tokyo) was used. Sampling rate was set at 20 Hz.
Stabilometry was performed for a total of 3 min: 1 min while viewing the video,
followed by 2 min of rest with eyes closed.

2.2 Experiment 2

This experiment was conducted with 116 subjects, male and female, aged 15–89 years.
Three groups were formed, of young, middle-aged and elderly subjects, and compared.
They were shown a 3D video clip showing uncoordinated movement of the visual
target and the viewpoint (VC-I), and a 3D video showing back and forth (coordinated)
movement of the visual target and the viewpoint (VC-II). Additionally, subjects were
shown a comparison-video (Pre) showing a white dot against a gray background. By
changing the background periodically from side to side, subjects’ viewpoint alone is
altered without any input into the vestibular system, provoking sensory discordance
and increasing the load when using peripheral vision. Specifically in video II, the visual
target moving back and forth changes appearance with the changes in viewpoint, and
appears to be displaying more complex motion.

The experiment is performed with subjects assuming the upright Romberg’s pos-
ture, and the display used is the 50” 3D TH-P50VT5 display (Panasonic, Osaka). For
the stabilometry, a gravicoder GS-3000 (Anima, Tokyo) was used. Sampling rate was
set at 20 Hz. Stabilometry was performed for a total of 2 min: 1 min while viewing the
video, followed by 1 min of rest with eyes closed.

3 Results

3.1 Experiment 1

Sway values were obtained from stabilograms while/after viewing video clips (Fig. 2, 3
and 4).

Comparing stabilograms with/without visual target while eyes were open, the value
of the total locus length was significantly higher when viewing VC-1 and VC-2 than
when viewing the static image (Pre) (p < 0.05), and the same statistical tendency was
also seen in the sparse density (p < 0.10). For the 2 min with closed eyes, the value of
the total locus length per unit area tended to be significantly lower when viewing VC-2
compared to the Pre (p < 0.10), and significantly lower when viewing VC-4 (p < 0.05).

A comparison of the static/dynamic visual target shows that, with their eyes closed
for first 1 min, the value of the total locus length was significantly higher in VC-2
compared to VC-4 (p < 0.05). With their eyes open, the value of the total locus length
was significantly higher while viewing VC-6 than that of the Pre (p < 0.05) and tended
to be greater while viewing VC-3 and VC-5 (p < 0.10). However, no significant results
were found when viewing VC-4. Moreover, with their eyes closed for first 1 min, more
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Fig. 2. Sway values while/after viewing a/no visual target with the periodic motion in the
backgrounds

Fig. 3. Sway values while/after viewing a static/dynamic visual target.
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statistical tendency was observed in VC-6 compared to VC-5, for the area of sway, the
total locus length per unit area and sparse density (p < 0.10).

Comparing total locus length while viewing 3D video clips with synchronized/
unsynchronized movement of the visual target, the value in VC-6 was significantly
higher than that in Pre but no significant difference was seen in VC-8 (p < 0.05).
Furthermore, with their eyes open, the value of the total locus length per unit area while
viewing VC-8 was significantly lower compared to VC-6 (p < 0.05). With their eyes
closed, the value of the total locus length per unit area tended to be lower for VC-7
compared to for VC-5 (p < 0.10).

3.2 Experiment 2

Subjects were divided into a young, middle-aged and an elderly group, and the ana-
lytical indices were calculated from the stabilograms recorded when subjects viewed
the videos (Figs. 5, 6 and 7). Results showed that for all age groups, sway values were
significantly higher when watching the videos than for the Pre.

In the young group, the value of the total locus length with their eyes open was
significantly higher while viewing VC-II than in the Pre (p < 0.05), and it tended to be
statistically higher while viewing VC-I (p < 0.10). With their eyes closed, the value of
the area of sway was larger after viewing VC-I than in the Pre (p < 0.05), and the value

Fig. 4. Sway values while/after viewing visual target movement synchronized with/without a
periodic motion of the view point
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Fig. 5. Sway values for the young.

Fig. 6. Sway values for the middle-aged.
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of the total locus length per unit area was significantly lower (p < 0.05). After viewing
VC-II, total locus length per unit area tended to be lower compared to Pre (p < 0.10).
Moreover, the value of the total locus length per unit area tended to be statistically
higher after viewing VC-II than that for VC-I (p < 0.10).

In the middle-aged group, with their eyes open, the values of the total locus length,
the area of sway, the total locus length per unit area, and the sparse density were
significantly higher while viewing VC-I and VC-II compared to the Pre (p < 0.05).
With their eyes closed, the values of the area of sway and the sparse density were
significantly higher after viewing VC-I and VC-II compared to the Pre (p < 0.05).
Moreover, results for the total locus length per unit area were significantly lower after
viewing VC-I and VC-II than that of the Pre (p < 0.05).

In the elderly group, with their eyes open, values of the total locus length and the
sparse density were significantly higher while viewing VC-II compared to the Pre
(p < 0.05), and the value of the area of sway tended to be statistically higher
(p < 0.10), With their eyes closed, the value of the total locus length per unit area
tended to be statistically lower after viewing VC-II compared to the Pre (p < 0.10).

Fig. 7. Sway values for the elderly.

10 N. Amano et al.



4 Discussion

4.1 Experiment 1

Since body sway was higher when viewing 3D video clips than when viewing 2D
video clips, regardless of a visual target being present in the video or not, it is believed
that background instability when viewing 3D video videos impacted more on the
equilibrium system. Results were obtained showing that sway values when viewing
video clips without a visual target was significantly increased compared to viewing Pre,
regardless of solidity of the video clip (2D or 3D) with their eyes open/closed.
However, when viewing video with visual targets, no significant differences were seen
regardless of the solidity, and thus it is believed that when viewing video with a visual
target, the effect due to background instability on the equilibrium system is reduced.
We surmise that this may be due to stationary visual targets assisting in balance control
in the upright posture. Total locus length when viewing 3D video is shown to be
significantly lower after viewing video clip for 2 min with a visual target compared to
viewing video without a visual target. Based on this, it can be concluded that, the 3D
video clip without a visual target impacts more on the equilibrium than video with a
visual target. We surmise that this may be because, since the video clip is in 3D, the
visual target is felt to be nearer, thus assisting in balance control in the upright posture.

For viewing the 3D video clip except for the abovementioned comparison, the total
locus length results are believed to be more perturbed due to the exposure to the video
clips with a visual target. However, since opposite results are found for the area of sway
and the total locus length per unit area, we can conclude that although there is an
increase in slight sway variation, the range within which the centre of gravity changes
has narrowed. It is surmised that this is because controlling one’s CoP does not involve
an attempt to stay in one spot, but rather it is controlled by swaying within a constant
range while matching the movement of the visual target.

Compared to video clips with synchronized movement of the visual target, viewing
video with unsynchronized movement of the visual target results in significantly higher
total locus length than when viewing Pre. However, based on the results for the area of
sway and the total locus length per unit area, statistically increased sway tended to be
seen for the exposure to the video clip with synchronized movement of the visual target
compared to that with unsynchronized movement. This leads us to conclude that
although there is an increase in micro-sway, the range of motion of the CoP has nar-
rowed for the exposure to the video clip with unsynchronized movement. It is believed
that this is because, although the total locus length is increased when viewing the
unsynchronized movement by swaying the body to match the movement of the visual
target, the effect of the exposure to the video clip on the equilibrium system is increased
when viewing video clip with the synchronized movement of the visual target.

Compared to video with a static visual target, video clips without a visual target
affected the equilibrium system more. Additionally, we can say that the connection
between the background and visual target when there is a visual target that functions as
an aid to balance control changes the effect on the equilibrium system. This is based on
the following: video clips with a moving visual target affected the equilibrium system
more than video clips with a static visual target, and it is believed that the impact on the
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equilibrium system of a moving visual target was severer when viewing video with the
synchronized movement of the visual target. Furthermore, in relation to the video clips
used in the present paper, motion sickness was more likely to be induced when viewing
the visual target movement synchronized with the background motion.

4.2 Experiment 2

Hardly any significant differences were seen between the video clips throughout the age
groups. However, regarding the total locus length in the young group, for subjects
showing statistical trends when viewing VC-I compared to the Pre, significant differ-
ences were seen for VC-II, and for the elderly group no differences were found for
viewing VC-I compared to Pre, although significant differences were found in the case
of viewing VC-II. Therefore, it is possible that viewing VC-II strongly affects the
equilibrium. Since only the young group showed statistical trends between the video
clips (Fig. 5c), it is possible that the young group is considered to have sensitive
balance function for the VIMS.

In measurements of the middle-aged group, we could find a number of significant
differences or statistical tendencies and lack of these in measurements of the elderly
group. Deterioration in the stereopsis due to the aging also affect the statistical results in
this study.
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Abstract. Background. In recent years, virtual reality (VR) has emerged as an
efficient distraction technique to reduce procedural pain among both adults and
children. However, the effectiveness of VR as a distraction technique remains
scarcely evaluated during many painful procedures. In many countries, such as
Italy, VR analgesia is hardly applied.
Aim. The current study aims to highlight the potentials and the limitations of

VR analgesia for children’s pain management in clinical settings and to explore
the feasibility and the effectiveness of VR distraction in Italy.
Methods. Studies that applied VR analgesia to children and adolescents

undergoing painful procedures in clinical settings were included in the analysis.
Factors influencing VR analgesia and the effectiveness of VR distraction for
pain management were considered. The feasibility and the effectiveness of a
low-cost VR system was evaluated for patients undergoing venipuncture in an
Italian children’s hospital.
Results. Factors influencing VR analgesia are still sparsely investigated,

particularly regarding the psychological variables, such as anxiety and coping
strategies. Italian patients suffering from cancer and kidney diseases who used
VR distraction reported lower levels of pain and higher levels of fun compared
with the control group.
Discussion. VR analgesia is destined to be applied more in clinical settings;

however, VR systems designed for the specific use of VR analgesia in clinical
settings are needed. In the Italian context, VR systems are necessary to improve
the knowledge of VR analgesia among physicians, nurses, and clinical psy-
chologists and encourage further research in this field.
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1 Introduction

1.1 Virtual Reality for Pain Management: How Does It Work?

In recent years, new technologies had a large expansion, not only for entertainment or
pleasure, but also as versatile tools applied to improve people’s health. Virtual Reality
(VR) has probably been one of the most important emerging technologies [1]; it lets
people experiment with realistic experiences, overcome their fears, and relax by simply
wearing a head-mounted display. The use of VR in clinical settings is not a recent
novelty; however, only lately it has been applied in a more extended manner.
Healthcare practitioners can use VR to promote patients’ health in different directions;
one of these methods is VR analgesia, a non-pharmacological technique for pain
management that has captured the interest of a growing number of researchers.

VR analgesia is a non-pharmacological technique for pain management based on
distraction. Involving the most common distraction techniques (playing with a video
game, reading a book, or listening to music), VR analgesia aims to capture the patient’s
attention to a pleasant activity during painful medical procedures. Generally, the
effectiveness of distraction techniques for pain reduction can be explained by Eccleston
and Crombez’s interruption of attention and pain theory [2]. This interpretive model
considers pain a stimulus, such as a sound or an image, that requires attention to be
experienced. As personal attentional resources are limited, if a person focuses most of
his or her attentive resources on a different stimulus, the person’s capability to feel pain
would be reduced. This being the case, the techniques for pain management based on
distraction should capture the patients’ attention by involving them in interesting,
age-appropriate, and attention-demanding activities. Generally, the most common dis-
traction techniques are easy to use and require the application of simple tools (i.e.,
books, toys, and video games) that are well known by patients. However, many other
distraction techniques include specific professionals’ interventions that involve patients
in pleasant activities, such as playing an instrument or having fun with dogs or clowns
[3–7]. In this varied scenario, the factor that unifies the most common distraction
techniques is that during the painful procedure, although the patient’s attention to the
painful stimulus is reduced by the activity, the person continues to see and hear what is
happening in the room. Indeed, the most widely used distraction techniques can only
partially isolate the patient from the real environment (e.g., listening to music or talking
with the nurse can occlude the sounds, and playing with video games or reading a book
can reduce the visual attention to the painful procedure). On the contrary, while patients
are interacting with VR distraction, they wear a head-mounted helmet that physically
occludes the possibility to hear and watch the real environment. According to Eccleston
and Crombez’s interpretive model [2], the high level of isolation from the painful
stimulus and the possibility to interact with the VR video game (based on the charac-
teristics of the software) would strongly reduce the attentional resources available to
experience pain. Thus, the analgesic effect of VR would be hypothetically stronger
compared with the analgesic effect of non-immersive distraction techniques. With
respect to this aspect, the pieces of evidence presented in the literature are not uniform,
and the superiority of VR analgesia over video games or other distraction techniques is
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not always supported by proof [8]. These inconsistent results could depend on
methodological differences across studies and on individual differences among children.

1.2 Factors Influencing the Effectiveness of VR Analgesia

Presence, Immersion, and Interactivity. Presence, described as the psychological
illusion of being in the computer-generated world and feeling virtual experience as real
[9, 10], seems to play a central role in the user’s response to VR stimuli and in the
effectiveness of mediated environment applications. Another important factor connected
with the effectiveness of VR analgesia is immersion, a concept often confused with
presence and defined by Slater and Wilbur [11] as the quality of the system’s technology
and capability to produce a vivid virtual environment. According to the two authors, a
deep relationship exists between presence and immersion; the more immersive the
system is, the more likely the user would feel present in the virtual world and the more
likely the virtual environment would dominate physical reality in determining the per-
son’s response. Regarding the specific field of pain management, it has been demon-
strated that patients undergoing thermal pain stimulation while wearing a low-quality
helmet reported higher levels of pain compared with patients undergoing the same
stimulation but wearing a high-quality helmet and compared with the control group
under the no-distraction condition [12]. In another study, Hoffman et al. [13] evaluated
the pain ratings of adult volunteers undergoing thermal pain stimulation. The subjects in
the “high-tech VR group” (multisensory distraction, helmet, and head-tracking system)
reported lower levels of pain and higher levels of presence compared with the subjects in
the “low-tech VR group” (only visual distraction, eyeglasses, and no head tracking), and
the amount of pain reduction (worst pain) was positively and significantly correlated with
VR presence levels. In contrast, in a study involving children with burn injuries
undergoing a dressing change, the sense of presence showed no significant correlation
with the patients’ pain ratings [14]. Age has been demonstrated to influence the sense of
presence, as confirmed by Sharar et al. study [15]. According to their results, presence
and realism scores were significantly higher among children (6–18 years) than among
adults; however, younger patients did not report lower levels of pain compared with
adults when interacting with VR. A recent review study that analyzed psychological
variables associated with the effectiveness of VR analgesia highlighted that presence
might not have a direct impact on pain experience per se, but it could allow VR to be
distractive from a perceptual point of view [16]. However, only a few clinical studies
have evaluated the sense of presence among patients undergoing medical procedures,
and the role of presence in the effectiveness of VR analgesia remains unclear. Other
studies comparing VR with video games highlighted better performance when users
interacted in a non-immersive setup [17, 18], but these findings were not always con-
firmed [19]. As for presence, the role of immersion in the effectiveness of VR as a
distraction technique for pain management is not completely clear. Some studies com-
pared pain levels reported by young patients undergoing medical procedures with those
under the control condition in which the group was distracted with a desktop video game.
The results suggest that immersive systems can produce better analgesia compared with
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non-immersive systems [20–22]; however, no significant differences have been detected
when compared with watching television [23].
Another variable connected with the effectiveness of VR analgesia is interactivity. The
possibility to interact with the VR environment seems to promote higher pain reduction
compared with passive distraction in a laboratory study [24]. This finding supports
Eccleston and Crombez’s interpretive model [3] and has relevant implications for the
realization of VR environments. Passive VR analgesia was compared with interactive
VR analgesia among pediatric-age patients in only one clinical study, which supported
the results of the laboratory study. However, a significant pain reduction was detected
by using a passive VR system compared with watching cartoons among patients
undergoing dental care. These findings suggest that interactivity may not make a
difference. However, more studies with a larger sample are needed to gain a better
understanding of the role played by interactivity in the effectiveness of VR analgesia.

Anxiety and Distress. Psychological factors, such as anxiety, could also influence the
user’s experience during an interaction with VR. Indeed, in a recent study aimed to
detect the main difference between VR and a non-immersive video game, significantly
higher levels of anxiety emerged when the users interacted with VR compared with the
video game [19]. In practical clinics, the deep connection between anxiety and pain is
well known, and the literature confirms that anxiety can exacerbate pain perception
[25]. For this reason, it can be hypothesized that VR distraction could have a minor
analgesic effect if patients report high levels of anxiety. Moreover, high levels of
anxiety could influence the patients’ capability to focus their attentional resources on
the VR environment and limit the levels of presence. To date, no study has directly
evaluated the role of anxiety with respect to the effectiveness of VR analgesia [16];
however, Jeffs et al. considered the relationship between anxiety and engagement in the
intervention [26]. They highlighted that burn patients’ pain ratings were significantly
lower in the VR distraction group compared with those in the group that was distracted
by watching a video. Moreover, the patients’ trait anxiety was negatively correlated
with distraction engagement, showing low levels of engagement in distraction when the
patients reported high levels of trait anxiety. However, the results of Pallavicini et al.
study [19] seemed unconfirmed by clinical studies that evaluated VR as a distraction
technique for pain management among children. Indeed, VR analgesia was demon-
strated as a useful tool to reduce children’s distress in two clinical studies with burn
patients [21, 22], and significantly lower levels of anxiety were reported in another
research by Hoffman et al. [20].

More studies are needed to understand the factors that can influence VR analgesia
in order to evaluate its effectiveness and acceptability compared with other distraction
techniques. Indeed, a recent review study highlighted that high-technology distraction
techniques (video games and VR) were unable to produce a significantly higher
analgesia compared with low-technology distraction techniques (reading a book,
blowing bubbles…) during venipuncture [5]. However, these finding should be cau-
tiously interpreted because the quality of the VR systems in the two included studies
wasn’t indicated and one of the systems was passive [27, 28].
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2 Virtual Reality for Children and Adolescents’ Pain
Management: The State of the Art

VR analgesia has been applied in several clinical settings to improve children’s pain
management during medical procedures. The first studies included burn patients, who
needed numerous painful procedures (such as dressing changes and physical therapy)
for the treatment of their wounds [20]. Currently, the evaluation of VR effectiveness for
these patients remains the most investigated domain compared with other kinds of
diseases and procedures [8]. Little is known about the effectiveness of VR distraction in
other invasive procedures, such as needle-related procedures, that are described by
young patients as among the most painful and fearful aspects in hospitals [29]. Gold
et al. [27] compared VR analgesia to a topical analgesic spray among patients
undergoing venipuncture for magnetic resonance. Their results noted a significantly
higher satisfaction regarding pain management and lower levels of pain in the VR
condition; however, the difference in the pain level was not significant. VR distraction
has also been applied to children suffering from cancer during port access and lumbar
puncture, two common medical procedures for oncological patients. Significantly
lower levels of pain and distress were reported by patients who used VR during port
access compared with the control group subjected to the non-distraction condition [30].
However, in Sander Wint’s study [28], patients undergoing lumbar puncture in an
experimental condition (VR plus pharmacological analgesia) did not report lower levels
of pain compared with patients who only received pharmacological analgesia. The
inconsistency of these results could depend on the quality of the VR systems used in
the studies. Indeed, Sander Wint et al. used a non-interactive VR system (no interac-
tivity and narrow field of view through VR goggles), and the analgesic effect could be
reduced for this reason [12, 24]. Moreover, the effectiveness of VR during dental
procedures, which often generate anxiety and pain among children [31], is still
under-investigated. Only a study involving children undergoing fluoride therapy and
restorative treatment found that patients distracted with VR reported significantly lower
levels of pain and anxiety compared with the control group that watched cartoons.
Interestingly, this study used a passive VR system.

More recently, VR has also been introduced for chronic pain management, but few
studies have evaluated its effectiveness among children [32]. In this field, VR could
encourage patients to move and experience positive emotions despite their pain [33].

3 Applicability of Virtual Reality Analgesia in Clinical
Settings: Specific Aspects, Limitations and Considerations

According to the literature, VR has immense potential as a distraction technique for
pain management. However, when planning the use of VR in hospitals and other
clinical settings, many aspects connected with the spaces, the hygienic norms, and the
specific patients’ needs (based on their diseases and own abilities) should be consid-
ered. VR analgesia requires the use of at least three elements (a computer, a
head-mounted helmet, and a joystick) that need to be connected with a power outlet.
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Therefore, the first limitation is that VR distraction can only be used in a room that is
large enough and has power outlets Regarding the hygienic norms, the helmet (or the
other types of VR goggles) can be easily cleaned with a sanitizing gel, so it can be
safely worn by patients in hospitals.

The choice of the most suitable VR system is not easy, neither for the hardware
component nor for the software component. On one hand, high-quality VR systems
(wide field-of-view helmet, head tracking, and interactive software) should be preferred
to promote more realistic experiences, higher levels of presence, and hypothetically
better analgesia [12, 24]. On the other hand, low-quality systems (narrow field of view,
eyeglasses, and passive software) have also been demonstrated to produce a significant
analgesic effect in a limited number of studies. For example, significantly lower levels
of pain were reported by pediatric patients who interacted with VR during routine
dental care compared with the control group subjected to the no-distraction condition in
Aminabadi et al. study [35]. In the VR analgesia condition, patients wore a passive VR
system (eyeglasses, no interaction, and unknown diagonal field of view) to watch
age-appropriate cartoons. These findings suggest that a low-cost system could be
enough to produce an analgesic effect, at least for younger children. Moreover, in some
circumstances, high-quality systems should not be recommended due to the charac-
teristics of the procedure or specific limitations connected with the clinical environ-
ment. For example, patients undergoing dental procedures need to remain still, and a
head-tracking system is not recommended because they should move their heads to
interact with the system. The ideal VR system should let patients be isolated from the
real environment and have multimodal possibilities to be worn and to interact with the
virtual scenario. This aspect had been partly considered by Hoffman et al. [13] who
implemented a water-friendly VR system that can be used during underwater proce-
dures, such as for the wound care for burn patients. However, this revised VR system
has never been used with pediatric patients and is more expensive than its classic
counterpart.

Regarding the software component, the most applied VR game for pain reduction is
Snow World (www.vrpain.com), an ice scenario specifically created for burn pain
management. A limited number of other VR environments were used for pain man-
agement among children and adolescents, but all of them were designed for burn
patients [22] or were not projected for pain reduction [27, 34]. To date, no evidence in
the literature has indicated VR objects and scenarios that are more suitable than others
for promoting better analgesia. The only suggestion is that age-appropriate software
without violence should be preferred for children. In the past, the realization of VR
software was expensive, and the availability of serious games (defined by Michael and
Chen [34] as “games that do not have entertainment, enjoyment, or fun as their primary
purpose”) was limited. Currently, it is easier to buy cheap VR video games (created for
pleasure and entertainment), which could also be applied to pain management, or to
obtain serious video games, specifically designed for health [33]. More studies com-
paring different VR environments could help deepen the understanding of how VR
analgesia could depend on the kind of VR scenario. Moreover, for some procedures,
such as dental ones, images that generate a sensation that is not referred to a cold
environment could be preferred.
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Psychological aspects should also be considered in the applicability of VR anal-
gesia. One of the most relevant differences between VR and a classic distraction
technique is that VR isolates the user from the real environment and blocks the pos-
sibility to see and listen to what is happening around the person. Patients undergoing a
painful procedure would therefore focus their attentional resources on a pleasant
stimulus and avoid watching the procedure. However, wearing the helmet, the patients
are also isolated from potentially supporting elements in the real environment that
could help them cope with the painful procedure. Indeed, children deal with pain by
using different kinds of strategies; some children seek support from their parents during
medical procedures, while other patients prefer to maintain their control of the envi-
ronment rather than be distracted [36]. For patients who require social support or for
those who prefer watching the procedure, VR distraction could produce a low analgesic
effect, and in the worst case, it could also potentially generate an anxious and more
painful experience. On the other hand, for patients who spontaneously use distraction
to cope with pain, VR could be particularly indicated and efficient to control their pain.
The literature has rarely investigated whether pain-coping strategies could influence the
effectiveness of VR analgesia. Only one laboratory study reported that children’s
coping style would not influence the VR efficacy and that this distraction technique was
effective for children who reported both blunting and monitoring coping styles [37].
However, medical procedures are different from simulations in a laboratory setting and
these results could in principle be disconfirmed in a clinical study performed during
actually painful procedures.

The limitations regarding the applicability of VR distraction also include several
contraindications, such as a diagnosis of epilepsy (because the use of VR could induce
epileptic seizures) and physical or cognitive disabilities that could impede patients’
correct wearing of the helmet or interaction with the VR environment [8, 33].
According to these exclusion criteria, VR analgesia could not be usable by a large
number of patients due to their diseases or the need to avoid hypothetical side effects.
However, patients affected by different kinds of diseases and undergoing different
procedures while distracted by VR did not report side effects in any of the studies [8].
Moreover, patients with intellectual disabilities should not be a priori excluded from
the possibility to use VR analgesia. In fact, the effectiveness of VR for pain man-
agement involving this group of patients has never been investigated.

4 Clinical Applications of Virtual Reality: Our Italian
Experience

The research on VR application is quite recent in Italy and has mostly focused on its
use in psychotherapy [38, 39] and in training healthcare professionals [40] rather than
on VR analgesia. The limited availability of VR systems and the difficulty to find VR
head-mounted displays and software have probably made it difficult to introduce VR in
Italian clinical settings. In recent years, VR systems have become available at reduced
costs, and now, the user has the opportunity to choose among different kinds of VR
goggles. However, high- and medium-quality helmets have only recently become
accessible in Italy.

Virtual Reality for Pain Management Among Children and Adolescents 21



Thanks to the collaboration with Professor Hunter Hoffman, Director of the VR
Analgesia Research Center at the Human Photonics Lab in the University ofWashington,
USA, and his collaborators, we recently obtained a VR system. We therefore started a
research project aiming to evaluate the feasibility and the effectiveness of VR analgesia
for pediatric and adolescent patients undergoing painful procedures in hospitals.

4.1 The Project

Introduction. In our clinical experience, VR analgesia appears to be specifically
indicated for pain management during venipuncture. Indeed, this common procedure is
particularly fearful and painful for many children in hospitals, including those patients
who need to repeat it due to their diseases [29, 41]. Moreover, in Piskorz et al. recent
quasi-experimental study [42], VR analgesia emerged as an efficient distraction tech-
nique for pain management among patients undergoing blood draw in a pediatric
nephrology clinic. Children distracted by VR reported significant lower levels of stress
compared with the control group subjected to the no-distraction condition and a 59%
reduction in pain intensity in the VR compared with the control group [42]. Our
research group decided to promote the clinical use of VR analgesia at A. Meyer
Children’s Hospital in Florence, Italy. Since 2014, we have introduced the use of VR
distraction to the Service of Onco-hematology and the Service of Pediatric Nephrology,
in collaboration with the Service of Pain Therapy and Palliative Care and the
Department of Health Sciences, University of Florence.

Aim. The project aims to explore the effectiveness of VR as a distraction technique for
pain management among pediatric patients undergoing venipuncture and to promote
the use of VR analgesia in clinical settings. According to the literature, we expect that
patients distracted with VR will report lower levels of pain and will experience the
procedure in a non-stressful manner, therefore reporting higher levels of fun in com-
parison with the control group.

Methods

Study Design. Patients undergoing venipuncture and availing of the Service of
Onco-hematology at A. Meyer Children’s Hospital in Florence were recruited to par-
ticipate in a study using a within-subjects randomized design. Patients undergoing
venipuncture and availing of the Service of Nephrology were recruited to join a study
using a between-subjects randomized design.

In both studies, the patients were selected with the help of a nurse of the hospital
service, according to the following inclusion criteria based on the existent literature:
children aged 7–17 years old, fluent in the Italian language, and without physical or
psychological impediments to be able to use the VR system and complete the tests.
Patients with a venous access already inserted in or with a port device, with a diagnosis
of epilepsy, who were unaccompanied by parents, and who were over 17 years old or
under 7 years old were excluded. Moreover, patients who wanted their own distraction
tool (i.e., a book, a video game, or an MP3 player) during venipuncture in the control
condition were excluded from the study.
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Procedure. The patients meeting the inclusion criteria were approached by a psy-
chologist before the procedure in order to inform their families and obtain the informed
consent forms signed by the patients’ caregivers. In the between-subjects design, the
patients using the Service of Nephrology were randomly assigned to either the control
group (No-VR), where they received the standard care pain management (non-medical
conversation with the nurse) or the experimental group (Yes-VR), where they were
distracted with VR. In the within-subjects design, the patients using the Service of
Onco-hematology, who needed to undergo venipuncture twice a year, were assigned to
either the control condition (non-medical conversation with the nurse) or the experi-
mental condition (Yes-VR) and repeated the second venipuncture using the distraction
technique (VR analgesia or non-medical conversation) that was not used the first time.
In both designs, at the end of each procedure, the patients completed a self-report
questionnaire to evaluate the quality of their VR experience, fun levels, and nausea.

Measures. Pain levels, the quality of the VR experience, nausea, and fun were measured
by using the Italian version of a self-report questionnaire adopted in previous interna-
tional studies [8], based on the 0–10 graphic rating scale (GRS) [43]. Pain was evaluated
in terms of its cognitive component (time spent thinking about pain), affective com-
ponent (unpleasantness), and perceptive component (worst pain). The quality of the VR
experience was investigated in terms of presence and the realism of VR objects.

The VR system. Our VR equipment consisted of a low-cost VR helmet and the Personal
3D Viewer Sony: HMZ T-2, supported by a laptop that allowed interaction with the VR
environment. The helmet had a 45° diagonal field of view, with 1280 � 720 pixels per
eye, and was suitable for both younger and older patients. The VR helmet had two
miniature screens, one for each eye of the user, and latex-free earphones to provide
acoustic isolation and promote escapism from reality. The VR software used was Snow
World, one of the most frequently employed VR environments, specifically designed to
promote distraction from procedural pain. In Snow World, patients virtually enter an
icy canyon, where they throw snowballs at penguins, snowmen, and other characters in
VR, using a wireless mouse with the hand that is not employed in the venipuncture.

4.2 Preliminary Results

In recent years, preliminary results have been presented in occasion of several national
and international conferences regarding pain and the care of cancer patients [44];
however, the project is still ongoing.

Service of Onco-hematology Eleven children suffering from cancer and blood dis-
eases (7 males, 4 females; mean age = 10.64, SD = 2.58) underwent venipuncture
twice. A t-test for paired samples was adopted to compare pain, nausea, and fun levels
between the control and the experimental conditions. The patients reported significantly
lower levels of pain unpleasantness and time spent thinking about pain while they
underwent venipuncture plus VR analgesia (p < 0.05) compared with the group under
the control condition, in which they were engaged in non-medical conversation by the
nurse. Moreover, the children reported a “strong sense of going inside the
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computer-generated world” when interacting with VR and experienced significantly
higher levels of fun compared with the group under the control condition (p < 0.05).

Service of Pediatric Nephrology. The preliminary results were encouraging and
followed the predicted direction. The nonparametric Mann–Whitney U test was
adopted. Twelve patients (6 females and 6 females, mean age 12,25 years ±2,22) were
distracted with VR and 12 patients (6 females and 6 males, mean age 10,42 years
±2,68) received the standard care during the venipuncture. The patients assigned to the
experimental group reported significant lower levels of pain unpleasantness, and time
spent thinking about pain (p < 0,05). No significant differences were noted for the
levels of worst pain; however, the patients distracted by VR analgesia reported sig-
nificantly higher levels of fun (p < 0.05) compared with their counterparts in the
control group. The levels of nausea were negligible in both groups.

4.3 Discussion

This ongoing project represents a contribution to the growing literature that supports
the effectiveness of VR as a distraction technique for pain management among children
and adolescents. Our preliminary results highlight the huge potential of VR analgesia
for pain management among children suffering from onco-hematological and kidney
diseases as well. However, our sample, particularly in the study involving patients with
kidney diseases, is still rather small. Future research with a larger sample is needed. VR
analgesia has been positively evaluated by both the patients and the clinical staff of the
hospital, who consider VR distraction a useful tool for pain and anxiety management.
In one case, a male patient who used VR analgesia admitted that he had preferred
watching the procedure; however, he reported high levels of fun and no pain during the
venipuncture. This finding suggests that future studies should evaluate whether the
desire to watch the procedure (and other pain-coping strategies) could influence the
effectiveness of VR analgesia.

5 Conclusions and Future Perspectives

According to the literature and our clinical experience, VR has immense potential as a
distraction technique and can be a useful non-pharmacological analgesic for children’s
pain management. VR analgesia can help patients experience lower levels of pain and
cope with the medical procedure in a non-stressful and safe manner, without side
effects. However, more studies are needed to explore in depth the effectiveness of VR
during several kinds of procedures and for different types of patients. For example, no
study has evaluated the applicability of VR analgesia to patients with special needs or
cognitive disabilities. Moreover, little is known about how psychological variables can
influence the effectiveness of VR for pain management. Presence plays a central role in
the quality of the experience in the VR environment; however, the relationship between
presence levels and pain reduction by using VR has not been completely clarified.
The analgesic effect of VR could also depend on the patient’s wish and capability to be
isolated from the real environment. In principle, not all children could benefit from the
isolation in a virtual world during a painful procedure.
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The drop in the prices of VR systems has facilitated the diffusion of
medium/high-quality VR helmets; however, specific VR software developed for chil-
dren’s pain management are still rare. In future studies, different VR scenarios should
be considered to evaluate whether specific environments could be preferable to others
in order to improve the effectiveness of VR analgesia. Moreover, lightweight and
wireless VR helmets should be developed for an easier application in a clinical setting
with pediatric patients. Future research could also evaluate how the presence of more
users in the same VR environment could improve the analgesic effect of VR. Indeed, a
multiplayer software could help patients be isolated from the painful context, but at the
same time, the social support of other VR players could improve the analgesic effect of
VR. This solution could be particularly useful for those patients who use social support
strategies to cope with painful procedures.

With respect to the Italian context, there is the need to improve the knowledge
about VR analgesia among physicians, nurses, and clinical psychologists and to
encourage research in this field in order to extend the use of VR distraction for pain
management in clinical settings.

Acknowledgments. A special thanks to the Cassa di Risparmio Foundation and the
Association ATCRUP.
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Abstract. Virtual reality (VR) can provide robust assessment of cognitive
spatial processing skills in individuals with visual impairment. VR combined
with objective measures of behavioral performance, such as eye and hand
tracking, affords a high degree of experimental control, task flexibility, partic-
ipant engagement, and enhanced data capture. Individuals with visual impair-
ment typically have difficulties identifying objects in a cluttered environment.
Furthermore, these difficulties may differ depending on the type of visual
impairment. Specifically, individuals with cortical/cerebral visual impairment
(CVI) may show a greater sensitivity to visual task complexity compared to
those with ocular based visual impairment (OVI). We have developed a VR
environment with integrated eye and hand tracking to simulate exploring a toy
box to assess performance on a static object-based visual search task. A grid of
toys was displayed for a brief duration while participants found and fixated on a
specific toy hidden among others. For a given trial, we manipulated multiple
factors: the number of unique distractor toys, a color/theme matched toy, and the
background clutter. Results to date show that both visually impaired groups
demonstrate increased variability in search patterns and reaction times as
compared to controls. Additionally, performance of the CVI group fluctuates
greatly as a function of task difficulty. Findings from the current work
demonstrate a successful interaction between individuals with visual impair-
ments and VR simulations in assessing high level visual function. Further
studies will serve as theoretical foundation for the creation of new assessment
and training paradigms for visually impaired individuals.
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1 Introduction

The present work presents a novel application of virtual reality (VR) environments for
assessing and comparing visual search performance and spatial processing in indi-
viduals with visual impairment.

The combination of VR usage with objective measures of behavioral performance
affords a high degree of experimental control, task flexibility, participant engagement,
and enhanced data capture and characterization. Specifically, parameters of task diffi-
culty, experimental factors, and environmental complexity can all be manipulated,
along with the immediate capture of multiple behavioral performance outcome
parameters [1–3]. Recent enhancements in VR technology, including device minia-
turization, ease of implementation, increasing realism, and relatively low cost, give the
possibility of developing more mobile platforms for the testing of individuals outside of
the research laboratory and clinical settings.

Previous research has shown that with regards to tasks requiring visual spatial
knowledge acquisition, individuals showed equivalent performance and preferences
when conducting testing within the real world and in virtual simulations [4, 5]. Thus, VR
can negate any conflicting demands related to physical exertion for participants, while
incorporating objective performance measures like eye and hand tracking for naturalistic
data collection. In essence, as long as the participant understands the nature and
demands of the task, VR based assessments can be very useful in assessing behavioral
performance even in individuals with physical or developmental disabilities [6].

One arena in which VR based environments could show great utility is in the
assessment of cognitive spatial processing of individuals with visual impairment.
Specifically, standard clinical testing measurements of visual acuity and visual field
perimetry are inherently limited in that they fail to fully capture and characterize visual
functional deficits associated with higher level visual processing, particularly in
complex real world situations [7]. As an example, individuals with visual impairments
often have difficulties recognizing familiar objects while viewing complex visual
scenes. Furthermore, the nature of the visual impairment may also impact upon the type
and degree of functional visual deficit observed [8].

We conducted a focus group study (see Design section for further details) that
revealed that visually impaired children and adolescents often have trouble locating and
identifying their favorite toy when it is in close proximity to other toys, but they can
locate the same toy easily when it is in isolation. For example, individuals with ocular
visual impairment (OVI) (e.g. ocular albinism) often have reduced visual acuity and
impaired oculomotor function (i.e. nystagmus) and thus may take longer to find a target
object when searching in a complex and cluttered visual scene. In contrast, individuals
with developmental damage to visual processing areas of the brain (referred to as
cortical/cerebral visual impairment, or CVI) may miss a visual target entirely, despite
having the necessary visual acuity to perform the task and unimpaired eye movements.
These observations highlight potential differences in visual search and spatial processing
strategies related to task demand, as well as the type of visual impairment. While there is
extensive research investigating perceptual abilities in ocular based visual impairments,
the CVI population remains relatively understudied despite being the leading cause of
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congenital visual impairment in children in developed countries [9]. Furthermore, there
is a growing need to develop novel methods to better characterize visual perceptual
deficits beyond what can be achieved with standard clinical testing.

In this direction, we developed a VR testing environment called the “virtual toy
box”. This VR platform creates a realistic simulation and testing environment in which
a participant is instructed to find a target toy within a grid of other toys. Firstly, by
exploiting the aforementioned advantages of VR, factors related to cognitive spatial
processing of object complexity and clutter can be experimentally manipulated to
characterize their individual effects on visual search performance. Secondly, integrated
data capture methods obtained from eye and hand movement tracking provide realistic
and objective measures of behavioral performance. Lastly, the flexibility and range of
testing parameters mean that the same environment can be used to assess performance
across different types of visual impairments.

2 Methodology

2.1 Participants

Preliminary data presented here include three participant groups: individuals with
normally developed sight (controls), ocular visual impairment (OVI), and cortical/
cerebral visual impairment (CVI). A total of 9 participants highlight the study design
and methodology of the current research. Age of participants ranged from 14 to 28
years of age (Control mean = 18.3, OVI mean = 25.0, CVI mean = 18.7). All par-
ticipants had at least a high school level education and were right handed. Ocular and
cortical/cerebral visual impaired groups had comparable visual acuity albeit reduced
compared to controls. However, all individuals possessed sufficient acuity for the
present task (Snellen visual acuity range between 20/20 to 20/80).

2.2 Hardware and Software

An Alienware Aurora R6 with an Intel i5 processor, NVidia GTX 1060 graphics card,
and 32 GB of ram (Alienware Corporation ©) was used for development and execution
of the experiment. A ViewSonic 27″ Widescreen 1080p (1920 � 1080 resolution)
LED monitor (ViewSonic Corporation ©) displayed the testing environment. A Tobii
4C Eye Tracker (90 Hz sampling rate) (Tobii AB ©) recorded the eye movements.
A Leap Motion (120 Hz sampling rate) tracked hand motion (Leap Motion, Inc. ©).
The testing platform was created in the Unity 3D game engine version 5.6 (Unity
Technologies ©). The 3D object models were created using the modeling software
Blender (Blender Foundation ®).

2.3 Design and Procedure

A focus group survey was conducted with teachers of the visually impaired prior to the
development of the current iteration of the testing platform. The goal of this focus
group study was to ensure that the final design of the testing platform accurately
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addressed the problem of visual search, spatial processing, and visual scene com-
plexity, by taking into consideration the opinion of experts possessing extensive
experience working with these visually impaired individuals. After viewing a video that
highlighted the VR environment and current design features, six focus group partici-
pants rated their responses (using a 7 point Likert scale, with 1 meaning strongly
disagree and 7 strongly agree) to a series of predetermined statements (e.g. rating the
realism of 3D object models) and also open ended questions (e.g. listing additional
factors for consideration). The results were overwhelmingly positive for scores of
realism (5.7 out of 7) and feature importance (6.8 out of 7). Open ended feedback was
used to improve/modify the design of the tested factors (e.g., addition of a “catch trial”
containing a color/theme matched distractor). The survey results revealed unmet needs
related to the assessment of visual performance and key factors of interest related to the
VR environment realism and effectiveness for further consideration.

Prior to the experimental run, eye tracking calibration was performed for each
participant using the Tobii Eye Tracking Software v2.9 calibration protocol, which
took about 30 to 45 s. Participants then viewed and selected their favorite toy (i.e.
target of interest, or “target toy”) for the search task. There were three possible toys to
choose from that varied in color and theme: a blue truck, orange basketball, and yellow
duck. Participants viewed each target toy in isolation as it rotated around the Y-axis
before choosing. Toy selection was done to enhance the immersive feel of the task and
ensure that the participant was able to correctly identify a target of interest.

After selecting the target toy, the experimental program began. Participants viewed
a toy box from an overhead perspective to simulate looking down into the box (see
Fig. 1). Trials started with the box covered and only a fixation point displayed. The
cover disappeared after 2 s and revealed a 5 � 5 grid of toys. Each toy within the grid
was presented in a conical view (see Fig. 1). Participants had 4 s to visually locate and
fixate on the target toy before that trial ended. The cover and fixation point reappeared
between each trial of a new grid of toys. The primary factor of interest was the number
of other unique toys filling the grid (ranging from 1 to 9 unique toys) to test the effect of
multiple distractors (Fig. 1A and B). As a secondary factor of interest, a color/theme
matched toy within the grid (presented in 25% of the trials) served as “catch trials”
designed to test how participants were identifying the target toy (Fig. 1C). An addi-
tional factor of interest, a background layer of toys, was present in 50% of the trials to
test the effect of background visual complexity (Fig. 1D).

Unique distractor numbers were classified into three levels: “Low” (1 to 3 unique
toys), “Medium” (4 to 6 unique toys), and “High” (7 to 9 unique toys), with each group
representing 33% of the trials. The color/theme matched distractor varied based on the
selected target toy with the goal of not only presenting a toy with the same color but
also the same categorical theme of the target. For example, if a participant selected the
blue truck, the color/theme matched toy appeared as a blue helicopter (same color and
transportation category – see Fig. 1C).
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Participants completed a total of 35 trials per run with 3 runs overall. A run lasted
approximately 3.5 min with a brief rest between each run. Response collection was done
entirely through eye tracking, as participants were instructed to visually locate and fixate
on the target toy with their eyes. The eye tracker collected the (X, Y) coordinate position
of the gaze point on the screen at any given moment. The Tobii Unity SDK mediated
data collection and data was sampled at the tracker’s default refresh rate of 90 Hz.

Two additional runs mimicked the main experiment but also had the participants
reaching for the target toy. Hand position tracking by the Leap Motion hand tracker
provided free physical movement and ran in parallel with eye tracking system. The goal
was to elucidate potential differences between visual and kinesthetic/haptic/physical
search patterns as well as observe visuo-motor coordination. Figure 2 shows a picture
of a participant using the system.

Fig. 1. Visual demonstration of various levels of the experimental factors. (A) example trial
with minimum number of unique distractors (low), (B) trial with highest number of unique
distractors (high), (C) trial with color/theme matched distractor (circle), and (D) trial with
background toys enabled. (Color figure online)
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3 Results and Discussion

3.1 Eye Gaze Data: Heatmaps

The raw coordinate gaze data were smoothed and aggregated over time using Gaussian
filtering and histogram regional binning to generate heatmaps [10]. The varying colors
in these heatmaps represent differing levels of gaze data density across spatial regions
of the screen space, with each color being a ratio of point density. Yellow indicates that
a participant spent more time looking in that area whereas blue indicates that a par-
ticipant spent far less time there. There is approximately a 9:1 ratio of point density
between yellow and blue. Given that the target location on the screen changed per trial,
gaze data had to be offset on an individual trial basis to center the data from all the trials
into one central region of interest. Due to this centering correction, the toy box image
displayed behind the following heatmap data is merely a representation of a given
condition or factor manipulation and not the actual position of the toy for a given trial.
Portions of the images that do not show any color indicate a lack of sufficient data
points to meet a minimum data capture threshold and are not indicative of a complete
lack of gaze points. The data in the heatmaps are representations of hundreds of trials of
eye gaze data. Overall distribution area and color scaling of the heatmap regions signify
increased visual searching.

Figure 3 contains heatmaps for two categories of unique distractors (low and high)
for each of the three participant groups as a visual demonstration of the collected eye
tracking gaze data. The control group, regardless of unique distractors, showed a tight
clustering of gaze points. The minimal spread of eye data suggests that the control
participants found the target quickly on each trial and maintained their focus on that
target. In contrast, the ocular visual impaired group (OVI) showed a more scattered
search pattern with less defined gaze density regions that was comparable for both
levels of unique distractors. The large spread of gaze data reflected decreased perfor-
mance as compared to the control group, suggesting slower reaction times, less success

Fig. 2. Photo of practice trial with participant. Eye tracker and virtual hand are highlighted.
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finding the target, and fewer periods of strong fixation. The CVI group data also
reflected an increased area of gaze data, revealing longer search patterns and reduced
focus on the target location during trials as compared to controls. For the given task and
condition levels, the CVI group fell somewhere in between the sighted and OVI
groups. There was also a noticeable loss in definition of the eye gaze data for the CVI
group during the high unique distractor trials, as seen by the decrease in high intensity
regions (yellow colors) and increase of low density regions (blue colors).

3.2 Eye Gaze Data: Confidence Ellipses

Ellipses of best fit from the eye gaze data further quantified task performance. The area
of these ellipses represented a 95% confidence interval for the contained input data
based on percentage of viewing screen (see Fig. 4). Both visually impaired groups
showed worse performance than the control group across each number of unique
distractors. At the highest level, however, the CVI group exhibited the largest change in
performance, indicating that these individuals were more affected by the number of
unique distractors around the target object. Confidence ellipse area data also revealed
that the threshold for impaired performance rests somewhere between the medium and
high number of unique distractors.

Similar results are displayed for “catch trials”, when the color/theme-matched
distractor was present. Figure 5 shows the effect on confidence ellipse areas for trials
with and without the matched distractor for the three study groups. The control group
performance was noticeably better than both the visually impaired groups and was
relatively consistent between trial types. The OVI and CVI groups demonstrated per-
formance changes, but in opposite directions (increased and decreased performance in
relation to the presence of the color/themed matched distractor, respectively). The CVI
group showed the largest effect, indicating that the presence of the matched distractor
was disruptive to their search patterns.

Fig. 3. Heatmaps for the Control, OVI, and CVI groups for “low” and “high” number of unique
distractors. (Color figure online)
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Results for background enabled versus disabled trials are shown in Fig. 6. While
the control group was unaffected by a background within the toy box, the OVI and CVI
groups both showed improvement in performance. Early participant feedback may help
provide an explanation for this difference, as multiple individuals reported that the
background helped provide a feeling of greater depth and separation of the toy grid
from the box.

3.3 Reaction Times

For each trial, there were two separate reaction time metrics. The first time that the
participant’s eyes came into contact with the target toy on the screen was treated as an
initial “hit” reaction. A second “fixate” reaction time was determined after the par-
ticipant’s eyes remained in contact with the target for 300 ms. The “fixate” reaction

Fig. 4. Graphical representation of the area of 95% confidence ellipses generated from gaze
data. (Color figure online)

Fig. 5. Confidence ellipse area averaged for the three groups for color/match trials. (Color figure
online)
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time was measured separately as an indicator of sustained fixation rather than simply
identifying the target at first glance. If a participant was still searching the screen but
had not identified the correct toy, passing over the target may be erroneously scored as
an extremely fast “hit”. For this reason, the following results detail the “fixate” reaction
time data. A graphical representation of reaction time can be found in Fig. 7.

The control group was the quickest to locate and fixate on the target toy for all three
levels of unique distractors. Additionally, the CVI group data reflected a discernible
effect of increasing difficulty, similar to that observed with the visual search area
quantified by the confidence ellipse area (compare with Fig. 4).

Reaction time data for all three groups based on color/theme match and background
(results not shown) followed a similar pattern as the unique distractor data. Perfor-
mance did not change strikingly with regards to manipulation of both factors. However,
the group distinctions observed in the previous measures persisted. Controls consis-
tently found the target toy quicker than both groups with visual impairment, while the
OVI group was quicker than the CVI group.

Fig. 6. Confidence ellipse area averaged for the three groups for background trials.

Fig. 7. Graphical representation of ‘fixate’ reaction time data for all three participant groups.
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Finally, reaction time for hand tracking data is presented in Fig. 8. The following
data represent the time it took the participants to reach for and virtually touch the target
toy. Controls reached for the target faster than both visually impaired groups and did
not display much of an effect of unique distractor level. The CVI reaction time
decreased at the highest number of unique distractors. During debriefing, multiple
participants noted that they were using the virtual hand as a reference to help them
search the area when the trials became increasingly difficult. This may translate to a
real-world training strategy, where the individual uses their physical hand to help parse
a complex visual scene. Overall, reaction times were slower when compared to the
“fixate” reaction times for eye tracking data of both the visual impaired groups. This
was expected given the physical time required for executing the reaching movements.

4 Conclusions and Future Work

The present work demonstrates the successful development of a VR testing environ-
ment designed to assess and compare object visual search in both cerebral and ocular
based types of visual impairment.

The design and development process directly involved input from experts in the
field to create a novel assessment method that goes beyond what is typically evaluated
in the standard clinical setting. Results thus far illuminate what we learned from our
focus group study in that individuals with visual impairment have difficulties identi-
fying familiar objects when placed in a cluttered and complex environment. Further-
more, difficulties were related to the type of visual impairment. Specifically,
performance of the group with cortical/cerebral visual impairment (CVI) compared to
the group with ocular visual impairment (OVI) worsened at higher levels of task
difficulty, but OVI performance was more stable across task difficulty. Overall, indi-
viduals with CVI also took longer to find target objects than both control and OVI
participants when task difficulty was highest.

Fig. 8. Hand data reaction time for the three groups at each level of unique distractors.
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It is important to consider that there is currently no cure for CVI, as the visual deficits
are due to early developmental brain damage. Therefore, work such as outlined in the
current study is paramount to understanding the underlying cognitive and behavioral
mechanisms associated with this type of visual impairment. Further, this same approach
may serve as a platform for the further development of novel training and rehabilitation
techniques. The visuo-motor coordination deficits associated with CVI furthers the
demand for combined eye and hand tracking data collection. Combining VR along with
eye and hand tracking technologies can provide for an entirely novel and more realistic
assessment and training toolkit for clinical and behavioral sciences.

Future work will continue to collect data to validate currently observed behavioral
trends while exploring other means of data collection and technologies (e.g. combined
electroencephalogram (EEG) recordings and immersive visual presentation with head
mounted displays). The end goal is to characterize the behavioral and neurological
underpinnings related to visual spatial processing and search in individuals with visual
impairment. Compensatory training and simulation strategies may emerge from the
foundational observations developed from this research project.

Acknowledgements. This work was supported by the Research to Prevent Blindness/Lions Clubs
International Foundation to and National Institutes of Health (R01 EY019924-08) to L.B.M.
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Abstract. We propose a 3D environment in the form of a video game
where the main idea is to increase Computer Science (CS) interest. We
believe that by providing software that can be used by everyone, we can
spark more interest in CS. We created a simple prototype emulating an
Escape Room with the idea to attract individuals of any age range with
a fun learning activity, but our primary focus is on teenagers and young
adults. The puzzles in the game engage the player by giving them chal-
lenges that can be completed optimally by using computer science con-
cepts. However, the game is presented as a typical puzzle game to avoid
scaring away players who may have preconceived notions of computer
science. The aim is to engage players through the puzzles to promote
further interest in CS concepts.

1 Introduction

Statistics show that Computer Science is a field that is highly in demand not only
with regards to industry but also when considering Academia [1]. Even with the
heightened demand, the amount of people that graduate from CS majors is signif-
icantly lower than the number of students that initially enrolled. Also, computer
science has traditionally been less diverse than other fields.Minorities comprise less
than one-fourth of all students that enroll in a bachelor of Computer Science [2].

Current institutional practices still offer standard methodologies when
attracting and educating CS students. Students present a diverse population,
and some may require extended time and other educational aids to learn a new
subject as they may experience difficulties when using traditional techniques.
Most science related classes require substantial problem-solving skills and math
backgrounds. Even though these skills can be taught and learned, these require-
ments drive away students from pursuing any science, technology, engineering,
or mathematics (STEM) majors [3].

Even though public education is free for most people, graduation rate from
public education is quite low. When an individual finishes high-school most of
them do not pursue higher education of any kind [4].

It is important to create ways in which students not only care about education
but also promotes and encourages a desire to reach higher educational goals.
c© Springer International Publishing AG, part of Springer Nature 2018
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Many of today’s graduates are passionate about their education, and this is a
trend which we hope proceeds to grow.

As technology continues to progress, new types of learning can also be applied
to motivate retention and inclusion. It is imperative to understand that many
individuals have a better chance of being attracted to something by using visuals
rather than narratives [5], everyone gets steered away by the common miscon-
ception of “difficult” classes such as calculus, physics, and programming. Most
people have difficulty understanding CS because they view it as a singular, mono-
lithic, and complex topic when in actually most CS concepts are simple when
viewed individually. Computers are also comparable to the human mind. This
idea is what we are trying to convey in the game. Allowing the user to see how
their everyday actions are the same simple actions carried by a computer and
hence the foundation of computer logic [6].

1.1 Contribution

Even though the game has been designed for high-school Juniors and/or Seniors,
it can easily be played by K-12 children or older adults. Our contribution can
be break into four ideas:

1. Help students better understand concepts of Computer Science.
2. Increase interest in Computer Science after anyone plays the game, especially

teenagers and young adults.
3. Create an entertaining medium capable of reaching broad audiences while

making the game entertaining.
4. Increase enrollment and graduation numbers of minorities.

1.2 Motivation and Challenges

The number of high-school graduates that pursue higher education is low. Com-
pounding this issue, the amount of minorities that go to college or university is
low as well. Once students start their college career, many of them will not go
on to complete their degree according to recorded statistics. These numbers can
be predicted based upon high-school graduation rates.

By generating early interest in Computer Science, we can help students iden-
tify and focus on the attributes required for a successful college career. When
attempting to generate this interest, it is vital to recognize how influential video
games can be when trying to reach an audience comprised of young adults [7].

2 Background

It is critical to understand that the concept of higher education is highly con-
flated with money and socioeconomic status. Many students desist going to
college because they lack interest in higher learning and there is also a social
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stigma regarding how students pay for their education. Moreover, if the few stu-
dents that decide to enroll, do not generate an interest in learning through their
college career, the rate of graduation can be further reduced [6].

It is demonstrated that teenager and young adults can display great abilities
when playing video games.

Young adults and teenagers have shown an aptitude for completing complex
tasks when playing video games. This aptitude exists because as video games
have become more popular, modern examples offer a small learning curve and
many interactions share common standards across the industry. Even though
different types of video games are developed constantly by various companies,
any person eager to play a video game can pick up a controller or keyboard and
start enjoying these adventures. Games not only entertain the player but also
release dopamine which can also generate an addiction to the game itself [8]. If
these attributes are taken into consideration when developing games, the reten-
tion, and attention that the player will allocate while playing can also generate
great opportunities for learning.

Research has shown that there is a quantifiable benefit when humans play
video games. For example, benefits include areas such as rehabilitation, motor
skills, ability to react and there have even been benefits to counseling [9]. By
including learning concepts in a video game, we can not only help individuals
learn new concepts, but we can also change the negative outlook given to video
games [10].

Current educational video games fail to generate interest whereas most of
the industry is successful in this aspect. The games that are currently being
used are either simulators or tutorials of how to learn something new. As good
as the concepts seem, they create a sterile environment instead of a naturally
interactive one which strips the game of its critical component, fun. Players want
to discover, be challenged and obtain rewards for their work.

The average household owns a computer, smartphone, and a console gaming
device. By creating software that does not require an extra purchase, it is easier
to reach a broader population. By making video games that can teach or spark
interest in computer science, we are bridging the gap between individuals and
their fear of it. It is essential to include these concepts early in the developmental
process preferably introducing the concepts to children but also to teenagers and
older. This inclusion will assist in generating interest in STEM that can carry
over to adulthood [11].

3 CScape 3D: Discover CS by Playing

3.1 Objective

We developed a video game that imitates the concept of an Escape Room.
Regular games always provide a challenge and a reward system where the player
strives to complete it. On CScape 3D the player needs to find the correct com-
bination of objects to open the door and be able to escape the room. We also
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decided on using the concept of an Escape room to spike even more interest into
picking up the game and playing it.

3.2 Concept

The Game was developed using Unreal Engine and Visual Basic Studio. It com-
bined the use of Unreal’s Blueprint system, along with C++. The current room
was a prototype to test the level of interest in the game. Many of the assets used
were borrowed from the Unreal Library Starter content pack. The next step was
to add functionality to the room. This functionality was achieved by creating
three trigger volumes that would only interact with movable objects. Meaning
that only some objects from the room can be used and that not all the objects
can be moved. Each plate has special activation method. Thanks to the Unreal
Engine, the game physics mimic real-world physics to a close level (see Fig. 1).

For the first room, all volumes share a common concept: IF STATEMENTS.
The way each plate was programmed was using the basic concept of decision

making. The yellow plate will only be activated by adding objects that only add
up to a total weight of forty five kilograms (see Fig. 2). The green plate will only
be activated by only adding at least four objects (see Fig. 3). The white plate
can only be activated by adding the object with the specific name (see Fig. 4).

Once the player activates the three switches (see Fig. 5), and the player leaves
the room, they will be greeted with a notification congratulating the escape of the
room, followed by an explanation of how he/she escaped. A small explanation
about IF Statement and its use in Computer Science will follow the previous
explanation.

Fig. 1. Top Side view of environment on Unreal Engine
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(a) Empty Yellow Trigger Volume (b) Solved Puzzle for Yellow Area

Fig. 2. Yellow Puzzle (Color figure online)

(a) Empty Green Trigger Volume (b) Solved Puzzle for Green Area

Fig. 3. Green Puzzle (Color figure online)

(a) Empty White Trigger Volume (b) Solved Puzzle for White Area

Fig. 4. White Puzzle (Color figure online)
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(a) Door Will Remain Closed Until All Puzzles
Are Solved

(b) Door Opens After All The Puzzles Are
Solved

Fig. 5. Door States

By showing this information to the player, we are rewarding the player and
also showing that subconsciously he or she already knows how to use concepts of
Computer Science. It is known that learning by doing is an effective tool towards
memory retention and learning. By utilizing this technique on a subconscious
level with the game, we can stimulate and engage more interaction with the
player.

3.3 Controls

The system uses a basic control scheme shared among many video games. Using
the keyboard, the player can use the W Key and Up-arrow to move forward, S
Key and Down-arrow key to move backward, A Key and the Left-Arrow key to
move to the left and D Key and the Right-Arrow key to move to the left (see
Fig. 6).

To minimize the player’s learning curve, there is only one interaction with the
environment. This interaction is the grab action, which allows the user to pick up
and move an object from its current position to the new desired location. This
action can be activated by using the mouse left click. The grab action utilizes the
hold/release actions. These actions, require that the user hold down the left mouse
button which is an interaction already known from their computer usage 7).

It is important to understand that when users are presented with a compli-
cated control scheme. Frustration can occur, but by providing a simpler control
scheme, the experience of the game can be more fluid and enjoyable [12].

3.4 Camera View

The camera is set to a first-person perspective. This perspective helps the player
to immerse themselves in the game. To move the camera, the user only needs to
move the mouse around giving 360◦ of freedom. Also, this camera can be easily
reused for Virtual Reality and Augmented Reality environments, giving the user
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Fig. 6. Basic control system

Fig. 7. Object being held by user using Grab command

a better sense of spatial location. Currently, the game is being deployed to the
traditional desktop only. This deployment allows a reduction of motion sickness
that the player may experience as he or she plays the game. The game can be
ported into Virtual Reality to allow the increase of interest in players but at the
same time reducing the number of possible players due to limited access to VR
devices in the current market.
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4 Future Work

In future work, we first want to test how receptive are individuals to the idea of
playing a game to spark interest on Computer Science. Moreover, after surveying
non-CS majors, we want to develop more rooms that cover other concepts of
computer science such as FOR Loops, While Loops, Arrays, and Nodes.

After completing the rooms, we want to run some test on how much interest
the game sparked for any non-CS gamer. By using the player’s feedback, we
can reshape the game to enhance the amount of interest it can generate for
subsequent players. One of the metrics that will be collected is the total time it
took each player to complete the puzzle. Also, we will run a control group with
CS students to compare the results against non-CS students.

Moreover, We would like to see the impact of the game on minorities. One
important population that we want to target for future studies would be non-cs
women. Not only because of the misconceptions and perception of women in the
technology field [13] but also because women are typically less prone to play video
games or even be considered as a target audience by the gaming industry [14].

5 Conclusion

We propose a video game that resembles an Escape room. The purpose of this
game is to offer the same level of entertainment as any other game but at the
same time generate interest in Computer Science. The player will be immersed
in this game and progressively learn more and more about the basic concepts of
Computer Science. The concepts are presented to the player as an achievement
system to develop a feeling of accomplishment.

Future work will include the addition of more rooms and more complex
puzzles. Furthermore, porting the game to mobile phones such as iPhone and
Android. The last addition will be to port the game to Virtual Reality to attract
even broader audiences. We want to put the game within reach of every demo-
graphic to see the impact of gaming when promoting higher education. Finally,
our principal goal is to show that computer science is a field that can be learned
from an early age and does not require high levels of education.
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Abstract. This paper presents a system for vocational training and assessment
of individuals with severe physical disabilities using immersive virtual reality.
The system was developed at the University of South Florida’s Center for
Assistive, Rehabilitation, and Robotics Technologies (CARRT). A virtual and
physical assistive robot was used for the remote-control skills training. After
going through several iterations, the system was tested by a total of 15 partic-
ipants along with professional job trainers. The results were encouraging in
further exploration of virtual reality as a promising tool in vocational training of
individuals with severe physical disabilities.

Keywords: Virtual reality � Vocational training � Physical disabilities
Robotics � Serious games

1 Introduction

It was reported recently that there are 34.8 million individuals with severe disabilities in
the U.S. [1]. A severe disability can be described as a disability that limits one or more
functional capabilities of individuals, such as mobility, self-care, or employment [2].
Individuals with severe disabilities face difficulties in employment for various reasons,
such as difficulty in performing some tasks due to limited abilities, predetermined or
subconscious biases of employers about the possible challenges they may face,
resulting in avoiding such individuals altogether [3]. It is intuitive that the most
effective job training can be gained at the physical job site. However, due to the reasons
mentioned above, many employers would hesitate to accept giving job training to
individuals with severe disabilities at such sites, without prior training that is enough to
handle the equipment at these places. This may create dangerous situations for both the
trainee and the workers as injuries due to misuse of mechanical equipment may occur.
With this motivation, we believe that virtual reality (VR) can be a strong alternative to
job site training. Virtual reality offers many advantages over direct job site training that
both speaks to the characteristics of specific disability groups and eliminates the
possible hazardous outcomes of the physical job site training for them. These
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advantages can be summarized as follows: safe training in a controlled environment,
gradual increase in level complexity, customizable virtual scenarios, real time feed-
back, prompts and distractions, repetitive automated training, no time constraint on
training, automated data collection, focusing on the performed task by isolation from
the surroundings, no severe consequences for mistakes, system scalability, automated
assessment and reporting, reduced transportation costs, and overall low cost training
due to the virtual reality systems becoming more affordable in recent years [4, 5].

With these in mind, we proposed an advanced immersive virtual reality system we
call ‘VR4VR’ that aims to train and assess individuals with severe disabilities on
vocational skills. The VR4VR project was funded by the Florida Department of
Education. Immersive virtual reality can be described as a system that makes the user
feel like they have stepped into the virtual world. This can be achieved by a few ways:
incorporating motion of the user into interaction via real-time motion tracking, pro-
viding a head mounted display that renders the virtual environment based on user’s
head movements, and using seamless projections on large displays. The VR4VR caters
for three disability groups: autism spectrum disorder (ASD), traumatic brain injury
(TBI) and severe mobility impairment, such as spinal cord injury (SCI), and is com-
posed two main components: cognitive disabilities training system and physical dis-
abilities training system. This paper focuses on the physical disabilities training system
which caters for the severe mobility impairment population. The physical disabilities
modules offer training on manipulating an assistive physical robot to move and
manipulate boxes or smaller objects (camera control, base motion, single arm, dual
arm, and gripper operations). Main components of the VR4VR system’s physical
disabilities modules are: Baxter physical robot, Razer Hydra user controller, virtual
replicas of the Baxter robot and the Razer Hydra controller, wireless remote-control
panel, and a large screen. To train individuals with severe physical disabilities on using
an assistive robot, several modules were implemented. These modules included tasks
that aim to teach users how to use the Baxter/PowerBot assistive robot for manipulating
and moving objects. Users were first trained in the virtual reality system and they then
performed the same tasks using the physical robot.

This paper presents and discusses the user study results of 15 individuals (10
neurotypical, 5 severe physical disabilities) who used the VR4VR system’s physical
disabilities modules. Challenges faced during the design, development and user study
phases and implications of the user study results are also discussed, which we believe
will benefit future virtual reality studies for vocational rehabilitation. Finally, future
research directions are presented.

2 Related Work

Using virtual reality for vocational training of individuals with disabilities have become
an emerging area in recent years, due to the advantages it offers and the prevalence of
low cost new generation virtual reality systems. In this section, we present the key
previous works in the area of using virtual reality for vocational training of adults with
disabilities.
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Smith et al. assessed the feasibility and efficacy of a virtual reality job interview
training system for individuals with Autism Spectrum Disorder (ASD) [6]. The system
included job interview simulations with a virtual character. Users who were trained
with the virtual reality system showed greater improvement than the traditionally
trained users. In addition, users found the virtual reality system enjoyable and easy to
use. The authors concluded that the results indicated evidence on the system’s feasi-
bility and efficacy. A follow-up study revealed that the participants who trained with
the system had increased chances of receiving job offers in the next 6 months [7]. Wade
et al. developed a virtual reality driving training system for individuals with ASD [8].
The system utilized gaze information of users to adaptively change the virtual envi-
ronment accordingly. User study results indicated that the system was beneficial in
training users on driving skills. Tsang and Man proposed a virtual reality vocational
training system for individuals with schizophrenia and measured its effectiveness [9].
Results indicated that the performance of individuals who were trained with the virtual
reality system was improved more than the individuals who were trained by the con-
ventional methods. Virtual reality training was more effective in improving the indi-
viduals’ self-efficacy as well. The authors indicated that virtual reality was an effective
tool in vocational training of individuals with schizophrenia. Yu et al. proposed a
virtual reality system for training hearing impaired individuals on CNC machine
operation skills [10]. The usability test results were promising in terms of effective
training. The system is currently under iteration and is planned to be evaluated with a
user study in the future.

As our VR4VR system is compared to the previous works in the emerging area of
vocational rehabilitation using virtual reality, the following main differences can be
listed: (1) utilizing and seamlessly integrating several immersive components such as
motion tracking, head mounted display, curtain display, tangible object interaction, a
haptic device and an assistive robot, (2) Offering training in a wide range of vocational
skills, (3) Catering to three main disability groups.

3 The VR4VR System

Our VR4VR system is composed of several components. In this section, we present the
design and implementation of the main components of the system and parts that are
specific to the physical disabilities training system.

3.1 Hardware

Several hardware components were used in the VR4VR system. In the physical dis-
abilities training system, a large 50ʺ TV was used as the display. Baxter robot was used
[16] with PowerBot mobile platform [17]. Razer hydra controllers were used for
controlling the physical and virtual replica of the robot [18]. Software was custom
developed with the Unity game engine [19] and C# programming language.
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3.2 Physical Disabilities Training System

To train individuals with severe physical disabilities on using an assistive robot, several
modules were implemented. These modules included tasks that aim to teach the users
using the Baxter/PowerBot assistive robot on manipulating and moving objects. The
users were first trained in the virtual reality system and then performed the tasks using
the physical robot. The modules were designed as follows: (1) camera control module
that teaches the user how to switch between the cameras and how to perform basic
functions such as zooming and panning, (2) base control module that teaches the user
how to move the PowerBot base platform of the robot around inside the virtual
environment, (3) using the controls taught in the previous two modules in tandem in
order to navigate around a cluttered environment, (4) arm control module that teaches
the user how to use the two included hand tracking motion controllers in order to
control the robot’s hands and arms, (5) a module that combines all of the skills learned
in the previous modules into one cohesive test of matching both the base platform and
hand configuration of a semitransparent robot silhouette in the virtual environment,
(6) gripper operations module that teaches the user how to use the motion controllers to
control the operation of the robot’s dual parallel grippers, (7) dual arm control module
that teaches the user how to move both hands on the robot simultaneously, using only
one motion controller, and (8) a test module for the dual arm control system that
requests the user to retrieve an item from within a warehouse environment and bring it
to the delivery area located at the front of the warehouse. The Physical disabilities
training system is presented in Fig. 1.

Completing the components of a task would raise the user’s score, to a maximum of
100 points. Failing to complete a component within the time constraints, dropping an
object, or positioning it in an incorrect location would result in that component being
skipped and those points lost. Colliding with objects in the robot’s workspace,

Fig. 1. Physical skills training modules of the VR4VR system. Left: The physical robot. Right:
The virtual replica of the physical robot in a virtual warehouse environment.
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including other objects, tables and shelves would result in a deduction of 5 points.
Colliding with environmental objects, such as walls, doors, and other static objects
would result in a deduction of 10 points. The following equation shows how scores
were calculated, where c denotes the progress of the user (out of 100), a denotes the
number of scene object collisions, and b denotes the number of environment object
collisions: Score = c − (a(30) + b(20)).

The controls for the physical disabilities modules were the same when using the
physical robot and the virtual robot. A special control program retrieved the current
state information from either the virtual robot running inside of the VR4VR Simula-
tion, or the physical robot. The input from the user’s controller was sent to the control
program and were used in conjunction with the state information to generate the motion
of the robot’s base and arms. The control program would then execute these motions on
either the virtual robot or the physical robot. Finally, the user was presented either the
live camera feed from the physical robot’s cameras, or the virtual camera feed from the
virtual robot’s cameras within the simulation. The virtual robot had been modeled after
the physical robot and emulated the physical robot’s specifications. An overview of the
control system can be seen in Fig. 2.

4 User Study

A user study was performed for the physical disabilities training system with a total of
15 participants (10 neurotypical, 5 severe physical disabilities). All users were older
than 18 years old with a mean age of 26.88. None of the participants had prior virtual
reality experience. Participants with disabilities were clients of the Florida Vocational
Rehabilitation (VR) program and were job seekers. Professional job trainers accom-
panied the participants with disabilities during the testing sessions. The testing took
two and a half hours in total per participant: one-hour virtual reality training module
testing, 15 min break time and survey filling, one-hour physical robot testing, followed
by survey filling. The user study was performed under the IRB #Pro00013008.

Fig. 2. Overview of the physical disabilities training system showing the integration of the
controls with the virtual robot and the physical robot.
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5 Results

Level scores for the physical disabilities training modules are presented in Fig. 3 for the
virtual reality training and in Fig. 4 for the physical robot used for neurotypical indi-
viduals and individuals with physical disabilities. Level scores were out of 100 with
possible deductions from the following: collisions with the environmental props and
walls, and dropping items onto the floor.

Ease of interaction scores for the physical disabilities training modules are pre-
sented in Fig. 5. These scores were out of 5 with answers ranging on a 5-point Likert
scale. For the Physical Disability training module, when asked the question “Would
you come back to train with us again?” 14 of the participants answered “Yes.”, and 1
participant answered “No.”

As the job trainers were interviewed about the physical disabilities training mod-
ules, they stated that the virtual reality training would be beneficial for the job seekers.
However, they indicated that the training would be challenging for individuals with
limited gripping abilities due to the joystick controllers used in the module. They also
emphasized that the training time in the virtual reality module was not sufficient to
prepare the users for using the physical robot. They suggested repeating the virtual
reality training module at least three times before letting the users operate the physical
robot.
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Fig. 3. Level scores for the physical disabilities training modules virtual reality training.
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6 Discussion

The results for the physical disabilities training modules were lower than expected,
especially for the arm control and gripper. Ease of use scores were also low for these
two components. The participants gave lower scores for the ease of use of the virtual
reality module than the physical robot. As we investigated the possible reasons behind
this by interviewing the participants and the job trainers, they stated that it was easier to
operate the robot when they saw it in the real world, instead of seeing the virtual robot
on a monitor through cameras. The additional camera manipulation in the virtual reality
training was found difficult to operate by the users. In addition to this, the users stated
that understanding the depth was more challenging in the virtual reality training as
compared to seeing the physical robot in the real world. To remedy these, camera
controls will be automatized and more cues to help in understanding the depth will be
added.

The participants stated that the sensitivity of the controls, the large number of
controls and comprehending the orientation of the robot’s components took time to get
used to. The most common problem was in the gripping of the objects. It required the
users to orient the arm accurately and grasp small objects such as a water bottle. The
users had difficulty in fine tuning the motion and some users were confused about
remembering the controls.

Another reason behind the low scores of the participants with physical disabilities
was the secondary cognitive disabilities, although not severe, which were existing in
some of the participants. The instructions of the physical disabilities modules were not
prepared to accommodate for the cognitive disabilities, hence it was observed to be a
bit overwhelming for these participants to comprehend the controls in the allocated
time.

For both user groups, the comprehension needed in order to fully operate the
robotic platform both in virtual reality and on the physical robot was an issue. Since
there was no direct mapping between the users’ motion and the corresponding robot’s
motion, users had to adapt their motion through the controller to achieve the desired
robot motion. This was observed to be counterintuitive for some participants, therefore
additional training sessions and more in-depth explanation of the control system and
its’ limitations need to be added in order to facilitate easier comprehension.

Another challenge was maintaining the accuracy of the virtual test environment
through the physical robot test environment. One of the problems encountered was in
the object grasping task. In this task, the users needed to grasp a water bottle. However,
the water bottles in the virtual environment were more difficult to knock over than the
water bottles in the real environment. This was observed to make this particular task
much more difficult to perform on the physical robot.

Even though they weren’t completely comfortable in controlling the physical robot,
most of the participants were pleased to be able to control an advanced physical robot
with an hour of virtual reality training. Most of the participants stated that more training
time would prepare them better for controlling the physical robot.

Overall, although virtual reality training partially prepared the users to operate the
physical robot, they gained a baseline understanding and were able to perform simple
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tasks with the physical robot which they had no prior training to operate. We think that
this makes virtual reality a platform that is worth further exploration in vocational
training of individuals with physical disabilities.

7 Conclusion

In this paper, we presented the physical disabilities component of the VR4VR system
that aims to train and assess individuals with severe disabilities on vocational tasks.
A total of 15 individuals (neurotypical and with physical disabilities) participated in
testing the system with accompanying professional job trainers. The results encouraged
that virtual reality is a promising tool in vocational training of individuals with physical
disabilities. Future work will include iterating the system according to the feedback
from the participants and the job trainers and perform a second user study with more
participants.

Acknowledgment. The authors would like to thank the Florida Department of Education for
funding the VR4VR project.
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Abstract. Virtual reality (VR) systems are seeing growing use for training
individuals with Autism Spectrum Disorder (ASD). Although these systems
indicate effective use of VR for training, there is little work in the literature
evaluating different VR interaction techniques for this audience. In this paper,
different VR interaction techniques are explored in the Virtual Reality for
Vocational Rehabilitation (VR4VR) system and additional data analysis on top
of our previously published preliminary results [1] was performed via a user
study with nine individuals with ASD and ten neurotypical individuals. The
participants tried six vocational training modules of the VR4VR system. In these
modules, tangible object manipulation, haptic device, touch and snap and
touchscreen were tested for object selection and manipulation; real walking and
walk-in-place were tested for locomotion; and head mounted display and curtain
screen were tested for display. Touchscreen and tangible interaction methods
were preferred by the individuals with ASD. The walk-in-place locomotion
technique were found frustrating and difficult to perform by the individuals with
ASD. Curtain display received higher preference scores from individuals with
ASD although they accepted the HMD as well. The observations and findings of
the study are expected to give insight into the poorly explored area of experience
of individuals with ASD with various interaction techniques in VR.

Keywords: Virtual reality � Vocational rehabilitation � Interaction techniques
Autism spectrum disorder

1 Introduction

Autism spectrum disorder (ASD) is a lifelong developmental disability that may impact
people’s understanding of their environment. It can result in difficulties with social
relationships, communication and behavior [2]. The latest studies by U.S. Department
of Health and Human Services show that today, about 1 in 68 children is identified with
ASD [3]. Attention to this specific group and applications for them has increased
recently because of an increase in the awareness of prevalence of ASD. According to
the Centers for Disease Control and Prevention, National Center for Health Statistics,
prevalence of autism has increased by 289.5% from 1997 to 2008 [4]. The three most
significant impairments that are associated with autism are listed as; social interaction,
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communication and behavior [5]. Because of these impairments, individuals with
autism often have difficulty in their daily lives, especially while interacting with others.
Because of the limiting properties of ASD, it is usually harder for individuals with
autism to find jobs and succeed in them without proper training.

There are several advantages of using virtual reality over traditional training
methods, such as active participation in accurately represented real-life like situations,
opportunities for repetitive practice on simulators, unique training experiences with
suitable and customizable difficulty levels, consistent and real time feedback, and
opportunity for users to train and correct errors without severe consequences [6]. Due
to these positive properties, virtual reality has been used in many different training
applications for neurotypical individuals, such as training federal law enforcement
agents on interrogation methods [7] and primary care physicians to perform inter-
vention to treat alcohol abuse [8]. Virtual reality is found to be especially useful for
populations with ASD, since virtual reality training offers several aspects that resonate
with their characteristics, such as the predictability and the ability to repeat the exer-
cises with adjusted difficulty levels until the user feels ready for the task to be per-
formed [9].

There have been many scientific studies for training of individuals with ASD using
virtual reality. These studies showed that virtual reality is an effective tool in training
individuals with ASD [10, 11]. However, there has been little work to understand
which virtual reality locomotion and interaction techniques are useful for individuals
with ASD. Although there are many possible advantages of using virtual reality sys-
tems for job training, effective interaction techniques should be implemented for the
users to truly benefit from the advantages of virtual reality. Since the perception and
behaviors of individuals with ASD can be different from neurotypical individuals,
using the same interaction techniques that work well for neurotypical individuals may
not be a good practice. To bridge this gap, in this study, we examined different virtual
reality interaction techniques for individuals with ASD. For this purpose, several dif-
ferent interaction techniques for object selection and manipulation (tangible object
manipulation, haptic device, touch and snap, and touchscreen) and locomotion (real
walking and walk-in-place) that have been implemented in different modules of the
Virtual Reality for Vocational Rehabilitation (VR4VR) system were explored. VR4VR
is a highly immersive virtual reality system for vocational rehabilitation of individuals
with disabilities. The interaction techniques along with the two different display
methods (head mounted display and curtain screen) were explored based on different
aspects such as; the ease of interaction, level of enjoyment, frustration, dizziness,
nauseousness, tiredness, and user statements.

2 Related Work

Several studies show that advances in technology have been used for assisting indi-
viduals with ASD for a long time. Goldsmith et al. collected and published the early
examples of the technologies that were used for children with ASD [12]. In general, the
developed systems were using an interaction technique that seemed to be the most
suitable by the authors for the application and using that technique was rarely justified
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in the publications. Interaction techniques are one of the most important elements of
virtual reality systems since they are directly related to the user’s experience with the
system. Existing systems support a variety of interaction techniques for different
platforms and input devices, from conventional devices such as mice or joysticks, to
modern devices such as touch gestures, speech-recognition devices, and digitally
augmented environments. Interaction techniques may affect several aspects of the user
experience such as presence, enjoyment, frustration, and tiredness [13].

Most of the precious assistive training applications were implemented using a
single interaction technique. The recent applications usually used touchscreen devices
since they are easy to use, affordable and available. Furthermore, one of the recent
studies showed that the tablet applications with multi touch interactions could make
children with ASD more verbally and physically engaged as compared to the tradi-
tionally performed similar activities [14]. In a study conducted by Madsen et al., the
researchers developed touch screen applications for teaching children with ASD to
recognize facial expressions [15]. In this study, lessons learned about the software and
hardware design of touch screen applications for this specific population were shared
very briefly. In a study on developing an expression recognition game for individuals
with ASD using touch enabled mobile devices, the research team has studied the
previously existing popular ASD games and tried to consolidate guidelines for
designing user interfaces for children with autism [16].

Another popular approach in designing applications for individuals with ASD is
using touchless interactions. The availability of the depth sensors, such as Microsoft
Kinect and their usage for skeleton tracking made this technique easily usable and
popular. Moreover, some researchers suggest not to use wearable sensors since some
individuals with ASD may not prefer to wear any sensors on them [17]. A study made
on five children with ASD showed that games with touchless interaction helped in
improving the attention skills for children with autism. However, the authors stated that
the interaction technique was not tested on being appropriate or not for this special user
group [18]. Another recent study for individuals with ASD was aiming at improving
their motor skills [19]. With this goal, the researchers developed a motion based
touchless application and tested the results. This study focused on the importance of
physical activity, but did not justify why the authors chose to use this interaction
technique while developing the application.

There were also some applications that used more than one interaction technique
simultaneously. One study focused on full body interaction techniques for low func-
tioning children with ASD [20]. An environment similar to a virtual reality cave was
developed with surrounding projectors, cameras and sensors. Some touchless interac-
tion techniques as well as touch-based interaction techniques were implemented, and
the children’s acceptance of the system was discussed. Most of the children accepted
the system and used it effectively.

With the emerging technology of virtual reality, some researchers have been
integrating virtual reality interaction techniques into training applications for people
with ASD. In a study, researchers used a virtual reality system to teach street-crossing
skills to children with ASD [10]. The results showed that training in virtual reality
improved the related skills of those children. In another study, a virtual reality driving
training system was developed [11]. In this system, gaze tracking was implemented to
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track where the users looked during the training sessions since individuals with ASDs’
gaze positions were reported to be different from neurotypical individuals. The users
were trained to look at the important regions such as traffic lights, traffic signs and
pedestrians. The results showed that effective training was achieved using the devel-
oped virtual reality system with the incorporation of gaze positions.

Although many studies focused on using only one interaction technique per
application, there have been some studies in the literature that used two different
interaction techniques in the same application or in different applications that were
developed for the same purpose for individuals with ASD. One example was a study
that aimed at increasing the social engagement of children with ASD [21]. Two dif-
ferent games were used with two different interaction techniques. One was using
multiple mice while the other was using a Diamond touch surface. The study did not
test the differences observed while using these interaction techniques and did not make
any suggestions for researchers. There was a detailed study on a computer-based
training system for children with ASD [22]. In the study, a tangible user interface
design was compared with the traditional mouse-based approach. The results of the
study showed more learning progress using the tangible user interface. Another recent
study showed observations on the usability of basic 3D interactions such as translation
and rotation for the adolescents with ASD [23]. The authors aimed at finding the
differences in the usage of 3D user interaction techniques between neurotypical indi-
viduals and individuals with autism. The results showed that the deficits in hand-eye
coordination of individuals with ASD caused some difficulties in using the 3D inter-
action techniques. The authors suggested that developers should add some assistive
cues to aid individuals with ASD with the hand-eye coordination.

Although different interaction techniques and their effects have been thoroughly
examined for neurotypical individuals; so far, only limited research in this area has
been explored for individuals with ASD. The existing studies briefly include a specific
interaction technique or two basic interaction techniques. But virtual reality interactions
can be more complicated since they are often (but not always) made as similar to real
life as possible to increase the immersiveness. In our study, we explored several
different immersive virtual reality interaction techniques with user studies and shared
the results that may be beneficial for future virtual reality studies that focus on indi-
viduals with ASD.

3 Interaction Techniques

In our VR4VR system, there are six modules that were developed for the training of six
different transferrable vocational skills: shelving, cleaning, environmental awareness,
loading the back of a truck, money management, and social skills. In each different
skill, the most convenient interaction technique to be tested was decided by literature
review and discussions with the professional job trainers of individuals with ASD.
These job trainers have been training individuals with ASD professionally for voca-
tional rehabilitation for a long time and are highly experienced in this area.

To implement the locomotion and interaction techniques, the Unity game engine
[24] and MiddleVR software [25] were used. The implemented software was run on a
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desktop computer with the following specifications: AMD FX-8150 3.61 Ghz
Eight-Core CPU, AMD FirePro W600 GPU and 16 GB RAM. For motion tracking,
the OptiTrack [26] V100R2 FLEX optical motion tracking system with 12 cameras was
used in a 2 m � 2 m tracked area.

3.1 Object Selection and Manipulation

In the VR4VR system, different object selection and manipulation techniques were
implemented and used in different skill modules. The interaction techniques were
selected according to the requirements of the task and inputs received from the pro-
fessional job trainers.

For object selection and manipulation, four different interaction techniques were
implemented and explored: tangible object manipulation, haptic device, touch and
snap, and touchscreen. These were used in different skill modules for interacting with
the virtual world. These interaction techniques have been used in different skill mod-
ules of the VR4VR system. All interaction techniques and the skill modules they were
tested in the VR4VR system along with the relevant interaction tasks are presented in
Table 1.

Tangible Object Manipulation. In this interaction technique, two types of real tan-
gible objects were tracked and represented in the virtual world: (1) identical looking
real boxes that were shown in the virtual world with different textures or labels, and
(2) a broomstick handle that was represented as a vacuum cleaner or a mop that the user
used for cleaning the virtual environments.

In the shelving skill module, there were two physical shelves and one physical table
in the real-world environment. The virtual conjugates of those objects were created and
placed at the same positions in the virtual world. Furthermore, there were four real
boxes that were identical in appearance with reflective markers placed on top of each
(for infrared camera tracking). The virtual conjugates of the boxes were created and
placed at the same positions in the virtual world with different virtual textures projected
on them.

An immersive tangible object manipulation technique was implemented and tested.
With this technique, the users could move and rotate the real tangible boxes in the
tracked area (see Fig. 1). This enabled a tactile feedback during the interaction, which
was expected to increase the presence for the users. Head mounted display (HMD) was
used along with hand bands with reflective markers. This enabled real time head and
hand tracking. The user was able to see two virtual hands in the virtual world
approximately at the same position and orientation with their real hands. We used
virtual hand models representing real hands of users since it was reported to increase
the realism and the immersiveness in virtual reality applications [27] and help users to
better understand virtual distances.

A different tangible interaction method was implemented in the form of a tangible
broomstick that was used for controlling a virtual vacuum cleaner and a virtual
mop. The real broomstick handle was replaced with a virtual vacuum cleaner or a
virtual mop in different tasks (see Fig. 2). To be able to track the real stick by the
optical cameras in real-time, three pieces of reflector marker tape were attached around
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the cylinder. Since the cylinder was symmetric along its longitudinal axis, we used
software calculations to visualize the cleaning head (nozzle or mop) according to the
angle between the cylinder and the ground. This time, in addition to HMD and hand
bands, feet bands with reflective markers were also worn by the user. This enabled real
time head, hand and feet tracking. The user was able to see two virtual hands and feet in
the virtual world.

Table 1. The interaction and locomotion techniques and the displays in the VR4VR system.
The skill modules they were implemented in and the tasks that were used within these modules.

Category Interaction technique Skill module Interaction tasks

Object selection
and manipulation

Tangible object
manipulation (real
boxes)

Shelving • Rotating the boxes
• Placing the boxes

Tangible object
manipulation (real
broomstick)

Cleaning • Vacuuming
• Mopping

Haptic device Loading • Moving the boxes
inside the back of a
truck

Touch and snap Cleaning • Litter collection
Touchscreen Cash register • Selection on a

touchscreen tablet
computer

locomotion Real walking Shelving • Rotating the boxes
• Placing the boxes

Walk-in-place Cleaning • Vacuuming
• Mopping
• Litter collection

Walk-in-place Environmental
awareness

• Walking to destination
points

Display Methods Head mounted display Shelving • Rotating the boxes
• Placing the boxes

Head mounted display Cleaning • Vacuuming
• mopping
• litter collection

Head mounted display Environmental
awareness

• Walking to destination
points

Curtain screen Loading • Moving the boxes
inside the back of a
truck

Curtain screen Cash register • Selection on a
touchscreen tablet
computer

Curtain screen Social • Talking with virtual
people
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Haptic Device. Haptic devices utilize force feedback to create a tactile sense of touch.
In this module, Phantom Omni® haptic device by SensAble Technologies [28] was
used for interacting with the virtual world. Phantom Omni® haptic device created a
sense of weight for the users so that they could feel if they were interacting with a light
or heavy object. This was expected to help in increasing the immersion. The working
area of the haptic device was restricted to a planar surface that was parallel to the
display area. This helped the users to relate the haptic device input to the visual output
easily and removed the ambiguity coming from the extra degree of freedom for the sake
of this task.

The buttons on the haptic device handle were assigned for specific commands (see
Fig. 3). One of the buttons was used to hold the boxes similar to the vastly used mouse
gesture for drag and drop. The other button was used to rotate the boxes by 90° counter
clockwise.

Touch and Snap. Touch and snap interaction technique is often used in existing
virtual reality applications. In this technique, a virtual object is snapped to a moving
object, which usually is selected to be the virtual hand of the user. To trigger the release
of the snapped object, different techniques can be used, such as time triggering,
position triggering or gesture triggering.

In our implementation, user’s hands were equipped with reflective markers to be
tracked in real time by the optical tracking system cameras. Those positions were used
to place the virtual hands into the virtual world. Virtual litter object was snapped to the

Fig. 1. Tangible box manipulation in the VR4VR system. The user is rotating a real box. The
curtain screen displays the user’s view through the HMD.

Fig. 2. Tangible stick manipulation in the VR4VR system. Real broomstick handle with virtual
representations of (left) a vacuum cleaner and (right) a mop.
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user’s virtual hands when the user bended and their hands came close to the litter.
Users carried the litter objects in the virtual world and once the litter arrived in the
vicinity of a trash bin, it disengaged from the hand and fell into the trash bin (see
Fig. 4).

Touchscreen. With the increasing number of mobile devices such as smart phones and
tablet computers, touch interaction became one of the most popular and prevalent
interaction techniques in daily lives of users. Nowadays, even some personal com-
puters, televisions and projectors are currently using this technique. Since the visual
output and the touch input are aligned perfectly, this interaction method is thought to be
very intuitive and easy to use.

In the VR4VR project, a touchscreen ASUS T100 10-in. display tablet computer
was used as another interaction method in the form of a digital cash register (see
Fig. 4). In this module, only the single touch static touching technique was used instead
of the more complicated dynamic or multi touch interactions. A touchscreen keypad
similar to the real cash register keypads was presented to the user.

Fig. 3. The haptic device interaction in the VR4VR system. (a) The user controls the cursor in
the virtual world by using the haptic device. (b) Haptic device with two buttons on the handle.

Fig. 4. Left: The touch and snap interaction in the VR4VR system. The user is (left) grabbing a
virtual litter and (right) releasing their hand to throw the litter into a green virtual trash bin (right).
Right: The touchscreen interaction in the VR4VR system. The digital cash register interface
implemented on a touchscreen tablet computer. (Color figure online)
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3.2 Locomotion

Locomotion techniques are used for moving viewpoint (and avatar, if used) of users in
virtual world. There are many different techniques for locomotion in virtual reality. In
this user study, two locomotion techniques were implemented and explored: real
walking and walk-in-place.

Real Walking. To move the avatar in the virtual world with this locomotion tech-
nique, the user really walks in the tracked area, as they would do in real life. Although
this is a very intuitive method, there is the significant restriction of the limited tracked
area. In our implementation, the user was equipped with reflective markers on their
hands and head, so that the real position of the user was approximated by these tracked
position values and transferred to the virtual world. The virtual world was viewed
inside from a virtual camera that was attached to the position of the virtual head and
this view was rendered to the HMD. The movement and the rotation of the real head
affected the virtual camera’s position and rotation, so that a realistic view of the virtual
world could be displayed inside the HMD.

Since this technique is restricted with a limited tracking area, the user was sur-
rounded by two physical shelves and one desk. All the tasks were designed so that they
could be performed inside that limited tracked area (see Fig. 5). The design of the
module allowed for the use of a limited tracking area and real walking as the loco-
motion method.

Walk-in-Place. If the real tracked area is smaller than the virtual world, then real
walking technique may not be an effective choice due to the size restriction. To
overcome this limitation, walk-in-place technique is commonly used in virtual reality
implementations. In this technique, the user marches in the same place while the virtual
avatar walks in the virtual world in the direction the user faces. This way, the limitation
of the physical tracking area can easily be overcome. But this comes with the additional
gesture of walking in place instead of real walking. In our VR4VR system, the
implementation of this technique included different walking speeds, depending on the
speed of walking in place gesture, so that the user could adjust the virtual speed of the

Fig. 5. Left: Picture of the real walking locomotion technique in the VR4VR system. The user
walks inside the tracked area in the shelving module. Right: Pictures of the walk-in-place
locomotion technique in the VR4VR system. The user navigates in the virtual world by walking
in place in the real world. (left) Cleaning module, (right) environmental awareness module.
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avatar by modifying their marching speed in the real-world. The walking direction of
the virtual avatar was controlled by the head direction of the user (see Fig. 5). We
assumed that the head of the user was aligned with the user’s body orientation, and the
neck of the user was not rotated. If the user turned their head to the left while their body
was front facing and marched in place, they would have moved towards the left in the
virtual world, where their head was facing.

To be able to detect the walk-in-place gesture, a marker set was attached to the same
position on top of the user’s both feet. The difference of the heights (h0) of the left and
the right foot markers (h0 = hr − hl) was calculated in each cycle of the program. If the
difference of the heights of the foot markers became higher than a threshold (ht), the
system entered the ready state for a possible walking action. In a specific time interval
(Δt), if the difference of the heights of the foot markers (h1) became higher than a
threshold again, but this time in the opposite direction, the walking action was trig-
gered. The walking speed was calculated by collecting the time between the two
triggers, and dividing the average step length to the collected time. After each trigger,
the system looked for another trigger in a specific time interval. If another trigger
occurred, the walking speed was updated, and walking proceeded. If no trigger was
initiated in that time interval, the walking was ended.

3.3 Display Methods

Different locomotion and interaction techniques were implemented in different modules
of the VR4VR system. Each implemented locomotion and interaction technique was
decided to be more suitable for a specific display method following literature review
and discussions with the professional job trainers. In this project, head mounted display
and a 180° curved screen were used as the available display methods. In the study, the
most suitable display method was selected for each locomotion interaction technique
and the user preference on the display methods were explored.

Head Mounted Display. Using head mounted display is an immersive way of dis-
playing the virtual world to the user. A pair of digital displays is placed in front of the
user’s eyes so that the user sees the virtual world through them. In our study, VR2200
head mounted display with high resolution XGA (1024 � 768) was used. The main
reason for selecting this HMD was to provide individuals with ASD with empty space
around their heads since the professional job trainers stated that covering all of their
view with the HMD might create a sense of feeling trapped and disconnected from the
real world. The job trainers also stated that having open space in the HMD would make
sure that they still had some connection with the real world and provide a more
comfortable training experience for individuals with ASD. Hence, instead of using a
highly immersive HMD that surrounds the user’s whole vision, we preferred to use a
more open spaced HMD that could be flipped up when not in use.

Curtain Screen. For the interaction techniques that were implemented from a sta-
tionary point of view of the virtual world, a 180° large curved curtain screen with two
projectors were employed in our VR4VR system. The curved screen had 3.5 m
diameter and 2.4 m height, and its surface was white fabric to make the projections
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easily visible. This way, possible discomfort of users while using the HMD could be
eliminated and two different display methods could be explored.

4 User Study

Ten neurotypical individuals (10 males, aged between 21 and 50) and nine individuals
with high functioning ASD (7 males and 2 females, aged between 20 and 41) partic-
ipated in the user study. Although there may be different definitions of neurotypical in
the literature, a commonly used description would be indicating a typical neurological
development and not being on the Autism spectrum [29]. In our study, we defined
neurotypical individuals as not having any form of disability. All participants with
ASD were previously diagnosed as high functioning by medical professionals. The
participants with ASD came to our research facility to try all six modules of the
VR4VR system with their professional job trainers. Within subjects experiment was
performed. The users completed the skill modules in two different sessions that were
scheduled on two different days. Each session was approximately two hours long and
there were at least three days between the consecutive sessions. The order of the
modules was assigned randomly with counterbalancing. At the end of each skill
module, the users were asked to fill out a questionnaire about their experience with the
VR4VR system. After completing the final skill module of the system, the users were
asked to fill out a general questionnaire including questions about their preferences on
different components of the system. Other than these methods of data collection, we
also asked the users’ opinions about the interaction techniques during the breaks
between the consecutive sessions in the form of interviews. The user study was per-
formed under the IRB with the identification number Pro00013008.

The questions that were asked after each skill module were about the users’
experience with the interaction techniques and the display methods. The questions were
about how easy it was to interact with the system, and how much they enjoyed, got
frustrated or tired while interacting with the system. We used the answers to these
questions to explore the used interaction and locomotion techniques, since they were
one of the major differences between the six modules besides the tasks in our VR4VR
system. The users were asked to choose from available answer choices based on a
five-level Likert scale [30]. The users were also asked if they felt dizzy or nauseous,
during and/or after the virtual reality training. In addition, the users were asked to select
their preferred interaction technique and their preferred display method after com-
pleting all of the modules. The users were also asked to state their own opinions about
these explored aspects.

5 Results

The results obtained from the participants are presented in this subsection to provide a
general idea on the preference of a cohort of users with autism on several virtual reality
locomotion and interaction techniques. However, since our VR4VR system was not
designed with the aim of comparing virtual reality locomotion and interaction
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techniques, these results are only expected to give a general idea instead of general-
izable powerful conclusions. Error bars on the charts represent standard errors calcu-
lated by dividing standard deviation with square root of sample size.

5.1 Selection and Manipulation Techniques

The results obtained from the users for the four different selection and manipulation
techniques –tangible object manipulation, haptic device, touch and snap, and touch-
screen– are presented in this sub-subsection. Figure 6 shows the average scores for the
neurotypical users, whereas Fig. 7 shows the average scores for individuals with ASD.
A score of 1 represents very little, while a score of 5 represents very much of the related
aspect. Tiredness and frustration scores were low for all interaction techniques. On the
other hand, for ease of interaction, enjoyment and immersion; the averages were above
3.0. The users with ASD found the haptic device hard to interact as compared to the
other interaction techniques. Touchscreen interaction received the best results for the
ease of interaction, enjoyment, and immersion aspects as compared to the other three
interaction techniques for individuals with ASD.

Statistical analysis was performed on the collected data using the IBM SPSS
Statistics 23 software. The results of One Way ANOVA with repeated measures with
manipulation technique as 4-level factor and alpha value 0.05 showed that there were
significant differences for the ease of interaction for both population groups
(F(3, 27) = 8.115, p = 0.001 for the neurotypical individuals and F(3, 24) = 4.406,
p = 0.026 for the individuals with ASD). Mauchly’s test was used to test the data for
sphericity. If the data was not spherical, Greenhouse-Geisser correction was made.
Detailed ANOVA results can be seen in Table 2. For further exploration, a Tukey post
hoc test was also performed. For the users with ASD, the haptic device was found to be
significantly hard to interact as compared with the touchscreen.

Fig. 6. Survey results for the selection and manipulation techniques in the VR4VR system for
neurotypical individuals.
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As the users were asked to select one as their most preferred technique, most of the
users with ASD stated preference for the touchscreen interaction and some users with
ASD stated preference for the tangible object manipulation. On the other hand, most of
the neurotypical users preferred tangible interaction. None of the users stated prefer-
ence over the haptic device or the touch and snap interaction. A chart of the results is
presented in Fig. 8.

5.2 Locomotion Techniques

The results for the two different locomotion techniques; real walking and
walk-in-place, are shown in Fig. 9 for neurotypical individuals and individuals with
high functioning ASD. Real walking received higher scores for the ease of interaction,
enjoyment and immersion as compared to walk-in-place for both populations. The
results for the two locomotion techniques were quite similar for the tiredness aspect.
Both user groups found the walk-in-place locomotion technique more frustrating as
compared to the real walking. Paired samples t-tests with alpha 0.05 showed that

Fig. 7. Survey results for the selection and manipulation techniques in the VR4VR system for
individuals with ASD.

Table 2. One Way ANOVA with repeated measures with manipulation technique as 4-level
factor and alpha value 0.05 results for selection and manipulation techniques.

Neurotypical ASD

df
Mean 
Square F Sig. df

Mean 
Square F Sig.
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at
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n Ease of Interaction 3 4.396 8.115 0.001 3 2.533 4.406 0.026
Enjoyment 3 1.556 2.881 0.057 1.198 0.616 1.341 0.314
Frustration 3 3.630 6.066 0.003 3 0.379 1.625 0.236
Tiredness 3 0.546 3.006 0.050 1.441 0.973 2.139 0.201
Immersion 3 0.785 2.404 0.092 1.116 0.661 2.458 0.186
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walk-in-place locomotion method was significantly harder to use (t(9) = 4.714,
p = 0.002), and introduced significantly more frustration (t(9) = −3.001, p = 0.017)
for the neurotypical users as compared to the real walking. Detailed results of these
paired samples t-tests are presented in Table 3. No significant difference was found for
the data of the individuals with ASD. However, during the breaks, some of the users
with ASD complained about the difficulty of walking-in-place while trying to con-
centrate on the tasks and they stated that they liked the real walking much more than
the walk-in-place technique.

5.3 Display Methods

The average results for the different display methods are presented in Fig. 10 for
neurotypical users and individuals with ASD. Curtain display received higher scores
for the ease of interaction for both population groups. The tiredness values were lower
for the curtain display for both user groups. This was a predicted result since the tasks
performed with curtain display required low or no effort, as they didn’t involve

Fig. 8. Preference of the two user groups on the selection and manipulation techniques in the
VR4VR system.

Fig. 9. Left: Survey results for the locomotion techniques in the VR4VR system for
neurotypical individuals. Right: Survey results for the locomotion techniques in the VR4VR
system for individuals with ASD.
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locomotion. The paired samples t-tests with alpha 0.05 revealed that significant dif-
ferences for neurotypical users for the ease of interaction (t(9) = 3.121, p = 0.012),
enjoyment (t(9) = 2.502, p = 0.034), frustration (t(9) = −2.954, p = 0.016) and tired-
ness (t(9) = −5.679, p = 0.000) aspects. No statistically significant difference was
found for the participants with ASD. Detailed results of the paired samples t-tests for
the display methods can be seen in Table 4.

At the end of the testing, the users were asked about their preference of the display
methods: head mounted display and curtain screen. These preference results are pre-
sented in Fig. 11. Most of the participants with ASD stated preference for the curtain
display. For the neurotypical users, the preference results indicated the opposite.

As the individuals with ASD were asked about their opinions on the HMD display,
only one of them stated that they did not like the concept of the HMD due to its
resemblance to a television that was placed very near to their eyes. Other than that, no
users with ASD stated any negative comments about the HMD. We did not observe any
problems in the individuals with autism’s acceptance of the HMD during the user
studies. All users with ASD made positive comments about the curtain display method
and its ease of use.

Table 3. Results of the paired samples t-tests with alpha 0.05 for the locomotion techniques.

Neurotypical ASD
t df Sig. t df Sig. 

L
oc

om
ot

io
n 

T
ec

hn
iq

ue
s Ease of Interaction 4.714 9 0.002 0.598 8 0.582

Enjoyment 1.888 9 0.096 1.372 8 0.242
Frustration -3.001 9 0.017 -1.218 8 0.290
Tiredness -1.155 9 0.282 0.180 8 0.866
Immersion 1.152 9 0.138 1.633 8 0.178

Fig. 10. Left: Survey results for the display methods in the VR4VR system for neurotypical
individuals. Right: Survey results for the display methods in the VR4VR system for individuals
with ASD.
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6 Discussion

Among the selection and manipulation techniques, touchscreen received the highest
score from the users with autism for the ease of interaction aspect, whereas haptic
device received the lowest score. We interpret that this may be caused by the users’
previous experience. None of the users with ASD were familiar with the haptic device
whereas all of them stated that they used touch enabled devices regularly on a daily
basis. We observed that most of our participants with ASD were interacting with their
touchscreen phones during the breaks of the user study sessions. The same fact might
also be the reason of touchscreen’s receiving the best results for the enjoyment, frus-
tration, and presence aspects. Since we were not expecting the touchscreen to get high
presence scores, we asked the users with ASD about the reason behind giving higher
scores for this aspect. The participants expressed the reason as the touchscreen’s not
requiring any extra thinking or effort for them to use it and hence feeling intuitive.
Tangible object manipulation and touch and snap were found to be the most tiring
interaction techniques. Those results were expected, since these techniques required
more physical activities such as carrying the boxes and bending. The users with ASD
stated positive comments about the tangible object manipulation technique. Some of
the users stated that it was much easier for them to interact with the tangible objects in
virtual reality than the virtual ones. Some users also stated that the tangible boxes gave
them physical cues and made the tasks easier to perform for them.

Table 4. Results of the paired samples t-tests with alpha 0.05 for the display methods.

Neurotypical ASD
t df Sig. t df Sig.

D
is

pl
ay

  
M

et
ho

ds
 

Ease of Interaction 3.121 9 0.012 1.481 8 0.189
Enjoyment 2.502 9 0.034 2.300 8 0.061
Frustration -2.954 9 0.016 -0.547 8 0.604
Tiredness -5.679 9 0.000 -1.980 8 0.095
Immersion 1.441 9 0.183 1.787 8 0.539

Fig. 11. Preference of the two user groups on the display methods in the VR4VR system.
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None of the users stated preference over the haptic device or touch and snap. We
did not observe any difficulties in using the touch and snap interaction. However, the
users with ASD found the haptic device difficult to interact as compared to the other
interaction techniques. We observed some difficulties in some users with ASD’s using
the haptic device. It took longer for the individuals with ASD to get comfortable with
using this interaction technique as compared to the other interaction techniques.

In overall, most of the users with ASD preferred the touchscreen interaction over all
of the other techniques tested. In light of these results, user comments and our
observations, we interpret that it is better to implement selection and manipulation
techniques that utilize commonly used real life interactions as much as possible for the
effective use of individuals with autism in virtual reality applications, such as tangible
and touchscreen techniques.

For the locomotion techniques, the most significant difference between the real
walking and walk-in-place were in the frustration scores. Users got more frustrated
while they were walking-in-place than they were real walking. We observed that it was
difficult for the users with ASD to comprehend the walk-in-place gesture and keep
doing that without really walking forward in the real world. Users gave better scores to
real walking for the ease of interaction, enjoyment, and immersion aspects. The users
preferred the real walking technique and stated that they did not like the walk-in-place
technique. These results aligned with [31–33]. Although there was no significant dif-
ference in the data of individuals with ASD, based on the verbal comments and their
preference indications, we interpret that walk-in-place may be a questionable loco-
motion technique to be used for individuals with ASD in virtual reality applications. On
the other hand, we interpret that real walking can be considered as a suitable method for
virtual reality implementations for individuals with autism. Of course, real walking
locomotion is not easy to achieve due to the limitation imposed by the motion tracking
cameras but as a solution, the tasks in the virtual world would be designed such that the
users do not need to go outside the physical tracked area, such as the shelving module
of our VR4VR system.

As the display methods were explored, most of the users with ASD preferred the
curtain screen over the head mounted display. But as they were interviewed, only one
user with ASD stated negative comments about the view through the HMD, mostly
about the tired eyes. There weren’t any acceptance or adjustment problems, thus we
interpret that both the curtain display and the HMD might be used as virtual reality
viewing tools for users with ASD. The neurotypical users stated preference for the
HMD over the curtain screen. The results were in alignment with [33, 34].

7 Limitations

The user study was performed with nine individuals with high functioning autism.
Thus, it should be avoided to generalize these results. The results may not be applicable
for the medium or low functioning individuals with ASD. This study was not designed
for a thorough evaluation of different interaction, locomotion and display methods. An
existing system was utilized to explore the use of interaction, locomotion and display
methods in virtual reality by individuals with ASD with the aimed outcome of
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providing some insight in this area. These techniques were not examined in isolation,
but within a larger scope tasks, hence might have been affected by other factors such as
the task design and different virtual environments. In the data analysis, univariate
analysis of variance (ANOVA) was performed since not all variables were dependent
or correlated. However, some variables such as enjoyment and frustration can be
considered as dependent, and a multivariate analysis of variance (MANOVA) could
give different results. The study results, interpretations and conclusions were not based
on solid data, but mostly on the verbal user statements and observations during the user
study sessions. Even still, the long hours of testing sessions with the participants gave
us the opportunity to observe, discuss and have an initial idea on the suitability of the
several virtual reality interaction, locomotion and display methods for the use of
individuals with autism.

8 Conclusions

This study aims at exploring different virtual reality interaction techniques for indi-
viduals with autism within the VR4VR system. Several interaction techniques of object
selection and manipulation, locomotion and display methods were implemented and
tested in different contexts. User experience with these interaction techniques were
explored with a user study of ten neurotypical individuals and nine individuals with
high functioning ASD. For the object selection and manipulation; touchscreen and
tangible interaction methods were preferred by the individuals with ASD. The
walk-in-place locomotion technique were found frustrating and difficult to perform by
the individuals with ASD. Curtain display method received higher preference scores
from the individuals with ASD although they accepted the HMD as well. Based on our
observations during the user study sessions and the verbal comments made by the
participants, we interpret that users with autism are likely to prefer the most realistic
and real life linkable interaction techniques while having some difficulties with the
gesture based and more abstract ones. Although not based on data analysis results, we
still believe that these insights may benefit future VR studies focusing on individuals
with ASD.

Future work will consist of implementing several isolated modules for evaluation of
different virtual reality interaction and locomotion techniques for individuals with
autism. After the modules are implemented, a user study with more individuals with
autism will be performed with the aim of revealing suitable virtual reality interaction
and locomotion techniques for this group of individuals.
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Abstract. When grasping an object, a human needs to recognize the object. In
general, after the center of gravity of the object is recognized from the object
shape, the human grasps a position close to the center of gravity. This research
analyzes the relationship between the object shape and the sight trajectory until
grasping. The proposed method traces finger motions when grasping the virtual
3D objects displayed on a screen by using finger motion capture device. In the
motion, the sight trajectory is also measured and analyzed by using the eye
tracking device. We conducted experiments with five subjects and analyzed the
relationship between the variation of the line of sight trajectory and the size of
the grasped object.

Keywords: Virtual reality � Rehabilitation � Motion

1 Introduction

The number of persons who has handicap or paralysis in daily living motion is
increasing with years. As one of the reason, an increasement of the survival rate in
stroke patients can be considered. In Japan, the survival rate was doubled in the past
five decade [1, 2]. This results in that patients would have paralysis in the after-effect of
the stroke. However, the paralysis has a variety. Daily motion consists of recognition,
judgement, and reaction. Usually, only the reaction relating with motor function is
focused as the target of rehabilitation. Recognition function is often ignored for
grasping motion. The purpose of this study is to reveal the relationship of recognition
and reaction. Especially, this study focuses on response time of recognition and
reaction.

The target motion is to grasp objects. Grasping is an important motion in daily life,
therefore, many researchers reports many kinds of rehabilitation for the grasping [3–5].
However, studies relating with recognition ability is rare [6, 7]. In the grasping motion,
we firstly recognize the target. Then, we secondly grasp the target. If the reaction ability
is low, naturally, success rate of the grasping might be low. But, we assume that the
recognition ability also effects the success rate of the grasping. Therefore, we propose
an evaluation system for recognition and motor functions in grasping motion.
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2 Method

Human motion consists of recognition and motor functions. They firstly recognize an
environment, then secondly move their body according with the environment. How-
ever, human motion ability decreases with aging called as sarcopenia. Generally,
sarcopenia is thought to be with motor function. The relation with sarcopenia and
recognition function is unclear. This study aims to reveal the relationship by using
virtual reality system. This study focuses on recognition and motion times in grasping.

Unity (Unity 5.5.1.f1(64 bit), Unity Technologies Inc.) is used for constructing a
virtual 3D environment as shown in Fig. 1. Eye tracker (Steel Series Sentry Gaming
Eye Tracker 69041,) is used for measuring eye motion as shown in Fig. 2. Leap Motion
(Leap Motion Controller, Leap Motion Inc.) is used for measuring finger motion as
shown in Fig. 3.

In the experiment, subjects first calibrate Eye tracker. After that, on Unity, display
the hand obtained from Eye tracker and the position obtained from LeapMotion. Both
of them are checked to be correctly reflected in Unity. The experiment is measured
from the state in which the subject gazes at the center point on Unity. Let the object
(Fig. 4) appear three seconds after the start of measurement. The subjects move the line
of sight and hand so that the hand on Unity grasps the object. After grasping, lowers the
hand and gazes at the first center point. This is the experimental procedure. The
x-y coordinate system (Fig. 5) of the eye motion and the bending angle of the finger
were measured from the start to the end of the experiment.

Since it is necessary for the subject to recognize and recognize the object and
perform the actions to grasp naturally, the object is hide before starting measurement.
The appearance position was also changed every time, and the object itself was also
grasped in the same way with the original angle and rotated by 90° around the z axis as
shown in Fig. 6. The shape of the target object adopts the shape of the iron dumbbell of

Fig. 1. Unity
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Fig. 2. Eye tracker

Fig. 3. Leap motion

Fig. 4. Target object

Fig. 5. Coordinate system
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a shape that the appearance seems to be heavy and easy to hold since the process until
the subject guesses and grasps its center of gravity is important. The radius The
x-y coordinates of the measured line of sight has the center point as (0, 0), with the
upper right as positive and the lower left as negative. Also, let the coordinates of the
movement of the center of gravity of the object be A (−100, 100), B (100, 100), C
(−100, −100), D (100, −100) [mm]).

The virtual hand is displayed on the monitor with virtual display environment
developed by Unity as shown in Fig. 7. The virtual hand moves real user hand by
capturing the motion with Leap Motion. Leap Motion can obtain the 3D position of
each joint of the hand. The obtained joint information can make the bending angle in
grasping motion. The bending angle of the finger is obtained from the angle between
the base phalanx of the middle finger and the metacarpal bone as shown in Fig. 8. By
this way, time series data while grasping the objects is obtained.

(a) Original Direction (b) 90 Degree Rotation

Fig. 6. Iron dumbbell direction

Fig. 7. Virtual hand
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3 Experiments

3.1 Subjects

Experiments were conducted with five healthy volunteers (23 ± 1 year old, right
handed), and each one had four positions of the 3D object (upper left, lower left, upper
right, lower right on the display screen), two orientations (horizontal and Vertical
direction) in total 8 times. The order of measurement was randomized to minimize the
learning process.

3.2 Measurement Environment

Measurement environment is shown in Fig. 9. Each parameters are tabulated in
Table 1. Leap Motion is set to be far from Eye Tracker so that the user hand does not
prevent from tracking eye motion.

3.3 Measurement Items

This study performs two experiments. The first one is to check characteristics eye
motion without target. In this experiment, let subjects to look at the center of display.
The second one is to track eye and grasping motions.

4 Results

4.1 Eye Motion Without Target

The result is shown in Table 2. This value shows the distance from the center of the
display. A direction dependency to x and y axes was not observed. The maximum and
minimum distances are 34.359 mm and 12.191 mm, respectively.

Fig. 8. Bending angle
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4.2 Eye Motion and Finger Motion

The average of the time (t1) from the appearance of the object of each subject to
fixation and the average of the time (t2) from fixation to grasp are calculated as shown
in Fig. 10. The average of the errors of the x and y coordinates of the center of gravity
of the first fixed fixture and the center of gravity of the object and t1 for each of the
x and y coordinates. Each response time of all the data is tabulated in Table 3. Table 4
shows the difference between target direction. Figures 11 and 12 show the distributions
in 0° angle and 90° angle, respectively.

About the errors in the coordinates of fixation and the coordinates of the center of
gravity of the object, we can see that the first gazing coordinates are focused on the
hand position of the object regardless of the orientation of the object. In response to this
change, the object to be held was changed to a spherical object with no concept of

Fig. 9. Measurement environment

Table 1. Measurement parameters

Height of chair [mm] 400
Height of desk [mm] 700
Distance to display screen [mm] 500
Distance to Leap Motion [mm] 200

Table 2. The result of eye motion without target

Subjects X (mm) Y (mm) Distance (mm)

#1 18.894 16.133 24.845
#2 11.173 4.876 12.191
#3 4.400 34.076 34.359
#4 14.897 9.965 17.923
#5 12.007 17.161 20.944
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orientation, and the same process as the experiment of this time was carried out to the
subject. As for the result, the coordinates which fixed to the center of the object also
concentrated here. From this result, when a person tries to grasp, he sees the center of
the target object. After that, it can be inferred that after moving the line of sight,
obtaining information such as the size of the object, the center of gravity, and so forth,
it moves to the grasping action. The time during which the information at this time is
obtained corresponds to t2. Moreover, since the vertical direction of the vertical
direction is longer than the value of t1 in the vertical direction and the horizontal

Fig. 10. An example of the motion data

Table 3. The results of response time

Subjects t1 (s) t2 (s)

#1 0.300 1.721
#2 0.222 1.795
#3 0.383 1.958
#4 0.677 2.001
#5 0.224 2.120

Table 4. The difference between target direction

Rotation angle
(degree)

Coordinate
system

t1 (s) Distance between fixation and the center of
gravity of the object

0 x 0.395 25.497
y 0.229 19.877

90 x 0.264 7.732
y 0.594 25.596
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direction, it is consistent with the theory that human eyes are more likely to enter the
field of view than in the vertical direction.

5 Conclusion

As a future work, in the eye gaze measurement, the Eye tracker was calibrated for each
subject at the beginning of the experiment, but a deviation of about several millimeters
was confirmed at Unity’s operation confirmation. In the future, improvement of the
experimental environmental equipment can be mentioned to improve the accuracy.
Although the gaze point coordinates of the object to be gripped have been

Fig. 11. The distribution of fixation in 0°

Fig. 12. The distribution of fixation in 90°
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experimented in this time on the movement of the line of sight in grasping the object, it
is also possible to move the line of sight when not grasping, or to a more distinctive
object such as bilateral asymmetry It is necessary to compare motion of gaze when
compared with the result of this experiment.
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Abstract. Survival horror games played in virtual reality can trigger intense
fright and anxiety in the players. Such unique characteristics can thus be
exploited not only as a source of entertainment, but also as a tool for both
emotion elicitation and emotional training. However, studies investigating the
players’ experience and the emotional activation while playing virtual reality
video games are still very limited and horror games represent an even more
limited number of these. Within this context, this study was aimed to compare a
horror game Resident Evil 7: Biohazard, experienced through virtual reality as
opposed to a non-immersive display modality (i.e. console system), and
exploring differences in the usability and the emotional activation. In order to
answer to such objectives, the game was played by a sample of 26 young adults,
half of which played using Playstation VR, while the other half through a more
traditional non-immersive console setup (PS4 Pro). The usability and the
emotional impact of the game was assessed through self-report questionnaires
and the recording of physiological indexes (heart rate, skin conductance
response). Results showed that: (a) playing a horror video game in virtual reality
was not more difficult than playing in a non-immersive display modality;
(b) players showed an increased perceived anxiety both after playing the horror
video game in virtual reality and playing in a non-immersive display modality;
interestingly, the perceived sense of happiness significantly increased only after
playing in virtual reality; finally the sense of presence resulted to be greater in
virtual reality as opposed to the non-immersive condition.

Keywords: Virtual reality � Video games � Survival horror games
Emotion

1 Introduction

1.1 Virtual Reality and Survival Horror Video Games

In the last years, virtual reality has become a booming trend in the video game and
entertainment industry [1, 2]. Starting from 2016, in particular, there has been an actual
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breakthrough in the gaming business, thanks to the entry in the mass market of several
commercial head mounted displays, including Oculus Rift (Oculus), HTC Vive (HTC
and Valve corp.), and PlayStation VR (Sony corp.). Only in 2017 over 7249 games
developed for virtual reality have been released on the Steam platform [3], while Sony
Corp, by June 2017, had already sold more than one million units of its virtual reality
headset globally [2].

Among the most successful video games developed for virtual reality, horror games
constitute one of the most played genres in 2017 [4]. One of the best-selling games of this
genre is Resident Evil 7: Biohazard (Capcom, 2017), the last chapter of the renowned
saga that first introduced the term “survival horror” with Resident Evil (Capcom, 1996),
and that, by November 2017, achieved an impressive number of 307,884 VR users,
comprising 11.55% of the total Resident Evil 7: Biohazard player base [5].

Survival horror games played in virtual reality, thanks to a high level of immersion,
defined as a “quantifiable description of a technology, which includes the extent to
which the computer displays are extensive, surrounding, inclusive, vivid and matching”
[6], can trigger real fright in the players, who are required to actively decide how and
when to respond to such threats and manage to survive [7]. Compared to
non-immersive display modalities that use a monitor as a graphical interface for users,
through virtual reality the player can perform as an actor [6], and actually feel an
intense sense of presence, namely “the extent to which a user feels present in a virtual
environment [8]”, allowing real emotions to be activated by such environment [9, 10].

In virtual reality horror video games, such unique characteristics of “mediated
fright” can thus be exploited not only as a source of entertainment, but also as a therapy
tool: as a feeling of fear comparable to what is experienced in the real world can be
obtained in a realistic yet safe environment, this kind of games can have important
applications for both emotion elicitation and emotional training, including the assess-
ment and training of emotional skills (such as stress management and emotional reg-
ulation skills), as well as for the therapy of anxiety disorders and phobias [7, 11].

Previous studies suggested in fact that virtual reality is more emotion-inducing than
content presented with less immersive technologies (e.g., video, audio) [12], and that it
can induce emotional and behavioral responses similar to those that occur in the real
world [13, 14]. In addition, studies have reported that commercial video games com-
bining the horror genre and biofeedback techniques could be useful stressors to practice
stress management skills [15]. Furthermore, players’ fright reactions and coping
strategies in an immersive virtual reality horror game have recently been investigated
[7], showing that this kind of games provides an excellent means to simulate
close-rangephysical threats, and consequently are proven to be useful tools through
which toobserve how people react to, and cope with, such fearful stimuli

Despite such interesting results, studies investigating the players’ experience and the
emotional activation while playing virtual reality video games are still very limited [e.g.,
16–18], and studies concerning survival horror games represent an even more limited
number of these [i.e., 7]. A deep scientific understanding of the characteristics of virtual
reality video games compared to games delivered through non-immersive modalities
and of what and how elements elicit effective mediated frights in virtual reality horror
games could be fundamental for theoretical contributions and practical implications for
entertainment, as well as for the assessment and training of emotional skills [19].
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1.2 Aim of the Study

Within the context described above, this study was aimed to compare the usability of
acommercial survival horror video game, Resident Evil 7: Biohazard (Capcom 2017),
experienced through virtual reality as opposed to a non-immersive display modality
(i.e., console system), and to explore differences in the emotional activation while
playing the horror video game in the two experimental conditions, and to explore
differences in the emotional activation while playing the horror video game in virtual
reality or through console. In order to answer to such objectives, Resident Evil 7:
Biohazard was played by a sample of 26 young adults, half of which played with a
virtual reality device (Playstation VR, Sony Corp.), while the other half through a more
traditional non-immersive console setup (PS4 Pro, Sony Corp.). The players’ experi-
ence has been evaluated in terms of performance, usability, and emotional impact
through both self-report questionnaires and the recording of physiological indexes
(heart rate and skin conductance response).

More in detail, the main hypotheses explored by the research were:

• (H1) No differences in performance and usability between the two versions of the
game: while in the past most video games research has focused on understanding
outcomes of playing games [e.g., 20, 21], recently there has been a shift towards
understanding how specific game features, especially display devices (virtual reality
vs. non-immersive ones, such as desktop modality) can affect the player experience
[22–24]. Despite scientific literature exploring the differences between virtual
reality video games and non-immersive ones is still limited [17, 18, 24, 25], on the
basis of a previous exploratory study we can hypothesize that no differences in
performance and usability will be found between the two conditions of the game
(virtual reality opposed to non-immersive console setup) [18].

• (H2) The horror game is able to elicit in the players a sense of anxiety, both
innon-immersive modality [e.g., 15, 26, 27] and in virtual reality [7]: in particular
we hypothesize that such anxious response will be accompanied by a positive
emotional response [28–31], and an increased sense of presence [12, 32, 33] when
compared to a game experienced in a non-immersive modality (i.e., console).

2 Methods

2.1 Participants

26 participants - 7 females (26.9%) and 19 males (73.1%); age m = 22.65 (SD = 2.54);
years of education m = 15.2 (SD = 3.2) - were recruited among students and personnel
of the University of Milano-Bicocca and of other universities in Milan. No credits
(ECTS) nor economic rewards were provided during the research. In order to be
included in the study, individuals had to meet the following criteria: (1) age between 18
and 35 years old; (2) no major medical disorders (heart disease or high blood pressure,
neurological disorders, epilepsy); (3) no left-handed; (4) no presence of pharma-
cotherapy (psychoactive drugs, anti-hypertensive, anti-depressants); (5) no significant
visual impairment (all with normal or corrected-to-normal visual acuity).
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Before participating, all participants were provided with written information about
the study and were required to give written consent in order to be included. The study
received ethical approval by the Ethical Committee of the University of Milano-
Bicocca. The research was conducted in accordance to American Psychological
Association [34] ethical principles and code of conduct.

2.2 Measures

A multi-trait (i.e. focused on both psychological constructs and physiological measures
of users’ experience) and multi-method (i.e. based on the integrated use of different
technical and methodological solutions) approach has been used, previously tested
during pilot studies conducted by the researchers involved in this empirical experi-
mentation [18, 35].

In particular, the following self-report questionnaire was given to the participants at
the start of the experimental session:

• Demographics, gaming habits and virtual reality knowledge: individuals were
asked to indicate their gender (female/male), age (years old), their gaming habits
(mean hours spent gaming per week), their previous experience with Resident Evil
7: Biohazard (yes/no). In addition, they were asked to assess their knowledge of
virtual reality on a 7-point Likert scale.

Furthermore, the following self-administered questionnaires were used to measure
the subjective indexes concerning individuals’ emotional state:

• State-Trait Anxiety Inventory, Form-Y2 (STAI-Y2) [36]: A validated and widely
used measure of trait anxiety (STAI-Y2). Individuals are asked to specify to which
extent, on a 4–point Likert scale (from “not at all” to “very much”), they usually
perceive each of the 20 indicated feelings;

• Visual Analogue Scale for Subjective Feelings of Anxiety (VAS-A): an horizontal
line, 100 mm in length, anchored by word descriptors at each end. Participants
mark on the line the point that they feel to visually represent their perception of their
current level of anxiety;

• Visual Analogue Scale for Subjective Feelings of Happiness (VAS-HP), and Sur-
prise (VAS-SP): Participants mark on the line the point that they feel to visually
represent their perception of their current level of happiness (VAS-HP), and Sur-
prise (VAS-SP).

Finally, after the game, the following self-administered questionnaires were used to
measure the subjective indexes concerning the gaming experience:

• Slater-Usoh-Steed Presence Questionnaire (SUS-II) [37]: a custom questionnaire
concerning the perceived sense of presence, divided into 6 items on a 7-point Likert
scale. A single total score is obtained;

• System Usability Score (SUS) [38]: a reliable tool for measuring the usability. It
consists of a 10-items questionnaire with five response options for respondents
(from “strongly agree” to “strongly disagree”), concerning the ease of use or the
difficulties encountered by the participant while using the system.
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Psychophysiological Assessment. Physiological data can be valuable in helping to
read the emotional state of game players [e.g., 39, 40]. For this reason, in this study at
the beginning of the experimental session and during the gaming experience, the
following psychophysiological data were recorded: Heartbeat (HR), measured with
Electrocardiogram (ECG), and Skin Conductance Response (SCR). In particular, HR
mean value, measured in Beats per Minute (BMP), was calculated through R-to-R peak
detection. The physiological signals have been acquired using a ProComp Infiniti
device from Thought Technology, including Biograph Infiniti 5.0.2 software to record
and export all raw signals. Every signal was exported at a 256 Hz sampling rate.

Video Game (Resident Evil 7: Biohazard). A first-person survival horror game, the
seventh chapter of the Resident Evil saga, one of the best-selling and most famous
series of this genre. In Resident Evil 7: Biohazard (Capcom, 2017), the player assumes
the role of Ethan, a man who receives an unexpected email from a woman claiming to
be his wife Mia, who however has been presumed dead for several years. The
gameplay experience proposed during the experiment has been selected among the
initial phases of the game. The players will find themselves in an abandoned mansion,
in particular in a corridor with three doors, one of which leads back to the basement
from which the main character came. After exploring the corridor and the bathroom,
the players have to retrace their steps to the basement, where a short cut-scene (a
non-interactive scene that breaks up the gameplay) begins. The players will be attacked
by a monstrous version of Mia and will have to press the R2 button repeatedly in order
to free themselves from the attacking woman, who will regain awareness for a short
moment, then collapse on the floor. It takes approximately 4 min to complete this
gameplay. The game’s difficulty has been set on standard, which is the difficulty
Resident Evil 7: Biohazard is automatically set at the beginning of a new game.

Experimental Design. A between-subjects design has been used to compare emo-
tional responses and usability of the two experimental conditions. Specifically, the
study compared the following conditions:

• Virtual Reality (Immersive) Condition. Participants were seated at a desk and were
asked to wear the PlayStation VR (Sony Corp.), connected to a PS4 Pro (Sony
Corp.) on which they played the selected game. After a brief training about the
PlayStation VR’s controls, participants started to play the game using the standard
wireless controller of the PS4 (Sony Corp.);

• Console (Non-immersive) Condition. Individuals were seated at a desk on which a
PS4 Pro (Sony Corp.), and a 32” TV monitor (Samsung HD Flat Series 4 K4100)
were positionedat a distance of about 1.5 m from the monitor. Participants were
asked to play thegame using the standard wireless controller of the PS4 (Sony
Corp.).

Procedure. Participants were randomly assigned to the condition, counterbalanced for
the total individuals through an established randomization scheme obtained from http://
www.randomizer.org/. At the start of the experimental session, individuals were asked
to complete the self-report questionnaire about their demographics, gaming habits and
virtual reality knowledge, the STAY-Y2, VAS-A, VAS-HP, VAS-SP. Participants
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were then connected with biosensors to record their HR and SCR. A baseline measure
of these signals was registered for 3 min in rest condition, with eyes opened. Once the
physiological baseline was recorded, the experimental session started, and psy-
chophysiological signals were recorded while the participants completed the game.
After completion, participants answered the following self-reported questionnaires:
VAS-A, VAS-HP, VAS-SP, SUS-II, and SUS.

Strategy of Data Analysis. Data were analyzed by mean of a set of multivariate
statistical tests. First, common assumptions (normality, homogeneity of variance, and
homoscedasticity) for multivariate analysis were assessed and procedures of data
cleaning (missing values analysis, detection of uni- and multi-variate outliers) were
conducted. In general, major violation to assumptions were not found and a
multi-variate outlier was skipped. Then, first-order correlation analysis, controlled for
the effect of condition, among scores were conducted in order to check the viability of
other analysis.

With the aim of verifying the comparability of the sample divided into the two
experimental groups, Chi-square tests of independence and independent sample t-tests
were calculated on the demographic statistics and on the state characteristics (using
both self-report questionnaires and physiological indicators) previous to the gameplay
experience.

In line with the epistemological framework of hypothesis 1, plain t-test analyses
was conducted in order to test potential differences about the two condition with
regards of performance and usability scores. In order to support research hypothesis 2,
a series of Generalized Linear Model (GLM) for repeated measures were computed.
Such kind of analysis is useful in measuring the effect of a “treatment” at different time
points and in different groups. Furthermore, GLM allowed to evaluate the main effect
within and between the subjects as well as interaction effects between factors. Finally,
GLM estimated the magnitude of effect sizes for all variables. In the present study, the
GLM model were in such a way that pre/post measures were the within-subject factor
(i.e. two levels) whereas the condition (Virtual Reality vs Console) was the
between-subject factor. The interactive effect within*between was included into the
model.

3 Results

3.1 Demographics

A Chi-square test of independence was calculated in the two experimental conditions
comparing gender and participants’ previous experience with Resident Evil 7: Bio-
hazard. No statistically significant differences were found (see Table 1).

Independent sample t-tests revealed no statistically significant differences in par-
ticipants’ age, years of education, hours spent gaming per week, knowledge of
videogames, and knowledge of virtual reality (see Table 2).

Similarly, independent sample t-tests revealed no differences between the two
experimental conditions in the participants’ characteristics, as assessed by STAY-Y2
(Virtual Reality: m = 44.1; SD = 10.1, Console: m = 40.5; SD = 8.56; t(24) = −.967;
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p = .343), VAS-A (Virtual Reality: m = 24.6; SD = 25.9, Console: m = 26; SD =
32.2; t(24) = −.122 p = .904), VAS-HP (Virtual Reality: m = 67.5; SD = 20.6, Con-
sole: m = 68.3; SD = 16.3; t(24) = −.101; p = .921), VAS-SP (Virtual Reality:
m = 43; SD = 35.7, Console: m = 26.7; SD = 23.8; t(24) = 1.36; p = .185), HR
(Virtual Reality: m = 80.4; SD = 13.4, Console: m = 83.3; SD = 12.1; t(24) = −.579;
p = .568), and SCR (Virtual Reality: m = 11.1; SD = 5.71, Console: m = 8.21;
SD = 7.88; t(24) = 1.1; p = .282).

3.2 Hypothesis 1

An independent sample t-test was conducted to compare participants’ performance in
Virtual Reality and Console conditions. Results revealed that there was not a statistically
significant difference in the total time required to complete the game for Virtual Reality
(m = 226, SD = 49.7) and Console (m = 230, SD = 68.7) conditions; t(24) = .160,
p = 87. In a similar way, the condition (m = 80.4, SD = 7.96; m = 83.67, SD = 11.7)
seemed to not affect scores on SUS (t(24) = .830, p = .87). The analysis provide support
to the first hypothesis of the study and no effect sizes were found.

Table 1. Chi-square test of independence on gender, and previous experience with Resident
Evil 7: Biohazard in the two experimental conditions (Virtual Reality, N = 13; Console, N = 13)

Variable Virtual
Reality

Console Chi-square gl p

Genre Female 3 4
Male 10 9 .195 1 .658

Previous experience with
Resident Evil 7: Biohazard

Yes 3 2
No 10 11 .248 1 .619

Table 2. Independent sample t-tests on age, years of education, hours spent gaming per week,
knowledge of videogames, and knowledge of virtual reality in the two experimental conditions
(Virtual Reality, N = 13; Console, N = 13)

Variable Condition m SD t gl p

Age Virtual reality 23.4 2.87 1.67 24 .107
Console 21.8 1.95

Years of education Virtual reality 14.6 2.06 −.916 24 .561
Console 15.7 4.04

Hours spent gaming per week Virtual reality 13.7 9.4 −.345 24 .733
Console 15 10.9

Knowledge of virtual reality Virtual reality 3.69 1.97 −.102 24 .920
Console 3.77 1.87
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3.3 Hypothesis 2

Generalized Linear Model for repeated measures was used to test whether and to what
extent the pre-post differences on psychometric (VAS-A, VAS-HP, VAS-SP) and
psychophysiological (HR and SCR) scores on emotional activation were related to
Virtual Reality or Console conditions.

First of all, regarding the self-report questionnaires, the model testing scores on
VAS-A resulted statistically significant (F(1, 24) = 4.51, p < .05*, η2 = .170) meaning
that, regardless the condition (F(1, 24) = 0.13, p = .99, η2 = .004), participant feelings
of anxiety were high at the end of the experience. In contrast, VAS-HP revealed a
different dynamics (see Fig. 2). In fact, the GLM suggested that at the end of the
experience, scores on happiness in Virtual Reality condition had grown, whereas in
Console condition had decreased (F(1, 24) = 4.28, p < .05*, η2 = .152). Finally, the
model testing scores on VAS-SP did not revealed a statistical significance
F(1, 24) = 2.89, p = .10, η2 = .023.

With regards to physiological measures, the results of GLM revealed a large main
effect of the pre/post factor (F(1, 24) = 23.26, p < .05*, η2 = .50) in relation to mean
of heart beats. Such effect was not detected in relation to the condition (F(1, 24) = .61,
p = .44, η2 = .025). A similar large and statistically significant main effect was also
found in relation to skin conductance (F(1, 24) = 50.77, p < .05*, η2 = .68) regardless
the condition F(1, 24) = .26, p = .61, η2 = .011). Means and standard deviations for all
variables in each condition were summarized in Table 3.

Finally, an independent sample t-test was used to compare participants’ scores at
SUS-II after the two experimental conditions. Results revealed a statistically significant
difference in the feeling of presence for Virtual Reality (m = 26.9, SD = 6.91) and
Console (m = 20.6, SD = 7.8) conditions; t(24) = 2.18, p < .05*, η2 = .50 (Fig. 2).

4 Discussion

The purpose of this study was to compare the effectiveness of emotional induction
caused by virtual reality horror video games if compared to non-immersive ones, such
as console games. As such, we want to extend the currently existing academic
knowledge about the possible effectiveness of commercial virtual reality video games,
in particular of the horror genre, and their possible use as tools for both emotion
elicitation and emotional training. Seen video games’ intrinsic characteristics of being
motivating, engaging, and easily accessible [41], combined with the characteristics of
virtual reality as an interactive and deeply immersive instrument [42, 43], virtual reality
video games represent potentially useful, low cost, and easily accessible tools to be
used in the treatment of anxiety disorders and phobias, as well as to assess and train the
healthy individuals’ emotional skills.

Starting form the first main hypothesis of this study, we confirmed that playing the
horror video game Resident Evil 7: Biohazard (Capcom 2017) in virtual reality did not
result to be more complex than playing the classic version of the game (i.e., on the
console). Data showed in fact no statistically significant differences between the virtual
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reality and console version of the horror video game in terms of total time required to
complete the gameplay, and of usability, assessed through the SUS questionnaire [38].

These results seem to be in line with what has been observed in a previous
exploratory study [18], in which playing a first-person shooter game Smash Hit
(Mediocre 2014) in virtual reality did not result to be more difficult than playing the
same video game on a non-immersive mobile device (i.e., the iPad). It is interesting to
note that in both studies the majority of the sample population presented a low previous
knowledge of virtual reality, possibly suggesting that naive users as well perceive this
technology as pleasant and easy to use. VVirtual reality video games, however rep-
resenting a new or not well-known game experience for the majority of the players,
characterized by deeply different characteristics if compared with non-immersive set
ups (e.g., PC, console or mobile gaming) [18, 44], do not result to be perceived as more
complex compared to more traditional non-immersive gaming modalities.

Results obtained from past experiments comparing non-immersive to virtual reality
display modalities reported a different global tendency, stating that individuals tend to
perform better when using traditional systems [17, 45, 46]. Nonetheless, it is important
to underline that such experiments, when compared to the present one, did not use
commercial virtual reality video games as stimuli, but game-like situations (i.e., nav-
igation and wayfinding tasks), and virtual reality hardware systems that are very

Table 3. Summary of VAS-A, VAS-HP, VAS-SP, heart beats (HR) and skin conductance
response (SCR) scores in different experimental conditions (Virtual Reality, N = 13; Console, N
= 13)

Variable Condition Time m SD

VAS-A Virtual reality Pre 21.7 21.6
Post 31.1 21.5

Console Pre 18.3 23.8
Post 27.8 14.2

VAS-HP Virtual reality Pre 67.5 20.6
Post 75.9 18.1

Console Pre 68.3 16.3
Post 59.6 20.8

VAS-SP Virtual reality Pre 43.1 35.7
Post 57.1 35.3

Console Pre 26.7 23.9
Post 32.2 21.5

HR Virtual reality Pre 80.4 13.4
Post 92.4 10.7

Console Pre 83.3 12.1
Post 91.9 18.2

SCR Virtual reality Pre 11.1 5.71
Post 15.7 6.01

Console Pre 8.21 7.88
Post 13.4 9.3
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different from what is commercially available nowadays. These elements could explain
the differences between what emerged from the present study and previous results.
However, future studies are needed to investigate the differences in players’ experience
between video games presented through virtual reality compared to non-immersive

Fig. 1. Generalized Linear Model for repeated measures on the VAS-HP scores before and after
the two experimental conditions. Scores in Virtual Reality condition had grown, whereas in
Console condition had decreased (F(1, 24) = 4.28, p < .05*, η2 = .152).

Fig. 2. Independent sample t-test on participants’ scores at SUS-II after the two experimental
conditions Results revealed statistically significant values, in particular an increased feeling of
presence for Virtual Reality if compared to Console conditions; t(24) = 2.18, p < .05*.
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devices, in order to better understand the relationship between interactivity, the
intensity of emotional response, and players’ performance.

Secondly, the survival horror video game was confirmed to be effective in eliciting
anxious emotional responses in individuals, similarly to what has been observed in
previous studies, both in non-immersive [15, 26, 27], and immersive set ups [7]. In
particular, results showed a significant increase of perceived anxiety as assessed with
self-report questionnaires (VAS-A) and with physiological indexes (heart rate and skin
conductance response) after playing the survival horror game, without significant
differences in the intensity of the anxious response between the two conditions.

Interestingly, statistically significant differences were instead observed in relation
with the users’ self-reported feeling of happiness, assessed through the VAS-HP. In
particular, results revealed that, while the perceived feeling of happiness increased after
the virtual reality game experience, the opposite result was obtained after the console
gameplay, namely a decrease in the sense of happiness in comparison to the baseline.

Such results seem to be consistent with previous literature: virtual reality has
already been demonstrated to successfully induce positive moods [28–31]. In partic-
ular, studies showed that it is possible to evoke positive emotions with virtual reality in
healthy individuals [e.g., 30], to the point that participants tend to prefer virtual con-
tents rather than traditional non-immersive techniques [29]. This has been confirmed by
many other previous studies: for instance, joy and relaxation were induced by virtually
walking into a park designed ad hoc in virtual reality by researchers [28], and a virtual
environment specifically designed for chronic pain patients increased their mood state,
positive emotions, motivation, and self-efficacy [31]. What emerges from our study
shows, interestingly and differently from previous studies, that not only virtual reality
contents specifically created for emotional induction, but also a commercial virtual
reality game, specifically an horror game among the most popular and best-selling ones
as Resident Evil 7: Biohazard, can effectively induce a feeling of anxiety in people,
combined to a positive emotional state.

Moreover, in relation to these outcomes, it appears even more interesting to
underline the final result obtained by this study: namely, as hypothesized, players
reported a statistically larger sense of presence after the virtual reality horror video
game experience if compared to the level of presence perceived after the
non-immersive (desktop console setup) experience. Such results corroborate what has
been observed in previous studies about the possibility for people to “be in the game”
thanks to the virtual reality technology [47], and, thanks to the plausibility illusion
mechanism [6], to personally face immediate threats, actively deciding how they will
react to such threats and manage to survive [7].

Virtual reality has been found to be able to elicit frights similar to those perceived
in real events [9] and to be effective in anxiety and phobia treatments, as well as for the
stress management training [12, 18, 48]. Triggering real fright in a simulated virtual
environment could have important consequences not only on the design of video games
that are more and more effective in eliciting emotions in players, but also for emotional
assessment and treatment programs. On the one hand, in fact, this kind of video games
played in virtual reality, and consequently eliciting an intense emotional response,
could become assessment tools for people’s emotional skills when confronting dangers
or stressful situations. For instance, recording the performance, as well as the subjective
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physiological and emotional response during such type of video game, could offer
relevant data about the individual’s reaction modalities in similar situations. On the
other hand, acquiring the psychological skills to cope with frights or stress in a “safe”
virtual environment, during a game experience that qualifies as entertaining and highly
motivating [49], could represent an effective, low-cost and easily accessible tool for the
training of emotional skills (i.e. emotional regulation, stress management), as well as
for the rehabilitation of anxiety disorders or phobias.

Although the results of the present study could be interesting for their possible
applications, this research has some important limitations that could affect the gener-
alizability of the results or that may have influenced the findings. The main issues are
related to the small sample size and the specific sample included in the study, who were
young adults, played often (several hours per week) and had a low knowledge of virtual
reality systems. In particular, on the basis of the results obtained by previous studies [7,
30, 49], it could be interesting to examine differences in the virtual reality video game
experience, in relation with particular users’ characteristics such as gender and age.

Another limitation lies in the fact that interesting variables such as the cybersick-
ness experienced by players were not assessed. As it has been observed in previous
studies [e.g., 24], in fact, differently from what usually happens while playing
non-immersive console games, a particular type of motion sickness occurs when the
person is immersed in a virtual environment through an head mounted display,
including symptoms such as discomfort, nausea, headache, and dizziness [50].
Cybersickness can therefore negatively affect the users’ experience of virtual reality
contents, and for this reason it is important to better investigate such aspect, with the
objective to limit the negative effects.

Finally, it would be interesting to use other physiological indexes related to the
emotional activation, such as the facial electromyography (fEMG), that is considered a
good measure of negative emotional state [51, 52], and the electroencephalography
(EEG), which has already been used in a previous study about horror games [52].

Despite these limitations, the present exploratory study found that: (a) playing a
commercial horror video game in virtual reality was not more difficult than playing in a
non-immersive modality, such as console; (b) players showed an increased perceived
anxiety both after playing the horror video game in virtual reality and after playing
through the console; interestingly, however, the perceived sense of happiness signifi-
cantly increased only after playing in virtual reality; finally, the sense of presence
resulted to be greater in virtual reality as opposed to the console modality.
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Abstract. The increasing immersion of technology on our daily lives
demands for additional investments in various areas, including, as in the
present case, the enhancement of museums’ experiences. One of the tech-
nologies that improves our relationship with everything that surrounds
us is Augmented Reality. This paper presents the architecture of MIRAR,
a Mobile Image Recognition based Augmented Reality framework. The
MIRAR framework allows the development of a system that uses mobile
devices to interact with the museum’s environment, by: (a) recognizing
and tracking on-the-fly, on the client side (mobile), museum’s objects,
(b) detecting and recognizing where the walls and respective boundaries
are localized, as well as (c) do person detection and segmentation. These
objects, wall and person segmentation will allow the projection of dif-
ferent contents (text, images, videos, clothes, etc.). Promising results
are presented in these topics, nevertheless, some of them are still in a
development stage.

Keywords: Augmented reality · Object recognition
Wall detection · Human detetion · HCI

1 Introduction

Augmented Reality (AR) [2] is a technology that, thanks to the mobile devices
increasing hardware capabilities and new algorithms, quickly evolved in the
recent years, gaining a huge amount of users. AR empowers a higher level of
interaction between the user and real world objects, extending the experience
on how the user sees and feels those objects by creating a new level of edutain-
ment that was not available before. The M5SAR: Mobile Five Senses Augmented
Reality System for Museums project [48] aims for the development of an AR sys-
tem that acts as guide for cultural, historical and museum events. This is not
a novelty, since almost every known museum has its own mobile applications
(App), e.g. [31,57]. While the use of AR in museums is much less common, it
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is also not new, see e.g. [25,44,54,59]. The novelty in the M5SAR project is to
extend the AR to the human five senses, see e.g. [48] for more details.

This paper focus on MIRAR, Mobile Image Recognition based Augmented
Reality framework, one of the M5SAR’s modules. MIRAR focuses on the devel-
opment of a mobile multi-platform AR [2] framework, with the following main
goals: (a) to perform “all” computational processing in the client-side (mobile
device), minimizing, this way, costs with server(s) and communications; (b) to
use real world two- and three-dimensional (2D and 3D) objects as markers for
the AR; (c) to recognise environments, i.e., walls and its respective boundaries;
(d) to detect and segment human shapes; (e) to project contents (e.g., text
and media) onto different objects, walls and persons detected and displayed in
the mobile device’s screen, as well as enhance the object’s displayed contents,
by touching on the device’s screen regions on those objects; and (f) to use the
mobile device’s RGB camera to achieve these goals. A framework that integrates
these goals is completely different from the existing (SDK, frameworks, content
management, etc.) AR systems [1,8,32,33,40].

The MIRAR sub-module for object recognition and environment detection
presented in this paper is AR marker-based, often also called image-based [9].
AR image-based markers allow adding pre-set signals (e.g., from paintings, stat-
ues, etc.) easily detectable in the environment, and the use computer vision
techniques to sense them. There are many image-based commercial AR toolkits
(SDK) such as Catchoom or Kudan [8,32], and AR content management sys-
tems such as Catchoom or Layar [8,33], including open source SDKs [1]. Each of
the above solutions have pros and cons. Between other problems, some are quite
expensive, others consume too much memory (it is important to stress that the
present application will have many markers, at least one for each museum piece),
and others take too much time to load on the mobile device.

The increasing massification of AR applications brings new challenges to
the table, such as the demand for planar regions detection (“walls”), with the
more popular being developed within the scope of Simultaneous Localization
And Mapping (SLAM) [4,12]. Usually, the common approach for image acqui-
sition of 3D environments uses RGB-D devices or light detection and ranging
(LIDAR) sensors [30,47,55,60]. There are also novelty advances within environ-
ment detection, localization or recognition, either using Direct Sparse Odome-
try [13], or using descriptors, like ORB SLAM [37] or even Large-Scale Direct
Monocular SLAM [14]. However, as mentioned, the MIRAR framework focuses
on mobile devices with only monocular cameras. Following this, an initial study
of an environment detection sub-module was presented in [43], being the pur-
posed method a geometric approach to the extracted edges of a frame. It should
be considered that a frame is always captured from a perspective view of the
surrounding environment, with the usual expected environment being charac-
terized by the existence of numerous parallel lines which converge to a unique
point in the horizon, called vanishing point [11,53].

The last topics addressed in the MIRAR framework regards the detection
of human shapes in real world conditions. This continues to be a challenge in
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computer vision due to the existence of multiple variants, e.g., object obstruc-
tions, light variations, different viewpoints, the existence of multiple humans
(occlusions), poses, etc., nevertheless, the detection of human shapes is an area
with many studies and developments [17,39,52,56,61].

In summary, the MIRAR’s object recognition sub-module uses images from
the museum’s objects, and the mobile device’s camera to recognise and track on-
the-fly, on the client-side, the museum’s objects. The environment detection and
recognition sub-module is supported upon the same principles of the object’s
recognition, but uses images from the environment, walls, to recognise them.
Finally, the human detection and segmentation uses Convolutional Networks
for the detection and an image processing algorithm for foreground (person)
extraction. The main contribution of this paper is the integration of these three
topics into a single mobile framework for AR.

The paper is structured as follows: The MIRAR framework and architec-
ture is introduced in Sect. 2. Section 3 presents the main MIRAR’s sub-module,
namely the object detection, followed by the wall detection sub-module in Sect. 4
and the human shape detection in Sect. 5. The paper concludes with a final dis-
cussion and future work, Sect. 6.

2 MIRAR Framework

Before detailing the MIRAR framework it is important to give a brief overview
of the M5SAR system, shown on top of Fig. 1. On the figure’s left side, the basic
communications flow between the server and mobile device is outlined (a detailed
description is out of the scope of this paper) and, on the right side, the simplified
diagram of the mobile App and the devices “connected” (via bluetooth) with
the mobile device is shown. The displayed Beacons [16] are employed in the
user’s localisation and the Portable Device for Touch, Taste and Smell Sensations
(PDTTSS) [51] used to enhance the five senses. In summary, the M5SAR App
architecture is divided into three main modules: (A) Adaptive User Interfaces
(AUI), see [48]; (B) Location module, a detailed explanation is out of this paper’s
focus, and (C) MIRAR module (see Fig. 1 bottom).

The MIRAR has four main features: (a) the detection and recognition of
museum objects, triggering a card in the (M5SAR) App [48]; (b) the detection,
recognition and tracking of objects as the user moves along the museum, allow-
ing to touch different areas of the objects displayed in the mobile screen and
showing information about that region of the object, MIRAR sub-module (i);
(c) detection and modelling of the museum walls, and projecting information
into the detected walls (e.g., images, movies, text) related with the recognized
object’s epoch, sub-module (ii); (d) detection of persons that are moving in the
museum, and, for instance, to dress them with clothes from the object’s epoch,
sub-module (iii).

Sub-modules (i) and (ii) need to communicate with the server, i.e., the
MIRAR module sends the user’s position to the server, based on the previous
object detections and the localisation given by the beacon’s signals. From the
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Fig. 1. Top: overall simplified system architecture. Bottom: MIRAR block diagram.

server, the MIRAR module receives a group of object markers (image descrip-
tors; see next section), here called bundles, that contain all the objects available
in the located room or museum section. In a way to minimise communications,
the App stores in the memory (limited to each device’s memory size) the bundles
from the previous room(s), museum section(s), and as soon as it detects a new
beacon signal it downloads a new bundle. Older bundles are discarded in a FIFO
(first in, first out) manner.

It is also important to stress that, since the sensor used to acquire the images
from the environment is the mobile’s camera, in order to save battery, the camera
is only activated when the AR option is selected in the UI. When the activation
occurs, the user can see the environment in the mobile screen and effectuate the
previously mentioned actions. As an additional effort to save battery, the device
will enter a low-power state if the user turns the phone upside down, by dimming
the phone’s screen and interrupting the processing.

As final remarks, the App was implemented using Unity [58], the computer
vision algorithms were deployed using the OpenCV [38] library (Asset) for Unity,
and tests and results consider that the mobile device is located inside a muse-
ological space. The next section will present the object detection and tracking
module.
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3 Object Detection, Recognition and Tracking Module

The object detection sub-module aim at detecting objects present in the
museum, being the algorithm divided in 2 components: (a) detection and recog-
nition, and (b) tracking. While the recognition is intended to work on every
museum object, the tracking will only work in masterpieces1. The masterpieces’
tracking allows to place contents in specific parts of the UI, so that the user will
touch on those areas in order to gain more information about a particular region
of the detected object.

Before describing this module in further details, it is important to distinguish
from templates and markers. Here, templates are images (photographs) of the
objects stored in the server’s database (DB) while, on the other hand, a marker
is the set of features (keypoints) with their respective (binary) descriptors for a
certain template, see Fig. 2 and [43]. The authors’ employ the ORB descriptor
for keypoint detection and descriptors implementation [19,43,50].

A generic image recognition and tracking algorithm for AR has the following
main steps: (1) extract the markers (keypoints and descriptors) from a tem-
plate; (2) extract keypoints and compute descriptors from query images (i.e.,
for each mobile device camera’s frame); (3) match the descriptors of both the
template and query; and, when needed, (4) calculate the projection matrix to
allow perspective wrapping of images, videos, and other contents.

An initial recognition algorithm was presented in [48], with further advances
presented in [43], as follows. Similar to [3], in Step (1) it is utilised the image
to extract keypoints and compute descriptors. The borders are the exception
(e.g., the painting frame) which were removed, since usually there is no relevant
information in those areas. Nevertheless, the templates are processed in different
scales (image sizes): starting at the pre-defined camera frame size, 640 × 480px
(pixels), the templates are scaled up and down (by a 1/3), resulting in a total
of 3 scales per template. To further increase the framework’s performance, these
markers continue to be created on a server and sent to the client (mobile device)
on demand, to be de-serialized. Step (2) from the frame acquired by the camera,
the keypoints are simply extracted and their respective descriptors computed
(using the ORB descriptor).

Regarding Step (3), the query image descriptors are (3.1) brute-force
matched, using K-Nearest Neighbours (KNN), with K = 2, against the descrip-
tors of the available markers. Next, (3.2) the markers’ descriptors are matched to
the query’s descriptors. Following, (3.3) a ratio test is performed, i.e., if the two
closest neighbours of a match have close matching distances (65% ratio), then
the match is discarded [3], because this would be an ambiguous match. This ratio
evaluation is the test where most matches are removed. For this reason, this test
is performed first to improve performance later on. Then, (3.4) it is performed a
symmetry match where only the matches resulting from the KNN in (3.1) that
are present in (3.2) are accepted. After this, a (3.5) homography refinement is

1 Masterpieces are objects that have an enlarged (historical and cultural) value in the
museum’s collection.
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Fig. 2. Top: Example of existing objects in Faro Municipal Museum. Bottom: examples
of detected and tracked markers with the corresponding axis.

applied. This refinement uses the RANSAC method to verify if the matched key-
points in the query image maintain the same configuration between them (same
relative position) as they had in the template image. If any of the keypoints
stay out of this relation, then they are considered outliers and removed from the
match set. (3.6) If after all of these refinements there are at least 8 matches left,
then it is considered as a valid classification.

In the (3.6.i) classification stage the query image is compared using Brute-
Force (BF) to all marker scales for each of the available templates. This, in turn,
returns a classification based on the count of (filtered) matches, when there
are at least 8 descriptors matches. The marker that retrieved the most number
of matches is considered the template to be tracked. Afterwards (3.6.ii), if the
tracking stage is necessary, i.e., if a masterpiece is present, the matching only
occurs with the markers of the 3 scales of the template to be tracked previously
selected in classification phase. If the object (template to be tracked) is not visible
in the scene for 1 second then it is considered lost and the recognition process
initiates again. Last, but not least, Step (4) of the generic algorithm is done
using perspective wrapping (pose estimation) in order to place content on the
same plane as the detected image (marker).

Figure 2 bottom shows some examples of tests done in the Faro Municipal
Museum where the classification number is shown in red. For more algorithm
details and results see [43].
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4 Environments Detection

As previously mentioned, the objective of this sub-module is to be able to discern
the location and position of the walls of a given environment, and afterwards
replace them with other contents. The algorithm presented here does not yet
supports our investigation over this subject mentioned in [43], although it will
eventually merge with the preceding work. In the present case, similar to Sect. 3
markers are used (keypoints and descriptors) for each template, with the bundles
being previously generated. For this sub-module, the templates are of the entire
walls, and not only of the museum’s object, see Fig. 3 top row, which allows
for the retrieval of the expected wall shape using a pose estimation algorithm.
Various implementations of pose estimation have already been presented for 3D
objects using RGB-D sensors [6] or through monocular images [46], and urban
environments [22]. The main contribution of this sub-module is the initial imple-
mentation of the wall estimation for primarily indoor detection and recognition
while the user navigates through museums, which are presented in this paper,
with a future user localization feature already being developed. Regarding our
implementation of wall estimation, it is important to note that the aim for this
sub-module is a seamlessly fully integrated AR application for mobile devices;
therefore, the presented algorithm is focused and adjusted for performance on
smartphones.

Fig. 3. Top: Example of templates. Bottom: Extracted keypoints location for each
template.

Contrary to what was presented for the object detection, instead of using
ORB descriptors, we found that BRISK [34] descriptors perform better for this
task, which will be explained later in Sect. 4.1. For comparison between markers,
not only Brute-Force was tested, but also the Fast Library for Approximate
Nearest Neighbours (FLANN) [36]. The necessity of evaluating both matchers
for this task will be posteriorly explained.

The current algorithm, after the bundle has been created and loaded, is
applied to each frame from the mobile device camera as follows: (1) A num-
ber of the most significant keypoints are retrieved (filtered) and the respective
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descriptors computed; (2) Optimal matches are found and filtered; (3) Pose esti-
mation is performed after discarding the defective homography; (4) Polygons
corresponding to the matched templates are superimposed on the frame.

Beginning with Step (1), all the keypoints (using the BRISK keypoint detec-
tor) found from the frame provided are ordered by their response, which defines
the ones with stronger information, and only an amount of keypoints is main-
tained, which in our case was NumKP = 385 (this number was empirically com-
puted, see Sect. 4.1). More keypoints will not improve results and it increases
computational time. If this number is decreased significantly, many “template
(wall) - frame” matches are lost. Afterwards, the respective descriptor for each
keypoint is computed using the BRISK descriptor.

In Step (2), before searching through all the stored templates, it is verified
if the location of the user is known through the previous frames, thus allowing
for the matching search to begin with the surrounding templates. The method
used for matching was K-Nearest Neighbours (the same as in Sect. 3), with K =
2, either by BF matching, or using FLANN. While the BF compares all the
retrieved markers’ descriptors from the frame with the stored markers from the
templates, it was created an index with FLANN that uses multi-probe LSH [35].
The parameters used were 6 hash tables, with 12 bits hash key size, and 1 bit to
be shifted to check for neighbouring buckets. The number of times we defined
for the index to be recursively traversed was 100, as we observed a good balance
between additional processing time and the increased precision. It is important
to refer that, as opposed to BF, FLANN does not return a complete matching
between the markers, but instead it gives an approximate correspondence. The
remaining matches are filtered through the Lowe’s ratio test, where we discard
the pairs with close matching distances (65% ratio), allowing only the more
distinct ones to remain. Subsequently, if at least 10 good matches are found,
then the perspective transform is retrieved through the homography refinement
using the RANSAC method, where the original pattern of keypoints from the
templates are compared with the ones from the frame, considering the ones with
the same configuration as inliers, and the others as outliners.

Regarding Step (3), for the pose (wall) estimation templates to be properly
found, the perspective matrix must be found valid. It should be noted that the
existing planes across the provided frames will be randomly presented with acute
perspective angles, or at deeper distances. Concerning the templates’ format,
for this sub-module we chose to include the desired full wall delimitations to be
found, even if the regular walls did not offer relevant information to be retrieved,
with the keypoints gathered in clusters along the museums’ objects, see in Fig. 3.

The chosen template format after the pose estimation returned the approx-
imated horizontal limits of the walls. In order to improve accuracy and perfor-
mance, it was necessary to discard the non relevant perspective matrices. To do
so, we analysed the matrix extracted from the homography and applied a group
of tests. We calculated the determinant of the top left 2 × 2 matrix and limited
the output between 1 and 100, given that, with the perspective transform, if
the values of said determinant were to be negative there would be an inversion,
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and as the templates were created for the expected projection, there should be
none. The limit of 100 was imposed because in case there was a large value
for the determinant, then the aspect ratio would have been overly deformed.
Furthermore, after finding the coordinates, their order is compared against the
original template, e.g., if the (x0, y0) of the template is on the top left and the
(x1, y1) on the lower left; then, after the perspective transform, this orientation
should remain. Afterwards, it is verified if the angles between each 3 points are
not overly convex, as they are expected to be nearly perpendicular. Finally, as
the environment/room is “regular”, which means the presence of vertical walls
without deformations (no circular walls) or extensive 3D artwork, all the non
vertical resulting polygons with and error of 15% are discarded.

Fig. 4. Example of a sequence of frames with matched templates. See also Fig. 6.

The last Step (4), the retrieved coordinates are converted into polygons that
are superimposed upon the original frame for each of the matched templates,
corresponding to the expected surface of the wall in the environment; a sequence
of the output results can be seen in Fig. 4. With this outcome it is possible to
project content not only replacing the walls, as presented before in [43], but also
to present floating AR content. It is important to stress that when the angle
between the wall and the mobile user is “too sharp” is not yet possible to find
the boundaries of the wall, which can be shown if Fig. 4 bottom row.
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4.1 Tests

In order to test de reliability of the algorithm, test were done before converting
the algorithm to the mobile platform; nevertheless, all the videos used for the
tests were acquired by mobile devices (smartphones and tablets). The tests were
done using a desktop computer with an Intel CPU i5-6300 running at 2.4 GHz
with the algorithm limited to run in single-thread. The videos consisted on a
total amount of 4.306 frames of expected user navigation through the museum,
with both the horizontal and vertical orientations used. An additional video
containing persons in between the camera and the walls also showed good results,
as seen in Fig. 6. It is important to note that it is expect that this sub-module will
not always detect and recognize the environment in all the frames; therefore, the
most important measure of success is the amount of frames with valid matches
found.

The tests were conducted in following ways: the templates’ width size between
320px and 640px; the frame’s width size between 640, 480 and 320px; and increas-
ing the number of minimal good matches, starting with 10 and using steps of 5.
All the tests were performed using BF and FLANN.

Regarding the variation of the minimal good matches between markers to
begin the template matching, as expected, with the increase of this threshold
the amount of frames with a found template match were dramatically reduced,
while it was observed the maintenance of a similar processing time, either for
each frame as for each matched frame, showing little to no variation. The results
in terms of “pose” estimation of the polygons over the output frame were also
improved. Upon reviewing this results we decided to use the minimal value of
10, given that it returned the highest number of frames matched without overly
increasing the undesired results; for example, changing this value to 15 reduced
the frames matched by 35−40%. With the variation of the templates width size,
it was expect to add additional detected matches for when the wall is distant and
is presented smaller on the frame. The results showed that even when it occa-
sionally happens, it doesn’t justify adding different scales of templates for this
sub-module at the current version in exchange of processing time performance,
as it was presented in [48].

The obtained processing times for the current algorithm, while reducing the
templates and frames width, decreased from 28, 3±13, 8ms to 17, 9±5, 9ms with
BF, and from 33, 2 ± 14, 2ms to 24, 1 ± 17, 8ms. Even though it presented some
improvement on the time performance, the amount of frames matched dropped
73 – 63% respectively.

Considering the necessity a higher rate of matching, the performance of differ-
ent templates and frames sizes were compared. The illustration in Fig. 5 presents
the amount of frames matched with the colour black within the total frames of
different expected user interaction videos. On the left is shown the frame num-
ber (1,..., 4306), and on the right, the histogram of matched template-frame
along the different widths and matching algorithms, namely FLANN and BF.
The intent of this comparison, other than reporting the total of matched frames
for each different test, was to analyse if the scale factor would introduce new
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Fig. 5. Illustration of the number of matched frames (in black) with templates, chang-
ing the widths of both, i.e., from A-F is shown for each pair Flann (A, C and E) and
BF (B, D and F) the matched templates with a width of 640px, the frames’ width
varies from 640 (A and B), to 480 (C and D) and 320px (E and F). From G-L the
same but now with the template with the width of 320px. At right, an histogram of
the total of matches for each frame is shown.

results, either by reducing the frame width while retaining a larger template
width, which is shows from A-F, or by reducing the template width, while again
changing the size of the frame, as can be seen from G-L, with a template width
of 320px. The test were also divided in FLANN (A, C, E, G, I and K) and BF (B,
D, F, H, J and L). The variation of frames’ width is organized as 640 (A and B),
480 (C and D) and 320px (E and F), with the same from G-L.

Using the illustration shown in Fig. 5 it becomes easier to analyse the effect of
the different parameters, being one of the main comparisons the use of FLANN or
BF for feature matching. Is it relevant to note that, as BF needs a complete cer-
tainty for matching, which would be achieved more easily if the desired matching
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template was in full frame, FLANN does not, which introduces the possibility of
the existence of false positives. As a continuous outputs of false positives from
the same template is uncommon, it became easier to discard them. Although
FLANN versus BF is usually restricted to a large amount of keypoints, in our
case for 640px templates the average was 384.5 ± 119.48 keypoints per image,
where FLANN surpasses BF in processing time performance, for our case it was
primarily used with the intend of retrieving additional matched frames. Regard-
ing the obtained results, FLANN returned additional matched frames with 38%
of the total number of 4.306 frames matched, and BF returned 32% for 640px
templates, while for 320px we obtained 20% and 15%, respectively. Although
there is an increase in processing time for FLANN in order of 17% facing BT,
when analysing the results shown in Fig. 5, it is possible to verify a more sparse
occurrence of matched frames for FLANN versus BF, allowing for a higher prob-
ability of matching while the user navigates the museum, which will be used in
order to recalibrate (in the future) the user localization and focus, improving
the projection of content tracking and stability.

Focusing on the 640px width templates, it is possible to observe the expected
lower matching while reducing the frames’ width, for the total of available mark-
ers for each frame was reduced against the templates average number of extracted
keypoints. With the 320px templates, the results showed a different outcome.
While the total matched frames was also reduced, it became almost invariable
across the tests, which means that with a lower processing time the same results
would be achievable. One interesting point is noticeable near the medium point,
where there was more matched frames acquired with lower templates’ width.
This is explained with the distance of the matching template, i.e., if the frame’s
width is 640px and the templates’ 320px, if the respective location of the tem-
plate is inside the frame at distance, it will be closest to the lower templates’
width than the larger, and as we are using BRISK descriptors, even if they are
invariant to scale, there is a threshold to the maximum of that invariance. In
conclusion, for these results it can be seen that in the future the implementa-
tion of different scales of templates to improve the localization tracking may be
needed.

As referred before, for this module a BRISK descriptor was used instead of
ORB. Although the amount of frames with matched templates was similar in
between, ORB performed slightly better, with 771 frames with match against 726
of BRISK, from a total amount of frames of 1.857. The outcome of said matches
presented worse projected polygons, meaning that even with the homography
additional sanity tests, the occurrence of bad homographies increased. Further-
more, an increase in the occurrence of false positives with a factor of ten times
between ORB and BRISK was observable, which largely contributed to the bad
homographies received. The performed times from ORB to BRISK lowered from
37.8±9.5ms to 27.1±10.4ms while using FLANN, and 36.7±9.6ms to 26.0±8.5ms
with BF. Is important to observe that for our tests using ORB, FLANN does not
seem to affect the performance times. Lastly, the amount of average keypoints
retrieved from the templates actually decreased from ORB to BRISK, with a
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total of 5.824 keypoints, with an average of 485.3± 24.4 keypoints per template,
to a total of 4.614 keypoints, with an average 384.5 ± 119.5, which shows ORB
being more consistent than BRISK for the amount retrieved, although it did not
prove that with the additional keypoints the results would improve.

As the objective of this sub-module is the recognition and detection of the
walls throughout the visit within some rooms of the museum, it is expected a
loss of tracking/recognition and its recovery at a slightly different location or
angle, which demands that the recognized template shape be the as close as
possible to the desired, every time there is a match within frames. Since the
amount of good expected results with BRISK surpassed the ORB descriptor,
we decided to perform the current algorithm using only the BRISK descriptor,
while the algorithm for object detection shown at Sect. 3 remains using ORB.
The different outcomes between both the descriptors for this challenge could be
due to the fact that the BRISK descriptor is invariant to scale, while the ORB
is not. Furthermore, while for object detection we used scaled versions of the
templates for matching, as the object is expected to fill the screen of the mobile
device, with this module there was an additional inclusion of different scales, as
it should be considered that the user will be navigating the different rooms of
the museum; therefore, the templates, in this case the walls, will appear on the
mobile device with different geometric shapes and distances; see also [43].

Additional examples of results obtained can be observed in Fig. 6, where is
possible to see on top the algorithm working with vertical frames and some of
the still occurring bad outcomes retrieved from faulty perspectives transforms
from the homography. On the 2nd row, results of the current algorithm can be
observed, while the view is partially obstructed with people. Additionally, it is
important to remark that this module is being ran only from the frames obtained,
without additional sensors or 3D information, an so, the results obtained with
obstructed views are a welcoming result for the current implementation.

In Fig. 6 bottom row it is possible to observe the results of part of the former
algorithm [43] applied to the retrieved frames. While with the former implemen-
tation the process would begin by elimination of all non relevant lines, or in our
former case, all the non vertical, horizontal and vanishing lines, the future fusion
of both developments will be more focused in only retrieving the nearest lines
to the already extracted polygons through the Hough Transform [26], improving
the polygons veracity to the actual walls’ shapes and adding a level of longer
distance detection, either by additional calculations through the use of the van-
ishing point together with the vertical and horizontal lines, as can be seen in [43],
or with an eventual introduction of a pre-known room shape, which, combined
with the user localisation, would achieve better results, presenting the oppor-
tunity for the use of indoor 3D models, further increasing the user immersion
with AR.

On the next section we introduce an initial study for the detection and seg-
mentation of the human shape.
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Fig. 6. Top row, examples of different vertical matching outcomes. Middle row, initial
results of matching while the view is obstructed by persons. Bottom row, examples of
the Hough Transform [26] applied to different frames.

5 Human Shape Detection

Human shape detection, as mentioned in the Introduction, already presents its
challenges; furthermore, for this sub-module we have to consider the detection in
real-time on a mobile device, while the user is moving trough six degrees of free-
dom (6DOF), which will increase the level of complexity [5,42]. Recent researches
approach the human shape detection either by a top-down or a bottom-up
method. Top-down means that the persons’ shape are first detected and after-
wards an estimation of their poses is achieved [23,24,41], while with bottom-up
the humans’ limbs are individually detected, generating groups of body parts
in order to form humans’ poses [7,17]. For the initial study of this module we
used a top-down approach, being the objective the detection and segmentation
of the humans’ shapes, allowing for the projection of AR content over it, as for
example, the ability “to dress” the museums’ users with clothes corresponding
to the desired surrounding epoch of the museums’ objects.

In order to overcome the complex challenges imposed by the detection of
human shapes in video, captured by a moving camera of a mobile device, we
used a convolutional neural networks (CNN), built in TensorFlow [21]. To detect
human shapes in a video feed with reasonable rate of fps we used a single shot
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Fig. 7. Top row-left, example of human detection with SSD-Mobilenet. Right, the
result of human segmentation by GrabCut. Bottom row, from left to right, original
image (frame), human segmentation, computed optical flow of two consecutive frames
and overlap of segmentation and optical flow (the two former images).

detection (SSD) network, and we used the MobileNet model for the neural net-
work architecture; as its name suggests, it is designed for mobile applications
[27]. The other technique used in the process of human detection/segmentation
is the GrabCut algorithm [42]. It has a limitation where it needs to define the
foreground and background areas; hence, we propose a fully-automatic human
segmentation method by using the bounding box as a basis for the foreground
and background areas.

The algorithm for this module is executed for each frame following these
steps: (1) Apply SSD-Mobilenet [29], used for human detection, which outputs
a bounding box around the detected humans (see Sect. 5.1 for the justification).
(2) Resize the extracted bounding box by an increase of 10%; the original bound-
ing box would cut some parts of the human shape in some image conditions, thus
this improves the foreground precision. Step (3) follows with a cut of the input
image, the cut is made with twice (2x) the size of the initial bounding box, with
the same centre, and inside, the cropped area is used as background. Finally,
(4) we use the GrabCut [49] algorithm for human shape segmentation.

5.1 Tests

Three models were tested in the mobile device for the human shapes detection,
SSD-Mobilenet [28], YOLO [45], and DeepMultiBox [15]. Empirical tests were
done in a Museum (Faro Municipal Museum) using an ASUS Zenpad 3S 10
tablet, showing that in real world conditions the SSD-Mobilenet presented a
better accuracy and speed, validating what is mentioned in [28]. Initially, we
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used COCO [10] frozen pre-trained weights for SSD-Mobilenet. The evaluation
setup, as mentioned, consisted on a ASUS Zenpad 3S 10 tablet and a windows
machine with an Intel i7-6700 CPU @ 3.40 GHz. A total of 86 frames of data were
run 15 times through the network, with their performance being recorded. The
resolution of the input frames was 640px and the spatial size of the convolutional
neural network was 320px. To filter out weak detections we use a confidence
threshold of 0.25. Our tests for this model, using the tablet, returned an average
processing time of 346.0ms, while the computer achieved 33.7ms, being these
values only regarding Step (1).

After the human detection, and for the remaining Steps (2–4) in our algo-
rithm, with the use of GrabCut for segmentation, we achieved an average pro-
cessing time of 127.3ms using the computer. In Fig. 7 top row is possible to
observe the output frame showing promising results regarding human segmen-
tation. An observable disadvantage for this module within the museum environ-
ment can also be observed with a painting of a person being detected as living
person. Although it is a good feature, for this task it is an undesirable result.
Furthermore, in Fig. 7 bottom row is possible to inspect that, when the condi-
tions provide a discriminative foreground and background areas, the GrabCut
algorithm can perform with high precision.

To solve the problem caused by mis-segmentation of the limbs of a segmented
person, as for example in the left image, where the arms are indistinguishable
from the torso, we started to apply Gunnar Farneback?s algorithm to compute
dense optical flow between two consecutive frames [18,20]. This allows to com-
plement the GrabCut segmentation process by using the consistency of pixel
values in two frames. Using Farneback?s algorithm allows to estimate the opti-
cal flow in a sequence of frames, and it is possible to use it to locate the borders
of limbs that do not appear in the GrabCut segmentation. The algorithm shows
an optical flow field with distinguished values between torso and arms because
they have different speed movements, see Fig. 7 bottom right.

6 Conclusions

This paper presents the current Mobile Image Recognition based Augmented
Reality (MIRAR) framework architecture. Even in its current state, MIRAR had
already presented good results in the object detection, recognition, and tracking
sub-modules. The integration with the new approach for the wall detection and
recognition shows satisfactory results, taking in consideration that it is still a
work in progress. For the human shapes detection, initial results were shown;
nevertheless, more consistent tests need to be performed in different museum
conditions.

For future work, the recognition of 3D objects is an immediate focus in
terms of creating a robust bank of tests, and so is the refinement of the object
recognition and tracking module. This can be achieved by refining the matches
with homography and trying to find an optimised set of keypoints from multiple
scales. For the wall detection, the focus will be on improving the stability and
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further filtering the occasional bad results, introducing pre-tuned templates to
increase the range of detection, while preserving performance, the inclusion of
a tracking system, and a merger with the previous work presented on edges
detection for geometric prediction to stabilise the resulting polygons, reaching
for a predictive localization of the surrounding indoor environment. The current
different choices of descriptors between objects and wall detection will also be
addressed.

For the human shapes detection, the segmentation done with the use of
the GrabCut algorithm needs to be complemented in order to acquire a good
human segmentation, since it will allow the projection of contents onto those
shapes/persons. In the future we plan to use optical flow estimation (with initial
results already shown) in the final segmentation process in order to improve the
segmentation results. Additional work needs to be done to reduce the execution
times of the detection and segmentation.

As a final conclusion, the MIRAR shows, even in this current stage, promising
results, and it is expected to be an excellent tool to give a more impactful relation
between the museum’s user and the museum’s objects.

Acknowledgements. This work was supported by the Portuguese Foundation for
Science and Technology (FCT), project LARSyS (UID/EEA/50009/2013), CIAC, and
project M5SAR I&DT nr. 3322 financed by CRESC ALGARVE2020, PORTUGAL2020
and FEDER. We also thank Faro Municipal Museum and the M5SAR project leader,
SPIC - Creative Solutions [www.spic.pt].

References

1. Artoolkit.: ARtoolKit, the world’s most widely used tracking library for augmented
reality (2017). http://artoolkit.org/. Accessed 16 Nov 2017

2. Azuma, R., Baillot, Y., Behringer, R., Feiner, S., Julier, S., MacIntyre, B.: Recent
advances in augmented reality. IEEE Comput. Graph. Appl. 21(6), 34–47 (2001)

3. Baggio, D.L.: Mastering OpenCV with Practical Computer Vision Projects. Packt
Publishing Ltd, Birmingham (2012)

4. Bailey, T., Durrant-Whyte, H.: Simultaneous localization and mapping (SLAM):
part II. IEEE Robot. Autom. Mag. 13(3), 108–117 (2006)

5. Bhole, C., Pal, C.: Automated person segmentation in videos. In: 21st International
Conference on Pattern Recognition (ICPR), pp. 3672–3675. IEEE (2012)

6. Buch, A.G., Kraft, D., Kamarainen, J.-K., Petersen, H.G., Krüger, N.: Pose estima-
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Abstract. In our previous study, we found it is possible to have an effect of
change in the condition of consciousness (allocation of consciousness) on
visually evoked postural response (VEPRs) Then, in this study, we verified
effect of controlling consciousness on VEPRs, visually induced motion sickness
(VIMS), a sense of presence while viewing 3D movies. Participants watched 3D
movie consisted of several colored balls sinusoidal moving at 0.25 Hz in the
depth direction for 3 min each under condition following pre-instruction. The
detail of the pre-instruction were “sway body in a parallel/opposite direction”.
The position of the body sway center of pressure was continuously recorded. As
subjective evaluation, participants completed a simulator sickness questionnaire
and reported three feelings (the sense of presence, motion and interactive) by
using a visual analog scale. The results clearly showed that (1) The influence of
pre-instruction appeared much stronger than that of VEPRs, and (2) The rela-
tionship between change in body sway and degree of VIMS or the feeling of
presence do not always match under the situation included multi factors related
to sense information or the condition of consciousness.

Keywords: Visually Evoked Postural Response (VEPR) � Body sway
Visually Induced Motion Sickness (VIMS) � Sense of presence
Consciousness

1 Introduction

With recent advances in display technologies, users can enjoy virtual experiences that
provide feeling of presence defined as “sense of being there,” [1] whether at home or at
amusement parks. As a result, there has been an increase in the presentation of
symptoms similar to motion sickness, often referred to as visually induced motion
sickness (VIMS) or cybersickness [2, 3], which are experienced by users during or after
enjoying these virtual activities. Stanney reported that 88% of virtual environment
participants developed VIMS when viewing virtual reality movies for an hour [4].
Thus, in their current state, virtual experiences with the purpose of amusement often
become stressors instead.
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The pathogenic mechanism of VIMS and the reasons for the onset of its complex
symptoms are not sufficiently understood. However, one of the leading hypotheses
involves sensory conflict theory, which suggests that the complex symptoms are caused
by the presence of conflicts among the afferent inputs of the sensory modalities (vision,
equilibrium sense, somatosensation) and the subject’s perception [5, 6]. In particular,
VIMS is evoked when information relayed by the visual system is contradictory to
information from the other senses.

Postural responses that are induced by visual information, such as motions or
gradients, are called visually evoked postural responses (VEPRs) [7] and are among the
body responses related to VIMS or feeling of presence [8, 9]. Although there are
various theories as to the reason for the appearance of VEPRs, our past study suggested
the possibility that VEPRs were a conflict correction response aimed at matching the
information from the other senses [10]. If the conclusions of the past study are correct,
imposing suppression or acceleration of the conflict correction response (VEPRs) may
be a method of preventing VIMS. Moreover, control of VEPRs might be useful for
adjustment of the feeling of presence. In our previous study, we found it is possible to
have an effect of change in the condition of consciousness (allocation of consciousness)
on VEPRs [11]. In a similar example, Hoshikawa reported that when subjects devoted
more attention to their own bodies, body sway induced by a visual stimulus lessened
[12]. In this study, we verified the effect of controlling consciousness on VEPRs,
VIMS, a sense of presence while viewing stereoscopic movies.

2 Material and Method

2.1 Participants

Seven university students (2 males and 5 females; 21–22 years old) who did not have
vision or equilibrium problems participated in this study. The study was approved by
the Research Ethics Committee at Gifu University of Medical Science. Oral and written
consent was obtained from the participants after the purpose and significance of the
study and the nature and risk of the measurements were explained. In addition, the
study was conducted in accordance with the 1964 Declaration of Helsinki and its later
amendments or comparable ethical standards.

2.2 Visual Stimulation

A screenshot of the movie as visual stimulation used in this study is shown in Fig. 1.
The visual stimulation was delivered via a movie created using 3ds Max 2017 com-
puter graphics software (Autodesk, San Rafael, CA, USA). The movie consisted of
several colored balls displayed at random positions. We designed the movie with the
balls sinusoidal moving at 0.25 Hz in the depth direction and was generated by moving
camera-simulated ocular globes (the balls themselves did not move). The amplitude of
the sinusoidal motion was set to 200 as the software setting.

The experimental setup utilized in this study is shown in Fig. 2. We performed the
experiments in a controlled environment (illuminance: under 10 lx) in order to limit the
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variations to visual input. The movie was displayed on an LCD monitor (42LW5700,
LG, Seoul, Korea) 50 cm in front of the participant. The displayed movie size was
99.30 cm � 52.62 cm with a resolution of 1,920 � 1,080. The participants watched the
experimental 3D movies using circularly polarized glasses.

2.3 Procedure and Design

The study protocol is shown in Fig. 3. For Task 1, a participant stood on the Wii
Balance Board and watched a static (nonmoving) movie for 1 min as the pretest. Task
2 was divided into three tasks, For Task 2-A, participants watched the motion movie
for 3 min under uncontrolled their consciousness. For Task 2-B, participants watched
that for 3 min based on a pre-instruction (sway your body in a parallel direction with
ball moving phase while maintaining Romberg’s posture). For Task 2-C, participants
watched that for 3 min based on the pre-instruction (sway your body in a opposite

Fig. 1. Screenshot of the movie used in this study. A large number of balls were located at
random positions, The motion in the movies was sinusoidal at 0.25 Hz in the depth direction.

93.3 cm

52
.6

 c
m

Viewing distance
50 cm

LCD
(3D movie)

Side direction

Nintendo  
Wii Balance Board A.P. direction

Participant
3D-glasses

Romberg's posture

Fig. 2. Experimental session diagram. The movie was displayed on an LCD monitor 50 cm in
front of the participant. The participants watched the experimental 3D movies using 3D-glasses.
In order to measure the position of the center of pressure (CoP), participants were asked to stand
on a Wii Balance Board with Romberg’s posture. Points to the left or posterior to CoP were
expressed as negative values.
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direction with that while maintaining Romberg’s posture). Participants performed the
three tasks (Task 2-A to 2-C) in a random sequence to avoid the order effect. Task
interval was set at more than 5 min.

2.4 Measurement and Analysis

The position of the body sway center of pressure (CoP) was continuously recorded with
the Wii Balance Board using stabilometry software custom-built with WiimoteLib in
each Task. The CoP measurements were recorded at 20 Hz, which is a basic sampling
setting in clinical gravimetric tests. The continuous CoP data were separated by
intervals of 1 min of viewing time to analyze each time segment. CoP data were
analyzed for instability of postural maintenance and body sway periodicity. Area and
total locus length were measured as indexes of the postural instability, and the power
spectral density (PSD) at 0.25 Hz in depth direction calculated from a fast Fourier
transform with a Hamming window assessed the body sway periodicity. Wilcoxon
signed-rank tests with Šidák correction were performed using ORIGIN Pro 8.5 (Ori-
ginLab, Corporation, Northampton, MA, USA) among each Task 2 in same time
segment.

As VIMS symptoms, participants completed a simulator sickness questionnaire
(SSQ) after each Task 2. The total score and three subscores (nausea, oculomotor
discomfort, disorientation) were calculated. Then, Wilcoxon signed-rank tests with
Šidák correction were performed among each Task 2.

As the sense of presence, participants reported three feelings (the sense of presence,
motion and interactive) as that word or similar meaning words) by using a visual
analog scale (VAS) that ranged from 0 to 10 after each Task 2 after the sensory scale

Under uncontrolled consciousness

Continuous 
• CoP (body sway) 3 min 
After task 
• Questionnaire for feeling 
• SSQ

Task Measurement

Task 2

Watched a static (nonmoving) movie CoP (body sway) 1 minTask 1

A

B

C

Task 2-A, 2-B and 2-C was random order in each participant 

Watched a motion movie for 3 min

Under controlled consciousness  
(move body in a parallel direction 
with ball moving phase) 

Continuous 
• CoP (body sway) 3 min 
After task 
• Questionnaire for feeling 
• SSQ

Under controlled consciousness  
(move body in a opposite direction 
with ball moving phase) 

Continuous 
• CoP (body sway) 3 min 
After task 
• Questionnaire for feeling 
• SSQ

SSQ: Simulator Sickness Questionnaire

Fig. 3. Study protocol and measurements.
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was explained (0: not at all, 10: very much). Then, Wilcoxon signed-rank tests with
Šidák correction were performed among each Task.

3 Results

A typical stabilogram result calculated from the CoP data (from a 21 year-old female) is
shown in Fig. 4(a)–(d). Each panel shows a different condition. The graph in Fig. 4(a)
(nonmoving) shows the most stable trial, with the shortest locus change and smallest
area of body sway. By contrast, the largest area and the longest locus were found in
Fig. 4(c) (controlled consciousness (same direction)). Comparing Fig. 4(d) (controlled
consciousness (opposite direction)) with Fig. 4(b) (uncontrolled consciousness (same
direction)), the locus change in the anteroposterior direction was larger in the trial
under controlled consciousness than under uncontrolled consciousness despite of
opposite direction as counter instruction to VEPRs. Thus, it was assumed that the

Fig. 4. A typical stabilogram result (21 year-old female). “F, B, R, and L” in each stabilogram
represent “front”, “back”, “right”, and “left”, respectively. (a) Task 1: nonmoving (pretest),
(b) Task 2-A: uncontrolled consciousness, (c) Task 2-B: controlled consciousness (same
direction), and (d) Task 2-C: controlled consciousness (opposite direction).
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pre-instruction has an especially strong influence, comparing information from other
senses.

Figure 5 shows the change in postural instability at different the pre-instruction.
Figure 5(a) and (b) show area and total locus length, respectively, and Fig. 5(c) shows
the power spectral density (PSD) at 0.25 Hz as index of body sway periodicity, which
were obtained from the frequency analysis. These results indicated similar tendencies.
The results of the controlled consciousness (same direction) task showed the highest
postural instability and the body sway periodicity among all tasks, and the results of the
uncontrolled consciousness were lowest. Then, compared with the uncontrolled con-
sciousness task, both of the controlled consciousness tasks indicated significantly
increases in postural instability and body sway periodicity (P < 0.05). Moreover,
temporal change in the index was only seen in the same direction task.

Figure 6 shows SSQ results (total score and three subscores) at different the
pre-instruction as box plot. Each box plot represents maximum, 75th-percentile,
median, 25th- percentile and minimum from the top, respectively, and small square in
the box represents average score. All SSQ scores indicated the same tendencies,
regardless of kind of SSQ score. First, median score and 75th-percentile value
increased in the following order: uncontrolled task < same direction task < opposite

Fig. 5. Postural instability and body sway periodicity at different the pre-instruction and
temporally changes. (a) Area, (b) Total locus length, and (c) PSD at 0.25 Hz
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direction task. However, significantly changes in all SSQ scores were not found in
between tasks. Second, individual bias of SSQ score was large in all tasks.

Figure 7 shows results for the sense of presence at different the pre-instruction as
box plot. Each box plot represents maximum, 75th-percentile, median, 25th-percentile
and minimum from the top, respectively, and small square in the box represents
average value. The results for feeling of presence showed different tendencies different
from the SSQ results. Median VAS scores both presence and interactive increased in
the following order: uncontrolled task < same direction task < opposite direction task,
as with the results of SSQ. By contrast, that for of motion increased in the following
order: same direction task < opposite direction task < uncontrolled task. All sense items
(presence, motion and interactive) also had huge individual bias.

4 Discussion

In this study, we verified the effect of controlling consciousness on VEPRs, VIMS, the
sense of presence while viewing 3D movies with the balls sinusoidal moving at
0.25 Hz in the depth direction. For the controlling consciousness, we instructed that
maintaining Romberg’s posture under uncontrolled consciousness, that under

Fig. 6. The results of Simulator sickness questionnaire (SSQ). (a) Total score, (b) Nausea
(Subscore), (c) Oculomotor (Subscore), and (d) Disorientation (Subscore)
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controlled consciousness (sway your body in a parallel direction with ball moving
phase), or that under controlled consciousness (sway your body in a opposite direction
with that) while viewing the experimental movie in each Task. The results of sta-
bilogram, indexes of the postural instability such as area and total locus length and the
frequency analysis showed increase in locus length and area as indexes of postural
instability and body sway periodicity following order: same direction task > opposite
direction task > uncontrolled task. The influence of pre-instruction appeared much
stronger than that of VEPRs because the results related measurement of body sway in
opposite direction task were larger than that in the uncontrolled direction task. In the
opposite direction task, these results assumed that VEPRs had counter role to the
intentional body sway under control. Thus, the pre-instruction had strong influence. In
other words, the condition of consciousness (allocation of consciousness) was
important factor for the relationship between vision and equilibrium sense.

As the results of SSQ, all SSQ scores indicated the same tendencies that disagreed
with the results of body sway, although individual variation existed (uncontrolled task
< same direction task < opposite direction task). Compared to the uncontrolled task, the
task with controlled consciousness increased in the sensory conflict because participant
swayed advisedly based on the pre-instruction. In same direction task, participant
swayed larger than their supposition because VEPRs were added to body sway evoked
the pre-instruction. In opposite direction task, increase in conflict between vision

Fig. 7. The results for the sense of presence. (a) feeling of presence, (b) feeling of motion, and
(c) feeling of interactive.
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information and body sway lead to further sensory conflict. These results suggest that
degree of VIMS symptoms can be adjusted by adjustment of intentional motion.

As the results of sense of presence, both the feelings of presence and interactive
indicated the same tendencies that disagreed with the results of body sway (uncon-
trolled task < same direction task < opposite direction task). By contrast, the feeling of
motion showed different tendencies that accorded with the results of body sway (un-
controlled task < opposite direction task < same direction task). Lessiter et al. reviewed
previous studies that defined presence in various ways [13]. Thus, we verified three
feelings (the sense of presence, motion and interactive) as that word or similar meaning
words related the sense of presence. In general, it is supposed that the sense of presence
and VIMS have deep relationship. Further, it is considered that the evaluation of the
change in body sway can detect VIMS or increase in the feeling of presence. However,
it needs to consider that the relationship between change in body sway and degree of
VIMS or the feeling of presence do not always match under the situation included some
factor related to sense information or condition of consciousness such as this study
case.

5 Conclusion

In this study, we verified the effect of controlling consciousness on VEPRs, VIMS and
the sense of presence while viewing 3D movies. The following conclusions can be
drawn:

1. The influence of pre-instruction appeared much stronger than that of VEPRs
because the results related measurement of body sway in the opposite direction task
were larger than that in the uncontrolled task. The pre-instruction had strong influence
to the relationship between vision and equilibrium sense.

2. The relationship between change in body sway and degree of VIMS or the
feeling of presence do not always match under the situation included multi factors
related to sense information or the condition of consciousness such as this study case.

Acknowledgments. We would also like to thank the participants who participated in this
experimental study. This work was supported by a JSPS KAKENHI Grant-in-Aid for Scientific
Research (C), 15K00702 and 17K00715.

References

1. Bowman, D.A., Mcmahan, R.R.P., Tech, V.: Virtual reality: how much immersion is
enough? Comput. (Long. Beach. Calif.) 40, 36–43 (2007)

2. Kennedy, R.C.S., Drexler, J., Kennedy, R.C.S.: Research in visually induced motion
sickness. Appl. Ergon. 41, 494–503 (2010)

3. Stanney, K.M., Kennedy, R.S., Drexler, J.M., Harm, D.L.: Motion sickness and
proprioceptive aftereffects following virtual environment exposure. Appl. Ergon. 30, 27–
38 (1999)

130 A. Sugiura et al.



4. Stanney, K.M., Kingdon, K.S., Kennedy, R.S.: Dropouts and aftereffects: examining general
accessibility to virtual environment technology. In: Proceedings of the Human Factors and
Ergonomics Society Annual Meeting, pp. 2114–2118. SAGE Publications (2002)

5. Oman, C.M.: Motion sickness: a synthesis and evaluation of the sensory conflict theory.
Can. J. Physiol. Pharmacol. 68, 294–303 (1990)

6. Reason, J.T.: Motion sickness adaptation: a neural mismatch model. J. R. Soc. Med. 71,
819–829 (1978)

7. Bronstein, A.M.: Suppression of visually evoked postural responses. Exp. Brain Res. 63,
655–658 (1986)

8. Stoffregen, T.A., Smart, L.J., Stofregen, T.A., Smart, L.J.: Postural instability preceedes
motion sickness. Brain Res. Bull. 47, 437–448 (1998)

9. Rebenitsch, L., Owen, C.: Review on cybersickness in applications and visual displays.
Virtual Real. 20, 101–125 (2016)

10. Sugiura, A., Tanaka, K., Wakatabe, S., Matsumoto, C., Miyao, M.: Temporal analysis of
body sway during reciprocator motion movie viewing. Nihon Eiseigaku Zasshi 71, 19–29
(2016)

11. Sugiura, A., Akachi, K., Ito, A.Y.C., Kondo, S., Tanaka, K., Takada, H.: Experimental study
on control of visually evoked postural responses by galvanic vestibular stimulation. In: 2017
12th International Conference on Computer Science and Education (ICCSE), pp. 77–82.
IEEE (2017)

12. Hoshikawa, T.: Effects of body control and attention on body sway induced by a tilting
room. Jpn. J. Psychol. 69, 310–316 (1998)

13. Lessiter, J., Freeman, J., Keogh, E., Davidoff, J.: A cross-media presence questionnaire: the
ITC-sense of presence inventory. Presence Teleoperators Virtual Environ. 10, 282–297
(2001)

Effect of Controlled Consciousness on Sense of Presence 131



Exploring Virtual Reality to Enable Deaf
or Hard of Hearing Accessibility in Live

Theaters: A Case Study
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Abstract. Recent advancements in Virtual reality (VR) have made
them a potential technology to improve speech understanding for deaf
or hard of hearing (DHH). We want to extend this commodity to live
communication in theater plays, which has not been investigated so far.
For this, present study evaluates the efficiency of a language processing
system, which makes use of VR technology combined with AI imple-
mentations for automatic speech recognition (ASR), sentence prediction
and spelling correction. A quantitative and qualitative study was per-
formed and demonstrated good overall results of the system regarding
DHH understanding and satisfaction along entire play sessions. abstract
environment.

Keywords: Virtual reality · Accessibility
Deaf or hard-of-hearing people · Captioning system
Subtitle display · Speech transcription

1 Introduction

In the last years, a rising number of researches around virtual environments (VE)
has been scoping its possible benefits to compensate people for hearing disad-
vantages by improving their autonomy. In a previous study, VR technology has
proved efficiency in helping impaired people [27], and with increased availability
and public interest around virtual/augmented reality topic (VR/AR) [19,20], a
number of authors started working on automated transcriptions for deaf or hard-
of-hearing (DHH) people, attacking the matter from a number of models with
different levels of success [3,22,24]. The overall approach leverages VR and AR
capabilities of attaching message to objects in real-time [3] to improve usability
within many specific contexts: from silent to noisy environments [19,20], single
educational material [24] to entire library spaces and other indoor positioning
systems [18].

When put in perspective, these works reveal a common consensus about the
need for accuracy and the stratification of concerns that potentially solves the
whole problem. Some argue of error suppression and its relevant impacts over
c© Springer International Publishing AG, part of Springer Nature 2018
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understandability [10]; others of the composition with further technology such
as text-to-speech (TTS), automatic speech recognition (ASR) and audio-visual
speech recognition (AVSR) [19,20]; all trying to reach a better transcription,
caption, and signal language performance across many scenarios. Approaches
measured confidence and reliability of display styles, output latency and precision
of on-screen subtitles; observed and interviewed DHH users; and also inspected
final levels of understanding with results ranging around 60 and 80%, without
however declaring a gold standard to address one mainstream user experience
[3,10,20,22,24].

1.1 VR and the Accessibility Research Field

The use Virtual Reality (VR) for DHH and other recent accessibility research for
the inclusion of impaired people comes from a resourceful research sprint that
ranges at least two strong decades. Within this time, plentiful reports applied
the technology to a wide range of accessibility topics, targeting from those with
learning disabilities to others with anxiety and phobias, other times leveraging
mobility and life quality for spinal cord injured patients and those fighting along
post strokes. Just recently, as more authors are following the fresh possibilities
of the renewed generation of pervasive and popular technologies, a newer thread
have been targeting the benefits of virtual accessibility to socialize the visual
and auditory impaired people.

Before hitting the inclusion topic, however, this ever growing legacy for acces-
sibility fields ranged at least three major research groups: Autism Spectrum Dis-
orders (ASDs) [7], happening around 1996, continuing across 2005 with Physi-
cal Rehabilitation, and in later years with reports about VR therapies to ease
Parkinson Disease (PD) and Traumatic Brain Injury (TBI) symptoms. Along
the years, analysis of the VR benefits often included the improved safety and
adherence to programs, the documentation and individualization capabilities,
and of course some hard and better results.

Autism Spectrum Disorders. In autism, psychology authors considered that
VR may provide improvements to the treatment of ASDs (Autism Spectrum
Disorders) by increasing frequency and customization of role-playing tests while
demanding less resources (e.g. teachers, parents, schools) [23]. Although theo-
rized to offer enhanced results for ASD therapies, these methods were not tested
so far [21]. Proponents of methodologies such as the ‘Behavioral’ and ‘Theory of
Mind’ (ToM) discuss the different approaches and results for the topic, mainly
arguing around the cost and outcomes in terms of learning and generalization.
While the first offers better promises, it does so at more expensive school and
structure requirements. ToM in the other hand focuses on teaching straight-
forward behaviors with the expense of less resources, with unfortunately lesser
ambitions in terms of recovering children from their generalization handicaps.
Acting in a position to overcome structure investments, some authors consider
VR technology capabilities to automate and personalize therapies, and therefore
improve final results.
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Physical Rehabilitation. For motor rehab, compared studies between tradi-
tional and VR based therapies had consistently reported the VR superiority in
a number of programs ranging from bicycle exercises to occupational therapy
[28]. The studies generally presents the opportunity for automatic movement
analysis and progressive challenge updates, while reducing boredom, fatigue and
lack of cooperation with an acute increment of patients motivation [1,4]. So far,
these studies managed to improve posture, balance control, velocity and path
deviation on bicycle exercises, inspecting increased pain tolerance levels, dis-
tance, duration, and energy consumption [12]. Similarly, studies on the field of
occupational therapy also managed to inspect greater gains of dynamic standing
tolerance in geriatric patients by using the VR technology. Studies of virtual
therapies for traumatic brain injury and orthopedic appliances stated substan-
tial improvements of patient enthusiasm [9,17,25,26], confidence and motivation
[5,13], even when in absence of better hard performance indicators.

Parkinson Disease. Improvements on the negative impacts of Parkinson dis-
ease (PD) over patients cognitive and motor functions were also reported in 2010,
succeeding to apply VR to exceed traditional treadmill training (TT) outcomes
in aspects such as attention management, gait speeds, stride lengths, with addi-
tional development of cognitive strategies to navigate throughout virtual obsta-
cles [14]. Results were inspected and proven to be retained after therapy sessions,
being thoroughly scrutinized during and after program administration, confirm-
ing the retention and the occasional improvement of therapy gains in the months
after. Authors assumes that TT with VR technology can actually relief cognitive
and motor malfunctions of patients with PD, delivering better attention levels
with the development of new strategies to overcome virtual obstacles.

1.2 Research Context

With a DHH population of 9 million people and a rich cultural environment,
Brazil presents a challenging yet resourceful landscape for accessibility systems
to be introduced and matured. Majority of impaired people in the country are
unable to attend at theaters due to the lack of even basic accessibility services
such as stage live-action subtitles and professional interpreters. All this poses
Brazil as a good research lab to start and scale production of VE methods
abroad, later hitting the impressive global DHH population of 5% [10].

From this scenario, our study takes advantage of Samsung Research efforts in
Brazil to add more findings on this research thread. With first results publicized
through “Theater for All Ears” campaign1, the research underneath attempted
to spot improvement venues for HCI in VE, inspecting challenges of DHH theater
accessibility to propose a new concept that exceeds the efficiency and scalabil-
ity results of traditional interpreters and stage captioning systems. We started
from basic speech transcription models to inquire more than 40 users across
10 semi-controlled experiments that happened between May and July 2017, on
1 https://vimeo.com/217227242.
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weekly theater sessions in São Paulo, Brazil. Then we assessed new opportunities
based on collected results and explored progressive models to improve accuracy
of captioning systems using ASR, natural language processing (NLP), and arti-
ficial intelligence (AI); tame key usability factors; and achieve new state of art
technology for better accessibility in live theaters.

In Sect. 2, we present related works that also scoped the automatic generation
of subtitles for DHH people, followed by the proposal of a new IA based approach
for language processing in Sect. 3. Our experiment methodology and results are
discussed in Sect. 4, with conclusions further planned steps in Sect. 5.

2 Related Work

The use of Augmented Reality to improve communication with DHH people in
real-time is a chance for research with strong social impacts as it enables the
social inclusion of impaired people in theater entertainment, conferences and
all sorts of live presentations. In this section we highlight related works that
followed this important thread.

Mirzaei et al. [19] solution improves live communication between deaf and
ordinary people by turning ordinary people’s speech into text in a device used
by the deaf communicator. In this situation, the deaf also can write texts to be
turned back into speech, so the ordinary people can understand. The solution is
composed by a device and a software in which narrator (ordinary person) speech
is captured by ASR or AVSR (Audio-Visual Speech Recognition) and turned into
text, the Joiner Algorithm uses the text generated by ASR or AVSR and creates
an AR environment with the image of narrator and text boxes of his speech.
TTS engines are used to convert texts written by deaf people into speech for the
narrator, making possible a two-way conversation. The results pointed that the
average processing time for word recognition and AR displaying is less than 3 s
using ASR mode, and less than 10 s for AVSR mode. To evaluate the solution,
they conducted a survey with 100 deaf people and 100 ordinary people to measure
the interest rate of using technological communication methods between them
and 90% of participants agreed that the system is really useful, but there’s still
opportunity for improvements with AVSR mode, which is more accurate in noisy
environments.

Berke [3] believes that providing word and its confidence score in a subtitle
using AR environment, in order to give more information about the narrators
speech, will improve deaf people understanding of a conversation. The method
proposal consists in a captioning which words generated by speech to text are
displayed with its score of confidence in the subtitle and different colors are given
for more confident and less confident words. These scores are calculated based
on how sure speech to text algorithm are about the match of voice captured and
the acoustic model of a word. The author also wants to study a way to present
these information without confuse or make more difficult for the deaf to read
the subtitle and pay attention on the narrator.

Piquard-Kipffer et al. [22] made a study to evaluate the best way to present
the text generated by speech to text algorithm in French language. The study
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covered 3 display modes: Orthographic, where recognized words are written into
orthographical form; International Phonetic Alphabet (IPA), which writes all
the recognized words and syllables in phonetic form by using the International
Phonetic Alphabet, and lastly a Pseudo-phonetic where recognized words and
syllables are written into a pseudo-phonetic alphabet. Some problems that chal-
lenge automatic subtitle systems such as noises captured by the device’s unso-
phisticated microphones, implied in an incorrect word generation by ASR as
reported in [19] thus flawing message understanding in deaf people’s side. To
minimize this negative, they included additional information about converted
text within the subtitle for all display modes - like a confidence value for each
word as proposed in [3,22]. Experiments with 10 deaf persons found best reviews
when using a confidence score to format correct words in bold while presenting
the incorrectly recognized ones in pseudo-phonetic mode; and suggested that
preceding training phase for the experiment would be necessary to make partic-
ipants more familiar with pseudo-phonetic reading. All participants manifested
interest for such a system and thought that it could be helpful.

Hong et al. [6] propose a scheme to improve the experience of DHH people
with video captions, called Dynamic Captioning. It involves facial recognition,
visual saliency analysis, text-speech alignment and other techniques. First, a
script-face matching is done to identify which people the subtitles belong to in
the scenes, this is based on face recognition, then a non-intrusive area is chosen
in the video so that the caption can be positioned to avoid occlusion of impor-
tant parts of the video and compromise the understanding of its content, the
display of the caption emphasizing word for word is done through script-speech
alignment and finally a voice volume estimation is done to display the magnitude
indicator of the character’s voice in the video. In order to validate the solution,
the authors invited 60 hearing impaired people to an experiment that consists of
watching 20 videos where some metrics such as comprehension and impression
about the videos would be evaluated, in this experiment 3 captioning paradigms
were tested: No Captioning, Static Captioning and Dynamic Captioning. The
results showed that the No Captioning paradigm presented a poor experience
for users, Static Captioning contributed to user distraction and 93.3% of users
preferred Dynamic Captioning.

Beadles et al. [2] patent propose an apparatus for providing closed captioning
at a performance comprise means for encoding a signal representing the written
equivalent of spoken dialogue. The signal is synchronized with spoken dialog
and transmitted to wearable glasses of a person watching the performance. The
glasses include receiving and decoding circuits and means for projecting a display
image into the field of view of the person watching the performance represent-
ing at least one line of captioning. The field of view of the displayed image is
equivalent to the field of view of the performance. A related method for provid-
ing closed captioning further includes the step of accommodating for different
interpupillary distances of the person wearing the glasses.

Luo et al. [15] designed and implemented a Mixed Reality application which
simulates in-class assistive learning and tested at Chinas largest DHH education
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institute. The experiments consisted in let these DHH children study a subject
that is not in their regular curriculum and verify if the solution can improve the
learning process. The solution has two main components, one component is the
assisting console controlled by a hearing student, the other component is the
virtual character displaying viewport which fulfills assistance. Both components
use a dual-screen setup, within each component, one of the screens displays
lecture video and the other screen displays mixed reality user interaction or
rendering content. Videos on the screens of both components are synchronized
in time. The hearing impaired student side of the system has a virtual character
shown on the user content screen which can take predefined actions, while the
hearing student side of the system has a control UI shown on the user content
screen to manipulate virtual character at the other end to perform such actions.
Results showed that the experience of being assisted by a virtual character were
mostly very positive. Students rated this approach as novel, interesting and fun.
86,7% of them felt that with such help, it was easier to catch the pace of the
lecture, understand the importance of knowledge points, and keep focused across
the entire learning session.

Kercher and Rowe [11] propose a design, prototyping and usability testing
of an AR head-mounted display system designed to improve the learning expe-
rience for the deaf, avoiding the attention split problem common among DHH
people in learning process. The solution is focused in child’s experience in a
planetarium show. Their solution consists in three parts: Filming of the inter-
preter in front of a green screen, use a server to communicate the interpreter
video to the headset and user interface for testing headset projection manipu-
lation and optimization, then the interpreter will be always in the field of view
of DHH spectator as it can also look freely to all directions and enjoy the show.
The authors expect in the end of 3 years of research to not only help young
children to have better experience in planetarium show but contribute in major
changes in the experiences of the deaf in a variety of environments including
planetariums, classrooms, museums, sporting events, live theaters and cinemas.

In our solution we present different strategies to deal with these problems,
as detailed in the following section.

3 System Overview

This section presents a solution which uses speech recognition and AI to retrieve
the correct subtitle of live play scenes using text from play script. Figure 1 hows
the concept model for system’s architecture.

3.1 The Actor Module

In Actors device module, a speech-to-text algorithm for Portuguese language
converts recorded voice into text, using the first few words to retrieve the correct
play speech using a sentence prediction algorithm before communicating it to
server. The sentence prediction workflow is presented in Fig. 2. When the device
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Fig. 1. System architecture.

application starts, play script is submitted to Ngram algorithm which counts
and calculates probabilities for all sets of N sentences, building a data table that
serves as language model which can be queried with first N words converted
from speech-to-text as key, and returning the most probable sentence.

Sentence prediction will ensure the behavior of retrieving subtitles in real-
time while scene performance is occurring. If a search for speech play retrieves
no match, system realizes that there is an impromptu occurring, and if needed it
passes raw converted words to a word correction algorithm, which then commu-
nicates with the server. As demonstrated by Fig. 3, word correction algorithm
verifies if the words are present in Portuguese dictionary. If they are it skips cor-
rection, otherwise it searches for the most similar word in dictionary based on
edit distance, and then overwrites those incorrect with similar words. Incorrect
words are saved to be used as data for word correction retraining, as well as
words captured from impromptu, which can be used in future sentence predic-
tion retrain. Subtitles sent to server contain actor’s character identification, line
of speech identification and the subtitle itself. Server uses these line values to
broadcast subtitles in the correct order. Lines for impromptu messages receives
an special value.
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Fig. 2. System’s sentence prediction.

Fig. 3. System’s word correction.

3.2 The Server Module

All performing actors in stage for the play carried a unidirectional microphone
connected to a Samsung S8 device. Unidirectional microphones prevented unde-
sired recording of noises from environment and voices from other actors. Each
device had a copy of the play script to support the task of retrieving actor’s
speech as text. Actors voices were continuously recorded by their devices and no
further interaction was required to operate the application.
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Fig. 4. System solution.

All actors and spectator’s device connections are managed by a single server,
which broadcasts subtitles received from all actors to all spectators. The first few
words converted into text are used to search for the exact play speech using IA
before communicating it to server. If there is no match, the system understand
it as an impromptu, and starts sending every word to server as soon as they are
converted from actor’s voice. Figure 4 presents the solution and explain more
specifically how system modules work.

3.3 The Spectator Module

Server have handlers for actor devices connections, disconnections and subtitle
communication. Each actor’s device has its own connection which remains open
until application closes. In the other side, spectator devices do not send mes-
sages to server, using only available subscription services. For each subscribed
spectator, server broadcasts every received subtitle until unsubscription request
happens. When subtitles are received by AR/VR application, they are added to
a queue and wait to be displayed. The application renders each actor’s subtitles
with a distinct color that is consistent during all play. When presenting these, a
calculation is made to verify whether text fits in the UI space, and if they don’t,
subtitle gets split and displayed by parts. Then a comfortable time estimation
is given based in each subtitle’s size, defining when it will be overwritten by
the next subtitle. When there is no subtitles in queue, application simply lis-
tens for upcoming server subtitles until the end of the play. Figure 5 shows an
demonstration of how subtitle is in VR environment.
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Fig. 5. Subtitle in gear VR.

4 Experiment and Results

In 2017, from May 12th to July 23rd, we conducted 10 user testing (UT) ses-
sions in two mainstream theaters in São Paulo city, Brazil. Structured data and
qualitative insights were collected from 43 DHH attendants over weekly per-
formances of ‘O Pai’ play - ‘The Father’, from the original French ‘Le Père’.

Fig. 6. User’s test participants and instructors.
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Writer Florian Zeller
Director Léo Stefanini
Translators Carolina Gonzalez and Lenita Aghetoni
Cast Fulvio Stefanini, Carol Gonzalez, Lara

oilimEoluaP,inittoiraMloraC,alludróC
Lisboa and Wilson Gomes

Fig. 7. Cast actors and information about the play “O Pai”.

The Fig. 6 shows participants using Gear VR after the play in Fernando Torres
theater.

Figure 7 shows the cast of play ‘O Pai’ and summarizes the technical infor-
mation about play staged during tests.

4.1 User Test Method

Participants were selected with aid from regional Deaf association. Before play,
participants were trained by supervisors about how to use the app on the VR
device (Gear VR + Galaxy S7), eventual experiment issues and quick fixes, in
case they occur. Figure 8 shows the DHH participants watching the play through
Gear VR.

After play, participants answered 4 structured questions about image/display,
subtitle, understanding and satisfaction using Likert-scale (1 poor to 5 best):
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Fig. 8. DHH users watching the play.

– Image/display: whether they could see actors and stage with desired quality
– Subtitle: if they could read transcriptions with proper timing and readability
– Understanding: whether they could get the entire stream of speeches and

emotions
– Satisfaction: how pleasant and rewarding it was to use the VR captioning

system

The answers are summarized in the Boxplot chart showed in Fig. 9 and finally,
participants went into an interview that collected qualitative insights about their
experience along the play.

4.2 Results

Evaluation of Image/Display. Most participants had neutral to bad opinion
about image provided by Gear VR + Galaxy S7, thus image/display was the
worst factor of all analysis, mainly due to its inability to manage light intensity
and to provide required definition. By sitting afar from stage, participant camera
was unable to capture enough pixels to render details from actor’s facial expres-
sions, suffering severe interference from stage lights, which sometimes added just
too much brightness to final rendered image. Some users suggested the addition
of features such as zoom, focal adjustments, and brightness control.

Evaluation of Subtitles. Subtitles had some dispersion on votes, but a con-
sistent amount of these were around a good opinion, it means that subtitles
may performed well, but there is still much room for improvements. There were
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Fig. 9. Results from structured questions.

one relevant complaint about caption synchronization, and a minor critic about
recognition errors. Users also suggested additional features to regulate caption
size, adjust its placement and contrast on-screen.

Evaluation of Understanding and Satisfaction. Overall understanding
and satisfaction were good, understanding were well voted by participants, that
means they could follow all the play and be aware of surrounding spectators
emotions, many participants freely stating that not only the technology helped
on understanding but also that it was better than using professional interpreter
services. Votes for satisfaction had similar distribution, this may suggest that
understanding positively influences satisfaction.

Evaluation of Technical Setup. Technical setup, however, suffered from some
issues during UT sessions. A third of users complained about head or eye strain
during the play, most accusing solution from being too bright and Gear VR from
being too heavy; Nearly 30% of users opted to remove the device at least once
during play to take of the device to accommodate, clean their correction glasses
or complained about image quality; It was necessary to replace devices some
times along sessions due to overheating and some other unidentified application
malfunction; And finally, 10% of users reported that technical breaks compro-
mised the understanding at some extent.
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4.3 Experiment Limitations

All participants were invited by Samsung (free of charge); We noticed some
observer-expectancy effect; It is still important to test the device in different
plays styles.

4.4 Improvement Chances

Great majority of issues seems to have an integrated solution with the adoption
of lighter and unobtrusive AR glasses instead of Gear VR: from light intensity to
image definition, facial expressions, inadequate rendering of stage lights, exces-
sive brightness, head and eye strain, and excessive device weight. All seem to be
easily solved by most of AR concepts available and probable to come.

Some other issues, however, can yet be discussed for further optimiza-
tion: better software validation, overheating and simultaneous use of correction
glasses.

5 Conclusion

Captioning system empowers DHH people by translating people’s voice into
text and then turning it into subtitles. This work extended this convenience to
live theaters, by proposing a specific application that has not been investigated
so far. Systems like this are far from optimal with many unsolved challenges for
bullet-proof subtitle generation that ensures understanding and participation for
DHH people in any live event. However, with the increasing interest of research
community on the topic, authors and solutions tend to improve over time.

Current solutions for captioning in theaters which involves specialized sound
equipment and professional typists raises two main problems:

– Contract specialized sound and caption systems are expensive:
There is a complex sound setup to support the typists because of special
equipment to treat the sound (avoid noise in sound signal and enhance the
voice of actor), the hiring of professional typist itself and also the softwares
used to generate and send subtitles and to manage the connections of typists
and Spectators Gear VR through the server. This condition may result in
higher theater tickets prices that could discourage DHH people to attend the
show or theater itself to no more provide this accessibility.

– Typists cause delay in subtitles:
Typists need to listen to all actors speech before typing the subtitle, so it
means that subtitles will come always after the scene is already passed.

Despite the problems, our experiments to verify if DHH people found such
system useful in this case of study of a live theater situation leveraged knowledge
about usability of this special class of people and we were able to propose an
improvement for current solution based on collecting their insights and improve-
ment suggestions. Thus, knowing the problems and collecting suggestions we
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proposed a new solution that uses a combination of AI implementations for
language modeling and transcription for VE that exempts traditional human
interpreter or typist work.

UT pointed that participants could follow the entire play with good under-
standing of both scene rationale and crowd emotion, with results pointing that
these two components are crucial drivers for user overall satisfaction. Subtitles
had good reviews with lesser complaints about subtitle synchronization, but it
was expected once we knew that the typist would influence in this point and
images had bad reviews mostly because of camera and hardware limitations.

In general, subtitle systems for theaters are well accepted by DHH spectators
and we believe that a new version supported by our proposed technology, can
improve DHH people experience watching the play. This points VR and AR
devices as cost reduction alternatives for accessibility in theaters and possibly
other live events.

5.1 Future Works

With results reveling opportunity for improvements in subtitles and image areas,
we will conduct new UT sessions using proposed solution of Sect. 4 to test the
main hypothesis of AR devices performing better and overcoming most of current
image limitations, because usage of AR device will prevent any smartphones
camera issues, eye strain and less concern about how stage lighting influences
in camera, so DHH users will be able to see the show as it is, and the only
virtual object will be the subtitle, this is a more natural and less tiring type
of interaction, so in these new tests, participants will no longer watch the play
having a device’s camera projection as medium, but the real play itself.

Subtitles will become the sole virtual component in the scene, improved by
yet another AI implementation that replaces the need for a typist. Delays and
synchronization issues will be improved by an ASR word sequencing system that
overcomes human listening and typing speeds. And finally, we will refine the N
values when querying the language model to reach better accuracy, sentence pre-
diction and spelling correction, reducing misinterpreted subtitles to a minimum
and ensuring clear contexts for DHH spectators. Also, we want to build a more
complete accessibility software that helps DHH people not only in theaters but
in many other tasks of their daily lives and to improve their communication and
interaction with hearing people.

Acknowledgments. The Authors would like to express their gratitude to Leo Burnett
company staff and also Samsung Institute Research in São Paulo (SRBR) for the
collaboration in some parts of the project.



Improving DHH Accessibility Using VR in Live Theaters 147

References

1. Arthur, E., Hancock, P., Chrysler, S.T.: The perception of spatial layout in real
and virtual worlds. Ergonomics 40(1), 69–77 (1997)

2. Beadles, R.L., Ball, J.E.: Method and apparatus for closed captioning at a perfor-
mance. US Patent 5,648,789, 15 July 1997

3. Berke, L.: Displaying confidence from imperfect automatic speech recognition for
captioning. ACM SIGACCESS Accessibility Comput. 117, 14–18 (2017)

4. Cromby, J., Standen, P., Brown, D.: The potentials of virtual environments in the
education and training of people with learning disabilities. J. Intellect. Disabil.
Res. 40, 489–501 (1996)

5. Rivaetal, G.: Virtual reality in paraplegia: a VR-enhanced orthopedic appliance
for walking and rehabilitation. Stud. Health Technol. Inform. 58, 209–218 (1998)

6. Hong, R., Wang, M., Xu, M., Yan, S., Chua, T.S.: Dynamic captioning: video acces-
sibility enhancement for hearing impairment. In: Proceedings of the 18th ACM
International Conference on Multimedia, pp. 421–430. ACM (2010)

7. Howlin, P.: Autism: Preparing for Adulthood (1997)
8. Huang, X.D., Ariki, Y., Jack, M.A.: Hidden Markov Models for Speech Recognition

(1990)
9. Inness, L., Howe, J.: The community balance and mobility scale (cbm) an overview

of its development and measurement properties, vol. 22, pp. 2–6 (2002)
10. Kafle, S., Huenerfauth, M.: Effect of speech recognition errors on text understand-

ability for people who are deaf or hard of hearing. In: Proceedings of the 7th
Workshop on Speech and Language Processing for Assistive Technologies, INTER-
SPEECH (2016)

11. Kercher, K., Rowe, D.C.: Improving the learning experience for the deaf through
augment reality innovations. In: 18th International ICE Conference on Engineering,
Technology and Innovation (ICE), 2012, pp. 1–11. IEEE (2012)

12. Kim, N., Yoo, C., Im, J.: A new rehabilitation training system for postural balance
control using virtual reality technology. IEEE Trans. Rehabil. Eng. 7, 482–485
(1999)

13. Kizony, R., Katz, N., et al.: Adapting an immersive virtual reality system for
rehabilitation. Comput. Anim. Virtual Worlds 14(5), 261–268 (2003)

14. Jones, L.E.: Does virtual reality have a place in the rehabilitation world? Disabil.
Rehabil. 20, 102–103 (1998)

15. Luo, X., Han, M., Liu, T., Chen, W., Bai, F.: Assistive learning for hearing impaired
college students using mixed reality: a pilot study. In: International Conference on
Virtual Reality and Visualization (ICVRV) 2012, pp. 74–81. IEEE (2012)

16. Mays, E., Damerau, F.J., Mercer, R.L.: Context based spelling correction. Inf.
Process. Manage. 27(5), 517–522 (1991)

17. Mc Comas, J., Sveistrup, H.: Virtual reality applications for prevention, disability
awareness, and physical therapy rehabilitation in neurology: our recent work. J.
Neurol. Phys. Ther. 26, 55–61 (2002)

18. Meredith, T.R.: Using augmented reality tools to enhance childrens library services.
Technol. Knowl. Learn. 20(1), 71–77 (2015)

19. Mirzaei, M.R., Ghorshi, S., Mortazavi, M.: Combining augmented reality and
speech technologies to help deaf and hard of hearing people. In: 14th Symposium
on Virtual and Augmented Reality (SVR) 2012, pp. 174–181. IEEE (2012)

20. Mirzaei, M.R., Ghorshi, S., Mortazavi, M.: Using augmented reality and automatic
speech recognition techniques to help deaf and hard of hearing people. In: Proceed-
ings of the 2012 Virtual Reality International Conference, p. 5. ACM (2012)
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Abstract. In this paper, we outline the development of SKOPE VR, a system
for immersive interaction within a 3-Dimensional Virtual Reality(VR) Envi-
ronment designed to teach of architecture, engineering and construction
(AEC) students. The paper presents the potential capacity of immersive and
interactive tools for teaching and will discuss the key challenges for creating 3-D
environments with embedded interactivity. Then, the solution proposed in the
SKOPE-VR system will be discussed in terms of its rationale and its develop-
ment process. Finally, some of the advantages of using immersive technologies
for teaching future AEC professionals will be discussed.

Keywords: 3-D interaction � Virtual reality � Oculus Rift
Navigation in virtual environments � Virtual learning environments

1 Introduction

The use of visualization tools has been native to Architecture. For the past decades
Architects have used 3D modeling and visual simulations as a main design vehicle to
better understand building performance. More recently the use of VR has enabled
architects to improve their designs by engaging clients or potential users in realistic
walkthroughs of proposed buildings and alter the design according to their feedback [1].

In the past few years, the use of VR in construction and engineering has also
become prevalent. VR-based training for creating safer construction sites, site analysis
and planning, and visualizing construction scenarios for decision making are becoming
increasingly widespread.

As virtual immersive environments become easier and cheaper to produce, more
practical and useable, their educational use will follow. This paper discusses a project
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which develops a prototype VR environment to teach architecture, engineering and
construction (AEC) students lessons on building sciences.

2 Benefits and Challenges of Immersive 3-D VR Navigation

The adoption of the new technologies that allow a user to be fully immersed in a
3-dimensional virtual world for the purpose of AEC education opens up a wide array of
potential benefits, but it also presents with important challenges. In the following
sections we will summarize the benefits and challenges most relevant to the application
of BVR to AEC education.

2.1 Benefits

Virtual reality technology mainly draws its novel benefits from its robust and inno-
vative human-computer interaction framework. Contemporary technology such as the
Oculus Rift can provide developers and users with low latency 360-degree view of a
virtual environment, as well as accurate and robust hand tracking and control. These
features, verified in previous research, present a wide variety of benefits for education.
Such as:

Immersion - Virtual reality’s main feature is its ability to completely immerse users in
a virtual environment, leading to a sustained period of focus [2]. Previous studies have
shown that immersion plays a critical role in education, as a user focuses on interacting,
absorbing and applying concepts presented in the virtual world [3, 4]. The result is a
Virtual Learning Environment (VLE) that provides a focused space to analyze and
explore concepts separate from the real world and its limitations.

Interaction - Virtual environment interaction is fundamental to VR design. Novel VR
control and tracking systems have been recently introduced by devices such as Oculus
Rift, HTC Vive and Windows Mixed Reality. Through these novel controls, users can
physically interact with the virtual world as we can with the real world which provides
a sense of familiarity [5]. Pan explains this interactive component of VLE’s as “Active
Action” which allow learners to act in their learning environment effectively [6].

Display of Information - While immersion and interaction are the most commonly
attributed benefits in VLE’s, the method and techniques we use to display information
in these immersive worlds are just as important. Learning takes place in a structured
environment where information is easily accessible and analyzed. Virtual Reality
provides the benefit of a virtual 3-Dimensional world space to structure and organize
information for learning [7]. The inherent and beneficial capability to represent con-
cepts in 3D is well documented, as users can analyze a concept in a wider range of
views [4]. In this paper the focus is on this benefit and the associated challenges that
arise when we seek to apply VR/VLE’s in education.
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2.2 Challenges

Immersion and interaction are highly beneficial to the user in VR applications to
education, however, our current methodology for displaying information and inter-
acting with it in an immersive environment has limited the usability VLE’s. While the
display of concepts in a 3D space takes advantage of both immersion and interactivity,
it also brings complexity [5]. Users now must take into consideration the extra
dimension provided by VR, which with poor design, often leads to confusion and
frustration. Simply put, users won’t be able to access the immersive and interactive
features of a VLE effectively.

When we consider the applications of VR for education, we must also consider the
pedagogical approach we want to translate to a Virtual Environment [4]. As stated by
Vassigh and Huang, understanding and defining a solid pedagogic framework is fun-
damental to the design of such virtual experience [8]. Effectively using such a frame-
work brings complexity to a VLE’s design, and presents its own set of challenges.

3 Rationale and Development of SKOPE VR

As discussed in the previous section, 3D brings an extra dimension of complexity to the
design and use of a VLE. The placement of information (whether it be a 3D model or
text) is critical to how the user experiences this information (i.e., absorb it, analyze it,
etc.). Current VLE designs often overwhelm users with confusion, and degrade the
immersive character of the VLE experience.

If we look closely, we see that while VLE’s place users in a 3D space like the real
world, we do not usually have standardized tools to help users interact with a virtual
world’s information in a concentrated and intuitive fashion [2]. What do we mean by
this? In the real world, books and computers are examples of tools that help us
understand the information around us in a “concentrated” fashion. VLE’s lack these
tools, and thus make it difficult for the user to experience the information in a VLE in
an efficient and enjoyable way.

An example of a VR application that attempts to solve this issue is Google Tilt
Brush. Tilt Brush presents the user with an open Virtual Environment in which they
can draw in 3 Dimensions with a wide variety of colors, shaders and effects. While
drawing might not seem like much, Google tilt brush supports all the functionality (or
even more) that a program like MS Paint would provide. Google Tilt Brush success-
fully deals with complexity by creating a user tool that centralizes all user decisions and
interaction with the virtual world. These tools are in the user’s hands, which use VR’s
interaction benefits such as hand tracking and gesture control.

We believe that the philosophy utilized in Tilt Brush can be beneficial for a variety of
VLEs. Using the same idea, we could possibly use VR’s interaction benefits to create a
centralized “Hub” tool of experiences and decision making in a VLE. This will improve
a user’s experience with the information around them, removing unnecessary com-
plexity to the user. This is a step in the right direction; however the efficiency of the
approach may depend significantly on the actual contents displayed in this “Hub” tool.
In other words, what information should the concentrated “Hub” tool inherently display?

Use of 3D Human-Computer Interaction for Teaching 151



3.1 Pedagogical Framework

While most studies agree on the VLE’s potential benefits in education, they all suggest
the importance of building the VLEs on a solid pedagogical framework [4]. Peda-
gogical frameworks provide an in depth theoretical view of teaching and learning. By
choosing a solid pedagogical framework, we could start building VLEs based on these
frameworks and add structure to our experiences [8].

There are a variety of different pedagogical frameworks, but Constructivism is one
of the most frequently frameworks used in similar research efforts [4, 8]. This is
because Constructivism uses VLE benefits from immersion, interaction and display of
information. For example, constructivism treats the user as an active learner who not
only absorbs information, but also builds upon and connects previous knowledge to
construct new knowledge through active interaction. Constructivism also encourages
the construction of learning environments rather than instructional sequences to rein-
force authentic knowledge in the user [4]. At its core, Constructivism promotes active
experiences to construct knowledge in an immersive and interactive approach.

Through constructivism, we can introduce experiences that will be useful for our
user in our theoretical experience “hub”. We can also define how the user will interact
with different concepts in our VLE through Constructivism to ensure a consistent and
focused learning approach.

3.2 Development of SKOPE VR

In summary, the critical concepts that we kept under consideration as we planned the
development of SKOPE VR were:

– Information vs. Experience
– VLE inherent Benefits: Immersion, Interaction, Display of Information.
– VLE inherent Challenges: 3D complexity and Pedagogical framework implemen-

tation.
– Information Perception and Centralization in a 3D Virtual Environment
– Constructivism pedagogical framework and Information Structure

Based on this information, we found a need for two tools that will separately handle
experiences and information in the virtual environment. This will provide a user with a
consistent set of controls to use in the VLE:

• Pointer
• Hub

3.3 Pointer (Information)

The pointer’s focus is to enable user interaction with information in a VLE. As the
name suggests, the user will use this virtual pointer tool to select information presented
to the user and trigger some experience for the selected information (Fig. 1). This
approach takes advantage of the VLE interaction benefit and reduces complexity in
selecting information of interest. For example, access to a wide variety of experiences
can be achieved by pointing and selecting environment buttons using the pointer.
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The Pointer also serves as a tool for locomotion around a VLE, as it can be used to
point to the next desired location of the user in the virtual world and (upon pressing a
button in the controls) “move” or “teleport” the user to that desired location. Figures 2a
and b show this user translation mechanism. This facilitates efficient user access to
information and the exploratory capabilities around a 3D world space. Mikropoulos
suggests that navigation around a 3D world space can provide natural semantics for
users, and avoid complicated and hard to remember symbolism and controls, further
improving the user learning experience [2].

3.4 Hub (Experience)

The Hub (Fig. 3) is the centralized point of experience for the user. Its primary focus is
to provide an appropriate experience for a selected piece of information by the Pointer.
For example, let’s assume we want to find out more about a 3D cube in a virtual
environment. Once selected by our pointer as information of interest, our hub will
display relevant information to have the appropriate experiences about the selected
object. In order to display an appropriate experience, the hub contains three separate
panels each dedicated to a different aspect of the user experience in a VLE. These are:

Fig. 1. Pointer

a. The pointer points to the next desired user 
location 

b. Upon pressing a button the user is translated 
to the desired location

Fig. 2. Use of the pointer for changing the position (point of view) of the user within the virtual
environment.
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Map Panel
The Map Panel in the hub is responsible for providing position feedback from the
user’s environment location, as well as providing the location of a VLE’s experiences.
Ultimately, the map panel aims at reducing the complexity of accessing information
and experiences in the VLE alike. Furthermore, the map panel incentivizes user
exploration around the virtual environment which improves a user’s sense of immer-
sion (Fig. 4).

Options Panel
The Options Panel is responsible for displaying relevant options that are available to
the user in a given experience. That is, information in a VLE might contain a set of
options that will trigger a corresponding experience. Furthermore, the Options Panel
takes advantage of the interaction and display of information benefits while reducing
complexity and centralizing both areas. This allows the implementation of pedagogical
frameworks like Constructivism, which demand active learning, in VLE’s (Fig. 5).

Fig. 3. Hub

Fig. 4. Map panel

Fig. 5. Options panel
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Info Panel
The Info Panel is used to provide relevant information in a given experience. This will
enable a user to establish focus on a given experience while providing adequate
background information. This is especially important when we adopt a Constructivism
framework for the design and implementation of a VLE. Building new knowledge
based on previous knowledge and experiences can be tricky in a virtual environment,
so the Info Panel aims at reducing this inherent complexity while improving the user
learning experience (Fig. 6).

3.5 SKOPE VR Implementation

The implementation of the form of interaction described above used the Oculus Rift
(headset and touch controllers) and its most recent Software Development Kit (SDK).
The virtual environment was developed using Unity 3D and Visual Studio 2017. The
virtual world was rendered on a computer running Windows 10. 3D Studio Max was
used for editing the models used in the project.

Figure 7 shows a user fitted with the Oculus Rift head set and both touch con-
trollers in his hands. The headset provided the stereoscopic display of the virtual world
and sensed the changes of orientation of the user’s head to modify the stereoscopic
display accordingly. The left hand controller was used to manipulate a selected hub. Its
thumbstick provided the mechanism to rotate the selected hub on its x-axis, so that the
desired panel would be presented to the user. The right hand controller was utilized to
manipulate the pointer, using the “A button” to execute the teleport (move) operation,
and the trigger as a general selection control.

Figure 8 illustrates the basic organization followed in the design of the system,
outlining the interplay between the actual physical controls, the user interface element
(the hub, with its three panels), and the user experiences. It is worthwhile noting the
types of experiences developed for this particular architectural application: Light-
Changes, RemoveWalls, InspectMechanics, etc.

Figure 9 shows some sample screenshots of user experiences. These correspond to
two alternative views of the building housing the School of International and Public
Affairs (SIPA) at Florida International University.

Fig. 6. Info panel
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4 Advantages of Using Immersive Interaction for Teaching
Building Sciences

VR has the potential to expand and transform learning in building sciences because of
the two distinctive features described earlier. First, is its capacity to support interac-
tivity. Steuer defines interactivity “as the extent to which users can participate in

Fig. 7. User wearing the Oculus Rift and the touch (hand) controllers

Fig. 8. System design
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modifying the form and content of a mediated environment in real time” [9]. Interacting
with a responsive environment where the user can navigate and modify the learning
context is a powerful aspect of VR technology. Interactive 3D environments can also
produce game-like experiences that are truly engaging.

For teaching AEC students, interactivity could be used to enable students to change
the parameters of their learning. While text, visuals, and animations can describe a
building’s performance, properties, structure, and construction details, the ability to
change the existing parameters provides additional opportunities to better understand
the content and be able to predict the behavior of the building.

Consider a student walking around a virtual building able to interact with objects
within the environment. She can touch a wall and activate an animation showing its
construction process, access metrics on the building envelope’s thermal resistance,
learn about the material properties used in its construction, and get information on the
cost of its assembly.

VR environments could also recreate many processes that are not assessable in
real-time. Example of this include building energy performance in various seasons,
water collection and flow around the building site in various conditions, and structural

Fig. 9. Sample displays of user experiences viewing the FIU SIPA building: (a) (top) default
view; (b) (bottom) InspectMechanics view.
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materials’ behavior. Using the interactivity features of the VR, students can change the
season or the date to observe heat loss and heat gain through building walls, visually
locate thermal breaks, and gauge natural lighting of the building interior in different
time of the day.

Finally, interactivity affords another benefit. Hoffman and Vu describe that inter-
activity afforded by the VR environments reduces “cognitive overhead,” allowing the
users to focus attention on the content rather than the semantics of the computer
interface [10]. VR offers a direct way of engaging the content.

Second feature of the VR is its immersive capacity. Bryson describes immersion as
the sense that the “user’s point of view or some parts of the user’s body is contained
within the computer generated-model [11]. Immersion can provide realistic experi-
ences, where knowledge is produced through experience. By becoming part of a
phenomenon learners gain direct experiential intuitions about how the various com-
ponents of buildings work. Through using multisensory immersion in VR customized
for students, complex and abstract scientific concept can be understood at an intuitive
level [12].

In the context of building sciences, the experience of being inside a virtual building
can provide a powerful way of learning. A virtual walkthrough of a building can equip
the viewer with an almost x-ray vision, enabling her to see through the walls to
examine the structural components, look through the ground plane to see the building
foundation, and look through the ceiling to examine the building’s mechanical systems.

5 Conclusion and Future Work

Virtual Learning Experiences (VLEs) show increasing promise to improve the edu-
cational experience for everyone, and hold a particularly strong promise for enhancing
architecture, engineering and construction education. As with any new technology,
VLEs possess inherent benefits, challenges and complexity that must be handled
accordingly to implement them in an effective manner. Through the theoretical
examination of information perception/centralization and appropriate pedagogical
frameworks, we presented a novel user interaction approach to tackle VLEs challenges
and complexities in hope to improve the user learning experience.
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Abstract. This paper investigates the formulation of hybrid reality via game
play experience. The once world popular Pokémon Go is the research context,
which is a great example of a hybrid reality game that mixes physical and virtual
elements. In order to investigate the complex process of the shaping of hybrid
reality, self-ethnology and interpretative phenomenology are used as the research
methods. Although rules and goals have been provided by game developers, we
found that the actual rules used are co-created by both the designer and individual
players. New player experience could be created through “drawing on the spot”
and borrowing. Furthermore, organizing resources about the game playing
through interaction with other players contribute to the formulation of hybrid
reality as well. The findings suggest the system functionality is not the most
important element of a hybrid reality game. Game developers should provide
flexibility on the storyline, allow the players to further develop their own unique
experience. In addition, developers should consider cooperate with third-party
application developers to enable rich and diverse hybrid reality.

Keywords: Pokémon Go � Hybrid reality � Player experience

1 Introduction

Pokémon Go is a mobile game featuring location-based technology and augmented
reality developed by Niantic. Since the launched of the game in July 2016, the game
has broken the record of downloads in the first week on both Apple Store and Google
Play. On top of this achievement, Pokémon Go hit the headlines of international and
national news media wherever there are players. This game does not only attract one
particular type of players, but a group of heterogeneous players. Despite the game
system incorporates a set of rules, functionality and storyline, each player seem to be
playing and enjoying the game in different ways.

The concept of hybrid reality has been proposed by scholars, including de Souza e
Silva [3], de Souza e Silva and Sutko [5], where the elements of physical reality and
virtual reality represented in a digital game are intertwined. What players experience in
this type of games no longer determined largely by the game designers, but the
complex interactions with different spaces that the player situated in. The previous
studies endeavored to depict what are different spaces in this hybrid reality, but ignore
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the formulation of this reality from a digital game. The purpose of this study is to look
at the shaping for the hybrid reality through playing Pokémon Go. To investigate how
mobile game players’ experience shape their hybrid reality, the current authors adopt
self-ethnology as the research method to collect data and use hermeneutic phe-
nomenology as the method to analyze the collected data. The discussion of the results
intends to shine a light on the future development of hybrid reality games.

The organization of this paper is as the following. Section 2 reviews the concepts of
playability, player experience and hybrid reality in digital games. Section 3 introduces
data collection and analysis methods in addition to the research context in this study,
Pokémon Go. Section 4 presents the findings of the research. The last section discusses
the findings and provides practical implications to game developers.

2 Literature Review

2.1 Playability and Player Experience

For any game developers, it is important to design a game what will attract players and
keep the players playing the game. A digital game usually incorporates a set of rules
and a storyline designed by the developers. Through the game, the player gain
enjoyable experience. To keep the player stick to the game, the game developer must
strive to provide appealing experience [7].

Experts in the field of human-computer interface tried to apply the concepts of
usability proposed by Nielsen [14] to digital games in order to guide the first few
phases of the game development. They quickly realized that the concepts such as “easy
to learn” and “efficient to use” might not suitable for every type of games: some games
typically attract players who consider themselves tech-savvy [13]. In addition, what
have been considered in the usability engineering are insufficient for game assessment,
since the main objective of using an information system is to complete a task efficiently
and correctly, while game players are seeking enjoyment and entertainment, or in
Sánchez et al. [16] words “to make the player feel good when playing it”. The term
playability emerges to coin the concept of “a set of properties that describe the Player
Experience using a specific game system whose main objective is to provide enjoyment
and entertainment, by being credible and satisfying, when the player plays alone or in
company” [16]. This definition recognizes elements other than the software program
itself, like player’s company, as part of the playability. Some of the attributes con-
sidered as playability are associated with player experience, e.g. emotion and moti-
vation; others are associated with the design of the game, e.g. learnability and
effectiveness. Despite the effort to elaborate what to consider when developing a digital
game, Sánchez et al. [16] did not explain how playability affects player experience.

Nacke et al. [12] provided another model to analyze player experience. They
considered playability determined by the game design and the game itself, and the
player experience is derived from the player’s interaction with the game. In other
words, the game is an object that provides playability through storylines, rules and the
functions of the software, and player experience is based on the provided playability.
The question is, do players create new properties of playability that are not intended by
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the game designers? It is not uncommon to use third-party applications to gain
advantage while playing a digital game despite being disapproved by developers in
many of the cases, as elaborated by Banks and Humphreys [1]. In addition, the nature
of hybrid reality discussed in the next subsection might have contributed to playability
that is not designed.

2.2 Hybrid Reality and the Digital Games

The latest technology used in digital games allows players to mix the real environment
with digital objects. Scholars refer this broad concept as augmented reality. Milgram
and Colquhoun [11] further distinguished three different levels of augmented reality
discussed in literatures: (1) using head-mounted or head-up display to see the real
world with digital data attached; (2) any case the real environment is augmented by
virtual objects, e.g. computer-generated images are superimposed on a real image;
(3) cases involving any mixture of real and virtual environment. The broadest definition
of augmented reality is coined by Milgram and Colquhoun [11] as “mixed reality”. In
the mixed reality, the boarder of real and virtual is blurring, and there is no predom-
inance of either side of the elements. Unlike the first two types of augmented reality
where the virtual elements are attached to the real ones, the distinction of real and
virtual elements in the mixed reality might easily be ignored by the users or players.

Game players are not always playing alone, and not always playing in the same
place, in particular when the use of Internet and location-based technology is ubiquitous.
As de Kort and Ijsselsteijn [2] pointed out, player experience is a type of situated
experience affected by social and spatial factors. The player experience develops from
the hybrid spaces incorporating the connected spaces, mobile spaces, and social spaces,
where the connected spaces refer to the connections between the physical and digital
spaces, mobile spaces refer to networked social spaces defined by using portable
interfaces, and social spaces refer to the communities derived from the game playing [3].

The mixture of the social spaces is particular interesting in the emerging hybrid
reality games which contain mobile activities, collaborative actions among many users,
and the merge of physical and the digital spaces [5]. This type of games drive digital
game players out of the dens where computers or game consoles might be the center of
the private rooms and participating different mobile activities and perhaps gain
opportunities of face-to-face interactions. In this hybrid reality, players experience the
physical reality and virtual reality intertwined [10, 18]. Once the game player expe-
rience is no longer confined in the representation of the game design, the players might
have different perception of the experience, because the context of the game is more
complex than the game system itself [13]. In addition, the player will further influence
the context of the game by adding personal experience and preference and make the
game customize for him/her which is different from the default storyline and the rules
set by the game developers.
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3 Methodology

3.1 Data Collection and Analysis

The purpose of this paper is to use Pokémon Go as an example to explore how mobile
game players’ experiences shape the hybrid reality. We use self-ethnology as the
research method to collect data, and use hermeneutic phenomenology as the research to
analyze data.

Self-ethnology, also known as auto-ethnology, is a research method requiring
researchers acting as participants. Researchers, under these circumstances, immerse in
the research context. Hence, it is more suitable for explore the meaning behind expe-
rience [6]. As this paper is about the shaping of players’ experiences, self-ethnology is a
suitable research method to collect data.

The authors start to collect data from August, 2016 until July, 2017 in Taiwan. Both
of us downloaded the Pokémon Go game and play it. On the course to become
Pokémon Masters, we interacted with other players, observed them, and keep our field
notes. Additionally, we produced our self-narrative weekly. We also kept an eye on the
Pokémon Go related Internet forums. These sources of data give us a clear view of
Pokémon Go communities.

The collected data was then analyzed with hermeneutic phenomenology approach.
This approach is developed by Martin Heidegger based on Edmund Husserl’s phe-
nomenology. Phenomenology is about the study of lived experience or the life world.
In Husserl’s view, phenomena appear through consciousness, and minds and objects
both occur within experience, thus eliminating mind-body dualism. Like phe-
nomenology, hermeneutic phenomenology is about the life world or human experience
as it is lived. However, Compared to Husserl’s approach, Heidegger’s hermeneutic
phenomenology focused on ‘Dasein’, which is “the mode of being human” or “the
situated meaning of a human in the world”. Understanding is a basic form of human
existence, and interpretation is critical to the process of understanding. Hermeneutics is
about human cultural activity as texts, with a view towards interpretation to find
intended or expressed meanings [8].

During the analyzing phase, we authors separately read all the field notes,
self-narratives, and communications of Internet forums, developed our first-level coding
and themes based on the spirit of hermeneutic phenomenology, and then compare our
findings, and repeat the process until we both reach agreement.

3.2 Research Context: Pokémon Go

Pokémon Go is a mobile game, licensed by Pokémon Company, and developed by
Niantic. This game is based on the Pokémon card game, developed by Nintendo, and
its spin-off anime. With the slogan of “gotta catch’em all” and supported by locational
and augmented technologies, this game enables players to play the role of trainers, like
Ash or Missy. Players may meet different Pokémons in different physical locations
(based on locational technology) and see Pokémons mixed with the real world from
their screen (based on augmented technology). They could catch these Pokémons with
Pokéballs, or use their Pokémons to fight other Pokémons in gym battles.
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Pokémon Go was released in New Zealand and Australia on July, 6, 2016 and
gradually released in other regions. This game soon became the most downloaded
mobile game on Apple’s App Store and Google’s Google Play. It has been downloaded
more than 750 million times until June, 8, 20171. In April, 2017, there are around 5
million daily active users and 65 million month active users globally. A high proportion
of players are aged between 18 and 35. These players were the audience of Pokémon
anime or players of Pokémon Gameboy version2. In the meantime, there are a sig-
nificant number of players with no previous knowledge of Pokémon stories. And the
older players, aged above 40 are the die-hard players who continue to play the game
one year after the game’s release3.

The Pokémon Go game starts with players act as Pokémon trainers searching for
Pokémons, wining gym battles, and collecting medals in different physical locations.
At the beginning, players will meet three “first” Pokémons – Bulbasaur, Charmander,
and Squirtle, see Fig. 1. After he or she catches one of them, their trainer careers begin.
Pokémons with different attributes would appear in different types of physical loca-
tions. Players could collect different Pokémons by visiting these places and catching
them, or by hatching eggs when they walk for a certain distance. When they encounter
a Pokémon, they could see this Pokémon on the screen with AR function turned on, as
shown in Fig. 2-1. They may also visit some places labeled as gyms to challenge other
players and earn some Pokécoins, as shown in Fig. 2-2, the token used in game to
exchange for tools. When players complete certain tasks, such as catching a particular
type of Pokémons or winning a certain number of gym battles, they could get medals,
as shown in Fig. 2-3. Moreover, they could get stardust and candies if they catch
Pokémons, win a gym battles, or hatch eggs. Players can also accumulate their
experience points by participating in these activities, and level up their status.

Fig. 1. First Pokémons

1 From http://expandedramblings.com/index.php/pokemon-go-statistics/, Accessed August 8, 2017.
2 From http://www.adweek.com/digital/joan-daly-gotham-pr-guest-post-pokemon-go/, Accessed
August 22, 2017.

3 From https://www.valuesccg.com/knowledge/report/marketing/034/, Accessed February 23, 2018.
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4 Findings

4.1 Pokémon Go as a Hybrid Reality Game

Despite of being marketed as an augmented reality (AR) game, Pokémon Go is also a
hybrid reality (HBR) game in essence. Hybrid reality is the reality in hybrid spaces.
According to de Souza e Silva, Hybrid spaces combine the physical and digital spaces
in a social environment. Such a space is enabled by the advent of mobile technology.
Hybrid reality is the experience of user in such an environment [3, 5]. From a player’s
perspective, what he/she experienced is a hybrid reality.

“When I am in this location, I can see the top of gym emitting blue light.”
- Discussion with Player A

Inside the Pokémon Go game, players can see the location of gym or Pokéstop on
the map. When a player arrives this location, what he/she actually see is the real scene,
but in his/her mind, the scene appears to be the combination of the real world and the
digital world, as shown in Fig. 3. The quotation above reflects such an image. In other
words, the reality in the player’s mind is the hybrid of physical spaces and the digital
spaces on his/her mobile phone.

“Where is the Dragonite, did you see it?”
A conversation between the author and Player B

The hybrid reality within a player’s mind does not limit to the intersection between
physical and digital space: the social environment is blended in. The interesting part of

Fig. 2. Screenshots of Pokémon Go. 2-1. Catching Pokémon in AR mode; 2-2. Gym Battle; 2-3.
Medals.
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this reality is: a player also interacts with other people when playing. The quotation
above is a typical example that two players exchange the whereabouts of a rare
Pokémon. On the field we also found a group of youngsters meeting in the park
everyday, having dinner, and catching Pokémons together. In other words, the image in
a player’s mind is a hybrid space, composed by physical, mobile, and social spaces, as
de Souza e Silva suggested [4].

4.2 The Shaping of Players’ Experiences

From a game developer’s perspective, he/she may want to create a reality for players to
enjoy by applying the state-of-art technology, fascinating graphics, and meticulous
game rules. However, such an effort may be in vein because players may not simply
follow the rules. Instead, they may set up their own rules to play the game with any
tools at their disposal.

4.2.1 Rules of the Game is Co-constructed by Developers and Players

“This game is like the real life. We need to work hard, apart by pure 
luck. If we do so, we definitely can be great Pokémon trainers.”

- From a player refection on an Internet forum

Although Pokémon Go is based on the story of Pokémon amine, not all players are
familiar the story. Some of them may have played the Gameboy version Pokémon, or
watched Pokémon amine; others are new to the Pokémon world. The game developer
may have some default settings, such as how to create a level system to distinguish
trainers, medal system, etc. Players may not simply play for those achievements, and
have their own ways to play the game and set their own goals to achieve. The key
message we could grasp from the quotation above is the personalized experience. There
is no well-defined ending of this game. This allows players to set up their personal goals.
Some players want to collect all the available Pokémons; some just want to see all
Pokémons in Pokédex without actually catching them; others may just catch Pokémons
without real targets and claim he/she is just playing for personal health. Moreover, the
personal goal of this game is changeable, as shown in the following conversation.

Fig. 3. The hybrid view from a player’s perspective Source: http://ift.tt/2tkrZOM
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“Will you keep playing if you catch the remaining two Pokémons?”
“Probably yes. Because I am getting old now, keeping playing can pre-
vent me from developing Alzheimer's.” 

- A conversation between the author and Player C

Apart from setting personal goals, players have many ways to create their personal
experiences. First, many Pokémon Go players are not familiar with the Pokémon story.
Hence, they use their own way to name their Pokémons. For example, some players
named Abra as “Little Fox” because of the appearance. Some players named their
Pokémon as Dra_A15D15S14CH to present its attribute levels and skillset in order to
choose the most appropriate Pokémons in gym battles.

Second, Pokémon Go players would choose which game function to be on or off
when gaming. Despite acclaimed as the best designed AR mobile game, many Poké-
mon Go players soon turn off the AR functions because it is energy-consuming and not
easy to catch Pokémons under AR mode. Players may also use third-party apps to assist
the process of game. They may use third-party tools to check the potential of their
Pokémons, or use other messaging tools to communicate with other players.

Finally, players may create their own rules. Some players see the nearby gyms as
their own turf. If you occupied a gym for a certain period of time, you will be awarded
Pokécoins. However, if players always initiate gym battles, no one could accumulate
enough time to claim their reward. Hence, some players reach gentleman’s agreement to
allocate time slot for players from different teams, as shown in the following dialogue.

“Hi, mate, this is our time slot. You blue team should only battle for the 
gym AFTER 11pm. Go away!”

- Dialogue of player D 

4.2.2 Drawing on the Spot and Borrowing – Ways to Create Experiences
Player’s gaming experience is not affected by how they interact with the game, but also
influenced by their life experience [13]. Hence, player experience is personal and could
be created through drawing on the spot and borrowing.

Drawing on the spot can be defined as players use tools developed for other
purposes in the gaming activities. For instance, they may exchange the locations of
some rare Pokémons with existing messaging apps.

Borrowing can be defined as players search for inspiration from other experience in
order to solve the problems they encounter in gaming. From the previous sections, we
can find that players name their Pokémons based on the appearance of animals they are
familiar with. In order to secure the maximum of Pokécoins, they borrow the concept
of “turf” like gangsters. These are typical examples of borrowing.

Both “drawing on the spot” and “borrowing” are crucial ways for players to create
their gaming experiences. The reality they experienced is not simply as what game
developers designed. Rather, it is up to their ingenuity to use what is available to satisfy
their needs.
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4.2.3 Gaming as Organizing Resources
Although on the screen players could only see themselves, it does not mean they are
alone. In the process of the game, players have to organize their resources within their
social network. For instance,

“Grandpa, how do you learn to use this app to check the potential of your 
Pokémons?”
“My grandson taught me. I told him my bag is too small to carry more 
Pokémons. He just installed this app for me and asked me to check which 
Pokémons could be deleted on my own”.

- A conversation with player E

In this example, we can see grandson became a resource to solve player E’s issues.

“Where did you find the Snorelax? I cannot find it.”
“Near the 7-11 down there. I have seen Snorelax there several times”

- A conversation with player F

This is another example. Players exchange the whereabouts of Snorelax, a rare
Pokémon, when they display their trophies.

These examples demonstrate that players may interact with others to exchange
information. Sometimes, they may interact with total strangers in order to achieve
certain goals. For instance, it is very common for one experienced player to give
“orders” to other players in order to defeat legendary Pokémons.

In short, players need to organize his resources through social interaction when
playing Pokémon Go game. It is very similar with de Souza e Silva’s idea of “social
spaces” [4].

5 Discussion

The advance of technology has brought many new possibilities to game developers to
create games with many fancy functions. For instance, players in the 1990s could only
stay in an indoor space to play game on their own. In the 2000s onwards, the diffusion
of Internet technology enabled players play game online and interact with each other,
and the advent of mobile and location-based technologies further allowed gamer
walking on the street and gaming outdoors [9, 19].

In the meantime, how to create a different gaming experience has become a
challenge for game developers, even with so many new technologies at their disposal.
Nacke et al. [12] pointed out that game developer could affect the playability through
game design, but game design could not translate into player experience directly. The
real experience of a player is the interplay between technical experience, individual
experience, and context experience [13]. Hence, gaming experience is a personal
experience, and may be out of the hands of game developers.
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Pokémon Go is a very good example. Marketed as a mobile game with AR
technology, most players do not actually experience its AR functions for most of the
playing time. What players experienced is a hybrid reality, which is a reality combined
with physical, mobile, and social spaces [4]. As this study showed, players’ experi-
ences are not provided by game developer alone. Players actually used their ingenuity
to create such a hybrid reality by “drawing on the spot”, “borrowing”, and “organizing
resource socially”. In other words, player experience is co-created by players and game
developers [1].

Acceptability, accessibility, simplicity, and flexibility may be the good measure-
ment for evaluating game design [7], but these criteria should not be interpreted as
functionality. Learning within game is a source of attractiveness of game [17]. The
sense of learning is embedded in the storyline of the game [15]. Hence, when creating a
game with high playability, a good storyline is necessary.

What is a good storyline of a game? Based on the example of Pokémon Go, it has
provided enough space for players to set their personal goals and rules. Moreover, the
gaming experience is also affected by players’ abilities to “draw on the spot” and
“borrowing”. How to create an environment for players and third-party app developers
is equally important.
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Abstract. The technological advances resulting from the Digital Revolution
have enabled the growth of virtual spaces, of the most varied types and for
various purposes, facilitating access to information, as well as communication
between people. However, a large number of people cannot enjoy these benefits
because they face difficulties related to accessibility in these environments. In
this scenario, the objective of this work is to present a conceptual framework,
which contain a set of Web accessibility guidelines to allow a greater number of
people to take advantage of the resources and facilities provided by virtual
environments, regardless of their physical or functional limitations. In addition,
it should be emphasized that the present research is not intended the presentation
of a rigid guide or a step by step, but rather a suggested model, composed of
recommendations that represent a compilation of different surveys and that
intends to offer a direction to developers in creating Web environments with
better accessibility.

Keywords: Accessibility guidelines � Virtual environments
Conceptual framework � Physical differences

1 Introduction

The great changes caused by the so-called Digital Revolution had an impact on society
as a whole, affecting political and economic aspects as well as social and cultural
aspects. According to [12], by January 2017, the number of existing sites exceeded 1.8
billion. However, if on the one hand, there is an increase in the number of virtual
environments and people who benefit from them, on the other hand there are indi-
viduals who, due to physical or functional limitations, cannot access the content and
information provided by those environments
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According to a World Report on Disability, released by [20] in 2011, more than 1
billion people in the world live with some type of disability; in addition, according to
another report released by [20] in 2014, the number of older people should double,
reaching 2 billion by 2050. These figures only corroborate the concern about creating
Web spaces as inclusive as possible.

In the literature, it is possible to find different works with a focus on Web acces-
sibility. However, research related to this topic usually deals with specific issues, which
involve only one type of disability, or some accessibility recommendations for a par-
ticular type of environment. In this scenario, the objective of this work is to present a
conceptual framework, which contain a set of Web accessibility guidelines to allow a
greater number of people to take advantage of the resources and facilities provided by
virtual environments, regardless of their physical or functional limitations. According
to [22], by improving Web access and its resources, people with some type of limi-
tation are allowed to participate more actively in society.

In order to elaborate the guidelines, this research used the following methodological
steps: (i) diagnosis of the characteristics and elements that compose the virtual envi-
ronments; (ii) selection of works related to Web accessibility, according to their rele-
vance (main recommendations for users with different types of physical or functional
limitation); (iii) selection of works related to the use of the user’s natural interface;
(iv) compilation of accessibility guidelines to support the creation of more accessible
virtual environments.

2 Digital Accessibility

The concept of accessibility is very broad, and according to [5], involve physical-
spatial factors such as distance, displacement and comfort, as well as political, social
and cultural aspects.

Article 3th of [3] defines accessibility as “[…] possibility and scope for the safe and
autonomous use of spaces, urban equipment, buildings, transportation, information and
communication, including its systems and technologies, as well as other services and
facilities open to the public, for public use or private for collective use, both in urban
and rural areas, by persons with disabilities or with reduced mobility.”

Therefore, according [5], the concept of accessibility involves the practice of social
inclusion of citizens, because it is related to the possibility of their participation in
society, so that there are conditions of equality. In this context, [11] defines the goal of
accessibility as guaranteeing a better quality of life for people, and especially for people
with disabilities, who face the greatest difficulties.

Regarding these difficulties, [13] states that functional weaknesses considered as
characteristics of individuals with special needs can be divided into the following
general categories:

• Visual impairment: people with reading difficulties of very small texts or of a
particular color, or even may need visual information to be converted to oral or
Braille speech;
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• Hearing impairment: people who have difficulty hearing or recognizing audible
signals as acoustic warning signs (beep);

• Movement impairment: people with difficulties that prevent them from using the
keyboard or mouse;

• Cognitive impairments: people differences in perception or language impairments.

Regarding Web accessibility, it is necessary to highlight the contributions made by
the World Wide Web Consortium (W3C), which is an international organization in
which affiliated companies, full-time teams, independent organizations and public work
together to develop standards for the Web. One of the contributions by the [21] was the
creation of the Web Accessibility Initiative (WAI), which seeks to develop strategies,
guidelines and resources that help make the Web accessible to people. According to
[22], Web accessibility makes it possible for people with disabilities, as well as those
who may have had some loss of ability (such as older people) to perceive, understand,
navigate, interact and even contribute with the Web.

In addition, [21] has developed the Web Content Accessibility Guidelines
(WCAG). This set of guidelines provides recommendations that seek to standardize the
accessibility of Web content. In doing so, by following these guidelines, Web content
becomes accessible to a wider range of people with disabilities, including blindness and
low vision, deafness and hearing loss, learning disabilities, cognitive limitations,
limited movements, speech deficiencies, photosensitivity, and individuals with com-
binations of these characteristics, besides users in general.

Also related to [21] contributions, this consortium has the Web Accessibility
Working Group (Web Accessibility WG), which was created in March 2012 and meets
periodically to plan actions to be carried out in Brazil. The WG Brazil highlights that
people with disabilities are the biggest beneficiaries of a more accessible Web, because
a virtual environment with low accessibility can harm these users or even prevent their
access. On the other hand, good accessibility allows people with disabilities to enjoy all
the information and services available on the web.

Also with regard to Web accessibility, it is possible to cite the Modelo de Aces-
sibilidade em Governo Eletrônico (eMAG) or Accessibility Model in Electronic
Government, created by the Brazilian federal government. The [7] helps professionals
in the development, alteration and/or adaptation of pages, Websites and portals, in
order to do them accessible to a larger number of individuals, thus increasing digital
inclusion and, consequently, social inclusion. For their conception, experts contributed,
taking into account the latest research related to the area of Web accessibility, in
addition to the recommendations of [19].

Moreover, one point that deserves to cite is the relationship between usability and
accessibility. According to the [21], usability and user experience enable to design
products to be effective, efficient, and satisfying. Additionally, according to [8],
usability is the “[…] extent to which a product can be used by specified users to achieve
specified goals with effectiveness, efficiency and satisfaction in a specified context of
use”. [14] define usability as being the speed with which users can learn to use
something, their efficiency in using it, as well as how much they can remember and
enjoy using it.
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[18] present the following usability principles: Error prevention and handling;
Consistency; Feedback; Control; Efficiency and efficacy; Easy learning; Flexibility;
Visibility; Compatibility; Easy Memorization; Prioritization of Functionality and
Information; Equitable Use; Affordance; Help; Shortcuts; Low Physical Effort;
Restrictions; Reversal of Actions; Subjective Satisfaction; and Security.

The concept of usability can be related to accessibility, according to [21], since
basic accessibility is a prerequisite for usability. In this way, accessibility can be
considered a subset of usability. Therefore, it is probable that, satisfying some usability
principles, some characteristics related to accessibility are met. In addition, a virtual
environment with better usability will possibly help your users navigate with greater
satisfaction and want to return to that Web page.

3 Conceptual Model for Supporting the Creation of Virtual
Environments with Focus on Accessibility

This work is part of a study by the HCI group of the State University of Paraná, which
develops two complementary studies, one focusing on natural interfaces and the
principles of usability, interactivity and communicability for a specific type of envi-
ronment, the Virtual Museums, and the other focusing on the accessibility aspects of
Virtual Environments in general. Thus, to reach the objective of this work, which is to
propose accessibility guidelines through a conceptual framework, first will be presented
the concepts related to framework and conceptual framework.

[17], in his master’s thesis, defines a framework as “a generic project in a domain
that can be adapted to specific applications, serving as a template for the construction of
applications”. Thus, according to [2], a framework has as main idea, to enable the use of
a set of common resources, allowing its reuse in the development of new applications.

Consequently, it is possible to facilitate one of the frequent situations faced by
system developers, which is the need to use similar resources for the development of
new programs. In view of this, [17] emphasizes that the reuse provided by a framework
becomes a necessary condition for achieving a productivity gain, for software
development.

With respect to the conceptual framework, [9] defines as being a network of
interconnected concepts that, because they are together, provide a comprehensive
understanding of one or more phenomena. The author also clarifies that, instead of
offering a theoretical explanation, as well as the quantitative models, a conceptual
framework provides understanding, and it can be developed and constructed through a
process of qualitative analysis. For [15] the objective of a conceptual framework is to
“[…] provide a class diagram that can be used as a basis for modeling application
domain classes.”

3.1 Conceptual Model

To create the conceptual framework, researches were carried out that involved several
types of virtual environments, as well as the main difficulties encountered by its users.
From this, and based on the main factors of the design of interactive systems proposed
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by [1] and the contributions of [16], a conceptual model was proposed, which served as
support for the creation of the final conceptual framework.

As can be seen in Fig. 1, the conceptual model presents, for virtual environments,
three main elements in its structure: (i) People; (ii) Components; and (iii) Activities. It
should be noted that each of these elements may have subelements, which may also
have their unfolding, and so on. The segmentations from the first level seek to reflect
the specificities of each type of virtual environment. For example, a Virtual museum,
can present as Functions of element People: administrator, curator, specialist and
visitor; a real estate site, in turn, can present for this same element, the functions of
administrator, multimedia expert and visitors; therefore, subelements may vary, but
they will come from a common element.

Below, each element and its sub-elements will be explained in more detail.

People
The People element is divided into Functions, which represent the types of people that
will interact with the virtual environment; and Specificities, which has the Language in
which the environment will be created, as well as the physical and psychological
differences of the various users that can access the virtual space.

Functions
Types of users that will interact with the virtual environment, from different forms.
Two examples will be presented below, in order to present possible functions related to
two different types of environments: a virtual museum and a distance learning system.
It is hoped, with these examples, to show that, because of there are different types of
virtual spaces, the definition of roles will depend on the needs and objectives of each
environment.

In a virtual museum, it is possible there are the functions of administrator, curator,
computer graphics specialist and visitor. Thus, the administrator would be responsible
for determining what information will be available in the museum, by selecting and
requesting content that can be created and/or adapted by a curator and/or computer
graphics expert; curator, according to [6], is anyone who participates in a curatorial

Fig. 1. Conceptual model to support the creation of the conceptual framework.
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process, which includes collection, research, safeguarding (museological conservation
and documentation) and communication (exhibition and education); a computer
graphics expert, in turn, is a generic definition for the person in charge of tasks
involving the use of technology to make the content, determined by a curator, for later
display in the virtual museum; finally, a visitor is any individual who accesses the
virtual museum in search of information, knowledge and learning.

Another example of defining functions may be in relation to the creation of a
distance learning system. In this system, the functions could be module coordinator,
mentoring coordinator, tutor, support and student. In this way, the module coordinator
would be responsible for the organization and administration of the course, being a
professional in the teaching area of the course; as for the mentoring coordinator, would
be a professional in the area of education that manages the way tutors work; the tutor,
in turn, would be a user with good knowledge in technologies, in order to propose ways
of interaction of its content by other media; as for the support, would be a professional
with technical functions, related to the technology used, not needing to have knowledge
about the subject of the course; finally, the student, who is the user that will access the
system and will be responsible for their own learning.

Specificities
The Specificities element is divided into Language, Physical differences (Hearing
Impairments, Visual Impairments, Functional Limitations) and Physical Differences.

With respect to virtual environments, it is necessary to emphasize that their access
can be realized from any city, country or continent. Consequently, people of different
native languages can visit these virtual environments, making the concern with idiom
an important issue in their creation.

As for the physical differences between the various visitors of a virtual environ-
ment, the [21] says that the Web must be accessible to provide equal opportunities to
people with diverse abilities, which range from users without physical limitations to
those who may have some kind of disability, such as hearing, visual or physical. These
deficiencies can affect a person from birth or be acquired and/or developed during their
lifetime, in the event of accidents, illnesses and even the advancing age.

Furthermore, it is necessary to consider possible psychological differences between
the different visitors, which includes different cognitive capacities. For example,
according to the [21], an elderly user may have reduced cognitive abilities, affecting
their short-term memory and ability to concentrate, and consequently impairing their
Web browsing.

Components
In the Components element, there are subelements that can be part of a virtual envi-
ronment. Thus, as in the case of the Functions subelement, the composition of the
Components element will depend on the purpose of the virtual environment created.

Typically, a virtual environment may have components such as:

• Text: presentation of textual information, available to the visitor, which can be
related to the details of an item, how space is used, data about the authors, among
others.
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• Video: material that can be used to explain certain content present in the envi-
ronment; may contain subtitles or be also available in other languages, such as sign
language of deaf communities.

• Audio: audio is a more dynamic and effective way of transmitting information. It
can be an explanatory audio, about a certain item present in the environment in
order to improve the accessibility of the virtual environment.

• Image: can be captured images (photo) or digitally generated images.
• Object: three-dimensional objects, related to the environment theme, which can be

available to the user’s touch for manipulation and observation.
• External Link: used to access information from other pages, inside or outside the

virtual environment, such as news or additional information related to the subject or
to some element of the environment

• Navigation Map: virtual environment plan, serving as reference so that the visitor
can be located inside the museum and better understand how the site is organized.

It should be noted that for creating a virtual environment, it is not necessary for all
components presented to be part of the space created or, still, other components may be
present. However, by using a greater number of elements, the environment tends to be
more diverse, attractive, interactive and accessible. In addition, combining the natural
user interface with these components, it is possible to further facilitate the accessibility
to the environment content, since, according to [10], this type of interface focuses on
the natural abilities of being human such as touch, vision, voice, movement, and
cognitive functions such as expression, perception, and recall. Access to an image
(when available) can use, for example, touch commands in order to zoom in it on and
manipulate it; also, searching for certain information may use voice commands,
assisting users with limitations that difficult their use of mouse and/or keyboard.

Activities
The Activities element is related to what each of the functions will perform during their
interactions with the virtual environment. For a better understanding, the possible
activities related to the two examples already discussed will be presented: virtual
museum and distance learning system.

In a virtual museum, an administrator may be responsible for the inclusion, alter-
ation and exclusion activities of a curator and a computer graphics expert, in addition to
being able to approve/refuse and include/exclude content made available by a curator; a
curator is responsible for organizing and validating content related to the theme of the
virtual museum; as for the computer graphics specialist, is responsible for tasks that
involve the use of computational resources, working in partnership with the curator, in
order to diversify the content made available by a virtual museum; the visitor, in turn, is
anyone who can visit the virtual museum, searching and accessing a specific object,
visiting the virtual rooms and/or accessing details about an object.

In the case of a distance education system, there is the coordinator of the module,
responsible for the organization, coordination and administration of the course,
approving the didactic material and the contents to be taught during a given course; in
relation to the mentoring coordinator, is responsible for the pedagogical tools, as well
as for the coordination of the work of the tutors; as for the tutor, it is responsible for the
interaction between the student and the teaching platform, becoming very important in
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the success and motivation of the distant students; in relation to a support professional,
is responsible for maintenance, improvements and other issues related to the technical
part of the system; finally, a student, has as possible activities, access to the system and
material made available, as well as resolution and sending of tasks, as well as other.

Therefore, each of the elements of the conceptual model presented will depend
directly on the objectives, contents, user types, technical needs and other peculiar
factors of the virtual environment to be developed. However, in all cases, one should
try, to the maximum, to facilitate accessibility to the various types of users who will
have access to the system. In Sect. 3.2, below, guidelines will be presented that can
assist in improving accessibility for virtual environments.

3.2 Accessibility Guidelines

In this section, some accessibility guidelines will be presented, based on the proposed
conceptual model. These guidelines are intended to contribute improve accessibility in
virtual environments, especially for users with some type of disability, physical or
cognitive limitation, as well as their activities in the use of virtual environments.

Establishing a relation with the conceptual model, considering that the People
present some specificities as to their physical or cultural conditions, guidelines will be
presented, which are intrinsically linked to the Components that the environment may
have (contents, images, alternative media, among others) to that the Activities can be
developed by all People, regardless of their culture or physical differences.

Regarding the criteria used to select the accessibility recommendations in virtual
environments, were used researches based on the four principles of accessibility that
constitute the [21]: perceivable, operable, understandable and robust. In addition, some
of the recommendations presented come from research that was based on works by
different scholars on accessibility, as well as recommendations that integrate the [7] or
that are in line with some of the usability principles already presented.

Table 1 is related to improved accessibility for blind or vision impaired users,
referred to in the table by the letter “B”, as well as improved accessibility to deaf or
hearing impaired users, referred to in the table by the letter “D”. For the elaboration of
the table, were used the researches carried out by [4], whose objective was to evaluate
the accessibility of deaf people in Websites, taking into account the view of different
authors. Also for the creation of Table 1, the work of [11] which evaluated the
accessibility of the visually impaired in virtual practice communities, was used as a
basis, showing a series of relevant aspects in the creation of these virtual environments,
some of them very important for creating virtual environments in general.

It is possible to notice, in Table 1, that the attention given in the creation of the
different aspects presented, can help certain types of users, which are represented by
different letters. Therefore, these aspects cover different elements and subelements
elucidated by the conceptual model presented in the previous section.

Thus, by following the guidelines associated with these aspects, it is possible to
favor the improvement of accessibility of users with different types of disabilities.
Therefore, it is verified that the improvement of accessibility in virtual environments
can result from the exploration of different elements of the proposed conceptual model.
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Table 1. Accessibility recommendations for blind or vision impaired users and for deaf or
hearing impaired users.

Aspects Guidelines Benefited
users

Content Creation Content Language Page title should be simple and clear B
Headings and labels should describe
the topic or the topic purpose
Position the labels in order to make
clear what elements they refer to

Language Indicate the language to the user, both
in the interface and in the encoding

B, D

Visual
Representation

Separate foreground from
background, for easy navigation via
keyboard

B

Communication
Mediation

Mediation of
Interpreters

Provide a language interpreter for sign
language mediation

D

User Navigation Alternate Text for
Links, Images and
Elements

Provide textual alternative to link,
image or any type of non-textual
elements by means of the ‘alt’
attribute

B

Provide a simple description of the
images, in order to facilitate the
understanding of the users

B, D

Keyboard Use Provide all functionality and shortcuts
through the keyboard to make it easy
to use screen readers
Provide Help About the Virtual
Environment

Links destination Indicate, clearly and succinctly, where
the links are pointing

Technologies and
Alternatives for
Time-Based Media

Technologies
Used in Videos

For visually impaired people with
blindness, all possible information
must be passed through audio

B

Ensure understanding rate of the deaf
for visual detection of hand
movements and facial expressions

D

The delay of the image should be less
than 1.2 s to enable the video feature
of signal language

Media Time Provide the user with control over the
executions of the media, such as: start,
stop, resume and others

B

Provide video description of audio
information and allow the user to
control the speed of content that
“moves”

D

Source: Adapted from [4] and [11].
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Table 2, in turn, contains recommendations from studies by [18]. These studies
involved researches based on the work of different authors, resulting in a table that
relate some of the usability principles already presented, with recommendations that
may help both usability and accessibility in the development of digital information
environments for the elderly.

It is important to highlight that, although Table 2 emphasizes the benefits provided
to elderly users, who tend to present greater physical and cognitive difficulties, the
presented guidelines can also help the accessibility of people with less experience of
using virtual environments, as well as experienced users who do not have any cognitive
and/or physical loss.

Table 2. Essential usability and accessibility recommendations for digital information envi-
ronments for the elderly.

Principles Guidelines Authors

Error prevention and
handling

Provide clear messages to the user about
an error of his own in the execute of a
certain task or even a system error

Nielsen (2002); Zaphiris
et al. (2007)

Consistency Layout, navigation and
lettering/terminology should be simple,
clear and consistent

Zaphiris et al. (2007)

Exhibit information (messages, icons,
labels, etc.) and interaction objects (edit
field, command button, etc.), repeated on
different pages of the site, in consistent
positions and shapes

Zaphiris et al. (2007);
Sales and Cybis (2009)

Feedback Provide confirmation for tasks performed
by the user

Zaphiris et al. (2007)

Control Do not use pull-down menus and Promote
enough time to read the information

Zaphiris et al. (2007);
Sales and Cybis (2009)

Do not provide options that require
double-clicking

Zaphiris et al. (2007).

Avoid the automatic scrolling feature
unless can be simple way disable it

Sales and Cybis (2009)

“Click here” and “read more” links are
highly accessible by this audience, as its
direct them to actions they may not be able
to visualize

Vechiato (2007); Vechiato
and Vidotti (2008)

Easy Learning Use color distinction for visited and
unvisited links

Nielsen (2002); Zaphiris
et al. (2007)

The icons should be simple and
meaningful

Zaphiris et al. (2007);
Sales e Cybis (2009)

(continued)
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3.3 Application of the Conceptual Framework

In order to verify the possible benefits to accessibility in virtual environments, some of
the recommendations proposed in this research were applied in the development of a
virtual museum. This museum aims to present the history of the municipality of
Bandeirantes, located in the northern part of the state of Paraná (region known as
Pioneer North) in Brazil.

For the creation of this virtual museum, some recommendations related to the
creation of content were followed, such as use clear and simple titles to identify a page,
position the labels appropriately, indicate the language of the page to the users, both in
the interface and in the encoding. Some recommendations were also followed regarding
user navigation, providing alternative texts for images and elements, as well as trying to
clearly indicate where the available links point to.

Also, some usability principles, and their respective recommendations, were
opportune for the created environment. In this way, a layout was created for a simple and
clear navigation, aiming to result in a consistent museum. Also, were avoided options
that require double click, as well as automatic scrolling of text and, on the other hand,
links of the type “click here” and “read more” were placed in prominence, trying to meet
the principle of control. In relation to links, were distinguished the visited ones of those
not yet visited. In addition, acronyms used were described, in addition to prioritizing
information in the center of the pages and providing tasks with low physical effort.

Table 2. (continued)

Principles Guidelines Authors

Visibility Use uppercase and lowercase letters; avoid
the use of long phrases with uppercase
letters

Zaphiris et al. (2007);
Sales and Cybis (2009);
Echt (2002).

Provide descriptions (in full, in captions,
etc.) of abbreviations or acronyms and
highlight them when they occur on their
first occurrence on each page

Sales e Cybis (2009)

Prioritization of
Functionality and
Information

Highlight for the most important
information

Zaphiris et al. (2007);
Sales and Cybis (2009)

Information should be concentrated in the
center of the page

Zaphiris et al. (2007)

Affordance Provide clues to users about where they are
located on a Web page at the time of
access

Zaphiris et al. (2007);
Sales and Cybis (2009)

Low Physical Effort Facilitate interaction between the user and
the page, preventing repetitive actions

Sales and Cybis (2009)

Source: Adapted from [18].
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4 Conclusion

It is hoped that with this research, it will be possible to contribute to the elaboration of
more accessible virtual environments, through the conceptual framework presented,
directing, in this way, the development most varied types of virtual spaces, such as
institutional, advertising, studies, art, culture, e-commerce, etc. It is also hoped that this
study may also serve as a reference or help for future research which has the idea of
improving the framework proposed by this work or even creating a new model.

For this reason, the present study should not be interpreted as a rigid or step-by-step
guide, but rather as a suggested model, composed of recommendations that represent a
compilation of different researches and are intended to serve as a basis, or, at least, offer
a direction on developers to create more accessible virtual environments.

In addition, proposing a conceptual framework with a focus on accessibility, can
collaborate not only for more virtual environments to be developed, but can also serve
as a support for a greater variety of users to access and enjoy these virtual spaces, the
which tend to grow, both in terms of quantity and content.

References

1. Barbosa, S.D.J., Silva, B.S.: Interação Humano-Computador, 1st edn. Campus, Rio de
Janeiro (2010)

2. Barros Filho, E.M.: Um Framework para o Desenvolvimento de Treinamentos em
Dispositivos Móveis Utilizando Realidade Virtual (Computer Science Master’s thesis).
Federal University of Ceara, Fortaleza (2005)

3. Brazil, Law nº. 13,146 of July 6, 2015: Brazilian Law on the Inclusion of Persons with
Disabilities (Statute of Persons with Disabilities). http://www.planalto.gov.br/ccivil_03/_
ato2015-2018/2015/lei/l13146.htm. Accessed 08 Feb 2018

4. de Araújo Cardoso, M.E., de Freitas Guilhermino, D., da Silva Neitzel, R.A.L., Garcia, L.S.,
Junior, R.E.: Accessibility in E-commerce tools: an analysis of the optical inclusion of the
deaf. In: Antona, M., Stephanidis, C. (eds.) UAHCI 2015. LNCS, vol. 9175, pp. 162–173.
Springer, Cham (2015). https://doi.org/10.1007/978-3-319-20678-3_16

5. Cardoso, E., Santos, S.L.D., Silva, F.P.D., Teixeira, F.G., Silva, T.L.K.D.: Tecnologias
Tridimensionais para Acessibilidade em Museus. In: Proceedings of the XVII Conference of
the Iberoamerican Society of Digital Graphics: Knowledge-based Design, Blucher, São
Paulo, pp. 444–448 (2014)

6. Cury, M.X.: Novas perspectivas para a comunicação museológica e os desafios da pesquisa
de recepção em museus. Proceedings, Porto, pp. 270–279 (2009)

7. e-MAG. Modelo de Acessibilidade em Governo Eletrônico (Accessibility Model in
Electronic Government), http://emag.governoeletronico.gov.br. Accessed 08 Feb 2018

8. ISO. International Organization for Standardization: Ergonomic requirements for office work
with visual display terminals. 1st edn. (1998)

9. Jabareen, Y.: Building a conceptual framework: philosophy, definitions, and procedure. Int.
J. Qual. Methods 8, 49–62 (2009). International Institute for Qualitative Methodology
(IIQM). University of Alberta, Canada

10. Liu, W.: Natural user interface - next mainstream product user interface. In: IEEE 11th
International Conference on Computer-Aided Industrial Design & Conceptual Design, vol.
1, Yiwu, pp. 203–205 (2010)

182 B. A. G. Zancan et al.

http://www.planalto.gov.br/ccivil_03/_ato2015-2018/2015/lei/l13146.htm
http://www.planalto.gov.br/ccivil_03/_ato2015-2018/2015/lei/l13146.htm
http://dx.doi.org/10.1007/978-3-319-20678-3_16
http://emag.governoeletronico.gov.br


11. Marques, L.F.C., Freitas Guilhermino, D., de Araújo Cardoso, M.E., da Silva Neitzel, R.A.
L., Albano Lopes, L., Merlin, J.R., dos Santos Striquer, G.: Accessibility in virtual
communities of practice under the optics of inclusion of visually impaired. In: Antona, M.,
Stephanidis, C. (eds.) UAHCI 2016. LNCS, vol. 9737, pp. 14–26. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-40250-5_2

12. Netcraft, January 2017 Web Server Survey. https://news.netcraft.com/archives/2017/01/12/
january-2017-web-server-survey.html. Accessed 08 Feb 2018

13. NETO, C. M. Ergonomia de Interfaces WWW para Cidadãos com necessidades Especiais.
In: 3rd Symposium Investigation and Development of Educational Software. Universidade
de Évora, Évora (1998). http://www.minerva.uevora.pt/simposio/comunicacoes/ergoweb.
Accessed 08 Feb 2018

14. Nielsen, J., Loranger, H.: Usabilidade na web, 1st edn. Elsevier, Rio de Janeiro (2007)
15. Rocha, L.V., Edelweiss, N.: GeoFrame-T: A temporal conceptual framework for data

modeling. In: Proceedings of the 9th ACM International Symposium on Advances In
Geographical Information Systems, ACM-GIS, Atlanta (2001)

16. Schneider, C. A. SAMVC – Sistema de Autoria de Museus Virtuais Colaborativos
(Electrical Engineering Master’s thesis). Federal University of Rio Grande do Norte, Natal
(2011)

17. Souza, C.R.B.: Um framework para editores de diagramas cooperativos baseados em
anotações (Computer Science Master’s thesis). State University of Campinas, Campinas
(1998)

18. Vechiato, F.L., Vidotti, S.A.B.G.: Recomendações de usabilidade e de acessibilidade em
projetos de ambientes informacionais digitais para idosos. In: XIII Encontro Nacional de
Pesquisa em Ciência da Informação, pp. 1–21. Fiocruz (2012)

19. WCAG. Web Content Accessibility Guidelines 2.0. https://www.w3.org/TR/WCAG20.
Accessed 08 Feb 2018

20. WHO. World Health Organization. www.who.in. Accessed 08 Feb 2018
21. W3C. World Wide Web Consortium. http://www.w3.org. Accessed 08 Feb 2018
22. W3C/WAI. Web Accessibility Initiative. http://www.w3.org/WAI. Accessed 08 Feb 2018

Accessibility Guidelines for Virtual Environments 183

http://dx.doi.org/10.1007/978-3-319-40250-5_2
https://news.netcraft.com/archives/2017/01/12/january-2017-web-server-survey.html
https://news.netcraft.com/archives/2017/01/12/january-2017-web-server-survey.html
http://www.minerva.uevora.pt/simposio/comunicacoes/ergoweb
https://www.w3.org/TR/WCAG20
http://www.who.in
http://www.w3.org
http://www.w3.org/WAI


Intelligent Assistive Environments



Ambient Assisted Living and Digital Inclusion:
Overview of Projects, Services and Interfaces

Alessandro Andreadis(&) and Riccardo Zambon

Department of Information Engineering and Mathematical Sciences,
University of Siena, Siena, Italy

{andreadis,zambon}@unisi.it

Abstract. The last decades have been characterized by great advances in the
field of information and communication technologies and innovative applica-
tions and services have been developed in all sectors. People who are more
familiar with Internet technologies can take full advantage of the benefits
brought by the new systems to everyday life, but, at the same time, if services
are not carefully designed, they contribute to augment the digital gap between
“info-skilled” users and people who are not acquainted with the new tech-
nologies. This paper provides an overview of interesting projects developed with
the aim to favor social inclusion and to tear down barriers posed by digital
technology, by supporting people with special needs (e.g., elderly and people
with different impairments) in the fruition of e-services through easy forms of
interactions. The study is restricted to solutions that envisage the TV device as
the main user interface for supporting Ambient Assisted Living. From the
survey, a basic set of services and interfaces, here described, appear to be
fundamental for improving digital and social inclusion, but the design
methodology for developing TV-based interfaces and services must be carefully
chosen to reduce social marginalization.

Keywords: Ambient assisted living � TV interface � Inclusion

1 Introduction

In these last years, ageing of population and the percentage of elderly people with
respect to the entire population are constantly growing, as well as the digital gap
between them and Information and Communication Technology (ICT) society; this fact
is leading to a new type of social marginalization in the era of digital communications.

The concept of social inclusion is strictly correlated with digital inclusion notion,
intended as the way to overcome the digital gap between people who are familiar with
the fruition of Internet technologies (“info-skilled”) and people who are not
(“info-marginalized”). Such technologies can provide a huge support to social inclu-
sion, helping elderly or people with special needs to live like others. Although the
implementation of ICT services could solve some social marginalization issues for
impaired people, the introduction of several services with low usability could limit the
number of people accessing them.
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A key issue to favor social inclusion is the provision of e-services through easy
forms of interaction, so as to allow elderly or disable people with different impairments
(i.e. vision, hearing, mobility, dexterity) to access ICT services without being
marginalized by information society. To achieve this goal, specific services and
interfaces should be designed and implemented by starting from user perspective and
understanding their needs and criticalities.

In this work, we provide an overview of e-service provisioning models, aimed at
enhancing digital and social inclusion through the implementation of accessible and
usable television-oriented interaction interfaces. Such interfaces are aimed to involve
elderly, disabled and their caregivers and other info-marginalized people into the
benefits of the ICT society. Specifically, human-machine interfaces towards an easier
and more familiar user interaction are described, focusing on their adoption by
info-marginalized people.

The paper is organized as follows. Section 2 provides an overview of several
projects adopting the TV in Ambient Assisted Living (AAL) scenarios. The main
concepts of these framework are introduced and discussed, in order to highlight their
differences and characteristics. Starting from the outcomes of such projects, Sect. 3
describes platforms, interfaces and services designed to ease the access of
info-marginalized users to the ICT society. Available services and user interfaces are
introduced, focusing on innovation provided on the digital and social inclusion field.
Finally, Sect. 4 presents the concluding remarks.

2 Overview of TV-Centric Projects

Several projects are intended to face critical issues such as to increase independent
living or to implement a comprehensive assisted living scenario. This section provides
a brief overview of interesting solutions introduced by some projects adopting the TV
interface to interact with users.

2.1 T-Seniority

The T-Seniority EU project [1] focuses on the prevention and early action on care for
elders, by improving quality of life and social independence through innovative ICT
services, delivered on different digital TV technologies. It enabled a replicable solution
across Europe within digital services area for the improvement of the quality of life and
social care of ageing population.

The system offers a set of integrated care e-services delivered throughout TV and it
is basically composed as explained in the following (see Fig. 1).

From the T-Seniority server side, all the information technology infrastructure and
support tools necessary to deliver the service reside in a central server hosting a data
center. Services are then delivered through the Internet, according to a Software as a
Service (SaaS) model. All the back-office functionality is included as well.

As regards the channel used by T-Seniority platform to reach end-users, it is
convenient to make a distinction among the following television technologies:
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– Digital Terrestrial TV (DTT), with a basic interaction due to very simple
set-top-boxes;

– Internet Protocol TV (IPTV), delivered through the Internet as for multimedia
content;

– Internet Protocol Home Networking (IPHN) with media consoles as interaction
devices, such as Nintendo Wii;

– Enhanced-IPHN (E-IPHN), added in a second phase, providing a hidden pc as a
central device for enhancing usability and accessibility.

The care e-services delivered by the system are composed of several functionalities
(i.e. video conferencing, forms, picture books, etc.) that will be available on a specific
TV technology, depending on the level of interactivity of the selected TV delivery
mechanism. However, a basic set of e-care services are available on all TV tech-
nologies on T-Seniority platform, adopting the same user-friendly interfaces which take
into account the impairments in vision, hearing, mobility or dexterity.

Concerning tests, several pilots have been arranged in different geographical sites,
in order to prove concepts, applications, services, devices and technologies, as well as
to gather continuous feedback from users. In particular, seven test sites have been
established at partners locations in Spain, Italy, Greece, UK, Finland, France and
Cyprus.

2.2 Oldes

OLDES (Older People’s e-services at home) [2] is an EU co-funded project under the
IST Programme that offers new technological solutions to improve quality of life of
older people, through the development of very low cost and easy-to-access thematic
channels and forums supported by animators.

The system includes wireless environment and medical sensors, linked via a contact
center to social services and health care providers for remote monitoring.

Fig. 1. T-Seniority architecture
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The system (see Fig. 2) is composed of a computer installed at user’s home and
connected to a TV set displaying info provided by the platform via a simplified
graphical user interface; access contents are selected by means of a simple remote
control.

The system allows users to access audio and video contents and, through an
adapted handset connected to the computer, they can actively participate in discussion
groups with an animator or call their relatives and friends through VoIP calls.

Concerning health monitoring, a local hub communicates with wireless connection
to several medical devices for the telemedicine aspects involving diabetic and car-
diopathic patients: an adapted version of sphygmomanometer for obtaining elderly
blood pressure, a fingertip pulse oximeter for monitoring SpO2, ECG for measuring
heart rate and R-R, a glucose meter for blood glucose level, together with scales for
weight check and daily diet. Moreover, some ambient monitoring systems (for patient’s
home temperature and humidity) have been tested, in order to check patients’ living
conditions, mainly in summer periods, when raising temperatures may cause serious
rebounds to elderly health.

Health services and physicians are therefore able to receive, store and compare
medical data and, in case of need, they can promptly respond to raising alarms.

Fig. 2. OLDES architecture (Source: [2])

190 A. Andreadis and R. Zambon



2.3 Soprano

SOPRANO (Service Oriented PRogrammable smArt enviroNments for Older Euro-
peans) [3] is an European project aimed to design a system able to assist older people
with comfort and safety during everyday life, through integrated delivery of high
quality support and care. SOPRANO develops and adapts to normal home environ-
ments a sophisticated range of suitably unobtrusive components, seamlessly linked to
external service provision, thus enabling elderly users to live independently in society.

A major objective of SOPRANO is to take a leap forward in the way users can
interact with and take charge of their living environment, as well as to develop the way
professional care personnel can support the SOPRANO users when called on to do so.

Three main focuses of research and development are involved:

– Stand-alone assistive technology: products designed to compensate for motor,
sensory and cognitive difficulties, frequently affecting older adults;

– Smart home technology: ICT networking in the home environment, with the inte-
gration of appliances and devices to provide control of the entire living space;

– Tele-care services: applications addressing care-related needs prevalent among
older people, with ICT used to enable support from professionals and informal
carers.

SOPRANO technical architecture enables pro-active assistance, by interpreting
information gathered by the system about a user’s situation. Responses must follow
agreed rules and seamless access provided to external professionals. Safety and security
is strongly enhanced with adherence to stringent reliability standards.

To ensure that services fully meet user needs, developers worked with users of
SOPRANO system throughout the project lifecycle, from user requirements, through
iterative prototyping, validation of concepts and functionality and usability tests
involving users in their own homes.

2.4 MonAMI

The objective of the MonAMI (Mainstreaming on Ambient Intelligence) [4] project is
to demonstrate that accessible, useful services for elderly and disabled persons living at
home can be delivered in mainstream systems and platforms, by cooperating with those
users and by involving key mainstream actors in the whole process.

MonAMI focuses on an open services architecture, where both services and
applications are developed with a Design for All approach involving potential users.

Services are implemented in five thematic sets:

– comfort applications: home control, personalized communication interface, activity
planning;

– health: monitoring, medication;
– safety and security: safety at home, visitor validation;
– activity detection;
– communication and information (Fig. 3).

Ambient Assisted Living and Digital Inclusion 191



These services were first tested to be feasible, usable and appropriate to user needs
in feasibility and usability centres with laboratory conditions, then a living-scale field
trial was carried out in Slovakia, Spain and Sweden at users’ homes.

This project is an important proof of concept concerning open service provision
architecture, implying in the service provision chain primary stakeholders (carers and
beneficiaries) and also political institutions, raising awareness on the ambient assisted
living solutions for elderly at home.

2.5 Vital

The VITAL (Vital Assistance for the Elderly) [5] project uses a combination of tech-
nologies and platforms for assisting remotely the elderly users in their home envi-
ronment, through their most familiar devices, specifically designed for them (mainly
TV, but also mobile phones for applications on the run).

The platform of ICT services offered by VITAL is focused on needs which are not
limited to traditional assistance, but extend to inter-personal communication, education,
personal advice, leisure, entertainment, integration into the information society and to
their need of feeling safe while moving in the physical environment.

One of most interesting characteristics of the VITAL project is that it aims at
tearing down the barriers which currently impede elderly users from accessing infor-
mation and infrastructures; it supports elderly people to achieve an active life and to
take care of themselves inside and outside their living environment.

2.6 Care@Home

Care@Home [6] project designs and develops an open platform able to provide services
to elderly for fostering independent living and, at the same time, to notify caregivers
about information on elder’s health when needed, in order to prevent health diseases.

Fig. 3. MonAMI Architecture for open AAL service value chain (Source: [4])
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As for previously described projects, it encloses the social support system for the
elderly, in the form of personalized communication and service channel in their home.
It offers not only a two-way communication system for family, friends and caregivers,
but also entertainment and additional services (i.e., enabling empowerment, wellness
and social care, household, shopping and community information).

Care@home platform takes advantage of the adoption of sensors, wireless com-
munications and multimedia. However, all such complex technologies and function-
alities are combined to integrated products and services, in a personalized and
easy-to-use approach. Services are delivered through interactive multimedia television,
based on the ‘design platform’ of the Philips Smart TV, so as to be easily accessible
and familiar for the user.

2.7 iTVCare

iTVCare [7] is a technological platform based on interactive television, aimed to
provide seniors with support for challenging everyday activities, such as medication
intake and reminders of medical appointments. It points to improve the quality of life of
older adults in non-clinical settings, such as home and public nursing homes. The key
challenge of this work is to determine if a television set is suitable and accepted by
older people, for reminding to take their medications and doctor appointments, in order
to help improving their quality of life

This project concerns the creation of an improved platform of interactive television,
based on Google/Android TV technology. It envisages an open platform, built on the
Android operating system including Google Chrome and applications developed with
Android SDK (Software Development Kit).

The system architecture is shown in Fig. 4 and is composed of the following
elements:

– iTVCare: a Google TV representing the home system of the user (TV, set-top-box,
controller);

– Database: containing information related to medical appointments and medicine
intakes;

– Android SDK: embedded in the set-top-box, enabled to execute the applications;
– Services to be consumed by iTVCare;
– Medication intakes and alert generation manager;
– Medical appointments manager;

Basically, users receive the information visually from the TV screen, by interacting
through the remote control and a keyboard.

This project carried out also an evaluation of acceptance of the TV technology by
the elderly, showing that users have good attitude and strong intention to use this
platform, thanks to its ease of use and usefulness.

Ambient Assisted Living and Digital Inclusion 193



2.8 A Smart TV System for e-Health Services

Work described in [8] introduces and discusses a system for providing a set of e-health
services through the smart TV interface. It implements a cloud- based service for
remote access to personal medical records and it envisages a local service which allows
to monitor health-related parameters, gathered through NFC-enabled medical devices,
and to manage reminders for medicines

As shown in Fig. 5, a software application resident within the smart TV is the link
between local and remote services. It is also responsible to provide the user’s interface
to the entire system.

To perform health monitoring, a microcontroller board endowed with Ethernet and
NFC modules is used to collect health-related data from medical devices. The NFC
reader allows to easily acquire parameters and to store the measures in a database,
making them accessible in any moment through the TV application.

Usability tests were performed in laboratory settings, involving elderly people with
no experience with smart TV. Results highlighted the usability of the system, showing
that users could take advantage of the application and of its functionalities and they
could successfully carry out the process of health parameter measurements.

2.9 Other Works

The projects described in this section refer to monitoring platform solutions, not
involving TV as service delivery interface for the elderly/patient. They have been
added here for providing a wider vision of Ambient Assisted Living concept.

Fig. 4. iTVCare Architecture (Source: [7])
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Reference [9] describes the design and implementation of an integrated system
which collects data from different sensors, placed in a house of a person having
dementia, and transmits them to a cloud system, so as to detect the daily activities of
the patient and to make them available to remote caregivers.

Seven kinds of sensors are positioned in key places inside the house (i.e. flame
sensor, rain sensor, temperature sensor, force sensitive, light sensitive, reed, infrared
motion sensor).

Notifications from any IoT device are stored chronologically in the database, and
the detection of an activity is determined by triggering a specific set of the sensors. All
configurations are analyzed by the software, which enables correct interpretation of the
activity in the specific context of the scenario. Consequently, it is possible to identify
specific activities and their logical consequences (i.e. interrupted actions, forgotten
issues, open doors) and to remind them to the patient or to his caregiver/doctor.

The work in [10] describes a system designed for passive care: it monitors several
parameters through a personal area network, composed by a wrist-wearable wireless
sensor node and a mobile platform. The system monitors vital parameters (i.e. tem-
perature, accelerometer for falls, heart rate), in order to detect variations on user’s status
when they are at home. It directly communicates with the user through natural language
and it currently accepts simple responses (i.e., Yes or No through voice recognition
module) and a more specific limited vocabulary which is tailored to both the user and
its general application for the elderly.

3 Services and Interfaces

This chapter summarizes the key elements (services and interfaces) that have been
highlighted in the previous projects overview. The main lines of in-depth analysis and
research in the sector of ambient assisted living are identified, and specific attention is
given to the adoption of the TV terminal as the interface for the fruition of services.

Fig. 5. Overall architecture
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3.1 Services

Starting from a user perspective, a set of key services can be identified as fundamental
to prolong independent living or to ease assisted living and to enhance inclusion of
info-marginalized audience:

– Voice and Video communication (i.e. calls to relatives, messaging with care
organizations for assisted living, …);

– access to general interest information (i.e. weather, sport, news, …);
– public care e-services (i.e. information on pharmacies timetable and locations,

hospital facilities, health good practices, …);
– appointments (i.e. meeting with other people, market timetable, …);
– task lists (to schedule tasks during the day or the week) or shopping lists;
– reservations (i.e. medical analysis reservation, movie/theater ticket reservation, …);
– reminders (i.e. for medications or doctor appointments);
– fall detection algorithms, integrated with specific devices;
– exercises at home: showing exercises, motivating users for physical and cognitive

stimulation;
– tele-presence (i.e. for fighting loneliness, psychological help)
– tele-monitoring of independent living, available both to external supervision by

formal carers or public administration carers, or to the elderly (e.g., firing or fall
alerts, …);

– tele-monitoring of vital parameters through specific devices and sensors.

3.2 Interfaces

User interfaces are mechanisms for mediating user interaction with the system and
provide different types of interaction with the user, depending on the adopted device [11]:

– Graphical User Interface (GUI), a visual way of interacting with computer systems,
based on elements presented in a specific device [12] (i.e., desktop computers,
television, mobile devices);

– Web User Interface (WUI), allowing interactions similarly to GUI, but focused on
the Web page standards [12];

– Tangible User Interface (TUI), characterized by design retaining the richness of
physical interaction, thus involving physical objects [13];

– Natural User Interface (NUI), enabling interactions with devices by using human
natural resources, like gestures or voice;

– Multimodal Interaction (MI), combining natural input modes in a coordinated
manner with multimedia systems output [14], through the integration of different
categories of user interfaces.

We provide below an overview of the input and output user interfaces which can
help to overtake the barriers of common hardware/software; such interfaces, available
through different technological solutions, are described for both input and output
modes.
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Input mode:

– new devices enriching input modalities with easier forms of interaction:
Wiimote-like devices [15] and 3D mouses [16] for more intuitive interactions [17];

– an on-screen qwerty keyboard, designed to be easily typed through the given
controller (or touchscreen if provided) and introducing word prediction algorithms
for minimizing typos [18];

– speech commands and tools for content reading (e.g., reading louder for hearing
impairments);

– easy user identification, through several biometric techniques such as fingerprinting,
hand-palm/iris/voice recognition, or specific movements [19–21], or by adopting
smartcards or RFID cards, Quick Response (QR) codes [22] or barcodes.

Output mode: the special needs of older people make it necessary to comply with
design guidelines created to support their specific needs.

Some of these guidelines [23–25] were used to design a low-fidelity prototype of
iTVCare. The more relevant features are summarized below:

– minimize steps to reach a given screen/option/information;
– avoid scrolling;
– use of tree menus with an intuitive navigation menu;
– show same set of options in the same order, to enhance information consistency.
– reduce the information (i.e. short sentences), avoiding irrelevant content for

memory impaired;
– clear indication of the current selection, in order to avoid elderly to get lost when

browsing.
– use meaningful and big icons and labels for vision impairment
– prefer graphic symbols to words;
– present clear error messages, only if necessary;
– adopt large font type, high contrast and easy to read font family

Note that “elderly-centered” interface characteristics are based on the technology
capabilities in relation with the end user needs. Although different media and tech-
nology adopted for service providing and/or application implementation are constantly
evolving and improving, Ambient Assisted Living environments should adopt a
“common interface”: it should be intuitive, easily understandable and familiar for end
users, in order to improve their acceptance of technology and to enhance their learning,
understanding and usage of value added services [26].

3.3 Design Process

To obtain better results in terms of usability, accessibility and, consequently, digital
inclusion, all services and interfacesmust be designed focusing on the real user needs [27].
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The design phase should be based on the user perspective and should involve users in the
implementation and test phase, according to a user-centered design approach [28], as
detailed below:

– Specify the usage context: identify people that will use the product, what their goals
are when using it, and under which circumstances they will use it.

– Specify requirements: identify all the requirements and the users’ objectives that are
needed to achieve success with the product.

– Produce design solutions: this part must follow an iterative process, starting from a
low fidelity prototype and evolving to a high-fidelity prototype.

– Evaluation: this phase is the most important part of the process and it must be
(ideally) executed through tests with real users.

4 Conclusions

In this work we provide a survey on some interesting solutions which envisage the TV
terminal as the main user-interface for supporting Ambient Assisted Living.

From these works, carried out within European Community research projects, it can
be pointed out how important is the adoption of the TV screen as the main interface for
presenting information to info-marginated people (i.e., elderly, impaired …). In fact,
many elderly and disabled users are not familiar, and hence not well disposed, with the
use of computers or mobile devices, like smartphones or tablets.; on the contrary, the
television terminal allows to enhance their willingness towards the fruition of appli-
cations, specifically designed for monitoring and supporting an active every-day life,
thus contributing to increase digital inclusion.

This survey points out that some types of interfaces are in common to many of the
analyzed works; this happens because they are endowed with an ergonomic level and
an ease of use, which permit the fruition of crucial services and complex functionalities
by persons not acquainted with interaction modalities and information fruition that are
typical of ICT channels.

Additionally, it emerges that a set of basic services can be considered as funda-
mental in the sector of Ambient Assisted Living, towards the improvement of social
inclusion and monitoring elderly users and people with impairments in general. Par-
ticular attention should be paid to the choice of design methodology and the devel-
opment of interfaces and services. User-centered design or, in general, participatory
design methodology, where users are directly involved in the design phase and provide
their feedback to researchers, has been demonstrated to represent the best way to
achieve intuitive, familiar and simple interactions for info-marginated people.

We hope that this paper can provide basic indications to whom is involved in the
design and implementation of services for disadvantaged users; the key concepts
related to interfaces and services for TV-centric systems can be adopted for delivering
more accessible information contents, coming also from Internet of Things and inno-
vative sensors scenarios.
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Abstract. Many industries have been transformed by the provision of service
solutions characterised by personalisation and customisation - most dramatically
the development of the iPhone. Personalisation and customisation stand to make
an impact on cars and mobility in comparable ways. The automobile industry has
a major role to play in this change, with moves towards electric vehicles,
autonomous cars, and car sharing as a service. These developments are likely to
bring disruptive changes to the business of car manufacturers as well as to drivers.
However, in the automobile industry, both the user’s preferences and demands
and also safety issues need to be confronted since the frequent use of different
makes and models of cars, implied by car sharing, entails several risks due to
variations in car controls depending on the manufacturer. Two constituencies, in
particular, are likely to experience even more difficulties than they already do at
present, namely older people and those with capability variations. To overcome
these challenges, and as a means to empower a wide car user base, the paper here
presents a basic concept of an intelligent driver profiling system for cars: the
system would enable various car characteristics to be tailored according to indi-
vidual driver-dependent profiles. It is intended that wherever possible the system
will personalise the characteristics of individual car components; where this is not
possible, however, an initial customisation will be performed.

Keywords: Automotive engineering and technology
Advanced driver assistance systems � Car driver profiling � Customisation
Personalisation � Inclusive design � Human factors and ergonomics

1 Introduction

With the move to increased usage of car sharing services, it is crucial to reflect on the
factor of transportation safety. Every day about 3,000 people are killed in road traffic
crashes, resulting in up to 1.8 million deaths per year according to the World Health
Organization [1]; a majority of these accidents can be attributed to human errors [2].
Since car manufacturers lack sufficient data, knowledge and understanding concerning
users’ motor, sensory and cognitive capabilities and limitations, they complicate
driving for the majority of users and, thus, help facilitate those kinds of errors.
However, technology is now at a stage where it may accommodate the wide range of
diversity among car users, leading to increased safety. This becomes even more
important when people use different vehicles with varying controls, as is the case with

© Springer International Publishing AG, part of Springer Nature 2018
M. Antona and C. Stephanidis (Eds.): UAHCI 2018, LNCS 10908, pp. 201–213, 2018.
https://doi.org/10.1007/978-3-319-92052-8_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-92052-8_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-92052-8_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-92052-8_16&amp;domain=pdf


car sharing services, and, thus, do not have previous experience of the car they use. In
cases where fundamental controls for driving differ, such as the utilisation of wind-
screen wipers or the reverse gear, a considerable effect on safety can be expected.

In every sector, whether that of smartphones, computers, furnishings or cars, the
importance of customisation and personalisation is increasing significantly; people
prefer, as far as possible, to have products perfectly tailored to their demands and needs
[3–6]. This can be done either by customisation or by personalisation; while in cus-
tomisation the user decides on product characteristics, in personalisation this is derived
from information gathered about the user. Amazon, utilising user data to make per-
sonalised product suggestions, is a good example for personalisation, while Dell,
enabling their customers to customise their computer, is an example for customisation
[4]. Within the car industry, the circumstance of users wanting personalised features is
gaining importance as engineering progress begins to allow autonomous driving. In
consequence, this is radically changing Human Machine Interface (HMI) as both
customisation and personalisation are further driven by the continuing growth of car
sharing, a growth which can partly be attributed to the car’s decreasing importance as a
social status symbol for most people [7–10]. In the future, there may be less privately
owned cars and more shared ones. Mobility may become a service, often called
‘Mobility as a Service’ (MAAS), and might change the business model of car manu-
facturers significantly.

Today, the ability to select different driving modes already allows a driver to
customise various characteristics of the car such as the suspension, the response
qualities of the engine and the gearbox, the steering, and advanced driver assistance
systems (e.g. Electronic Stability Control (ESC)). Several such characteristics,
including steering wheel and seat position, only have to be adjusted once as they can be
memorized by the car and associated with the car keys, making readjustment, e.g. after
someone else has driven the car, unnecessary. Most of these systems are able to save
multiple drivers, generally up to three, per key. However, this single modal approach is
extremely sensitive to errors since, e.g. in corporate automobile fleets or families,
several people often use the same car and share keys thus leading to false customisation
of the car. For use in car sharing those systems have to be based on the user’s card
applied to unlock the car; to the best knowledge of the authors, such a system has not
been applied yet. Nevertheless, these systems cannot be termed intelligent, are mostly
based on customisation, and tailor only a small scope of areas.

To meet all these challenges, it is proposed that a system be developed, which goes
a step further than current systems and implements automatic personalisation in all
feasible areas of a car; if personalisation is not achievable, a driver-dependent cus-
tomisation is intended. More precisely, the research, this paper is based on, aims to
conceptually design an intelligent driver profiling system for cars through trials of
alternative techniques fulfilling a specific sub-function, as well as of integral concepts,
and through the usage of an inclusive design approach ensuring the inclusion of a wider
population. By considering a wider population, including the elderly and those with
capability variations, such a system will empower car users and, as a consequence, will
constitute a profound solution for the safety problem since this system is able to
facilitate driving for a majority of people and, as a result, be safer. Such a system,
moreover, paves the way for MAAS and, thus, will increase customer satisfaction due
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to the preference for personalised and customised items [6]. Both car manufacturers
and society benefit from this; car manufacturers are able to increase business and
society enjoys higher satisfaction alongside safer driving.

This paper introduces the topic of an intelligent driver profiling system for cars by
presenting the state of the art in this field as well as related ones, and by elaborating a
basic concept for such a system.

2 State of the Art

Although several adjustments in current cars can be memorised and recalled based on
the driver’s key or profile, the intended system aims at extending this customisation
approach and adding personalisation in all feasible areas. Contemporary cars already
utilise various applications potentially helpful for the development of such an intelli-
gent driver profiling system for cars. Some of these systems can constitute potential
sub-systems adapted by and implemented in the driver profiling system, or the sensors
used by these systems to fulfil their task can be helpful in creating profile data nec-
essary for other profile-based adjustments.

2.1 Automotive Sensors

Modern cars are equipped with a huge amount of sensors measuring several parameters
within chassis, body, and power train areas; for instance, contemporary luxury cars are
equipped with more than 100 sensors per vehicle [11]. Generally, two kinds of sensors
are distinguished: proprioceptive measuring in-vehicle data and exteroceptive, such as
video, lidar, or radar, observing vehicle environment [9]. While in the first half of the
20th century cars did not have any kind of sensors, in the 1970s car companies started
to implement sensor equipment and increased the amount significantly over the years;
this growth is driven by rising requirements in several fields [12]. Sensors in power
train systems ensure optimal car performance and the compliance with statutory pro-
visions, e.g., emission restrictions. In chassis systems, sensors mainly serve safety,
stability, weight reduction, and legislation reasons; for example, the United States
government demands, since September 2007, a Tire Pressure Monitoring System
(TPMS), which uses a pressure sensor on each wheel to detect a possible pressure drop
in the tires, in all new cars. Body sensors generally aim for increased security, occupant
safety, comfort and convenience by, for example, applying night vision sensors which
detect potential hazards beyond the lighting range of the car’s headlights and, thus,
support driver’s awareness. All current safety systems such as Electronic Stability
Control (ESC), Antilock Brake System (ABS) and advanced airbags use multiple
sensors; some of the collected data can be useful for the intended driver profiling
system, as in the case of advanced airbags [11, 13, 14]. In this case, sensors measure
the seat position, the seatbelt tension, and the seated weight, to derive specific infor-
mation about the driver [11]. This example already indicates the potential of in-vehicle
sensor data gathering; a thorough analysis in this area in further research will reveal a
variety of data enabling to derive various driver characteristics.
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2.2 Advanced Driver Assistance Systems

Advanced driver assistance systems aim to increase safety and support drivers by
supplying relevant information about the environment, providing warnings in risky
situations and automating some driving tasks to excuse the driver from manual control
[15]. In other words, while some ADAS only provide visual, haptic or audible warn-
ings, other ADAS actively intervene in control when a potential risk is detected [16].
Research conducted on the effectiveness of semi-autonomous ADAS demonstrated the
safety improvement in emergency situations [17].

All that started back in 1978 with the production of the Antilock Braking System
(ABS) invented by Bosch, the first actively engaging assistance system. Since then
multiple ADAS such as ESC, Parking Assistance Systems, Adaptive Cruise Control,
Forward Collision Prevention Systems, Lane Departure Warning (LDW) Systems, and
Traffic Jam Assistance Systems have been introduced to the market [9]. In the next
step, these systems are combined with a driver status monitoring system to enable an
automated activation in the case of an abnormal driver’s state [18].

Up to date, most ADAS operate autonomously without communicating with ADAS
from other cars or the road infrastructure; however, in the future a cooperative approach
is sought, enabling continuous Car2Car and Car2X communication. Such cooperative
driving permits the exchange of information to communicate, for example, slowdowns
or congestions to rear traffic which is not aware of the hazard; in this way, information
not measurable with in-vehicle sensors can be gathered [9, 15]. The usage of such
ADAS in the context of an intelligent driver profiling system for cars allows, on the one
side, to support drivers with specific limitations, and, on the other side, to tailor these
systems to the driver’s profile so that an even greater safety benefit and customer
satisfaction can be achieved [5]. ESC, for example, can already be customised in
modern cars by authorising the driver to choose between specific system settings, such
as normal, sport, and race mode.

2.3 Driver Behaviour Profiling

The state of the art in driver behaviour profiling focuses on the use of in-vehicle and in
some cases external sensors, such as smartphones, to analyse driver behaviour; these
systems try to detect risky or aggressive drivers in order to support fleet management
targeting to reduce fleet degradation and costs, insurance companies aiming for
driver-dependent premiums, and economical as well as safe driving [19, 20]. When
using in-vehicle sensors most approaches rely on Controller Area Network Bus (CAN
Bus) data to retrieve proprioceptive as well as exteroceptive measurements and to fuse
this data [21–24]. Gathering a variety of data allows to more precisely judge the risk of
a certain driving behaviour [25]. In the case of the application of external sensors, the
same method of broad gathering is applied [26, 27]. Another possibility of data
gathering is the installation of an external data recording system. Many insurance
companies use these devices to enable driver dependent premiums [28, 29]. The cal-
culation of such a driver behaviour profile delivers valuable data that can be used for
the computation of the more comprehensive driver profile aimed at by the intended
system. In contrast to driver behaviour profiling, the intended system suggested in this
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paper aims to implement a broader system that not only analyses driver’s behaviour but
also takes into account driver’s capabilities, needs, schedule, preferences, state and so
on; the goal is a highly tailored car allowing optimal utilisation of MAAS and enhanced
user satisfaction and safety.

2.4 Driver State Monitoring

Since multiple fatalities are caused by driver’s inattention, a wide range of research has
been performed on implementing a driver state monitoring system, also known under
the terms driver impairment monitor, driver inattention monitor or driver vigilance
monitoring; the term driver state includes all kinds of distraction or fatigue possibly
occurring. In autonomous cars currently used indirect inattention systems measuring
driving performance metrics will no longer be feasible, making the investigation of new
direct approaches essential. Promising approaches observe the driver and assess, based
on distinct visual, auditory, mechanical and cognitive characteristics, whether the
driver is distracted or fatigued. Most of these systems use modern camera technology
and image processing in order to evaluate possible distraction based on eye and head
movement [30–36]. The next level of state monitoring does not only include the further
improvement of general distraction or fatigue assessment but goes one step further and
aims to detect complex mental states [37]. Such systems are crucial for a potential
intelligent driver profiling system for cars since the information provided is required to
enable car characteristic adjustments based on the driver’s physical as well as mental
conditions. Fusing the data gathered by the driver state monitoring system with
additional profile based information about the user, such as age, diseases, biometrics
and capabilities, enables a more robust and earlier detection.

3 Basic Concept

3.1 Motivation

It is believed that the way people travel will change significantly within the next
decades; the majority of people will switch from privately owned to shared or rented
cars. Whenever people plan to travel, they will book a car and use this to get from one
place to the other instead of utilising their own car; already in large cities, cars provided
by car sharing services may be found within a short walking distance from nearly every
point. Some car manufacturers have already started to offer car sharing services (see
DriveNow (BMW MINI & Sixt) and Car2Go (Daimler)) since they are aware of the
trend towards MAAS, especially, within the younger generation for whom cars do not
represent an important social status symbol. A consequence of this shift is a frequent
change of the cars people drive; accordingly, people will drive cars they are not familiar
with resulting in potential safety hazards. Up to date, even for some fundamental
controls, such as the use of windscreen wipers or the reverse gear, no standard has been
implemented. For example, when a car sharing customer drives a car he is not familiar
with on the highway and a sudden shower of rain appears, he must know how to
activate the windscreen wipers because otherwise the driving performance is
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deteriorated significantly. Another example is the case of older people who have driven
a special car brand perhaps for decades and, therefore, are used to the controls of this
car brand; they probably will experience severe difficulties when faced with divergent
controls in a shared car. Although people will learn the utilisation of controls
depending on the car brand, this process can be annoying for the user and is prone to
failure. Consequently, an intelligent driver profiling system for cars identifying the user
and adjusting car characteristics based on the user’s preferences can increase safety as
well as customer satisfaction and gives the car manufacturers implementing such a
system first a competitive advantage. Therefore, in the long run this research aims to
deliver and trial different techniques for and concepts of an intelligent driver profiling
system for cars in order to contribute to MAAS and to increase safety, comfort and
customer satisfaction [19, 20]. Thereby, car manufacturers as well as society benefit
from such a system.

3.2 Remit and Research Approach

The aspiration here is a device or system able to adjust car characteristics perfectly to
the user’s preferences, capabilities and limitations; the system shall be able to transmit
the profile information between cars in order to be car-independent. Based on per-
sonalisation and customisation, the system shall tailor the car as the user approaches it.
Any technical solution is likely to be based around elements of the vehicle control
system. Based on current knowledge and research, the following remit can be derived:

1. Identifying the user
2. Gathering data from the vehicle about the user
3. Allowing customisation of areas by data obtained from direct user input during use
4. Calculating a profile based on the data gathered as well as on the user’s

customisation
5. Tailoring all adjustable car characteristics based on the profile
6. Updating the profile continuously based on new data gathered or entered by a

customer
7. Storing the data

In this research project the inclusive design approach is equated with the
human-centred design approach since it is understood that these two approaches mainly
differ in their scope; while human-centred design focuses on the potential target users,
inclusive design extends this idea and aims to target the widest possible audience
including people with capability impairments, perhaps as a result of ageing [38–40].
Since a great part of the population drives and, therefore, only few people can be
expelled, the design process in this research pursues such an inclusive design approach;
this ensures that user experience is considered a crucial part of design [1, 38]. As a
consequence, user acceptance as well as the perceived benefit of an intelligent driver
profiling system for cars are increased. In this way, it is ensured that especially those
people, who experience most difficulties when driving, are considered in the design.
Accordingly, establishing the needs, wants and expectations of possible end-users,
including those who have no experience of personalised devices and possibly no needs
for such features, will be an important part of this research.

206 N. Caber et al.



The prospective research in this field aims to handle this challenge by answering
the central research question:

How is it possible to improve user satisfaction and performance using an intelli-
gent driver profiling system for cars based on customisation and personalisation?

The process to answer this research question and to achieve the conceptual design
of an intelligent driver profiling system for cars mainly comprises eight key work
packages: (1) ascertainment of the current state of the art, (2) identification of
end-user’s requirements and needs, (3) clarification of hypotheses and research ques-
tions, (4) development of a research methodology, (5) definition of a hypothetical
intelligent driver profiling system for cars, (6) development of a design specification,
(7) development of a detailed conceptual design, and (8) the evaluation of the design’s
benefits. With this approach mainly the following research sub-questions are addressed:

– What is the current state of the art?
– What are the end-users’ needs, preferences, wants, limitations, characteristics and

capabilities?
– What does a hypothetical intelligent driver profiling system for cars look like?

3.3 Visualisation of Intended System

To visualise the remit and objective of the intended system, a juxtaposition of the
present and the prospective human-car-interaction is sketched, using the example of a
car rental scenario. Based on the Hierarchical Task Analysis of Driving (HTAoD)
developed by [41] and personas, the tasks to be fulfilled are addressed and examined
successively from a present and a future perspective in order to give an overview of the
system’s functions and potential benefits. Personas constitute detailed caricatures
facilitating the visualisation of user’s needs, demands, capabilities, and limitations, and
are a common methodology applied in human-centred design [38].

Richard, a 67-year-old German man, and his wife, Gudrun (65 years old), are
travelling to Majorca. Both retired last year from their jobs and want to enjoy their
new freedom; Richard worked as an electrical engineer while Gudrun was a lan-
guage teacher. They have driven Mercedes-Benz cars over decades and are used to
its controls; currently, they drive a 2017 Mercedes-Benz C220d. They are both
afflicted with age related long sightedness. Although both have got a smartphone,
they are not exceptionally interested in digital technology and find it difficult to
learn how to use sophisticated interfaces or interfaces not meeting their expectation.
The couple have never been to Majorca before and are, consequently, unfamiliar
with the airport and the destination. After arriving at the airport, they hire a car to
get to their hotel. During this trip they meet several challenges.

After getting the key from the customer service, Richard and Gudrun, at first,
have to find their rental car in a multi-storey car park. The customer service assistant
told them the registration number, the storey the car is parked on, and the brand and
model of the car; however, since the couple do not know how a Jaguar XF looks
like they only can focus on the registration number to find the car on the specific
storey. Under current circumstances, this task is annoying and time-consuming.
Richard and Gudrun run all over the place and use the opening and closing buttons
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of the car key to observe opening and/or closing indication and, in that way, to
facilitate the search for the car.

In the next step, after entering the car, Richard has to adjust the driver’s seat and
the mirrors to his preferences. Richard hunts for the controls to adjust the longi-
tudinal position, the backrest, and the head restraint of the seat; however, he cannot
find the controls. What Richard does not realise is that, in contrast to his
Mercedes-Benz where the power seat control switches are placed at the door panel,
the control switches of the Jaguar are located on the side of the seat valance. In
order to adjust his seat, Richard calls the customer service assistant for help; the
assistant helps him to adapt the seat position as well as the mirrors. Although
Richard behaves properly in this situation and asks for help, the chance of someone
relinquishing the seat adjustment and driving without accurately adjusted seat and
mirrors is high; this constitutes a severe driving risk.

After adjusting seats and mirrors, Richard tries to start the Jaguar XF. Based on
experience with his current Mercedes-Benz and the cars before it, he hunts for the
ignition switch barrel to put the car key into it; however, he is not able to find it since
the Jaguar is equipped with keyless entry. After a while Gudrun brings the ‘Start
Engine Stop’ button to Richard’s attention and he presses the button to start the
engine. While the engine does not start, Richard notices a message in the dashboard
he cannot read and asks Gudrun for his reading glasses. When reading the message,
Richard realises that the language is Spanish and asks Gudrun for help to translate it.
Since the car asks Richard to press the brake pedal, he does that and, concurrently,
pushes the ‘Start Engine Stop’ button to start the engine. Although in this example
the information presented in the dashboard is not correlated to safety and the car does
not move, in other examples, such as driving on a highway and loosing pressure in
one tire, not being able to read a warning message informing the driver, for example
about a tire pressure drop, can, indeed, deteriorate the driving safety.

Since Richard and Gudrun have not been to Majorca, yet, they are frightened of
not being able to handle the navigation system of the Jaguar XF. Nevertheless, they
try to enter the address of their hotel into the navigation system. Out of habit, he
spins the rotary control knob on the transmission hump to scroll through the menu.
Because of flashing up symbols on the dashboard, he, immediately, realises that he
operates the automatic gear box instead of the infotainment system. In consequence
of this confusion, they, based on their experience with smartphones, try to handle
the infotainment system by touching the display and discover that it works. Now,
they are able to enter their hotel address into the navigation system although the
different menu structure and Spanish address format confuse them and make the
task time-consuming and annoying.

On their route to the hotel Richard notices his increasing fatigue and deteriorating
awareness since he and Gudrun have already travelled for several hours since leaving
their home in Germany. In the same moment the driver condition monitoring system
warns Richard against his drowsiness. Therefore, Richard and Gudrun decide to take
a break before continuing their journey and to exchange positions. After adjusting
her seat and the mirrors, Gudrun takes over control and drives them safely to the
hotel. Although current driver drowsiness warning systems function well, they
cannot detect drowsiness until the driving performance has deteriorated already.
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Such a scenario occurs every day in the world and exacerbates people’s journeys.
Especially older people and those with capability variations are afflicted by these
challenges. However, even younger and/or intellectual people sometimes struggle with
tasks due to disinterest or lack of knowledge in the specific field. Without further
discussion, we can agree that such a scenario is not desirable. Hence, the question
arises how it might look like with an intelligent driver profiling system.

After getting the key from the customer service, Richard and Gudrun, at first, have
to find their rental car in a multi-storey car park. The customer service assistant told
them the registration number, the storey the car is parked on, and the brand and
model of the car. When arriving at the correct floor, the intelligent driver profiling
system guides Richard and Gudrun directly to the car. This might be by voice
and/or visual instructions performed by either a car key or a customer’s smartphone.
Besides displaying the visual instruction on the screen of the car key or smartphone,
the device may be able to display the instructions on the floor and to tell them the
exact position of the car by, for example, saying ‘Your Jaguar XF is parked in the
fourth parking on the left side’. When approaching the car, it indicates its location
visually as well as aurally and opens automatically for the couple.

In the next step, when entering the car, Richard realises that the seat is reversed
and starts adjusting to his preferred position as he sits down; he immediately feels
extremely comfortable. Based on the profile which might know about Richard’s
anthropometry, the car adjusts the seat and the mirrors fitting Richard’s preferences.
Moreover, since the system is familiar with the age of Richard and Gudrun, it
reverses the seats to facilitate the entry before it moves them into driving position. If
Richard decides that the seating position is not optimal, he is able to adjust the seat
by, for example, voice control and the system might align his anthropometry
information in the deposited profile. At first use, the question arises whether to
acquire the anthropometry by sophisticated sensors scanning the user, this means
personalisation, or by an initial manual data input performed directly by the user,
this means customisation. This question has to be explored in prospective research.
After adjusting seats and mirrors, Richard tries to start the Jaguar XF. The intelli-
gent driver profiling system communicates to Richard how to start the engine by,
for instance, voice and/or visual instructions and, in that way, helps him to
understand the system. With ease Richard starts the engine. Understandably, the
system uses visual as well as voice instructions in English; the visual instructions,
furthermore, are in a readable font size for Richard, making use of reading glasses
unnecessary. An exemplary instruction might be ‘Richard, please press the brake
pedal and then press the “Start Engine Stop” button positioned on the transmission
hump and highlighted by a pulsating red circle’. All this might be possible since the
profile is aware of the user’s capabilities and personalises the adaptive interface
accordingly. The intended system will try to avoid any complex information pro-
curement and misunderstanding in order to facilitate the driving task and, in con-
sequence, to increase user satisfaction.

Since Richard and Gudrun have not been to Majorca, yet, they are frightened of
not being able to handle the navigation system of the Jaguar XF. However, after
starting the car Richard and Gudrun are asked visually and aurally whether they
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want to be guided directly to their hotel or whether they want to render an inter-
mediate stop. They decide to drive to the hotel directly; therefore, the system
automatically enters the address of the hotel into the navigation system. The
intelligent driver profiling system may be connected to their smartphones and, thus,
be aware of Richard’s and Gudrun’s destination. If they had wanted to render an
intermediate stop, the system would have asked for the new destination, elucidated
the Spanish address format, explained how to use the infotainment system, and
adjusted the adaptive interface. The adjusted interface looks familiar and compa-
rable to Richard’s and Gudrun’s Mercedes-Benz and uses a large enough font size
making it easily readable for Richard and Gudrun.

On their route to the hotel the intelligent driver profiling system warns Richard
about his fatigue and deteriorating awareness before he is aware of it and asks him
to take a break and/or to let Gudrun drive the rest of the route. After a small break,
Gudrun sits down on the driver’s seat, which immediately adjusts to her prefer-
ences, and drives them to the hotel. The system is aware of Richard’s and Gudrun’s
departure time and physical conditions, and, consequently, warns Richard without
allowing any deterioration of driving performance. To calculate physical conditions,
the system may monitor driver characteristics, such as gaze direction, blinking,
heart rate, and body posture, and may combine these with general physical con-
ditions, such as age, diseases, and exhaustion. The departure time is known to the
profiling system since it might be connected to Richard’s and Gudrun’s smart-
phones and might share several information with them, such as schedule, health
data, and movement profile. The automatic seat adjustment after Gudrun sits down
on the driver’s seat might function based on a facial recognition system identifying
Gudrun and automatically initiating adjustments.

This scenario illustrates the potential of an intelligent driver profiling system for
cars. Richard and Gudrun experience a less stressful and less exhausting journey. Thus,
they are a lot more motivated to undertake another trip in near future. In conclusion, the
intended system may facilitate driving an unfamiliar car enormously and, hereby,
smooth the way for MAAS where driving unfamiliar cars will be the rule rather than
the exception.

4 Summary and Conclusion

A large amount of ADAS is already available in current high-end cars and these
systems will distribute even further within the next several years [9]. This paper pre-
sents a basic concept of an intelligent driver profiling system for cars as an additional
assistance system that customises and personalises car features and other ADAS. First,
a short introduction to the state of the art of the areas automotive sensors, ADAS, driver
behaviour profiling, and driver state monitoring, is given. Their importance and
potential application for the intended system is outlined and, in this way, the framework
of the profiling system is illustrated. Subsequently, the motivation of the system is
pointed out; the move towards MAAS is inevitable and will change the way people use
cars. A profiling system assists this shift and increases business as well as customer
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satisfaction and safety. The main functions of the intelligent driver profiling system are
to identify the user, to create a profile based on entered settings and gathered data, and
to tailor all adjustable areas of a car based on this profile. The goal of the profiling
system is visualized by using a persona and presenting challenges faced in current cars
which, however, can be met with an intelligent profiling system.

An intelligent driver profiling system for cars has great potential to benefit cus-
tomers as well as manufacturers and should therefore be researched further. Identifying
adjustable areas in the car, testing adjustments, and evaluating their performance will
constitute important parts of further research. After identification of beneficial areas of
adjustment, a thorough analysis of automotive sensors must be performed to define
personalisable areas and the extent of personalisation in these areas. A compromise
between personalisation and customisation has to be elaborated to ensure robustness
and proper functioning. Following this, a testing platform will be created to run early
stage trials for acceptance, usability and preferences. The findings will be analysed and
modelled to generate design guidance material supporting the detailed creation of an
intelligent driver profiling system for cars which is based on personalisation and
customisation.
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Abstract. As the number of Plug-In Electric Vehicles continues to rise,
existing electrical grids need to adapt to support the expected charging demand
of such vehicles. Fortunately, a growing number of renewable energy sources
are also being introduced in current electrical grids, reducing the dependency on
fossil fuels. Leveraged by the self-consumption legislation in several countries,
the introduction of renewable energy sources continue to happen well beyond
the end of the feed-in tariff rates. However, due to their variable nature,
renewable energy sources are frequently characterized as intermittent resources,
which cause mismatches in the required equilibrium between production and
demand. In this scenario, the role of end users is very important, since they are
not only required to participate in energy generation - becoming the so-called
prosumers – but also they should allow the adjustment of the consumption,
according with the generation levels. Plug-In Electric Vehicles, due to their
power requirements, just exacerbate this problem. Following our previous work
concerning scheduling algorithms for self-consumption scenarios, in this paper
we describe the implementation of an Energy Management System for the
charge scheduling of Electric Vehicles. The proposed system considers several
requirements, including electrical grid limitations, present time and subsequent
tariff costs, actual and predicted renewable energy generation levels, and user
preferences. It then runs an optimization algorithm that decides when the
charging of such vehicles should happen and controls the power delivered to
charge them, accordingly.
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1 Introduction

Electrical grids are undergoing a process of transformation that result, among others,
from an increasing integration of renewable energy sources at the distribution level. In
many countries, legislation nowadays allow end users/companies to produce electricity
from renewable energy sources and consume it, or sell it, while they are still connected
with the utility operator.

The introduction of such Distributed Generation (DG) sources (Shen 2012),
however, requires the implementation of methods capable of ensuring the mandatory
real time balance between consumption and production - a challenge magnified by the
variable nature of renewable energy sources.

In this context, users play a critical role (Monteiro et al. 2014). In order to use the
energy that is produced at a certain time instant, users need to allow the adjustment of
the working periods of their electrical appliances. This can be done through a manual
control of each equipment, machine or lighting system, or preferably through an
Energy Management System (EMS) that automates the whole process. EMSs perform
the control of electrical devices, reducing user intervention by running an optimization
algorithm that decides when electrical devices should work. In order to do it, EMSs
take into account several factors, including: (1) user restrictions, (2) generation levels,
(3) tariff rates, (4) contracted power level and (5) electrical circuit limitations (Monteiro
et al. 2014). Based on these parameters and restrictions, EMSs then run scheduling
algorithms that identify solutions aiming to either minimize costs or maximize profits.
While EMSs can potentially simplify power management, reducing the weight of
individual on/off control of electrical devices, they are also a complex solution that
require a combination of Information and Communication Technologies (ICT), Internet
of Things (IoT), Human Computer Interaction (HCI) and Operational Research
techniques.

At a certain level, Electric Vehicles (EVs) can be seen as another electrical load that
require significant amounts of energy and power in the charging process. In the context
of Smart Grids, the increasing capacities of their batteries also make them an ideal
storage solution capable of accommodating the overproduction, whenever the power
generated surpasses the consumption levels. Thus, even without considering reverse
charging, EVs can not only be seen as a problem, but also, as part of the solution.

Since EV parking facilities will likely play an important role in the charging
process, in this paper we focus in building an EMS for these infrastructures (see
Fig. 1). Given the current legislation regarding self-consumption and the current per-
spectives about the introduction of renewable energy sources, in this paper we consider
that the electrical grid of such park is, at the same time, connected to the utility grid and
generating electricity for their own consumption. Thus the energy can either be bought
from the utility company or sold.

For this type of scenario, in (Monteiro and Nunes 2015, Cruz and Monteiro 2017)
we have defined and tested different algorithms for charge scheduling of EVs. Par-
ticularly in (Cruz and Monteiro 2017) the EV scheduling algorithm was adapted to
consider different charging powers, as happens with EVs. Based on these improve-
ments we have then tested the enhanced versions of the scheduling algorithms

Development of an Energy Management System for the Charge Scheduling 215



considering real generation data and dynamic tariff values of several days in different
months of the year, with very distinct generation conditions. In this paper we extend the
work previously done, by describing the implementation of an EMS and Electric
Vehicle Supply Equipment (EVSE) that use these algorithms to manage charging
stations.

The rest of this paper has the following structure. Section 2 presents the current
state of the art in terms of standards for EV charge control and algorithms for the
charge scheduling of EVs. Section 3 presents the results of a survey that analyzed user
preferences concerning the scheduling of electric vehicles. Section 4 presents the
implemented elements comprising the EMS and EVSE. Section 5 concludes the paper,
pointing out some future developments of this work.

2 State of the Art

2.1 Standards for EV Charge Control

Several standards have been defined for the interoperation between electric vehicles
and electrical grids (Schwarzer and Ghorbani 2015). One of such standards is the
International Electrotechnical Commission standard IEC-62196 that defines the con-
ductive charging processes of electric vehicles. Particularly, the IEC International
Standard 62196-1 (2014) defines the general requirements that apply to plugs,
socket-outlets, vehicle connectors, vehicle inlets and cable assemblies for electric
vehicles, incorporating control solutions and having a rated voltage not exceeding:
(1) 690 V AC, 50–60 Hz, with a rated current not exceeding 250 A; or (2) 600 V DC,
with a rated current not exceeding 400 A.

The international standard IEC 61851 defines conductive charging systems based
on AC or DC, and defines the charging modes for electric vehicles and their respective
EVSE. As defined in the IEC International Standard 61851-1 (2017) the defined modes

Fig. 1. Scenario considered in this paper.
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are: Mode 1 - Slow charging through normal household outlets; Mode 2 - Slow
charging through standard household outlets, but with a cable protection unit; Mode 3 -
Slow or fast charging with a specific outlet, with protection and control functions; and
Mode 4 - Quick Charging, using an external charger.

Signalling pins that allow status information to be conveyed between the EV and
EVSEs have been defined in the standard SAE J1772-2001, and later on, included in
both IEC 61851 and IEC 62196-2 standards. In addition to the power pins and Pro-
tective Earth, all types of IEC 62196-2 connectors have two additional pins: the Control
Pilot (CP, pin 4) and the Proximity Pilot or Plug Presence (PP, pin 5). Together they
allow a basic control and communication between the EV and the EVSE regarding the
charging process. For instance, in Mode 3, EVSEs are able to inform EVs about the
maximum current that they are allowed to get from the electrical grid, using a PWM
signal in the CP.

Another standard that is currently under definition for the vehicle-to-grid com-
munication interface (V2G CI) is ISO 15118. It complements the IEC 61851-1 stan-
dard, providing Internet Protocols (IP) bi-directional digital communications. It also
defines the data and message format of the V2G CI. Thus, the aim of the standard is to
establish a more advanced and autonomous charge control mechanism between EVs
and charging infrastructures (Schmutzler et al. 2012; Käbisch et al. 2010). Currently,
ISO 15118-1 (2013) standard concerning the general information and use case defi-
nition, ISO/IEC 15118-2 (2014) regarding network and application protocol require-
ments and ISO/IEC 15118-3 (2015) that includes the physical layer and data link layer
requirements have already been issued as international standards. The rest of the list of
ISO/IEC 15118 international standards, namely: 15118-4 (network and application
protocol conformance test); 15118-5 (physical and data link layer conformance tests);
15118-6 (general information and use case definition for wireless communication);
15118-7 (Network and application protocol requirements for wireless communication);
and 15118-8 (physical layer and data link layer requirements for wireless communi-
cation), are currently under definition.

While these standards support the communication between EVSEs and EVs, other
mechanisms are needed to schedule the charging process of these vehicles. In the
following we describe some of these solutions.

2.2 Algorithms for Charge Scheduling of Electric Vehicles

Given an EV parking facility, consisting of several EVSEs and/or plugs, which inte-
grates renewable energy generation under a self-consumption scenario, several algo-
rithms can be used to schedule their charging periods. Basically these algorithms can be
classified into two types: predictive versus non-predictive solutions.

Predictive scheduling algorithms decide when loads should work taking into
consideration future variables, like for instance the future (i.e. predicted) generation
levels or the subsequent tariff rates. Using an objective function, optimization algo-
rithms are used to either minimize costs, or maximize profits. Several predictive
scheduling solutions can be used, as exemplified next.

The Earliest Departure First (EDF) (Chen et al. 2012) is an algorithm that schedules
the charging of electric vehicles according with the associated time of departure. So
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EVs that leave sooner, will have a higher priority. While EDF was adapted to EV
scheduling in (Chen et al. 2012), the proposed EDF algorithm did not consider
self-consumption scenarios and thus the variability of renewable sources could lead to
the non-completions of the charging process, so penalties were considered when a
request was not assured. Since the variability of the renewable energy sources does not
fit well in strict models that assures all the energy that is requested by car owners, in
(Monteiro and Nunes 2015) the algorithm was changed to consider two charging
components, one mandatory and the other optional. Given the fact that EVs tend to
have battery capacities well beyond the required for daily usage, the model considers
that drivers will tend to allow their cars to serve as storage units whenever the gen-
eration levels surpass the consumption ones. Yet, this assumption was not validated.
This last model, was called Adapted EDF (AEDF). AEDF was compared with other
scheduling solutions (Monteiro and Nunes 2015), namely Linear Programming (LP),
First Come First Served (FCFS) and with an algorithm that charges conversely in
respect of tariff rates (so called gradual). Later in (Cruz and Monteiro 2017), the model
was improved and further tested in different scenarios.

In terms of non-predictive solutions, one implementation that has gained some
relevance is PowerMatcher. PowerMatcher combines power distribution systems with a
communication protocol to create a unique and flexible Smart Grid. This technology
allows the adjustment of the operation of loads according with the production from
both renewable and conventional energy sources. It also applies demand and supply
market laws. These algorithms were adapted to consider EV charging, as in (Bliek and
Van Den Noort 2010) and (Kamphuis et al. 2013). Also, in (Kempker et al. 2015), a
stochastic dynamic programming strategy is used to perform the load scheduling in
PowerMatcher, with the objective of minimizing the total cost of charging EVs, within
a given time interval. For this, an optimum control rule was used to determine the
amount of energy that can be charged in a given period of time.

Among all the above explained solution only the proposed LP and AEDF algo-
rithms perform a predictive type of scheduling. The results obtained in (Monteiro and
Nunes 2015) demonstrate that these predictive algorithms are able to achieve better
results when compared with non-predictive options, like the FCFS and Gradual model.
Still, while LP has demonstrated in (Monteiro and Nunes 2015, Cruz and Monteiro
2017) to be able of achieve the best results, AEDF obtained similar results with much
lower computational costs. Thus in the following we will select the AEDF algorithm as
the optimization mechanism of the Energy Management System.

3 Evaluation of User Preferences in the Scheduling of Electric
Vehicles

As already explained the AEDF model assumes that the vehicle owner will be available
or willing to participate in demand response, by adjusting the charging level of the EV
according with the generation levels. However this assumption was not previously
validated. In order to assess it, we started by conducting a survey. In it, among other
questions, we asked assessors about their availability in adjusting the charging level of
their Electric Vehicle according with the level of power generated locally. The survey
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was made available online, resulting in a total of 364 assessments. Table 1 summarizes
the main characteristics of the evaluation panel.

The large majority of assessors stated that they would be available to adjust the
charging of their EV according with the generation levels (only 4.2% of assessors
answered no). Among those that responded this question: (1) 57.5% answered that they
would be available to do it, but just if the system would guaranty them a minimum
level of charge, and thus autonomy; (2) 36.8% answered that they would be willing to
charge with energy coming from renewable energy sources, regardless of the economic
benefit they would get from it, while (3) 26.4% answered that they would be available
to do it, if they could get some economic benefit from it; finally (4) 26.1% answered
that they would be available to do it, but only if the system was automated, and thus not
relying in their interaction.

When asked about the relevance of having a system in their homes capable of
lowering the electricity costs by automatically managing the charging periods of their
future electric vehicle(s) (according with the tariff rates, renewable energy generated,
and/or avoiding to pay more for the contracted power), 73.2% of answered positively.

These results show that most of the persons consider it relevant to have a device
that is capable of managing the charging process of their EVs, and to use them as
storage units, as long as it respects some conditions like: minimum autonomy of the
EV, economic benefit, and/or simplicity of usage.

4 Development of the Electric Vehicle Scheduling Device

Given the aforementioned results we now proceed to describe the implementation of
the Energy Management System. We start by describing the renewable aware model
for the scheduling of EVs, followed by the description of the implemented system.

Table 1. Description of the evaluation panel in terms of: Gender; Education; Age group;
Number of persons in the household; and Number of vehicles in the household

Gender [%] Age [%] Persons in the 
household [%] Vehicles in 

the household [%]

Female 50.6 18 – 25 5.1 1 13.6 1 24.8
Male 49.4 26 – 30 7.3 2 27.1 2 58.0

31 – 35 12.0 3 28.8 3 13.2
36 – 40 10.7 4 26.6 4 2.5

Education [%] 41 – 45 22.6 5 3.6 5 0.6
Basic 0.3 46 – 50 19.2 6 0.3 6 0.3
Secondary 8.0 51 – 55 12.0 7 0.0
Bachelor 31.6 56 – 60 6.4 8 0.6
Master 23.8 61 – 65 3.4
Phd or 
above

36.3 66 – 70 0.9
71 – 75 0.4
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4.1 Charge Scheduling Algorithm

The EMS schedules EV charging times in accordance with a model that was firstly
proposed and described in (Monteiro and Nunes 2015). It considers that the total
energy requested by each EV ETvð Þ can be obtained through two components, a
Guaranteed Energy EGvð Þ part and Non-Guaranteed ENvð Þ one.

The Guaranteed Energy part reflects the minimum energy required by the
user/owner to charge a specific EV, whose fulfilment until the end of the charging
period, is mandatory. This energy in turn can be obtained from two power components,

namely the utility grid Cvtð Þ or local renewable sources Pgvt

� �
.

As for the non-Guaranteed Energy component, it can only use power generated
locally Pnvt

� �
using renewable energy sources and therefore it completely depends in

its availability. When there is no spare energy, the non-Guaranteed Energy component
will not be fulfilled. However if, at any given instant, the power generated surpasses the
Guaranteed Energy part, EVs will start to be used as storage units. This can be an
advantage to parking facilities that, by this way, are able to avoid selling the energy at a
very low rate (as for instance 0.045 € per kWh in Portugal), as long as they are able to
sell it to car owners by any value higher than that. This would also result in an
advantage to car owners since they would probably pay more at their own facilities if
they buy it from the utility.

From the point of view of the electrical grid, the non-Guaranteed Energy compo-
nent gives an additional degree of freedom to the system, introducing a flexibility in the
charging process that aims to compensate the intermittent nature of renewable energy
sources.

The total energy requested for an EV ETvð Þ is thus given by the sum of the two
energy components, as shown in Eq. (1).

ETv ¼ EGv þENv ð1Þ

In (Cruz and Monteiro 2017), the AEDF algorithm was improved when compared
with the one presented in (Monteiro and Nunes 2015). Not only allows charging of EV
batteries with different power levels, but also accounts for the economic return obtained
from selling the surplus photovoltaic production to the utility grid, in accordance with a
self-consumption legislation. The algorithm aims at minimizing the cost of buying
energy from the utility and maximize the profit that will be obtained from the energy
regulator.

For each EV, starting with the ones that leave sooner, the algorithm selects as
charging intervals, the subsequent periods of time that show lowest tariff costs. In
addition, if there is local generation, the purchase cost and sale revenue of the
renewable energy produced are compared, and the lowest cost (highest profit) is
selected.

The EV allocation is done according to:

• For each non allocated EV, allocate renewable energy for the Guaranteed part EGð Þ
until exhaustion;
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• For each non allocated EV, allocate power from the utility grid for the Guaranteed
part EGð Þ starting with the lowest available costs;

• For each non allocated EV, allocate renewable energy for the Non-Guaranteed part
ENð Þ until exhaustion.
Please see (Cruz and Monteiro 2017) for further details regarding the AEDF

scheduling algorithm.

4.2 Implementation of the Energy Management System

Figure 2 shows the general architecture of the implemented energy management sys-
tem, including the communication interfaces between several modules. The system is
divided into four units, namely the Energy Management System (EMS), Human
Machine Interfaces (HMI), Machine to Machine (M2M) and Operations Management
System (OMS). Each of these units encompasses several modules responsible for a
specific function.

When accessing the system for the first time, the user communicates with the EMS
using an Web interface. An RFID card in then associated to his account. In the Web
interface he will be able to insert the expected time of departure and the assured
(Guaranteed) and optional (non-Guaranteed) charging levels, as shown in Fig. 3. After
this initial configuration, the system will try to minimize repeated user intervention by

Fig. 2. System architecture of the energy management system.
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learning from his daily routines. Still, subsequent changes to these values can always
be made online, from any computer or smartphone.

Figure 4 shows the sequence of messages for the setting up of the charging process.
The EV charging process begins with Customer’s authentication using the RFID card.
The RFID scanner reads the card ID and requests the verification of the customer, to the
Admission Control module. This module then checks if the user registration is valid,
requesting the associated data from the database. After the successful client registra-
tion, the HMI unit requests the identification of an available socket, consulting the
database. The user will then be informed about which plug he should connect his EV
to. After connecting the EV to the selected plug, the HMI then powers it up.

When the user connects his vehicle to a type 2 socket for the first time, the EVSE
Protocol Controller reads the maximum power that can be used to charge the associated
EV, measuring the internal resistor of the cable. As this value will later be used by the
scheduling algorithm, it is also stored in the database, as a feature of that particular
vehicle of a certain user.

Figure 5 shows the EVSE that is being implemented, from the 3D design to its
internal structure.

5 Conclusions and Future Work

In this article, we describe the development of an EMS and EVSE that implement the
scheduling of electric vehicles in a charging facility/park. The implementation is based
on an optimization model that was previously tested.

Fig. 3. User Interface for the selection of expected time of departure and charging values.
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The relevance of the proposed system, and developed model, was validated using a
survey. In it, assessors considered it relevant to have a system like the one proposed in
this paper, i.e. capable of managing the charging process of EVs and to use them as

Fig. 4. Sequence diagram for the communication steps during the process of charge setup.

Fig. 5. 3D modeling of the EVSE (left and central images) and its current internal
implementation (right side images).
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storage units. Other desirable features for the system include: charging to a minimum
autonomy of the EV, economic benefit return, and/or simplicity of use.

The Energy Management System is already working and is able to control several
sockets, as a result of user preferences. The EVSE shown in Fig. 5 is currently under
deployment.

In terms of future developments the system needs to be fully integrated. In its final
version, it will incorporate Low-Power Wide-Area Network (LPWAN) to enable long
range communications, and machine learning solutions. Machine learning will enable
the system to learn from user habits, reducing the need for repetitive user intervention -
another requirement identified by assessors of the performed survey.
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Abstract. Population aging is one of the most difficult challenges in the next
years. The increase of life expectancy is one of the most important human
achievements in the 21st century. Despite this achievement, it is also an
important technological innovation to ensure the wellbeing of this new gener-
ation. The Internet of Things (IoT) is a technological revolution that aims to
connect electronic devices used daily through the internet. This occurs thanks to
advances and innovation in smart spaces such as wireless sensors, artificial
intelligence, nanotechnology, and information security. Technology can be a
key ally to Home Care, by generating solutions for Ambient Assisted Living
(AAL). AAL combined with the IoT is a promising solution for the elderly
public, promoting more autonomy, security, and quality of life. However, the
design of technological solutions that consider the opinion and needs of the
elderly is still a problem to be researched. Given this context, this article pre-
sents a systematic study of publications from 5 scientific databases. The aim is to
identify the participatory methods used in the design of IoT solutions for elderly
Home Care, as well as how Personas and Semiotics methods were used in this
context. The results include a consistent analysis that aims to assist designers,
researchers, and developers in future solutions for Home Care and AAL for
elderly people.

Keywords: Participatory Design � IoT � Elderly � Home Care
Personas � Semiotics

1 Introduction

According to the World Health Organization (WHO) records, the world’s population is
aging faster than in the other moments [1]. Thus, aging is an important subject of many
academic areas. Aging also became an important theme in Human Computer Inter-
action (IHC) studies [2].

The WHO defines elderly people as individuals over 60 years old in developing
countries, and over 65 years old in developed countries [3]. However, the use of
chronological age as the unique criteria for classification is insufficient, once health
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status and the ability for independence may have a strong influence on the lives of
individuals of the same age. According to [4, p. 403] “older people are not a homo-
geneous group: they do not live in the same place, they do not have access to the same
resources, they do not have the same abilities. They are not, in short, a ‘they’ at all”.

At the same time as there are needs for increasing care, security, and social
inclusion of the elderlies, there is the need for more autonomy. These needs boost the
innovation of products and services to promote and to support self-realization and
independent living. Reference [5] names this new reality as Active Ageing. In this
sense, the problem in focus is not aging in and of itself, but aging without quality.

The use of technology in elderly’s healthcare solutions allows for the more accurate
diagnosis and effective treatments of a large number of diseases [6]. The technical
approach in the health sector aims to monitor and improve the individual’s health, as
well as improve their independence, mobility, security, and sociability.

There are numerous challenges in designing technologies that really support elderly
people or those directly connected to their care. Some of these challenges are connected
to the heterogeneity of this group. Thus, Participatory Design (PD) techniques, Per-
sonas and Semiotics are valuable tools for designing individualized solutions. This
article presents a systematic study aiming to identify the use of techniques and theories
in the design of solutions in Internet of Things (IoT) for Home Care of elderly people.
We focus in how PD, Personas and Semiotics have been used in this context.

We performed structured searches of articles between 2010 and July/2017 in 5 sci-
entific databases (ACM Digital Library1, Springer Link2, IEEE Xplore Digital Library3,
Google Scholar4 and Science Direct5). We obtained 135 results, which we then applied
selection criteria in order to identify 30 primary studies for comparative analysis. Sec-
tion 2 presents the background of this review, Sect. 3 presents the methods, results, and a
comparative analysis of the identified studies, andSect. 4 presents thefinal remarks of this
paper.

2 Theoretical Basis and Background

2.1 The Concept of Home Care, AAL and IoT

Home Care is a broad term, which describes health services performed exclusively in
the home environment. The WHO defines Home Care as a series of health and social
care services provided to clients in their own house [7]. Home Care is comprised of
interdisciplinary work by health professionals integrated with the family. This work can
involve doctors, nurses, psychologists, physiotherapists, among other health profes-
sionals. In this context, the term Ambient Assisted Living (AAL) can be understood as

1 https://dl.acm.org/.
2 http://link.springer.com/.
3 http://ieeexplore.ieee.org/Xplore/home.jsp.
4 https://scholar.google.com.br/.
5 http://www.sciencedirect.com.
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the use of intelligent technologies to build safe Home Care environments to provide
health care and support to patients so that they may keep an independent lifestyle [8].

AAL is not restricted to those that need intensive care in their houses. When
considering the context of the elderly, AAL may also refer to the technological
resources that allow for the most possible independent and comfortable lifestyle in their
homes [9]. AAL can be an important resource provided to the elderly in order to
guarantee active aging [5].

According to [10], AALs can be divided as follows: daily task facilitation, mobility
assistance, health care and rehabilitation, and social inclusion and communication.
Thus, AAL uses innovative computing concepts, such as intelligent sensors network,
ubiquitous pervasive computing, and robotics, among others. The integration of these
technologies may allow personalized services to elderly people, with the objective of
attending to different expectations and needs.

According to [11], IoT integrates the concepts of Ubiquitous Computing, Pervasive
Computing, and Intelligent Environment. The integration of such concepts to that of
context-awareness proves to be a compilation of the most innovative and recent ideas
regarding ubiquity and mobility. The IoT provides internet connection and computa-
tional capabilities to the objects in our daily life. This connection allows for users to
control these objects remotely, accessing them as services, as well as transforms such
objects into smart objects [12].

By linking the concept of AAL to IoT technology, we have a powerful tool to
increase the independence, and promote the participation of the elderly as well as
people with disabilities [10].

2.2 User-Centered Design, Participatory Design and Personas

According to [13], elderly people are among the most demanding stakeholders for the
development of Information Technology (IT). Therefore, it is important to understand
their real needs, which can be achieved by involving the elderly and supporting
stakeholders (e.g., family members, caregivers, and health professionals) during the
design process. HCI Researchers have explored many design alternatives, such as
User-Centered Design (UCD) and PD, to improve acceptance and efficiency rates.

Reference [9] presents several UDC techniques that are appropriate in each phase
of the design of technological solutions, such as: scenario analysis, questionnaire,
interview, workshop, brainstorm, storyboard, video analysis, and others. Design
Thinking (DT) is valuable method for UCD. According to [14], DT has a set of UCD
techniques and tools that provide for an interactive design process, producing inovative
solutions to real problems.

PD can be defined as a design process with the user, rather than for the user [15]. In
other words, the user must be involved in various phases of the system’s development.
This type of participation presupposes the need to give voice to the users, rather than
users just serving as a source of information or observation. Reference [16] argues that
the development of a single method has not been the goal of PD; rather, it aims to
provide a systematic organization of design practices with a coherent set of tools and
techniques.
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The Personas technique proposes the fictitious representation of a user [17]. It is a
valuable alternative to enhance user participation during design activities. Personas
allow for a greater coverage of the participatory method, since it personifies the
solution, allowing the user to come closer to the solution; therefore, breaking barriers,
generating empathy, and increasing users’ engagement during the design process.

2.3 Organizational Semiotics

Organizational Semiotics (OS) is a discipline based on Semiotics (science that studies
signs). OS applies Semiotics principles to study organizational processes. It studies the
nature, characteristics, function, and effect of information and communication in
organizational contexts.

According to OS’s perspective, an organization is a social system in which people
behave in an organized manner and in accordance to a set of norms. These norms
describe behavior and perception patterns, and other aspects [18, 19]. Thus, according
to this perspective, a population of heterogeneous users can be studied as an organi-
zation [20, 21].

OS has been contributing to the design of computational systems in many ways,
such as by improving the system’s efficiency and its acceptance by the users [13]. For
instance, OS methods provide the means to carry out a thorough examination of
information and communication aspects that occur during the interaction of elderly
users with AAL systems. This may include the description of human-human and
human-system interaction.

3 Review Methodology

Our review methodology is adapted from the systematic review method suggested by
[22]. Thus, there is a concern to include as many studies as possible, as well as to avoid
biases that can lead to erroneous conclusions [23]. Therefore, as mentioned above, we
performed structured searches in 5 scientific databases.

According to [22], the review process involves a series of well-defined activities
divided into 3 phases: planning, execution, and outcome analysis. In order to inform
our planning phase and to investigate the viability of the methodology, we developed a
preliminary review, presented in [24].

3.1 Planning

The planning phase is important to define how the systematic review will be performed,
and to define the inclusion and exclusion criteria adopted in the review [25]. Thus, we
defined that this review aims to answer the following question: (MQ) “Which of the
studies on IoT solutions for elderly home care use at least one of the following
approaches, and how: Participatory Design, Personas and Semiotics?”

Designing IoT Solutions for Elderly Home Care 229



Sub-questions were elaborated in order to structure the interpretation of the results,
and to support the MQ analysis, as follows:

– Q1: Which elderly care needs are addressed by the analyzed literature?
– Q2: Which IoT technologies are employed in home care solutions for the elderly?
– Q3: How are the users engaged in the design process?
– Q4: How are Personas construed and used?
– Q5: What is the role of Semiotics in the design process?

As shown in Table 1, we defined search parameters based on these questions.

There are several ways in which to express the keywords related to our research;
therefore, it was necessary to use various synonyms to increase the search results.
Table 2 presents a list of adopted synonyms for each main keyword.

In order to obtain a first selection from the databases, we performed 3 main tasks:
definition of the search strings, execution of the searches, and preliminary selection of
the studies. The main search string is defined as follows (in simplified syntax):

Table 1. Search parameters

Strategy Articles available from 2010 to July 2017 published in journals and
conferences in English and Portuguese.

Research
databases

IEEE Xplore Digital Library, ACM Digital Library, Springer Link, Google
Scholar and Exploratory Study (exploratory research carried out on the
web, including Science Direct base)

Keywords Participatory Design, Internet of Things (IoT), Home Care, Elderly

Table 2. Synonyms list

Keyword Synonyms in English Synonyms in Portuguese

Elderly elderly person, old person, old adult, aged
person, elderly people, old people, aged
people

terceira idade, velhice,
senior

IoT ubiquitous computing, internet of things,
web of things

computação ubíqua,
internet das coisas, web
das coisas

Home Care Home Care, ambient assisted living Home Care, assistência
domiciliar

Participatory
Design

collaborative design design colaborativo

Personas – –

Semiotic – –
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(Participatory Design OR Personas OR Semiotics) AND IoT AND Home Care
AND Elderly

We then defined the inclusion and exclusion criteria (Table 3). Initially, these
criteria were applied to the Title, Summary, and Keywords of each article. The
studies that fit the criteria were selected and categorized as a Primary Study. Subse-
quently, we read the Primary Studies’ entire text and once again applied the inclusion
or exclusion criteria. The three authors of this paper revised the selected studies, and
selected papers based on consensus.

3.2 Execution

We initially obtained 427 studies from the database search, of which 135 were con-
sidered as valid results. Among these, 45 studies were considered Primary Studies
and 90 studies were disregarded, according to the selection criteria. We excluded 15
studies during the process of reading the article’s full text and, therefore, 30 Primary
Studies remained to be analyzed in this study. In summary, from the initial set of 135
valid results from the database search, 30 articles were considered as Primary
Studies (Table 4) and 105 excluded. Figure 1 depicts quantitative data on the Primary
Studies in two charts: one with the scientific databases used, and the other with the
status of the identified articles.

Table 3. Selection criteria: inclusion and exclusion

Criteria ID Description Weight

Inclusion I1 Studies involving elderly people 3
I2 Studies presenting Home Care alternatives for the elderly 2
I3 Studies using PD techniques with the elderly 2
I4 Studies that use Personas technique for the elderly 2
I5 Studies that use Semiotics based design process 1
I6 Studies with IoT solutions (quoted implicitly or explicitly) for

Home Care of the Elderly
1

Exclusion E1 Articles not in English or Portuguese languages –

E2 Articles with the same content, in different databases –

E3 Articles with unavailable full text –

E4 Studies restricted (only) to IoT technical issues (operating
systems, network protocols, etc.)

–

E5 Studies not directly related to the elderly and at least 2 related
topics (IoT, Home Care, PD, Personas or Semiotics)

–

E6 Studies restricted (only) to medical issues, i.e., not related to
technological issues

–

E7 Articles selected using Portuguese in the search engines with
main text that was not in the Portuguese language

–

E8 Doctoral and masters dissertations –
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Fig. 1. Total primary studies categorized by databases and status

Table 4. Primary studies, inclusion criteria and weight

Ref. Year Source Criteria Weight

[26] 2014 Google Scholar I1, I2, I3, I4, I6 10
[27] 2013 ACM I1, I2, I3, I6 8
[17] 2016 ACM I1, I2, I3, I6 8
[28] 2016 ACM I1, I2, I3, I6 8
[29] 2013 ACM I1, I2, I3, I6 8
[9] 2017 Exploratory Study I1, I2, I3, I6 8
[30] 2015 IEEE I1, I2, I3, I6 8
[31] 2017 Springer I1, I2, I3, I6 8
[32] 2014 Google Scholar I1, I2, I3, I6 8
[33] 2012 Google Scholar I1, I2, I3, I6 8
[34] 2016 Google Scholar I1, I2, I3, I6 8
[35] 2013 ACM I1, I2, I3 7
[36] 2016 ACM I1, I2, I3 7
[37] 2017 ACM I1, I2, I3 7
[38] 2016 ACM I1, I2, I3 7
[39] 2016 Exploratory Study I1, I2, I4 7
[40] 2010 IEEE I1, I2, I3 7
[41] 2013 IEEE I1, I2, I3 7
[42] 2011 Springer I1, I2, I3 7
[43] 2011 Springer I1, I2, I3 7
[44] 2011 Springer I1, I2, I3 7
[45] 2013 Google Scholar I1, I2, I3 7
[46] 2011 Google Scholar I1, I2, I5, I6 7
[47] 2011 Google Scholar I1, I2, I3 7
[48] 2010 Google Scholar I1, I2, I3 7
[5] 2017 Google Scholar I1, I2, I3 7
[9] 2015 Exploratory Study I1, I2, I6 6
[49] 2012 IEEE I1, I2, I6 6
[50] 2015 Springer I1, I2, I6 6
[13] 2011 Google Scholar I1, I2, I5 6
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Table 4 presents the Primary Studies selected for analysis (reference and year), the
scientific database in which we found the article, the respective inclusion criteria
applied, and the sum of the weights of the inclusion criteria.

3.3 Result Analysis

We performed a comparative analysis with the objective of answering the main
research question (MQ). This analysis was structured according to Q1, Q2, Q3, Q4 and
Q5, as follows:

Q1: Which elderly care needs are addressed by the analyzed literature?

Aiming to facilitate the analysis, we categorized the care need and AAL solutions into
8 major groups. Table 5 shows the analyzed studies grouped by category, which was
devised based on the home care monitored in the AAL solutions. According to this
analysis, the most frequents categories of care in the observed studies are health and
safety, followed by communication and dementia. Post-fall rehabilitation [40], pro-
motion of independence using robots [30], and controlling the location of the elderly
person [29] was addressed by one study each. Around 8 studies address Home Care in
a comprehensive way, i.e., without focusing on a specific care.

Table 5. Results of the care analysis monitored in each home care study

Category Monitored Care Articles

Not specific Article does not address a specific care; several
possibilities are mentioned in the article without focusing
on one specific category

[5, 8, 9, 26, 27,
34, 37, 48]

Health Health and wellness prevention, monitoring diseases and
vital signs, and medical emergencies. Ex: heart rate
monitoring, medication control, nutritional monitoring,
health monitoring, and well-being in general

[18, 33, 35, 43,
44, 46]

Safety Fall prevention, fire safety, kitchen care, and general
housing monitoring

[10, 13, 31, 32,
38, 47]

Communication Solution monitors the exchange of information between
the elderly, family members, caregivers, and/or healthcare
professionals. Article aims to improve the interaction,
organization, and control of daily activities

[28, 42, 45]

Dementia Specific monitoring of the elderly with dementia,
including well-being, safety and/or communication

[15, 36, 39, 41]

Location Monitoring elderly location, inside and outside their
homes

[29]

Independence Use of robotics to assist the elderly in their daily activities,
promoting greater independence and support at home

[30]

Rehabilitation Technology used for post-fall rehabilitation of elderly
people, including health-related situations, promoting
monitoring, and supporting the return to a normal life

[40]
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The most observed challenges in studies regarding the use of AAL solutions
include: elderly people’s difficulties to deal with changes [27], elderly people’s diffi-
culty in dealing with new technologies [27, 42], as well as ethical issues related to
information security [28] and privacy [15, 47].

According to [35], the technology, by itself, is not enough to support preventive
health self-monitoring. Therefore, it is necessary to better understand the elderly, and
be more aware of their role as “informed and active patients” within their homes.

We also observed the increase in the use of AAL technology for Home Care.
Ubiquitous and pervasive technologies are used to promote a ubiquitous context,
facilitating the elderly’s independence and their well-being [28].

Q2: Which IoT technologies are employed in home care solutions for the elderly?

During the analysis of the studies, it was observed that the term IoT is not frequently
used in the articles: 14 studies (46.7%) do not mention the term IoT, 12 studies (40.0%)
mentioned the term indirectly, and only 4 studies (13.3%) mention IoT explicitly.
Table 6 summarizes the IoT solutions adopted in the 4 studies that mention it.

12 articles do not explicitly mention the term IoT, but include related technologies,
such as: sensors (environment, movement, emotion), RFID, ubiquitous and pervasive
computing and wearables. Thus, as shown in Table 7, they include indirect solutions
that can be considered as partial IoT solutions with respect to elderly home care.

Table 6. Articles that mention IoT explicitly, the type of monitored care, and the proposed IoT
solution

Ref. Monitored
Care

Proposed IoT solution

[9] Not
specified

This study addresses various types of technology, including IoT, and
uses intelligent components and sensors that detect motion, emotions,
biological, among others, in order to serve as a tool that assists, is
preventive and rehabilitates

[10] Not
specified

This study briefly discusses IoT technology proposals that implement
AAL with IoT, and categorizes them into following categories: daily
task facilitation, mobility assistance, health care and rehabilitation,
social inclusion and communication

[34] Not
specified

This study proposes a distributed system to support the elderly’s
autonomy in their home, including sensors, actuators, and IoT devices
connected in a middleware. This system is designed to adapt to the
user’s needs and routines by means of a machine-learning component

[26] Not
specified

This study reinforces the importance of implementing solutions that
allow for recreation, occupation, healthcare, and independent living.
These must be easy to install, using sensors and network actuators,
including wearable devices, home automation technologies, and
robotic mechanisms
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Table 7. Articles that mention terms/technologies related to IoT

Ref. Proposed solutions Technologies

[27] Platform that allows for the integration of
several independent Home Care devices

RFID (wireless sensors), and biometry

[17] Identify behavioral, environmental and
physiological signs, aiming to alert
caregivers of possible hazards faced by
people with dementia

Built-In sensors everywhere in the house,
often hidden from view

[28] Communication between elderly people and
caregivers through sensors input into the
mobile devices in order to capture emotion
and movement. Alerts in visual display in
the family’s home

Remote sensors for emotion and
movement, electrocardiogram, and GSR
(Galvanic Skin Response sensor)

[29] Track the location of the elderly, inside and
outside of their homes

Vital sensors, GPS, and accelerometer,
web server, and anomaly detector

[30] Care-o-Bot: a robot designed to make life
easier for the elderly at home

A robot that provides information about
the elderly and their home; interface in
Tablet to control the robot

[49] An e-health system to support health care of
the elderly at home using wearable sensors,
including data record (activity routine and
frequency of heart rate) for medical
evaluation

Wearable sensors, automatic alerts,
environmental sensors, and machine
learning

[42] Exchange text messages between family
members and caregivers through an
intelligent system using sensors and
ubiquitous computing

RFID, augmented binder, pen Anoto
(digitally writing record), and voice
notification

[31] Increase the safety of healthy older people
through the use of sensors, aiming to
promote greater independence within their
homes

Network of environmental sensors,
Backend (set-top box android), and
Frontend (TV connected to Internet)

[50] The e-wall system uses a network of
environment and health sensors to monitor
the elderly. The objective is to allow remote
management, treatment, and rehabilitation
of illnesses inside and outside the home.
A backboard that allows for the family to
manage risk, safety, lifestyle, and Health

Environmental and health sensors,
personalization techniques, ubiquitous
interaction, infrastructure in the cloud, and
decision support technology

[32] A system to support safety in the kitchen
with sensors, and a central of intelligent
processing for promoting interoperability
between household appliances, emergency
detection, analysis of data collected, and
corrective measures

Sensors, RFID, and e-Servant (in-core
intelligence for decision making)

(continued)
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In 14 articles the term IoT was not mentioned explicitly nor indirectly. These
studies often covered alternatives of ubiquitous and pervasive computing, robotics,
network sensors, GPS monitoring or augmented reality. Although these are IoT related
technologies, these studies were not considered by the evaluators as typical IoT
solutions. They do not include intelligent decision making, and are frequently restricted
to information gathering.

The key challenges identified by the analyzed studies regarding Q2 are: integration
of sensors due to the lack of a common protocol, the applications’ and devices’ code
are not open source, and compatibility with existing equipment [27].

According to [28], the sensors’ safety is an aspect to be improved. Despite their
advantages, this is a more critical aspect in wearables. In addition, [38] highlights that
there is a great challenge in the interpretation of the primary data obtained from the
sensors. Such an analysis can be done by means of rules defined by a formal speci-
fication, or by means of machine learning techniques and datamining.

Reference [46] emphasizes that intelligent capabilities can make simple utensils too
expensive. To avoid this, they suggest the development of a responsible central
intelligence entity. Reference [49] suggests that the house must support a layered
infrastructure, which allows for the easy installation (plug-and-play) of sensors and
network actuators of various types.

Q3: How are the users engaged in the design process?

As shown in Fig. 2, 6 studies do not mention the use of PD directly, while 5 studies
mentioned user participation in their design process but do not detail how the users
participated of the design. 6 studies partially detail the participation process, and 13
studies present the participation process completely. That is, 24 studies (80%) use some
method to support users’ participation in their design process.

Although some studies do not characterize themselves as PD studies, Table 8
presents methods adopted by articles that mention the process of developing the design
with users. This Table also includes articles that do not give all the details as to how the
participation occurred. An article can contain more than one method.

Table 7. (continued)

Ref. Proposed solutions Technologies

[46] The telecare system aims to provide home
care services, to monitor with sensors, and
to trigger health professionals in case of
emergency.

Sensors, Ubiquitous computing, and
Environment Sensors

[33] The OLDES telecare system remotely
monitors the health and wellbeing of the
elderly. It has an intelligent system of
entertainment and decision making, with a
Web Portal for system administration

Tele-Health, decision making (diffuse
logic, machine learning), and Bluetooth
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By analyzing the results presented in Table 8, we highlight:

• A workshop with a multidisciplinary focus group is the most common participation
format, and, in general, the studies did not mention the use of single method to
encourage participation;

• User scenarios in narrative form or video (11 studies) was the second most common
format. According to [39], a scenario can be presented in the form of a narrative to
make the Persona’s experience explicit;

• Reference [17] also emphasizes the importance of using Personas to complement
the PD, giving greater comprehensiveness to the process.

Table 9 presents a summary of the 13 Primary Studies that detail the design pro-
cess, the stakeholders, and the method used for supporting the users’ participation.

According to [17], the PD process allows for the breaking down of barriers and
generates empathy, consequently increasing the engagement of the elderly. According
to [46], the evaluation of AAL systems with real users is a challenging task and some
aspects must be considered: (1) the methodology used to integrate both qualitative and

Fig. 2. Distribution of articles based on the user participation model

Table 8. Methods for supporting design activities with the users

Methods for supporting user participation # of Articles

Workshop 12
Scenarios 11
Brainstorm 2
Design Thinking/Service Design 2
Thinking Aloud 2
Co-construction of Stories 1
Wizard of Oz 1
Brainwriting 1
Design Studio 1
Interactive Posters 1
Day Reconstruction Method (DRM) 1
Several, without detailing 1
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Table 9. Design process, stakeholders, and method for supporting users’ participation used in
the analyzed studies

Ref. Summary of the design process Stakeholders Method

[17] 1- Literature and research review
regarding the technology
2- Definition of group of actors: caregivers
3- Future scenario construction: (“What
if…?” and (What is expected…? “)
4- Choice of the intermediate scenario
(neither the pessimistic nor the positive)
5- Conducting research on the internet for
scenario validation and reduction of ‘bias’

Caregivers, People on Internet Scenarios
(Design Fiction
Probe)

[35] 1- Interview
2- Focal group choice
3- Workshops
4- Prototyping
5- Search for prototype feedbacks

Elderly and a Nurse Workshop
(including Day
Reconstruction
Method)

[28] 1- Brainstorming to develop concepts and
ideas
2- Workshop: user study
3- Co-Construction of Stories
4- Individual interviews
5- Thematic analysis of results to identify
pattern

Researchers (electrical and
biomedical engineers, computer
scientists, psychologists), Elderly,
Caregivers

Co-Construction of
Stories and
Brainstorm

[29] 1- Experimental analysis with users, for
definition of product accuracy
2- Group questionnaire, to assess service
needs to be monitored
* Late user participation (evaluation)

Elderly and Family Workshop
(questionnaire
survey)

[37] 1-Workshop with a brainstorm of the
problems faced in the AAL Project,
categorization, prioritization by relevance,
and analysis of solutions
2- Interactive Posters in a congress

Professionals from different areas
with experience in AAL projects
(electrical engineers, computer
scientists, sociologists and
business experts)

Workshop,
Brainstorm and
Interactive Posters

[30] Video-scenario workshops (3) to evaluate:
1- Familiarization: GUI assessment
2- Affective Space: Interaction with the
robot
3- Expression Analysis: evaluation of
empathy and robot familiarization

Elderly and Youth Scenarios
(video-scenario and
games)

[43] 1- Participants recruitment
2- Cognitive test
3- Scenario analysis
4- Analysis of the prototypes’ usability
(low, medium and high fidelity)
5- Comparative study with Google Health

Elderly, Caregivers, and Doctors Scenarios
(prototypes
reviews)

[45] 1- Visit to the elderly’s home
2- Visit to the caregiver’s office
3- Use of the ethnographic method and
interviews
4- PD Workshops (4)

Family and Caregivers Workshop

(continued)
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quantitative instruments; (2) the final users’ and caregivers’ engagement in design and
evaluation activities; and, (3) the provision of sufficient training before the activities.

Reference [30] suggests the need to diversify the artifacts (e.g., videos, images,
colored pens, post-it, and posters) in order to improve the elderly’s engagement in the
process. While [48] proposes the combination of several current concepts, such as:
Experience Design, which can be used to think about the interactions between the user
and the product or service; DT which can be used to produce innovation guided by
direct observation of behavior, preferences, needs and desires; and Lean Startup to
provide short feedback cycles. Reference [37] highlights the main causes of failures in
AAL design: the caregivers’ needs are not properly evaluated, reliability, usability, lack
of inclusion of partners in the project, use of technologies that are not affordable to the
users, and the adoption of a stereotyped view of older people.

Table 9. (continued)

Ref. Summary of the design process Stakeholders Method

[13] 1- Product demonstration
2- Free trial interface, in order to evaluate
the acceptance of interface symbols and
icons
3- Analysis of scenarios to improve
interfaces: questionnaires and informal
discussion

Elderly Scenarios
(Questionnaires
and informal
discussion)

[32] 1- Personas definition
2- Classification of users into Personas
3- User selection for validation
4- System presentation
5- Execution of tests by the users
6- Final Quiz
* Late PD for solution evaluation.

Elderly, Caregivers, and Family Scenarios (Use
Cases)

[33] 1- Telecare and AAL research
2- Insights about “Digital Experience”
3- Ethnographic observation technique
4- Interviews
5- Focal group activity (Workshop)
6- Laboratories for system use
7- Telephone and personal questionnaires
8- Prototype for proposal validation

Elderly and IT Professionals Workshop and
Scenarios

[47] 1- Workshop with focus group (ideation)
2- Presentation of research carried out
3- Prototype development
4- Evaluation of prototype usability
through the use of a focal group

Elderly Workshop
(Focal group,
questionnaires and
prototype)

[34] 1- PD workshops with researchers (Future
Workshops)
2- PD for ideation of solutions
3- Interviews with the elderly
4- Categorization and selection of the best
solutions

Researchers (HCI, computer
science, health and social
sciences); elderly only interviews

Workshops,
Brainwriting,
Design Studio
(Ideation)
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Q4: How are Personas construed and used?

From the 30 Primary Studies analyzed, only 4 have cited the use of Personas: 3 studies
mention the use of Personas, however, without presenting details as to how the Per-
sonas models were created [15, 26, 39]; i.e., only 1 study details the process of creating
Personas [32].

In [32] 10 models of Personas are presented. They were created based on European
statistics, including attributes of age, education, work, family situation, deficiencies,
and technological background. In [32] the users’ profile aims to consider cognitive and
sensory abilities, and they were defined through the use of Personas.

Reference [26] identifies and characterizes a large number of stakeholders, such as:
caregivers, informal caregivers, service users, and others. During DP for Services’
activity, several sessions were held to identify the needs and characteristics of each
Person, as well as how they interact with each service.

References [15, 39] emphasize the use of Personas as a tool to support the analysis
of scenarios. Reference [17] complements these articles by describing that the use of
Personas gives more flexibility to the design process, by exposing daily situations. This
is especially interesting for the analysis of delicate scenarios (such as financial matters
and death), avoiding that people become intimidated or emotionally involved.

Q5: What is the role of Semiotics in the design process?

Only 2 articles mention Semiotics. These studies include the analysis of signs to
improve system acceptance [13], and the use of norms to describe behaviors and
system-user interactions [46].

Reference [13] reinforces that the use of semiotic can increase efficiency, accep-
tance, and intuition. The semiotics’ analysis of interfaces, and the design of icons
capable of representing concepts, can improve the system’s usability [13].

Reference [46] emphasizes that it is important to consider the user’s emotions,
attitudes, and preferences. This is particularly important to improve the acceptance of
technical solutions in AAL. The norm analysis is used to capture interactions and
structure them, thus, allowing for a better acceptance of Home Care systems. The norm
analysis has 2 objectives in [46]: to describe the human-human and human-system
interaction, and to describe the system’s behavior by means of actions [46].

4 Final Remarks

Table 10 shows the consolidated results of the Systematic Review, containing the 12
most relevant studies according to our MQ. These studies use participatory methods for
defining AAL using IoT. This table includes the type of care monitored, participatory
method, IoT Technology, and whether Semiotics and Personas were used or not in the
study.

This systematic review identifies that there are many challenges and opportunities
to be considered in the design of Home Care and AAL technology for the elderly. In
this context, IoT is still an unexplored technology, since only 12 articles present
solutions based on IoT for Home Care, and only 4 studies explicitly mention IoT.
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Thus, the ubiquity of IoT may increase the potential for acceptance of innovative
technologies among elderly users.

Safety and health are the most addressed topics in the AAL studies. Therefore, IoT
solutions that explore ubiquitous computing associated with such topics might have a
greater acceptance.

Many articles emphasize that user participation in the design process can bring the
elderly and family members closer to the proposed solution, by breaking barriers and
generating empathy. However, more than half of the articles do not detail the used
participation method; such information could be of great value in future researches. The
majority of the studies (that described the participation method) mentioned “scenarios”
(videos and narratives) as a participation strategy. Scenario-based methods were used
in the ideation of a solution, in the requirements gathering, specification, construction,
and validation of prototypes. The use of prototypes, even those with low fidelity,
proved to be fundamental, once they allow for a better understanding of the design
alternatives by the elderly.

Table 10. Summary of the 12 most relevant studies according to the MQ

Ref Care
monitored

IoT technology Participatory
method

Semiotics
personas

[32] Security Sensors, RFID, decision making Scenarios No
[26] Several Does not address a specific solution DT Personas
[42] Communication RFID, Augmented binder, Anoto pen,

PressToTalk
Workshop
Scenarios

No

[31] Security Environment Sensors, Set-top box
android, TV connected to internet

Scenarios No

[28] Communication Ubiquitous and pervasive computing,
Sensors of emotion and movement in
the cell, Electrocardiogram, visual alert
display

Co-construction
Brainstorm

No

[30] Independence Robot that provides information about
the elderly and their home, tablet
interface for Robot control

Scenarios No

[33] Health Tele-Health System, diffuse logic,
machine learning, Bluetooth

Workshop
Scenarios

Personas

[29] Localization Vital sensors, GPS and accelerometer;
Web server; Anomaly detector

Workshop No

[17] Dementia Monitoring technologies of behavioral,
environmental, and physiological signs

Scenarios No

[9] Several Sensors (used, deployed, environment),
social media, bio-robotics, RFID (not
detailed)

Several, without
detailing

No

[34] Several Distributed system, sensors, actuators
and IoT devices, connected by a shared
middle-ware, machine learning

Brainwriting
Design Studio
Workshop

No

[27] Nonspecific RFID, Biometry Workshop Personas
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The DT process with different stakeholders, including the elderly, is presented as a
powerful tool to achieve effectiveness in the solution’s design. The DT is a promising
method to be evaluated in future researches. Results suggest that using various alter-
natives and materials (videos, images, colored pens, post-it and others) can improve the
engagement and participation of the elderly in the process. This can make the design
more playful and easy to carry out through gamification [30].

Another investigated aspect is the use of Personas. The combination of Personas
with scenario-analysis is shown to be a powerful tool [15, 39]. This is especially
important in the analysis of delicate scenarios (e.g., financial issues and death), once it
helps to avoid that people become intimidated or emotionally involved. Besides,
Personas support the characterization of different groups, facilitating the definition of
Home Care technology for each of their needs.

Few studies have associated Semiotic with user participation in the analyzed review
(just 2 articles mention its use). The use of norms, for instance, might contribute to the
scenarios and interaction analysis.

We expect that this research contributes to the field by providing a review of state
of the art studies of the researched topics, and by presenting how PD can contribute to
the development of innovative solutions in the context of this work. In the next step of
this research, we plan to extend this review to other design methods, as well as to
perform long-term practical evaluations of the design of Home Care solutions using
PD, Personas, and Semiotics based methods.

References

1. World Health Organization: Data and Statistics on World Ageing (2011). http://www.who.
int/research/en/

2. Vines, J., Pritchard, G., Wright, P., Olivier, P., Brittain, K.: An age-old problem: examining
the discourses of ageing in HCI and strategies for future research. ACM Trans. Comput.-
Hum. Interact. (TOCHI) 22(1), 2 (2015)

3. Simões, C.C.S.: Relações entre as Alterações Históricas na Dinâmica Demográfica Brasileira
e os Impactos Decorrentes do Processo de Envelhecimento da População. Instituto Brasileiro
de Geografia e Estatística, Rio de Janeiro (2016)

4. Blythe, M.A., Wright, P.C., Monk, A.F.: Little brother: could and should wearable
computing technologies be applied to reducing older people’s fear of crime? Pers. Ubiquit.
Comput. 8(6), 402–415 (2004)

5. Talamo, A., Camilli, M., Di Lucchio, L., Ventura, S.: Information from the past: how elderly
people orchestrate presences, memories and technologies at home. Univ. Access Inf. Soc. 16
(3), 739–753 (2017)

6. Magjarevic, R.: Home care technologies for ambient assisted living. In: Jarm, T., Kramar, P.,
Zupanic, A. (eds.) 11th Mediterranean Conference on Medical and Biomedical Engineering
and Computing 2007. IFMBE Proceedings, vol. 16, pp. 397–400. Springer, Heidelberg
(2007). https://doi.org/10.1007/978-3-540-73044-6_101

7. Knight, S., Tjassing, H.: Health care moves to the home. World Health 4, 413–444 (1994)
8. Gonçalves, V.P., et al.: Enhancing intelligence in multimodal emotion assessments. Appl.

Intell. J. (APIN) 46, 470–486 (2016)

242 R. de Podestá Gaspar et al.

http://www.who.int/research/en/
http://www.who.int/research/en/
http://dx.doi.org/10.1007/978-3-540-73044-6_101


9. Spinsante, S., Stara, V., Felici, E., Montanini, L., Raffaeli, L., Rossi, L., Gambi, E.: Ambient
Assisted Living and Enhanced Living Environments: Principles, Technologies and Control,
pp. 61–85. Elsevier (2017). Chap. 4

10. Li, R., Lu, B., McDonald-Maier, K.D.: Cognitive assisted living ambient system: a survey.
Digit. Commun. Netw. 1(4), 229–252 (2015)

11. Mano, L.Y., Faiçal, B.S., Nakamura, L.H., Gomes, P.H., Libralon, G.L., Meneguete, R.I.,
Geraldo Filho, P.R., Giancristofaro, G.T., Pessin, G., Krishnamachari, B., Ueyama, J.:
Exploiting IoT technologies for enhancing health smart homes through patient identification
and emotion recognition. Comput. Commun. 89, 178–190 (2016)

12. Mancini, M.: Internet das Coisas: História, Conceitos, Aplicações e Desafios. Revista
MundoPM (2017)

13. Holzinger, A., Searle, G., Auinger, A., Ziefle, M.: Informatics as semiotics engineering:
lessons learned from design, development and evaluation of ambient assisted living
applications for elderly people. In: Stephanidis, C. (ed.) UAHCI 2011. LNCS, vol. 6767,
pp. 183–192. Springer, Heidelberg (2011). https://doi.org/10.1007/978-3-642-21666-4_21

14. Soledade, M., Freitas, R., Peres, S., Fantinato, M., Steinbeck, R., Araújo, U.: Experimenting
with design thinking in requirements refinement for a learning management system. Anais
do Simpósio Brasileiro de Sistemas de Informação, pp. 182–193 (2013)

15. Kuhn, S., Winograd, T.: Participatory design. In: Winograd, T. (ed.) Bringing Design to
Software, pp. 273–289. ACM Press, New York (1996)

16. Kensing, F., Blomberg, J.: Participatory design: issues and concerns. Comput. Support.
Coop. Work (CSCW) 7(3–4), 167–185 (1998)

17. Schulte, B.F., Marshall, P., Cox, A.L.: Homes for life: a design fiction probe. In:
Proceedings of the 9th Nordic Conference on Human-Computer Interaction, p. 80. ACM,
October 2016

18. Liu, K.: Semiotics in Information Systems Engineering. Cambridge University Press,
Cambridge (2000)

19. Stamper, R.K., et al.: Measur: method for eliciting, analizing and specifying user
requirements. In: Computerized Assistance During the Information Systems Life Cycle.
Elsevier Science Publishers, North-Holland (1988)

20. Baranauskas, M.C.C., Bonacin, R.: Design indicating through signs. Des. Issues 24, 30–45
(2008)

21. Gonçalves, V.P., et al.: Assessing users’ emotion at interaction time: a multimodal approach
with multiple sensors. Soft Comput. J. (SOCO) 1, 1–15 (2016)

22. Kitchenham, B.: Procedures for performing systematic reviews. Keele, UK, Keele Univ. 33
(2004), 1–26 (2004)

23. Gonçalves, V.P., Neris, V., Morandini, M., Nakagawa, E.Y., Ueyama, J.: Uma revisão
sistemática sobre métodos de avaliação de usabilidade aplicados em software de telefones
celulares. In Proceedings of the 10th Brazilian Symposium on Human Factors in Computing
Systems and the 5th Latin American Conference on Human-Computer Interaction, pp. 197–
201. Brazilian Computer Society, October 2011

24. Podestá, R.G., Catini, R.C.: Design Participativo na Identificação de Soluções IoT no
Homecare de Idosos - Uma Revisão Sistemática. XIII WCF Faccamp (2017)

25. Biolchini, J., Mian, P.G., Natali, A.C.C., Travassos, G.H.: Systematic review in software
engineering. System Engineering and Computer Science Department COPPE/UFRJ,
Technical report ES, 679(05), 45 (2005)

26. Camarinha-Matos, L.M., Ferrada, F., Oliveira, A.I., Rosas, J., Monteiro, J.: Care services
provision in ambient assisted living. IRBM 35(6), 286–298 (2014)

Designing IoT Solutions for Elderly Home Care 243

http://dx.doi.org/10.1007/978-3-642-21666-4_21


27. Wagner, S., Hansen, F.O., Pedersen, C.F., Memon, M., Aysha, F.H., Mathissen, M., Nielsen,
C., Wesby, O.L.: CareStore platform for seamless deployment of ambient assisted living
applications and devices. In: 2013 7th International Conference on Pervasive Computing
Technologies for Healthcare (PervasiveHealth), pp. 240–243. IEEE, May 2013

28. Davis, K., Feijs, L., Hu, J., Marcenaro, L., Regazzoni, C.: Improving awareness and social
connectedness through the social hue: Insights and perspectives. In: Proceedings of the
International Symposium on Interactive Technology and Ageing Populations, pp. 12–23.
ACM, October 2016

29. Ouchi, K., Doi, M.: Smartphone-based monitoring system for activities of daily living for
elderly people and their relatives etc. In: Proceedings of the 2013 ACM Conference on
Pervasive and Ubiquitous Computing Adjunct Publication, pp. 103–106. ACM, September
2013

30. Marti, P., Iacono, I.: Social and empathic behaviours: novel interfaces and interaction
modalities. In: 2015 24th IEEE International Symposium on Robot and Human Interactive
Communication (RO-MAN), pp. 217–222. IEEE, August 2015

31. Cozza, M., De Angeli, A., Tonolli, L.: Ubiquitous technologies for older people. Pers.
Ubiquit. Comput. 21(3), 607–619 (2017)

32. Blasco, R., Marco, Á., Casas, R., Cirujano, D., Picking, R.: A smart kitchen for ambient
assisted living. Sensors 14(1), 1629–1653 (2014)

33. McLoughlin, I., Maniatopoulos, G., Wilson, R., Martin, M.: Inside a digital experiment.
Scand. J. Inf. Syst. 24(2), 3–26 (2012)

34. Stein, M., Boden, A., Hornung, D., Wulf, V., Garschall, I.M., Hamm, T., Müller, C.,
Neureiter, K., Schorch, M., van Velsen, L.: Third spaces in the age of IoT: a study on
participatory design of complex systems. In: Symposium on Challenges and Experiences in
Designing for an Ageing Society, 12th International Conference on Designing Interactive
Systems (COOP) (2016)

35. Grönvall, E., Verdezoto, N.: Understanding challenges and opportunities of preventive blood
pressure self-monitoring at home. In: Proceedings of the 31st European Conference on
Cognitive Ergonomics, p. 31. ACM, August 2013

36. Wan, L., Müller, C., Randall, D., Wulf, V.: Design of A GPS monitoring system for
dementia care and its challenges in academia-industry project. ACM Trans. Comput.-Hum.
Interact. (TOCHI) 23(5), 31 (2016)

37. Haslwanter, J.D.H., Fitzpatrick, G.: Issues in the development of AAL systems: what experts
think. In: Proceedings of the 10th International Conference on PErvasive Technologies
Related to Assistive Environments, pp. 201–208. ACM, June 2017

38. Bianco, M.L., Pedell, S., Renda, G.: Augmented reality and home modifications: a tool to
empower older adults in fall prevention. In: Proceedings of the 28th Australian Conference
on Computer-Human Interaction, pp. 499–507. ACM, November 2016

39. Phull, R., Liscano, R., Mihailidis, A.: Comparative analysis of prominent middleware
platforms in the domain of ambient assisted living (AAL) for an older adults with dementia
(OAwD) scenario. Procedia Comput. Sci. 83, 537–544 (2016)

40. Aarhus, R., Grönvall, E., Kyng, M.: Challenges in participation. In: Pervasive computing
technologies for healthcare (PervasiveHealth), 2010 4th International Conference on-NO
PERMISSIONS, pp. 1–4. IEEE, March 2010

41. Jordan, P., Silva, P.A., Nunes, F., Oliveira, R. mobileWAY–a system to reduce the feeling of
temporary lonesomeness of persons with dementia and to foster inter-caregiver collabora-
tion. In: 2013 46th Hawaii International Conference on System Sciences (HICSS), pp. 2474–
2483. IEEE, January 2013

244 R. de Podestá Gaspar et al.



42. Christensen, L.R., Grönvall, E.: Challenges and opportunities for collaborative technologies
for home care work. In: Bødker, S., Bouvin, N., Wulf, V., Ciolfi, L., Lutters, W.
(eds) ECSCW 2011: Proceedings of the 12th European Conference on Computer Supported
Cooperative Work, 24–28 September 2011, Aarhus Denmark. pp. 61–80. Springer, London
(2011). https://doi.org/10.1007/978-0-85729-913-0_4

43. Siek, K.A., Khan, D.U., Ross, S.E., Haverhals, L.M., Meyers, J., Cali, S.R.: Designing a
personal health application for older adults to manage medications: a comprehensive case
study. J. Med. Syst. 35(5), 1099–1121 (2011)

44. Menschner, P., Prinz, A., Koene, P., Köbler, F., Altmann, M., Krcmar, H., Leimeister, J.M.:
Reaching into patients’ homes–participatory designed AAL services. Electron. Mark. 21(1),
63–76 (2011)

45. Bossen, C., Christensen, L.R., Grönvall, E., Vestergaard, L.S.: CareCoor: augmenting the
coordination of cooperative home care work. Int. J. Med. Inf. 82(5), e189–e199 (2013)

46. Chidzambwa, L., Michell, V., Liu, K.: Applying Semiotics in Configuration of Home
Telecare Devices in Ambient Assisted Living Environments, 8 p. University of Reading.
http://www.academia.edu/1384496/Applying_Semiotics_in_Configuration_of_Home_
Telecare_Devices_in_Ambient_Assisted_Living_Environments. Accessed 01 Feb 2017

47. Caine, K.E., Zimmerman, C.Y., Schall-Zimmerman, Z., Hazlewood, W.R., Camp, L.J.,
Connelly, K.H., Sulgrove, A.C., Huber, L.L., Shankar, K.: DigiSwitch: a device to allow
older adults to monitor and direct the collection and transmission of health information
collected at home. J. Med. Syst. 35(5), 1181–1195 (2011)

48. Camilli, M., Di Lucchio, L., Malakuczi, V., Salvetti, A.: A cross-disciplinary approach to
design ICTs enabling active ageing and social inclusion. In: 7th Conference on
Euro-Mediterranean Public Management Dialogue, 08–10 October, Rome, Italy, 15 p.

49. Ugulino, W., Ferreira, M., Velloso, E., Fuks, H.: Virtual caregiver: a system for supporting
collaboration in elderly monitoring. In: 2012 Brazilian Symposium on Collaborative
Systems (SBSC), pp. 43–48. IEEE October 2012

50. Kyriazakos, S., Mihaylov, M., Anggorojati, B., Mihovska, A., Craciunescu, R., Fratu, O.,
Prasad, R.: eWALL: an intelligent caring home environment offering personalized
context-aware applications based on advanced sensing. Wirel. Pers. Commun. 87(3),
1093–1111 (2016)

Designing IoT Solutions for Elderly Home Care 245

http://dx.doi.org/10.1007/978-0-85729-913-0_4
http://www.academia.edu/1384496/Applying_Semiotics_in_Configuration_of_Home_Telecare_Devices_in_Ambient_Assisted_Living_Environments
http://www.academia.edu/1384496/Applying_Semiotics_in_Configuration_of_Home_Telecare_Devices_in_Ambient_Assisted_Living_Environments


Participatory Design Approach to Internet
of Things: Co-designing a Smart Shower
for and with People with Disabilities

Mexhid Ferati(&), Ayesha Babar, Kanani Carine, Ali Hamidi,
and Christina Mörtberg

Informatics Department, Linnaeus University, Växjö, Sweden
{mexhid.ferati,christina.mortberg}@lnu.se,

{ab223yc,kc222df,ah223vd}@student.lnu.se

Abstract. Smart home products are becoming widespread aiming to increase
people’s independence, especially for the elderly and people with disabilities. In
order to design them suitably for this community, their involvement in the
requirement gathering and design process is particularly important. In this paper,
we report a study we conducted with six people having various disabilities. The
aim was to identify the type of smart product that mostly increases their inde-
pendence at home. We used three requirement gathering methods in a partici-
patory fashion, namely, cartographic mapping, future workshop, and cultural
probe. The outcome of the study revealed that participants mostly needed a
product for a bathroom, specifically a smart shower. The initial prototype design
of the product was developed together with participants. Researchers further
investigated the prototype design using littleBits electronic modules. The smart
shower is anticipated to have the most effect in increasing not only user inde-
pendence, but also privacy.

Keywords: Cartographic mapping � Future workshop � Cultural probe
Prototyping � Participatory design � LittleBits � Smart home � Internet of Things
Disability � Elderly

1 Introduction and Background

The quality of life is steadily improving leading to an increase in life expectancy, which
will result in the number of the elderly rising in the coming years. Demographers
predict that the number of the elderly will increase to 30% by 2060, compared to 17%
in 2009 [1]. Surveys show that 80% of the current elderly people suffer from at least
one chronic disease [2]. In addition, the World Health Organization reports that 15% of
world’s population lives with some sort of disability [3], 3.8% of whom are people over
15 years old with considerable physical movement challenges. This trend shows that it
will be difficult for this community to independently live alone.

The technology has the potential to help such community to increase or maintain
their independence [4]. By using mobile technology and wireless integration, the cost
of care for the elderly and people with disabilities can be reduced [5, 6]. Examples of
such developments are many. For instance, there are systems developed that enable
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users to urgently communicate with their healthcare provider using pre-recorded audio
messages that can be easily activated using a mobile device interface [7]. Since the
elderly typically suffer from health issues due to their age, health care providers
monitor their real-time condition using wearable technologies [8, 9].

According to Pew Research, 83% of experts claim that by 2025, Internet of Things
(IoT) will be ubiquitous and positively affect people’s everyday life [10]. The
advantage of using IoT is their ability to communicate with one another to orchestrate
and address user needs in a smooth manner, contributing to enhancing productivity and
ease of life [11]. The proliferation of IoT devices has potential to help the elderly and
people with disabilities to continue living independently in their preferred environment,
such as, their home. Moreover, research shows that the transition from home to the
health care facilities may cause increase in anxiety for the elderly and people with
disabilities [12].

Examples of using IoT to help the everyday lives of the elderly and people with
disabilities include medication reminder devices that help patients keep track of their
pill taking routines [13]. In scenarios with blind people, an IoT-based indoor navigation
is helping such users to easily find their way throughout large building facilities, which
is the case with healthcare centers and hospitals [14].

IoT have also been proposed as a requirement gathering methodology to comple-
ment traditional methods when access to participants is difficult, such as people with
disabilities [15]. Several other studies report a type of participatory design where
participant requirements are collected by using sensors that passively collect data from
an elderly person [16, 17]. Gkouskos and Burgos [18] have observed a difference
between how participatory approaches differ depending on the field. The design fields
have long tradition of participatory approaches and hence involve people through
traditional methods, such as workshops, testing probes, and prototyping. On the other
hand, health and engineering fields typically rely on technology-based user participa-
tion for data gathering, which has gained more importance with the introduction of IoT.
In any case, extensive research shows that user participation helps build better usable
systems [19]. Because of that, there are studies within the field of Ambient Assisted
Living (AAL) that use participatory development approach for their solutions [19, 20].
Many other studies report the use of participatory approaches by involving primary
users, caregivers [21], psychiatric patients [22], and the use of an interactive dollhouse
for residential monitoring [23].

To make use of IoT and understand how those can benefit the elderly and people
with disabilities, in this paper we report a study that we conducted following a par-
ticipatory design approach. Our aim was to understand the everyday tasks and expe-
riences at home of the elderly and people with disabilities in order to understand their
needs. Especially, we wanted to explore how IoT devices could make people’s lives
easier, comfortable and more independent.

In order to identify common needs of our potential users, the requirements gath-
ering was done by using various participatory design methods, such as, cartographic
mapping, cultural probes, future workshop and prototyping. Participants’ highest needs
were linked to bathroom and kitchen activities. We focused on the bathroom scenario
considering the importance of privacy related to activities typically conducted in such
setting. This, likely also has a greater impact in user’s independence.
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2 Participatory Design

The application domain of IoT is evolving, but it is still dominated by a technical focus.
Koreshoff et al. [24:365] discuss how HCI can be more deeply engaged in IoT “to
ensure that people, their particular needs, contexts, situatedness and interests” are
included in IoT. To bridge the gap between a technical orientation and human-oriented
approaches, they argue that Participatory Design (PD) as a design approach can include
human-centred concerns to IoT [24]. Following this suggestion, we included PD to
give space to persons with impairments and to their wishes and demands to facilitate
their everyday lives using digital services (IoT applications). Hence, the project
revolved around PD values such as co-design, participation, cooperation and situat-
edness [25]. Therefore, we used three different participative methods to involve par-
ticipants in co-design sessions: cartographic mappings, future workshop, and cultural
probe. In total, six participants were involved in several of the methods, but not in all.
Table 1 gives an overview of the methods in which each participant took part, along
with other details, such as, age, gender and the type of disability.

2.1 Cartographic Mappings

Cartographic mapping is a participative method to visualize people’s activities and
doings in their everyday lives. The method is simple and does not demand any
preparations in advance. By using only materials familiar to all, such as images, paper,
post-it notes, and pencils, participants are encouraged to start telling their stories and to
visualize their experiences and wishes [26, 27]. Two sessions, involving three persons
with physical impairment (refer to Table 1), were conducted in two different ways; one
participant via skype and two other participants in a face-to-face group meeting.

Table 1. List of participants

Participant Age Gender Type of
disability

Participation session

A 30 Male Paraplegic Cartography, probes, future workshop,
prototyping (paper, GUI)

B 40 Male Paraplegic Cartography, probes, future workshop,
prototyping (paper, GUI)

C 20 Female Paraplegic Probes
D 87 Female Arthritis,

paralyzed
Cartography

E 33 Female Cognitive,
paraplegic

Future workshop, prototyping (paper,
GUI)

F 28 Male Blind,
paraplegic

Probes, future workshop
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Fig. 1. Whiteboard activities with one participant.
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The activities were titled “I, my home and daily activities from morning till night”.
Sessions started with a welcome note and introduction of the researchers. Participants
were briefed about the method, its title, the aim, the procedure, and its limitations.
Considering the physical state of the participants, as two of them were on a wheelchair,
we used the RealtimeBoard [28] application instead of tangible cards. This helped
minimise participants’ physical moves, save time, and prevent them from getting tired.
RealtimeBoard is a simple and graphical way to organize cartographic mappings from
investigation and brainstorming to visualization and examination.

During the sessions, participants were encouraged to elaborate on and visualize
their daily home activities from the time they wake up until they go to sleep. While
participants told their experiences, the researchers noted those activities using a
whiteboard (within the RealBoard application). This whiteboard was then used by
participants to enrich the identified activities using images and shapes. In cases when it
was not easy or quick to find an image, researchers assisted the participants. Each
session lasted approximately 1 h and 30 min. Figure 1 depicts the whiteboard gener-
ated with one participant.

2.2 Future Workshop

The future workshop represents a multiple phase method, which involves participants
to develop plans for a possible future [29]. The development of ideas goes through four
phases: preparation, critique, fantasy, and realization. According to Bødker et al. [30],
by involving and engaging the participants in these phases, multiple ideas and different
suggestions quickly emerge, which are then considered by researchers and participants.

Four participants took part in this method, three were paraplegic, one was also blind
who performed the workshop with the help of a care assistant. As part of the prepa-
ration phase, the theme and method were presented to participants in a welcome
atmosphere in order to conduct collaborative approach with adequate transparency to
explore participants thoughts. Then, the board was separated in 3 columns corre-
sponding to the next three phases.

Within the critique phase, the discussions led towards the investigation of problems
related to current situation of participants. Keywords of issues identified were written
and pasted on post-it sticky notes on the appropriate column to be visible for all
participants (see Fig. 2).

Based on priorities stated by the participants, the post-it notes were grouped in
order to develop possible suggestions. These suggestions were then written down and
prioritized based on the participants’ wishes. In the fantasy phase, these suggestions
were reviewed and discussed, while in the realization phase those were discussed for
possible implementation. The workshop completed in approximately 2 h (30 min for
each phase) and finalized with 15 min concluding discussion.
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2.3 Cultural Probes

Cultural Probes can be defined as ‘collections of evocative tasks meant to elicit
inspirational responses from people’ [31:53, [32]. This method helps in understanding
and gathering rich information about a setting or situation by user participation [33]. It
was also chosen because access to homes of participants with disabilities was not
possible.

For this method, four participants (refer to Table 1) were involved. In a period of
two weeks the probes method was completed including delivering and collection of
packages. The probe package contained task cards and few reminiscent images about
daily activities at home. The packages were personally delivered to and collected from
three participants, and emailed to the fourth person. Also, a short introduction stating
‘this kit is a way to get to know your needs better’ was given before handing over the
probe kit.

The probe package was designed keeping in mind the common interests and
constraints to support various needs of participants with disabilities so that they could
give inspirational suggestions within the comfort of their homes. Simple instructive
words were used on the task cards to enable participants understand and complete the
tasks without researcher’s guidance. Task cards also included images to allow partic-
ipants enough space and possibilities when providing suggestions. The materials were
in English based on the preference stated by participants when consent was received.

In total, there were seven inspirational task cards along with seven images por-
traying all rooms that a typical apartment has. The tasks contained daily activities that
are typical for a home setting. Participants were supposed to look at each image and
write answers at the back of the card (Fig. 3).

Fig. 2. Future workshop post-it sticky notes.
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3 Lessons Learned

The outcome from the three participatory design sessions revealed that participants pri-
orities and needs were related to bathroom and kitchen. Initially, the use of cartographic
mappings enabled us in a co-design fashion together with participants to restructure the
study and learn how to systematically map and understand participant’s activities. The
analysis of the activities revealed that despite all participants being on a wheelchair and
having the same daily routine, they handled them in different ways. For instance, one
participant takes off his shoes and socks himself while the other one needs help.

The future workshop revealed and demonstrated many issues participants had
related to physical activities, such as, opening and closing a door, clipping the nails,
brushing teeth, and putting shoes on and off. In the kitchen, the position and location of
different equipment and objects presented a problem. For instance, the height of
cupboards and fridge shelves were not suitable for participants that use a wheelchair.
Activities related to cooking were also found difficult for participants, such as, stoves
and other food preparation devices. In the bathroom, participants noted that showering
demanded immense effort. Particularly, issues were related to shower seat, shower jet
adjustment, control of temperature and water pressure, and moving from the wheelchair
to the shower seat. When participants took a shower alone, often they felt the need to
contact an assistant to help them with reaching the shower head or the soap. Since
typically they did not bring their phone in the shower cabin or simply forgot to do so,
often they were forced to move out of the shower, to put clothes on, and use the
wheelchair to reach for the phone. All these issues made participants tired when taking
a shower.

Fig. 3. Cultural probe inspirational cards.
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The probe method revealed the difficulties participants faced during their everyday
chores at home. It provided rich data, which helped us understand how participants
moved around the house, and what were the key areas that they needed most assistance.
Several different ideas and opinions emerged after the analysis of responses on the
images. For instance, one participant stated that he felt most comfortable in his bed-
room, however he was not happy with his wardrobe as he faced problems when
reaching the clothes because the closet was not customized or adjusted to his height.

This method formed a basis and helped researchers to narrow the collection of ideas
received from analysis of all methods leading towards creating a smart device for the
people with disabilities. It also aided the researchers to get acquainted with the homes
of participants and provide a rich picture to inspire the design of a device.

Ultimately, a smart shower, smart refrigerator, and a smart oven were three pro-
posed devices after conducting the participatory methods. Based on various aspects,
such as feasibility of the production, processes and the cost of the device, the smart
shower device was mutually chosen by researchers and participants. Considering the
cost aspect for instance, the device is likely to have an overall lower cost compared to
other proposed devices, due to their complexity features.

4 Prototype Development

Following the requirements gathering phase using three participatory design methods,
we were ready to explore and design the product that our participants mostly preferred.
We continued to involve participants in the design of initial prototypes; we used three
participants that also participated in requirements gathering methods [33] (refer to
Table 1). The prototype design went through three phases; (1) paper prototype using
sketching, (2) digital prototype using Photoshop PS6, and (3) an advanced prototype
using littleBits [35]. Participants were involved only in the first two phases.

4.1 Paper Prototype

Taking in consideration the participants’ physical disabilities and special needs, we
found that the use of paper prototyping should be an appropriate and easy way to make
a prototype in a short time frame [34]. Additionally, Lowgreen and Stolterman [36]
argue that using low tech prototypes helps to generate more comments and discussions,
since participants get the impression that they can contribute easily to an early stage
prototype rather than a refined version. The prototype was created using white papers,
coloured pencils, markers, eraser, ruler, scissor and tape. With the paper prototype,
participants were able to envision their original ideas about the design of the device and
customize it according to their wishes and demands.

Initially, participants were informed about the overall purpose of this workshop and
the goals to be met. In previous sessions, we had decided about designing a smart
shower, while now we started by brainstorming of ideas on how to design the smart
shower. Device options, such as, buttons, screen, mic, speaker, colours, were discussed.
We then proceeded in discussing the physical aspects of the device including its size,
shape, and placement of the device in a bathroom. Although participants had no
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sensory disability, such as, sight and hearing, they were reminded that the device
should also be used by people with such disability.

With the occasional help from researchers or facilitators, participants started to cut
the white papers in different sizes that they imagined the device size. The participants
were asked to think about the key features to be placed on the device. Various features
were suggested and the most important ones were decided, which included the water
temperature control, pressure control, and the assist alert button. One participant stated
that “the shape of the buttons for every function should be different to make it easier to
find and work with”. Hence, the buttons were designed to have distinctive shape,
colour, and dimension in order to be accessible and usable by people with visual
impairment. Other features, such as, voice interaction and language options, were
discussed to be important to be included into the design. The design process with
participants took approximately one hour. In the days that followed, researchers refined
the paper prototype and it finally looked as in Fig. 4.

4.2 Graphical User Interface Prototype

A week after the paper prototype session, the same participants were invited again to
take part in designing a digital prototype. The session started by showing them the
improved paper prototype, to confirm their vision. Participants continued to discuss and
provide their suggestions, while two researchers implemented those on a computer using
the Photoshop PS6 application. Besides providing enhancements regarding its look and
feel, the digital prototype also was used to explore how the device would be used.

The device is envisioned to be operated using two interaction modes; by pressing
the buttons or by voice commands. The device is turned on when the user sits on the
washing chair, which activates the pressure sensor. A blue light then comes out from
the device along with a greeting message. By pressing the Start Shower button, the

Fig. 4. Final paper prototype.
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water will start pouring and a voice feedback is heard stating “Shower is On”. The user
then can adjust the water temperature and pressure either by pressing the appropriate
buttons or using voice commands. The device is paired with care assistant’s mobile
phone, which notifies her via a text message that the person is in the shower. This will
keep the assistant aware in case the user needs any help. If such cases arise, the user
presses the alert button, which sends a message to the care assistant stating “I need your
help”. The response from the care assistant is displayed on the device screen along with
a voice message coming out of the speaker. If the alert button is pressed once, a
message is sent; if it is pressed twice, a call will be initiated to care assistant’s mobile
phone (Fig. 5).

Other relevant buttons are also designed on the device that provide several func-
tionalities. The position of the shower head can be adjusted using triangle shaped
buttons labelled with letters “H” and “L” for high and low, respectively. The tem-
perature control button is denoted by “T” and “+” and “−” can be used to increase or
decrease the water temperature respectively. At the center of the device, four squared
buttons are placed to regulate the typology of the water flow. Besides the speaker that
provides auditory feedback, the device also has a display to show the temperature
degrees, jet flow type, battery level, Wi-Fi connection, and music on/off.

Lastly, the shower can be turned off by pressing the dark grey button with head
shower icon on the bottom. This will stop the water flow and an audio feedback is
heard from the speaker stating ‘Shower is Off, Thank You!’. At the same time, the care
assistant is notified via a text message.

Fig. 5. Finalized digital prototype of device.
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4.3 Prototype Using LittleBits

Considering the hardware aspects of the smart shower, such as pressure and temper-
ature sensors, we explored the idea of enriching the prototype using electronic building
blocks called littleBits [35]. These electronic components are attached together in order
to perform a function. To illustrate it simply, for instance, a component with a button
could be attached to another component with a light, and a simple function could be
that the light will turn on, when the button is pressed.

For the prototype, two services, Devicehub and Hookshot, are used to connect the
cloudBit and register the webhooks. The different functions of the prototype are
implemented using IFTTT [37] app recipes and the cloudBit. With the help of cloudBit,
a wireless enabled module (component), enables the prototype to be connected to the
internet to perform functions. Once the connection is established, simple “If This Then
That” code recipes via the IFTTT app are used to trigger actions that perform various
functions. Some of the features of the smart shower device that were developed using
the littleBits kit are: turn the device on, simulation of shower on and off, temperature

Fig. 6. IFTTT, sending message to a care assistant when the device turns on.
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display, and alert notification. The IFTTT route of ‘device switched on’ function that
sends an alert to a care assistant when a person is in the shower, is illustrated in Fig. 6
and its littleBits prototype is shown in Fig. 7.

During this study, due to limitations and some restrictions of using littleBits,
several functions were not implementable like two-way communication using mic,
height adjustment, pressure buttons, temperature increase and decreases as well as
voice recognition functions.

5 Discussion

The contribution of this study lies in bringing the human-centred design approach to
Internet of Things. Involving participants in the requirements gathering methods helped
us understand their ways of doing things in their homes. Each requirement gathering
method inadvertently served a different role. The cartographic mapping was useful to
understand the differences among our participants, even those with the same disability.
This indicates that people of similar disabilities should not be treated homogeneously
as their wishes and issues might differ. The future workshop provided a full cycle of the
design process, from identifying details about the issues, prioritizing among those
presented, and all the way to giving suggestions about their implementation. Moreover,
using this method, we were able to more accurately pinpoint what activities and in
which settings provided most challenge for participants; which was the kitchen and
bathroom. Finally, the cultural probes offered a richer context of the issues people
faced, perhaps because they had more time to complete it (two weeks) and by asking
their comments on the type of activities people conducted in each room of their homes.

Another important aspect that played crucial role when deciding to design a smart
shower was the intimate considerations typically related to activities in a bathroom.
According to Finken and Mörtberg [38:315], Beathe, a study participant, says: “…do I
manage to go to the bathroom, and take a shower, do we have toilets that work so

Fig. 7. Device On implementation using littleBits.
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I can … the most embarrassing, I think, is being dependent on someone else to help me
in the bathroom. It is absolutely the worst thing I know or are you forced to use diapers
depending on that care workers cannot help you frequently enough – the most basic
need. I think this is really important, one should start here [on basic needs] – other
issues will also appear. Certainly, one can focus on other issues but just to start, what
do you need, you need food for the day and you need to go to the bathroom and you
need … here I think it is the absolute first and most important [demands], because
many [services/technologies] do not exist and the [designers] don’t care enough”.
Thus, designing technological smart devices used in a bathroom to assist people with
disability were deemed very important and significant.

An interesting finding from participants’ discussions was their contradicting views
about technology, some were interested in using smart devices and some were reluc-
tant. The image of a smart house presented to participants during the probes method,
raised many ideas and concerns about the usage of smart devices, which inspired them
to brainstorm on how different technologies can assist in their daily life. However, one
person expressed concerns that the usage of technology will make them lazy and the
body inactivity will lead to serious health problems.

5.1 Ethical Considerations

This study required direct contact with participants for most of its activities. To respect
participants privacy and inform them of the purpose of the study and their activities
before they could participate, they were asked for a consent. Indeed, the consent was
twice obtained from participants; first for agreeing to participate in the requirement
gathering and prototyping sessions, and second for agreeing to write and publish this
paper, albeit using only anonymised data.

The other privacy concern related to the smart shower device is its transmission of
data. Although the device is only envisioned to communicate with a care assistant or a
family member, its ability to connect to the Internet, makes it prone to attacks and
revelation of sensitive data of the users involved. In general, the privacy and security
issues related to Internet of Things are an important challenge nowadays and conse-
quently a subject of intense research. With advances in the field, these concerns will be
mitigated and the Internet of Things devices within the smart house eco-system will
become more prevalent.

6 Conclusion

In this paper we report a study we conducted with six people with various disabilities in
order to identify the type of smart product they judge most likely to increase their
independence at home. Using three requirement gathering methods, cartographic
mappings, future workshop, and cultural probe, we learned from our participants that a
smart shower would be a product of their choice. This product will increase their
independence, privacy, and it will be the most feasible for production.

Using two stages of prototyping, namely, paper prototyping and later graphical
prototyping, participants together with researchers developed the features of the smart
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shower. The main features included, the ability to change the water temperature, water
flow, shower head position, and an automatic alert delivered to a care assistant when
the shower is in use. Finally, researchers have investigated the use of littleBits elec-
tronic modules to build a more advanced prototype. Due to the limitations of the
littleBits, however, not all features were implemented.
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Abstract. The general increase in life expectancy and the consequent ageing of
the general population impose major challenges to modern societies. Most
elderly people experience the typical problems related to old age, such as
chronic health problems, as well as sensory and cognitive impairments. In
addition, in today’s modern societies, where families have less and less time to
look after their older relatives, the isolation of the elderly is a real concern and a
highly recurrent problem, which is enhanced when they live alone. To solve, or
at least minimize, these problems, a smart home monitoring system was
developed, as presented and described in this paper. This solution is imple-
mented based on a sensory network which detects anomalous behaviors,
immediately triggering a warning to the caregiver or family.
A strong concern when developing a project of this kind is the physical

security of the elderly. Houses tend to have hazardous objects and characteristics
that may inflict serious injuries to their occupants or, in extrema, even death. As
time goes by, the elderly start losing muscle mass and osteoporosis may appear,
as well as vision and hearing impairments, which increase the likelihood of
falling. Several other serious accidents may also occur, such as gas leaks, floods
and fire outbreaks. Therefore, this population would strongly benefit from a
solution which helps predict and even prevent accidents before they happen.
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1 Introduction

The present paper was developed as a result of the previous (“Low Cost Smart Home for
Elders”) [1]. It focuses mainly on the topic of physical security of the elderly, from the
monitoring to the warning system to the trustees, in the event of an incident or anomaly.
Following a brief assessment of the framework of the Internet of Things (IoT- Internet of
Things), a great revolution is expected in the way we live and act. In a few years, the IoT
technologies will be present on a daily basis, meaning that even if people do not interact
directly with this type of technology, they will have some sort of impact on their lives [2].

These technologies will be present in several areas of technology companies:
health, industry, economics, among others. Highlighting the enormous potential that
these technologies have, with a set of sensors and actuators, connected by the data
networks computing systems, centralized and easy information access, it is possible to
effectively manage and monitor the physical security of the elderly [3].

The use of the IoT technologies facilitates the monitoring of people, equipment and
animals, allowing a thorough analysis of all data captured. When the user is connected
to the sensors, the communication of vital signs, biometric information or the emer-
gence of problems are diagnosed and transmitted in good time, enabling faster assis-
tance, as well as a more efficient health and safety service [4].

As mentioned in the earlier paper, developed by this team (Low Cost Smart Home
for Elders) [1], the number of elderly people is increasing at a great rate in many
countries, particularly in Portugal [5] and this type of population has great propensity to
suffer accidents, with the aggravating factor that a vast majority live alone, whether for
cultural reasons, for family or other reasons [6]. Therefore, we urgently need to find
strategies to combat or minimize this problem, ensuring improved care for the elderly,
so that even those living on their own have access to technological mechanisms that
guarantee safer living conditions [7].

In addition to all the problems associated with the isolation of the elderly, the
reality is that not everyone has the financial ability to pay for the support of a pro-
fessional at all times. Therefore, we can use technology to monitor the physical security
of the elderly, providing other caregivers with a variety of informational tools that
facilitate the contact with users and allow for quick action in case of emergency [8]. For
this reason, the use of these technologies makes perfect sense, especially in countries
where the aging trend is quite high, as in Portugal [5]. The team have focused efforts on
developing a solution that would provide houses with cybernetic technology to monitor
the elderly, while responding to other requirements [9].

We present some examples of the application of the IoT with regard to the physical
safety of the elderly and demonstrate its feasibility. Ex.: with the system installed at
home, an elderly person requiring strict medication adherence may be prompted, at
certain times, to take the corresponding medication in order to eradicate the disease [9].
Another very useful feature is the detection of falling accidents which occur quite often
among people of this age group. A sensor that detects sudden and anomalous move-
ments by the elderly generates an immediate warning message to alert family or the
caregiver. This way, it is possible to provide quick and efficient aid, as well as to avoid
accidents with potentially serious consequences [10].
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IoT technologies present two very important features for users of these technolo-
gies, though more directly related to the elderly: Wearable Technology and data
generated by monitoring patients [11]. The Wearables have a key role in remote
monitoring of the elderly, since it is through these that the communication link is
established with the monitoring platforms. On the other hand, the data generated by
monitoring the behavior of the elderly are a valuable and fundamental source of
information, since it is by studying and manipulating it that algorithms (analytics – big
data) are developed to better monitor these behaviors [12].

The rest of the paper is organized as follows: Sect. 2 presents some studies related
to the assistive home systems. The general architecture of the proposed smart home for
the elderly is described in Sect. 3. In Sect. 4, the implementation of a functional scaled
model of a smart home for the elderly is presented. Also, in this section, the perfor-
mance of the developed prototype is evaluated. Finally, in Sect. 5, the conclusions are
drawn and some ideas for future work are presented.

2 Background

The work presented by Chan et al. [13] reviews how the elderly and disabled can be
monitored with numerous intelligent devices. Their article presents an international
selection of leading smart home projects, as well as the associated technologies of
wearable/implantable monitoring systems and assistive robotics. The latter are often
de-signed as components of the larger smart home environment.

Nait-Charif and McKenna [14] tracked the person using an ellipse and analyzed the
resulting trajectory to detect inactivity outside the normal zones of inactivity like chairs
or sofas. However, they both used a camera mounted on the ceiling and therefore did
not have access to the vertical motion of the body, which provides useful information
for fall detection.

Fall detection and prevention systems have been designed using either external
sensors or wearable sensors. External sensors are deployed in the vicinity of the elderly
person to be monitored, and wearable sensors are attached to him [15]. There have also
been other approaches that use a combination of both types of sensors, known as hybrid
systems. These types of systems will not be covered in this review. Camera-based
sensors are perhaps the most common types of sensors used in external sensing. One or
multiple cameras are placed in predefined fixed locations where the person of interest
will perform his/her daily activity. The main drawback of these sensors is their inability
to track the user out of the cameras’ range of visibility. Another important factor related
to external sensing is its high cost, as multiple sensors must be purchased to increase
the system’s coverage [15].

The work presented by Gaddam et al. [16] uses intelligent sensors with cognitive
ability to implement a home monitoring system for elderly care application. These used
sensors can detect the usage of electrical devices, bed usage patterns and flow of water.
Besides that, the system also incorporates a panic button. The cognitive sensors provide
information that can be used to monitor the elderly person’s status by detecting any
abnormal pattern in their daily home activities.
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Lee and Mihailidis [17] detected falls by analyzing the silhouette and the 2-D
velocity of the person, with special thresholds for inactivity zones, such as the bed.

The smart home for elderly care presented in [18], which is based on a wireless
sensor network, demonstrates that ZigBee is well suited for smart homes and automation
systems. ZigBee is a low cost, low power and low complexity wireless standard [19].

The studies presented above are significant in the area of the smart homes for the
elderly and the concepts reported on those works are very useful and can be used as a
base reference for the defining characteristics of lower cost solutions, as the one pro-
posed and described in this paper.

3 System Architecture

In terms of architecture, the project relies mainly on sensor network, responsible for the
readings according to the configured sensor type. Each sensor is connected to a
microcontroller that is responsible for the communication of the data received from the
respective sensor to the platform installed in the gateway.

All Communications between the sensor and microcontroller are direct and wired.
All other communications are established using a wireless network or by low power
Blue-tooth, ensuring the modularity. It should be noted that the protocol used for the
transmission of data between the microcontroller and the platform is the MQTT
(Message Queuing Telemetry Transport) [20].

The MQTT broker is installed and configured in the gateway and is responsible for
sending the received messages on a given topic through the sensors to an aggregated
platform, where the received data is processed. The managing platform can then act
according to the situation, providing all the available data from sensor and actuator for
consultation and management by the user.

The following image shows a generic architecture form of our solution. It shows the
various components of the solution. We can still identify the various types of com-
munications (Fig. 1).

With this type of architecture, we guarantee the implementation of modularity,
where the great advantage is to be able to adapt this type of solution to most existing
IoT projects in the market. In addition to that, it is easier to add new modules within the
solution at any time. In most cases, each sensor will be added to a single microcon-
troller, for optimization and performance issues. However, there are cases where a
microcontroller can aggregate more than one sensor, whenever the sensors work
together, thus optimizing the structure of the solution.

The actuators are also aggregated to a microcontroller receiving the instructions of
activity coming from the sensors. An actuator can receive instructions from one or
more sensors, such as the LCD display (Liquid Crystal Display), which shows various
types of information from different sensors.

All this data processing is performed at the gateway of the solution, a microcom-
puter Raspberry Pi3, responsible for the data processing, control and monitoring, thus
ensuring a high level of safety to the solution, as well as a more streamlined system.

The following Fig. 2 shows how the sensors communicate with the actuators,
giving a more precise notion of how the information flow is processed between the

Security Monitoring in a Low Cost Smart Home for the Elderly 265



Fig. 1. System architecture

Fig. 2. Sensors communication
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sensor and the respective actuator, and it also highlights the important role that
microcontrollers play in this architecture.

The home automation and the assistive sensors send all the relevant information to
the gateway to be managed and processed, as mentioned previously. When an
abnormal situation occurs, the system detects it and activates the right support services.
The presented solution is an integrated one that should be provided to elderly people
who live all by themselves, since it gives them a better quality of life, with a real sense
of security.

4 Implementation

This section presents and describes the development and implementation of a func-
tional prototype in order to demonstrate the technical and economic feasibility of the
proposed elderly assistive security system.

Figure 3 shows the devices of the implemented system by category,. which are
essential for the implementation of this prototype. Some of the functionalities presented
in Sect. 3 were implemented. All these sub systems are relevant to the wellbeing and
sense of security of the elders.

Fig. 3. Device category
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The goal of the security module is to provide the house protection and security of
the home occupants. For that, it incorporates several types of sensors and, conse-
quently, several sub systems. To detect house floods, a water level monitor sub system,
which is very useful in kitchens, bathrooms and laundries, was implemented. This sub
system monitors the water level and when it reaches a given value, the solution acti-
vates an alarm and sends a warning to the web platform.

There is also another security and prevention module activated in the solution. If
one or more taps of the bathroom are open and it doesn’t detect movement of home
users in that division, it sends an alarm message and turns off the tap that triggered the
alarm. Another security feature is the fire detection sub system. The smart home uses a
sensor that detects any kind of fire, triggering an alert and a warning to the platform.
Another security subsystem is gas detection, as gas leaks tend to be very common
causes of accidents nowadays. We use a sensor that detects any abnormal gas leak and
then triggers an alarm, sending a warning message to the platform. The last security
feature implemented in the prototype is the intrusion detection. Here, simple switches
that simulate the magnetic doors and windows sensors were used. Every time each
switch is activated, simulating an intrusion, the home control board (Raspberry Pi3
[21]) can get a small video of the place where the intrusion is taking place and send it to
the platform along with the corresponding warning. The house alarm is also turned on.

In addition, the solution has a feature to remind the elderly to take their medicine.
This system can be useful in the event of there being anyone home, especially the
elderly, who needs to take some type of medication at a specific time of day, and it can
be set as many times as needed. Also, the house has a panic button implemented. If a
person is in an emergency, they can request support from their caregiver. To do this,
simply press the button for two seconds, which sends an email and triggers a sound
message in the house.

The maintenance of the data in the web servers allows the user to access it anytime
and anywhere. The management and control of every aspect of the system features by
the client is always performed through the communications module.

In the implemented solution prototype, the main devices responsible for managing
the comfort and security features are the Raspberry Pi3 [21] with has platform installed
with MQTT broker.

The website is one of the places where the clients can access and manage their
information and collected data, as mentioned before. The website is structured with one
page where you can access all the data. The website contains useful general infor-
mation, the procedures for monitoring and controlling a smart home, the contacts of the
service provider, emergency numbers and all the collected values of the home sensors.
Since data is acquired in real time the client can always check if something abnormal is
happening.

A photo of the implemented prototype is presented in Fig. 4. This photo shows the
model of our smart home. Figure 5 shows the website. As it can be seen, the sensor
values are available to each client (Fig. 6).
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Fig. 4. Solution prototype

Fig. 5. Web frontend platform
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5 Tests Conducted to Analyze the Behavior of the Solution

To assess the performance of all electronic parts (hardware and firmware), several tests
were conducted. The methodology used was the following: First, each sensor or
actuator was tested independently of all the others. The information gathered by each
sensor was displayed on the LCD screen and on the platform dashboard. This way, the
performance was inferred by the operating status of the respective sensor. After the
operation validation of all the sensors, the alarm associated to each sensor was tested.
For that, abnormal situations were imposed to verify if the alarm would be triggered.
A buzzer was used to simulate the alarm operation.

The next picture shows an example of the inflicted procedures on the house sensor
system to evaluate the abnormal situations, as wells as testing the corresponding alarm
message warnings, either on LCD Display and on the platform dashboard.

After confirming the right operation for each sensor and respective alarm, the
communication with the server was evaluated, confirming all alarm messages were
shown both on LCD display and on the platform dashboard.

To test the “flood detection sub system”, a cup of water was used. The sensor was
submerged below the limit defined in the configuration script, forcing an abnormal
value, which caused an alarm (buzzer sound). There was also a new notice on the LCD
display and an update of the home status on the house platform (the message “FLOOD”

Fig. 6. Test example
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was sent). To test the “prevent flood detection sub-system” a flowmeter was installed
before the tap together with a motion sensor in the same room of the tap. If there is flow
and nobody is in the room, the alarm is activated (buzzer sound), a new notice appears in
the LCD display and there is an update of the home status on the house platform (the
message “PREVENT FLOOD” is sent). To test the fire detection sub-system, a lighter
was used, sparkling a flame inside the kitchen house mockup, which forced an abnormal
value, simulating fire. This will cause an alarm (buzzer sound), a new notice on the LCD
display and an update of the home status on the house platform (the word “FIRE” was
sent). To test the gas detection sub-system, a lighter was used, releasing gas inside the
kitchen house mockup, which forced an abnormal value, simulating a gas leak. This
caused an alarm (buzzer sound), a new notice on the LCD display and an update of the
home status on the house platform (the message “GAS DETECTED” was sent).

Finally, we set the alarm for the house and then opened a window with a magnetic
sensor, which forced an abnormal value, simulating an intruder. This will create a new
notice on the LCD display and an update of the home status on the house platform
(changed the window state from 0 to 1).

6 Conclusion and Future Work

The paper proposes and describes a security monitoring system in low cost smart
homes for the elderly, which integrates home automation systems with assistive ones in
order to fulfill the needs of the elderly. It provides the elderly who live alone in their
home with the security they require and, simultaneously, a sense of tranquility to their
family. The proposed system architecture allows the users to control all the home
features anytime and anywhere, by using the system app on any mobile device or
through the system online platform. The elderly’s relatives (family members respon-
sible for the elderly) are always informed of their health and status situation by
receiving an alarm when an abnormal situation occurs.

An operational scaled model is also presented and described in the paper in order to
demonstrate the feasibility of the solution. Many of the proposed functionalities were
implemented in the mockup house. The scaled model uses a Raspberry Pi3 as the
gateway to control all the deployed sensors, to acquire all the sensors’ data and to send
it to the system cloud servers. On the other hand, we used ESP-8266 [22] microcon-
troller to send the sensor’s data wirelessly to the gateway. Several functional tests that
replicate daily situations were performed to assess the system. The results obtained
show that the proposed solution is functional.

One major improvement since the last low cost smart home project [1] was the
inclusion of wireless communication between the microcontrollers and the gateway,
improving the system’s flexibility and functionality. All the cabled parts of the
infrastructure were replaced by the wireless microcontroller ESP-8266 [22] connected
to the sensors. Another major feature added was the implementation of an ambient
assisted living, capable of detecting abnormal or unusual s behavior patterns and health
problems in the elderly, generating warnings or alarms to the care givers and the
elderly’s relatives. The ambient assisted living will be based on the behavior analysis
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algorithms that have the ability to process all the data collected from each sensor
(deployed in the home and wearable).
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Abstract. Several augmentative and alternative communication (AAC)
systems have been developed to present multimedia content to support
the storytelling of older adults. To develop these systems, the AAC sys-
tem designer requires information regarding the interaction of conversa-
tions in the field. Designing such systems requires careful consideration of
not only the provision of content as stimulus for older adults but also the
support for interlocutors to ask effective questions within the frequent
sequential patterns. However, the efficacy of questions asked by inter-
locutors while presenting content has not been a major focus of research.
This paper presents an analysis of peer conversations between geriatric
health service facility residents with neurocognitive disorders and their
care staff, while photographs are being shown on a touchscreen. As a
result, we determined the questions and patterns that are effective in
eliciting storytelling. These insights may be used to enhance the design
of AAC systems for storytelling.

Keywords: Life story · Design for aging
Augmentative and alternative communication

1 Introduction

Augmentative and alternative communication (AAC) systems are tools to over-
come communicative challenges, involving those pertaining to storytelling. Sev-
eral AAC systems have been developed to present multimedia content. To
develop these systems, the AAC system designer requires information regarding
the in situ interactions within AAC-mediated collaborative and co-constructive
activities of augmented speakers and their interlocutors. However, the efficacy of
questions asked by interlocutors while presenting content such as photographs,
movies, and songs as a stimulus to augment storytelling by older adults has
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not been a major research focus. This paper presents the findings of an analy-
sis of peer conversations between geriatric health service facility residents with
neurocognitive disorders and their care staff while showing photographs on a
touchscreen.

The objectives of this research were, specifically,

1. to test the relationships between the presence or absence of specific types of
questions, and their corresponding success or failure in eliciting life stories,
and

2. to mine frequent sequential patterns of care staff utterances, including the
specific types of questions in cases considered successful.

To accomplish these aims, we applied the chi-squared test and the cSPADE
algorithm in R to conversation data.

The remaining paper is organized as follows: The subsequent section details
related work. In Sect. 3, a brief overview of the conducted experiment and anal-
ysis is presented. Sections 4 and 5 provide the results and their discussion, and
Sect. 6 concludes the main findings of this study.

2 Related Work

Regarding conversations with older adults, there are several studies investigating
the effect of presenting content that serves as a clue to storytelling. Fried-Oken
et al. reported that AAC was associated with greater use of targeted words dur-
ing personal conversations [4]. Bourgeois et al. reported that using a memory
book consisting of autobiographical, daily schedule-related, and problem reso-
lution information improved the duration of speaking time of older adults [3].
These studies suggested that more detailed or a larger number of life stories can
be obtained by presenting content that serves as a pointer for the conversation.

There are some studies that support storytelling using information and com-
munications technology (ICT) owing to its advantages such as easy presentation
of multimedia content. Alm et al. developed a system that could present content
on a touchscreen and reported that the system proved remarkably effective in
restoring a degree of equality in communication with a person with neurocog-
nitive disorder [1]. Webster and Hanson developed a system for care staff to
obtain information regarding older adults [8]. The contributions of their research
include the identification of factors important in working with a care staff popu-
lation, introduction and evaluation of a software tool for care staff in residential
homes, and emphasis on the potential benefits of technology in assisting care
staff. However, these studies did not consider how the care staff interacted with
older adults.

Storytelling has been examined from many different perspectives. Nishida
et al. conducted questionnaires for caregivers and reported that their communi-
cation skills can be explained based on three factors: consideration to receptive
conversation, consideration to speech, and strong patience [6]. Stuart examined
the storytelling patterns of older adults in order to understand the complexities
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of this type of communication [7]. Thereby, he reported that repetition of the
same story includes three patterns or categories: construction of the repeated
story, order of the stories told in repetition, and stories that were repeated with
added “update” information. Our research is distinguished by the fact that its
focus is on the questions asked by care staff during a conversation.

3 Method

All participants were treated according to a protocol approved by the Shi-
mane University Institutional Committee on Ethics, and informed consent was
obtained from each participants.

3.1 Participants

Four residents between the ages of 78 and 88 with neurocognitive disorders and
six care staff from a geriatric health service facility participated in this study.
In this study, we use “neurocognitive disorders” instead of “dementia” in conso-
nance with DSM-5 [2]. The average score of the mini mental state examination
undertaken by the residents was 17.75 (SD = 5.44). A communication peer was
selected for each resident based on the staff member’s assignment as a care giver.
This pairing is henceforth termed a dyad. Their conversations were in their native
language (Japanese).

3.2 Equipment

A technology probe is an instrument with limited functionality that is deployed
to explore unknown information and expected to obtain useful or interesting
data [5]. Figure 1 shows screenshots of our probe, which is capable of browsing
thumbnails of photographs, showing a selected photograph in a larger size, log-
ging interactions, and recording speech. For this study, 190 common photographs
and 46 personal photographs were installed.

Fig. 1. Screenshots of our technology probe
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Fig. 2. Experimental apparatus

3.3 Data Collection

Each dyad used our probe and engaged in approximately 5 min of unstructured
conversation two times a week over a period of four weeks. During these con-
versations, each dyad sat shoulder-to-shoulder to share a touchscreen, as shown
in Fig. 2. On some data collection days, the residents’ cognitive conditions were
not sufficient to recognize photographs. Consequently, we collected audio record-
ings of a total of 27 conversations. By using the data logged by our probe, we
extracted 121 photo segments from the transcribed audio recordings concerning
the enlarged photographs and utterances.

3.4 Analyzing Transcripts

First, we classified each photo segment indicating whether residents did (success)
or did not (failure) tell their life stories. Second, we coded each sentence from
both the staff and the residents using emergent coding. The final coding scheme
contained 30 codes. Table 1 shows a part of the codes. Third, using the chi-
squared test, we examined the relationships between the presence/absence of

Table 1. A part of the 30 codes

Code Description

(a) Questions about things or events depicted in each photograph

(b) Questions about things or events associated with, but not directly
depicted in each photograph

(c) An in-depth question about each resident’s utterances

(d) A repetition or recapitulation of each resident’s utterances

(e) An utterance expressing what the care staff member thought or felt

(f) An utterance expressing the words that the resident found difficult
to say
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two specific codes associated with care staff utterances and success/failure. The
codes that we focused on were (a) questions about things or events depicted in
each photograph and (b) questions about things or events associated with, but
not directly depicted in each photograph. Finally, we mined frequent sequential
patterns including codes with significant differences using the cSPADE algorithm
in R [9].

4 Results

We obtained 66 successful photo segments and 55 failures. In some cases, the
same photograph and the same resident generated both success and failure. A
significant interaction was found for (b) by the chi-squared test (χ2(1) = 25.548,
p < 0.01), but not for (a) (p > 0.05). Life stories were more likely to be elicited
with (b) (67%) than without (b) (14%). The top 21 sequential patterns with a
length of 2 items or more are listed in Table 2. After removing the sequential
patterns of a single itemset and patterns with support less than 0.4, there were
37 patterns of successful elicitation containing (b). These patterns began with
(a), (c) and/or (d); and progressed to (b); followed by (b), (c), (d), (e) and/or
(f); where (c) represents an in-depth question about each resident’s utterances,
(d) represents a repetition or recapitulation of each resident’s utterances, (e) rep-
resents an utterance expressing what the care staff member thought or felt, and
(f) represents an utterance expressing the words that the resident found difficult
to say.

Table 2. Top 21 sequential patterns with a length of 2 items or more

Rank Sequence Support Rank Sequence Support

1 <b, b> 0.823 11 <b, b, c> 0.516

2 <a, b> 0.806 11 <b, e> 0.516

3 <b, c> 0.694 13 <b, c, b> 0.500

4 <a, b, b> 0.645 14 <b, c, c> 0.484

5 <d, b> 0.629 14 <d, b, b> 0.484

6 <c, b> 0.613 14 <b, b, f> 0.484

6 <b, b, b> 0.613 17 <f, b> 0.468

6 <b, f> 0.613 17 <c, b, b> 0.468

9 <a, b, c> 0.581 17 <a, c, b> 0.468

10 <b, d> 0.532 17 <a, b, b, b> 0.468

17 <a, d, b> 0.468
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5 Discussion

5.1 Results of the Chi-Squared Test

The results suggest that (b) may be effective to elicit life stories. Figure 3 shows
the transcript of the conversation between Resident A and Care Staff B and
the photograph presented during the conversation (in this paper, we present the
drawings made from tracing photographs for ensuring the participants’ privacy).
The black-and-white photograph shows Resident A and his teammates wearing
baseball uniforms. The “*” in the transcripts represent utterances coded with
one of the 30 codes in the final coding scheme other than (a) to (f), the focus of
this study. Question (b) includes the keyword “company” which is not directly
depicted in the photograph. Using question (b), Care Staff B elicited life sto-
ries from Resident A, including stories about a team from his area of the city,
Yotsugane.

Fig. 3. Baseball photograph and transcript between Care Staff B and Resident A

Figure 4 shows another transcript of a conversation between Resident A and
Care Staff C, where A was presented with the same photograph. Using question
(b) and the keyword “position,” A’s life stories were elicited, including his posi-
tion as a shortstop and his effort to really stop the balls. Even with the same
photograph, other life stories were drawn out by changing the keywords used in
the question.

In contrast, a conversation without question (b) and a different presented
photograph are shown in Fig. 5. This color photograph shows the military shogi
box and some of the pieces. Shogi is a board game similar to chess. Military
shogi is similar to Stratego, with pieces representing individual officer ranks
(e.g., captain) and things associated with an army (e.g., a spy and a land mine).
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Fig. 4. Baseball photograph and transcript between Care Staff C and Resident A

Fig. 5. Military shogi box photograph and transcript between Care Staff B and Resi-
dent A
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Only the “captain” or “a military shogi game with bonus playing pieces” that
are directly depicted in the photograph were mentioned in the questions. In
this conversation, questions by Care Staff B did not draw out a life story from
Resident A.

Whether or not the residents tell their life stories is influenced by the ques-
tions asked by the care staff. Photographs that elicited life stories were again
shown to participants on other data collection days. Although they were engaged
in similar conversations, the care staff’s questions about things or events asso-
ciated with, but not directly depicted in each photograph were able to draw out
new and in-depth information.

5.2 Results of Mined Frequent Sequential Patterns

We determined that there were patterns that began with (a), (c) and/or (d),
which progressed to (b), followed by, (b), (c), (d), (e) and/or (f) in successful
photo segments. Figure 6 shows the transcript of a conversation following this
pattern and the photograph presented during the conversation. In this photo-
graph, Resident A is shown with a “Merry Tiller” and a Merry Tiller sign. Behind
Resident A, we can see part of the company’s sign. “Merry Tillers” were rotary
tillers and cultivators that were manually pushed. They were sold by Yokoyama
Agricultural Machinery Company.

First, Care Staff D asked question (a) to confirm whether Resident A can
recognize the place where the photograph was taken. Care Staff D mentioned
the company name in utterance (f) to invoke Resident A’s memory. Next, Care
Staff D explored the life stories of A by question (b) which included “Yunbara”
(the address of the dealer), “work” and “fix.” Then, D asked question (c), drew
out A’s life stories, repeated A’s utterance (d), and drew out A’s life stories.
As a result, A’s life story was elicited: A’s job was to fix cultivators. Finally, D
repeated A’s utterance (d) a few times.

The pattern of care staff’s questions confirms the cognitive ability of the
residents, explores their life stories, and focuses on specific topics.

5.3 AAC System Design

Through conversation data analysis, we were able to identify questions that are
effective in eliciting life stories and patterns for the questions. The system that
supports storytelling should add functions not only for older adults but also to
support questions from the care staff. For example, we propose a function to
present keywords related to photographs extracted from the conversation data
of other days. With this function, we expect that the care staff will ask questions
(b) including keywords about things or events associated with, but not directly
depicted in each photograph. The keywords, such as the names of the things or
events directly depicted in the photograph, will also support questions (a).

Figure 7 shows a possible implementation of this function. This screenshot
shows the photograph and keywords can be extracted from transcripts of con-
versations with the figure on the other days. In this example, “Merry Tiller,”
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Fig. 6. Merry Tiller photograph and transcript between Care Staff D and Resident A

Fig. 7. Possible implementation for showing a photograph and keywords associated
with it
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“Yokoyama Agricultural Machinery,” and “Cultivator” are extracted from the
transcript in Fig. 6. Some of these keywords can be reused by the care staff to
elicit life stories from the older adults.

5.4 Limitations

In neurocognitive disorder care, life story work is also conducted in groups. Our
analysis focused on peer conversation. Therefore, care staff may use different
types of questions and sequential patterns to elicit and share life stories in such
cases.

6 Conclusion

We analyzed peer conversations between geriatric health service facility residents
with neurocognitive disorders and their care staff while showing photographs on
a touchscreen. We examined the relationships between the presence or absence
of specific types of questions and success or failure in eliciting life stories. As a
result, we found that it is important for care staff questions to include things
or events associated with, but not directly depicted in each photograph. Fur-
thermore, we extracted frequent sequential patterns including these questions in
combination with confirmation, in-depth question, etc.

These insights may be used to enhance the design of AAC systems for sto-
rytelling. Designing such systems requires careful consideration of not only the
provision of content as a stimulus for older adults but also the support for inter-
locutors to ask effective questions within the frequent sequential patterns. Func-
tions to provide clues for asking questions should be incorporated to explore
possible life stories, and focus should be placed on specific topics while showing
the content. Future research is necessary to analyze group conversations and
develop AAC systems with these functions.

References

1. Alm, N., Dye, R., Astell, A., Ellis, M., Gowans, G., Campbell, J.: Making software
accessible for users with dementia. In: Lazar, J. (ed.) Universal Usability: Designing
Computer Interfaces for Diverse User Populations, Chap. 10, pp. 299–316. Wiley,
Chichester (2007)

2. American Psychiatric Association: Desk Reference to the Diagnostic Criteria From
DSM-5. American Psychiatric Pub. (2014)

3. Bourgeois, M., Dijkstra, K., Burgio, L., Allen-Burge, R.: Memory aids as an aug-
mentative and alternative communication strategy for nursing home residents with
dementia. Augment. Altern. Commun. 17(3), 196–210 (2001). https://doi.org/10.
1080/aac.17.3.196.210

4. Fried-Oken, M., Rowland, C., Daniels, D., Dixon, M., Fuller, B., Mills, C., Noethe,
G., Small, J., Still, K., Oken, B.: AAC to support conversation in persons with
moderate Alzheimer’s disease. Augment. Altern. Commun. 28(4), 219–231 (2012).
https://doi.org/10.3109/07434618.2012.732610

https://doi.org/10.1080/aac.17.3.196.210
https://doi.org/10.1080/aac.17.3.196.210
https://doi.org/10.3109/07434618.2012.732610


284 H. Kanetsuku et al.

5. Hutchinson, H., Mackay, W.E., Westerlund, B., Bederson, B.B., Druin, A., Plaisant,
C., Beaudouin-Lafon, M., Conversy, S., Evans, H., Hansen, H., Roussel, N.,
Eiderbäck, B., Lindquist, S., Sundblad, Y.: Technology probes: inspiring design for
and with families. In: Proceedings of the SIGCHI Conference on Human Factors in
Computing Systems - CHI 2003, vol. 5, no. 1, pp. 17–24 (2003). https://doi.org/10.
1145/642611.642616

6. Nishida, K., Yamada, K.: Communication skills of family care givers vis-a-vis elderly
and related factors. Japan. J. Geriatr. Psychiatr. 18, 531–539 (2007)

7. Stuart, S.: Understanding the storytelling of older adults for AAC system
design. Augment. Altern. Commun. 16(1), 1–12 (2000). https://doi.org/10.1080/
07434610012331278864

8. Webster, G., Hanson, V.L.: Technology for supporting care staff in residential
homes. ACM Trans. Access. Comput. 5(3), 8:1–8:23 (2014). https://doi.org/10.
1145/2543577

9. Zaki, M.J.: SPADE: an efficient algorithm for mining frequent sequences. Mach.
Learn. 42(1–2), 31–60 (2001). https://doi.org/10.1023/A:1007652502315

https://doi.org/10.1145/642611.642616
https://doi.org/10.1145/642611.642616
https://doi.org/10.1080/07434610012331278864
https://doi.org/10.1080/07434610012331278864
https://doi.org/10.1145/2543577
https://doi.org/10.1145/2543577
https://doi.org/10.1023/A:1007652502315


Analysis of Electrogastrograms During
Exercise Loads

Fumiya Kinoshita1(&), Kosuke Fujita1, Kazuya Miyanaga1,
Hideaki Touyama1, Masumi Takada2, and Hiroki Takada3

1 Toyama Prefectural University, 5180 Kurokawa, Imizu-shi,
Toyama 939-0398, Japan

f.kinoshita@pu-toyama.ac.jp
2 Chubu Gakuin University, 2-1 Kirigaoka, Seki-shi, Gifu 501-3993, Japan

3 University of Fukui, 3-9-1 Bunkyo, Fukui Fukui 910-8507, Japan

Abstract. A percutaneous electrogastrogram (EGG) is a simple and low-
restraint way to measure the electrical activity of the gastrointestinal tract. An
electrogastrogram examination is a noninvasive method of evaluating gas-
trointestinal motility and autonomic nervous system activity. However, EGGs
are not as widely used in clinical settings as electrocardiograms (ECGs) or
electroencephalographs (EEGs) because an EGG can be impacted by electrical
activity from the myocardium and diaphragm (due to respiration), and there is
no method to relate the functions of the stomach to the data obtained. This paper
examines the effect of exercise on gastric electrical activity using two exercise
intensities to confirm the basic biological response of an EGG. It was found that
after high-intensity exercising the spectrum density at the normal frequency
band of the stomach (2.4–3.7 cpm) decreased, which may indicate a decline in
gastric activity during exercise. Exercise intensity is thought to affect the elec-
trical activity of not only the gastrointestinal tract but also other organs.

Keywords: Electrogastrogram (EGG) � Electrocardiograms (ECG)
Autonomic nervous system � Exercise intensity

1 Introduction

The intestines, which are referred to as “the second brain,” are part of the digestive
tract, and are linked to the brain through the autonomous nervous system and inter-
cellular messages, such as hormones and cytokine [1]. Abdominal pain, diarrhea,
constipation and other digestive issues caused by stress are a result of disrupted balance
of the autonomic nerves. The intestines not only digest food but also immunize the
body, and are linked to cancer and diabetes [2]. In addition, a part of the intestines
produces a precursor of serotonin, which not only maintains a person’s overall physical
health but also helps stabilize the heart [3]. Therefore, maintaining healthy intestines
contributes to mental and physical health. Recently, intestinal floral boom has attracted
interest in the fields of intestinal environment and health. In the intestines, probiotic
bacteria, pathogenic bacteria, and opportunistic bacteria coexist and protect the
intestinal environment. To regulate the intestinal environment, people must eat
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carefully, exercise, and rest. Exercise promotes circulation and keeps the autonomous
nervous system healthy. Maintaining the autonomous nerves in this way can encour-
aging peristaltic movement of the intestines [4, 5]. Excessive exercise, however, results
in sympathetic nerve dominance, which suppresses digestive tract functions. Therefore,
it is important to use appropriate exercise intensity.

The percutaneous electrogastrogram (EGG), which can perform noninvasive,
low-restraint measurements of the electric activity that controls gastrointestinal
motility, is one way to examine the motor functions of gastrointestinal disorders [6, 7].
Regular electrical activity, such as that of the heart, is also observed in the stomach and
intestines, where repeated depolarization and repolarization occur. The pacemaker of
gastric electrical activity exists in the upper one-third section of the abdomen, where it
transmits electrical waves to the pyloric region at a rate of 3 cycles per minute (cpm).
This pacemaker is controlled by parasympathetic nervous system activity; however, the
cyclic electrical activity occurs spontaneously, and is stimulated by a network of
islands called “interstitial cells of Cajal” (ICCs) [8–11]. Peristaltic movement does not
occur when electrical signals are emitted from the ICCs. However, when the con-
traction threshold is exceeded during depolarization, an action potential is produced
that causes peristaltic movement. This electrical activity is divided into two parts:
electrical response activity (ERA), which is accompanied by a peristaltic movement;
and electrical control activity (ECA), which is not accompanied by the peristaltic
movement [12]. Because an EGG cannot distinguish these, it cannot directly measure
peristaltic movements [13]. However, it is thought that EGGs are linked to gastric
electrical activity [14], and that it is possible to discover abnormal peristaltic movement
using a response confirmation test. This study examines the impact of exercise intensity
on gastric electrical activity by a participant undergoing an EGG during exercising.

2 Experimental Method

The experiment participants were 19 young men aged 22–27 (average ± standard
deviation: 22.8 ± 1.4) years, who had no history of digestive disorders or symptoms.
The experiment was fully explained to the subjects prior to the experiment, and they
agreed to participate after reading a document describing the purpose and significance
of the study, as well as the policies outlining the protection of their privacy, handling of
data, and guarantee of interruption. The electronic data obtained during the experiment
was recorded under conditions of untraceable anonymity, and approval for the
experiment (H2017002) was granted by the ethics committee of the Graduate School of
Engineering, University of Fukui.

EGGs and electrocardiograms (ECGs) were performed between 60 min of rest in a
supine position before and after the exercise. The participants ran at a velocity of
10 km/h (high-intensity exercise) and walked at 5 km/h (intermediate-intensity exer-
cise) for 15 min each on a treadmill (DK-822E, DAIKOU). A control experiment was
conducted by having the participants stand still for 15 min (low-intensity exercise).
The MET scores of the exercises were approximately 9–10, 3–4, and 1.0–1.5 (which is
within the range of everyday exercise) for the high-intensity, intermediate-intensity
[15], and low-intensity exercises, respectively. Each measurement was taken on a
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different day, and on each day, the patient sequence was randomized to reduce the
effect of ordering.

The EGGs were obtained using an ECG disposal electrode (Blue Sensor, Mets
Inc.), as shown in Fig. 1. In this study, the EGG electrode was affixed to two places
near the stomach pacemaker (ch 1) and the pyloric part (ch 2). In addition, the ECGs
that were recorded simultaneously with the EGGs were recorded by II induction. The
electrode was attached to the skin after ethanol was used to disinfect and lower skin
resistance. The EGG was recorded using bipolar leads, amplification was performed
using a biological amplifier (Biotop mini, East Medic Co., Ltd.), and data were
recorded on a PC with an analog input card (ADA16-32/2(CB)F, CONTEC). The
following settings were used for the biological amplifier: sensitivity = 100 lV, low
frequency cut-off filter = 0.02 Hz, and high-frequency cut-off filter = 0.5 Hz. Partici-
pants were asked to eat 400 kcal of portable food (Calorie-Mate, Otsuka Pharmaceu-
tical Co., Ltd.) two hours before the start of the experiment, but nothing afterwards in
order to equalize the time food had remained in the stomachs of all the subjects.

3 Analytical Method

The EGGs and ECGs that were recorded were A/D converted at 1 kHz to obtain
timeseries data. A bandpass filter with cut-off frequencies 0.015–0.15 Hz was applied
to the data that had been obtained to remove mixed electromyograms (EMGs) and
electrical noise due to the EGG time series equipment. The 1-kHz EGG time series was
resampled at 10 Hz because the normal cycle of an EGG is relatively slow (about
3 cpm). In this study, the time series was analyzed using running spectrum analysis.

Fig. 1. Electrode position.
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The EGG time series were moved and the 8,192-point time windows (roughly 13 min)
were divided into intervals of 3000 points (5 min) before each was analyzed. The
analyzed sections were recorded (as explained below) with the start times representing
the analyzed sections.

Frequency analysis was carried out by performing a Fourier conversion on each
time series section, focusing on bradygastria (1.1–2.4 cpm), reference frequency band
(2.4–3.7 cpm), and tachygastria (3.7–5.0 cpm) [18]. The power spectral density
(PSD) in these frequency bands was also calculated using 6.0–8.0 cpm, because a
study showed that a fluctuation of approximately 7 cpm in an EGG reflects the elec-
trical activity of the colon [19].

The EGG time series sections were also analyzed using a statistically estimated
translational error based on a Wayland algorithm [16, 17]. Here, the translational error
(Etrans) estimated based on the Wayland algorithm is an index that quantitively
evaluates the smoothness of the course of the attractor buried in the phase space. If the
trajectory of the attractor reconstituted in the embedded space is smooth, it is said that
the time series is deterministic. If the translational error is a positive, near-zero value,
and the model that constitutes the time series is deterministic and large, the error can be
viewed as probabilistic. When an object can be modelled using Brownian movement,
the translational error value is estimated to be 1.

The ECG measured alongside the EGG was analyzed using heart rate variability
(HRV) analysis [20], which can quantify the indices of the sympathetic and
parasympathetic nervous systems by analyzing the RR interval (heart rate) from the
time and frequency domains. The RR interval time series was abstracted, moved, and
divided into 512 time windows at 5 min intervals, which were analyzed such that they
corresponded to the sections of the EGG time series. This study assumed the low
frequency/high frequency (LF/HF) ratio and heart rate (HR) to be the activity indices of
the sympathetic nerves; also, the PSD of the LF constituent is assumed to be 0.04–
0.15 Hz, and that of the HF constituent 0.15–0.4 Hz.

For the calculated analysis indices, the average values recorded for each time before
and after exercise were compared using the Wilcoxon signed-rank test (at a significance
level of 0.05).

4 Results

Figure 2 shows the EGG waves corresponding to 10–15 min after the start of mea-
surement for each exercise. From the visual observation in ch 2, compared to that in ch
1, the effect of the fine waves derived from the intestinal tract is large. The EGG waves
after a low-intensity exercise show a large period of approximately 3 cpm. However, in
the EGG wave, after a high-intensity exercise, the amplitude decreased from that of the
pre-exercise level and its period approximately 3 cpm also reduced in scale.
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High-speed Fourier conversions of the EGG time series sections were completed to
calculate the PSD for each band—bradygastria (1.1–2.4 cpm), reference frequency
(2.4–3.7 cpm), tachygastria (3.7–5.0 cpm), and the colon (6.0–8.0 cpm); the results are
shown in Figs. 3, 4, 5 and 6. For low- and intermediate-intensity exercises, consistently
significant differences were not seen in any bands. For the high-intensity exercise, the
values in the reference frequency band were significantly lower after exercise than
before (Fig. 5b).This trend was sustained for 35 min from the start of post-exercise
measurements, and the values in the bradygastria band were significantly higher after
the exercise than before the exercise was performed (Fig. 5a). This significant trend
was sustained over 35–45 min.

The ECG recorded alongside the EGG was analyzed. For a low-intensity exercise,
the heart rate increased significantly from pre-exercise (at 0 min) to 10 min
post-exercise (Fig. 7a). For intermediate-intensity exercise, the heart rate increased
significantly from pre-exercise to 30 min post-exercise (Fig. 7b). For a high-intensity

Fig. 2. Typical EGGs for one participant after (a) a low-intensity exercise at ch 1, (b) a
low-intensity exercise at ch 2, (c) an intermediate-intensity exercise at ch 1, (d) an
intermediate-intensity exercise at ch 2, (d) a high-intensity exercise at ch 1, and (e) a
high-intensity exercise at ch 2.
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exercise, the heart rate increased significantly from pre-exercise to 45 min
post-exercise (Fig. 7c). The LF/HF for an intermediate-intensity exercise increased
significantly in some cases from pre-exercise to 45 min post-exercise (Fig. 8b). The
LF/HF for high intensity exercise increased significantly from pre-exercise to 45 min
post-exercise (Fig. 8c).

Fig. 3. Average PSD (mean ± SE) for a low-intensity exercise at ch 1: (a) 1.1–2.4 cpm,
(b) 2.4–3.7 cpm, (c) 3.7–5.0 cpm, (d) 6.0–8.0 cpm.

Fig. 4. Average PSD (mean ± SE) for a low-intensity exercise at ch 2: (a) 1.1–2.4 cpm,
(b) 2.4–3.7 cpm, (c) 3.7–5.0 cpm, (d) 6.0–8.0 cpm.
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Fig. 6. Average PSD (mean ± SE) for a high-intensity exercise at ch 2: (a) 1.1–2.4 cpm,
(b) 2.4–3.7 cpm, (c) 3.7–5.0 cpm, (d) 6.0–8.0 cpm.

Fig. 5. Average PSD (mean ± SE) for a high-intensity exercise at ch 1: (a) 1.1–2.4 cpm,
(b) 2.4–3.7 cpm, (c) 3.7–5.0 cpm, (d) 6.0–8.0 cpm.
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5 Discussion

In this study, EGGs were used to measure gastric electrical activity during exercising to
study the influence of exercise intensity on gastric electrical activity. The results
showed that for a high intensity exercise, the PSD in the gastric normal frequency band
tends to decrease, presumably indicating a temporary decline of gastric activity caused
by the exercise. This reveals the possibility that digestive activity decreases after a

Fig. 7. Average HR (mean ± SD): (a) low-intensity exercise, (b) intermediate-intensity exer-
cise, (c) high-intensity exercise.

Fig. 8. Average LF/HF (mean ± SD): (a) low-intensity exercise, (b) intermediate-intensity
exercise, (c) high-intensity exercise.
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high-intensity exercise. For low- and intermediate-intensity exercises, no consistently
significant differences were seen in any bands.

For this reason, for an exercise with a MET score 1.0–4.0, the influences of the
EGGs on each frequency band were small, and it was confirmed that the gastric
electrical activity was constant at this time. For a high-intensity exercise (e.g., running),
the PSD of the gastric normal frequency band decreased. This could indicate a tem-
porary decline of gastrointestinal activity caused by the exercise. For a high-intensity
exercise, a remarkable rise in PSD was seen in the bradygastria band after the exercise.
Bradygastria shows the integration power of the slow wave domain of the power
spectrum; thus, it is possible that it caused the delay and reduction of gastric emptying
ability after running.

Generally, under the effects of the autonomic nerve balance, parasympathetic nerve
activity is temporarily dominant, and the digestive tract activity is aggravated; addi-
tionally, if sympathetic nerve activity is dominant, the digestive tract activity is
repressed. The phenomena revealed in this study are presumed to be the results of
exercise activity that make the sympathetic nerve activity dominant and repress the
digestive tract activity. Clarifying to what extent this temporary parasympathetic nerve
activity and repression of digestive tract activity continue and how they affect the later
digestive tract activity would be extremely significant from the perspective of hygiene.
It is assumed, however, that a social-intensive environment, an irregular lifestyle that
ignores circadian rhythm, a change of environment, excessive stress, and other such
conditions disrupt the autonomic nerve balance, thereby causing autonomic imbalance.
This is known to cause functional gastrointestinal disorders. In this study, a
high-intensity exercise is understood to stimulate the regulation ability of the auto-
nomic nerve balance.

6 Conclusion

This paper reports the use of EGGs to measure gastric electrical activity during exercise
to study the influence of exercise intensity on gastric electrical activity. The results
show that it is possible for a high-intensity exercise to be followed by the temporary
inducement of a state unsuitable for food digestion. In the future, following
multi-faceted discussions of the complexity of generators of EGGs, we will study the
use of wearable devices to measure gastrointestinal electrical activity to prepare life
logs.
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Abstract. This paper explores and theorizes a space for creativity in further
developing the ambient urbanizing concept in the context of smart cities. The-
oretically this work is situated at the intersection of urbanizing the ambient,
creativity, the Internet of Things (IoT), and the Internet of People (IoP) in
relation to smart cities. The research design for this work incorporates an
exploratory case study approach and multiple methods of data collection
including survey and in-depth interviews. Group and individual discussions
were also conducted with people from a range of sectors across the city. This
work is significant in that it: (a) extends earlier work on urbanizing the ambient
and the importance of people in smart cities; (b) sheds light on creativity in a
digital context, enabled by the IoT and the emerging space of the IoP; (c) fosters
increased accessibility to aware technologies such as the IoT through more
aware people and the IoP; and (d) advances the concept of a more emergent,
dynamic, and adaptive conceptualization of creativity, as in, ambient creativity.

Keywords: Ambient creativity � Ambient urbanizing � Awareness
Creativity � Internet of People � Internet of Things � Serendipity
Smart cities

1 Introduction

This work explores and theorizes a space for creativity at the intersection of the Internet
of Things (IoT) and the Internet of People (IoP) in smart cities, in further developing and
enabling the urbanizing of aware technologies by more aware people [1]. Picon [2]
highlighted “the spatial turn of digital technologies” amplified by “the multiplication of
electronic interfaces and the proliferation of wireless communications” giving way to
discussions of “ubiquitous or ambient computing.” In the context of notions of everyday
creativity, Amabile [3] notes that, “increasingly, technology is enabling open innova-
tion, user innovation, and citizen innovation.” As such, this work is motivated by the
need, identified by Amabile [3], for “studies of creative behavior – and the accompa-
nying psychological states and environmental contexts – in situ, as it is happening”
interpreted in this work as, everyday spaces, in real-time. The main objective of this
work is to explore awareness, creativity, and serendipity in the context of aware people
and aware technologies in smart cities. A review of the research literature for smart
cities; the Internet of Things (IoT); the Internet of People (IoP) and responsive cities; and
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ambient urbanizing in relation to awareness, creativity, and serendipity is provided in
Sect. 2 in development of a theoretical perspective for this paper.

The research design for this work incorporated an exploratory case study approach
and multiple methods of data collection including in-depth interviews and survey. In
parallel with this study, anecdotal evidence was gathered from a diverse range of
people through group and individual interviews enabling further comparisons and
triangulations. Additional details describing the methodology adopted for this work are
provided in Sect. 3 of this paper. The key research question under exploration in this
work is:

Q1:Why and how does creativity pertain to urbanizing the ambient, the Internet of
Things, and the Internet of People in smart cities?

This work is significant in that it: (a) extends earlier work on urbanizing the
ambient and the importance of people in smart cities; (b) sheds light on creativity in a
digital context, enabled by the IoT and the IoP; (c) fosters increased accessibility to
aware technologies such as the IoT through more aware people and the IoP; and
(d) advances the notion of a more emergent, dynamic, and adaptive conceptualization
of creativity, as in, ambient creativity.

What follows is a presentation of the theoretical perspective, the methodology, and
study findings. A discussion with an analysis of findings is provided along with the
highlighting of insights. Challenges, mitigations, and implications of this work for
practice and research are identified, followed by the conclusion.

2 Theoretical Perspective

In developing a theoretical perspective for this work, a review of the research literature
is provided for smart cities and the urbanizing turn; the Internet of Things (IoT); the
Internet of People (IoP) and responsive cities; and ambient urbanizing and the IoP in
relation to awareness, creativity, and serendipity.

2.1 Smart Cities and the Urbanizing Turn

Townsend [4] defines smart cities as, “places where information technology is com-
bined with infrastructure, architecture, everyday objects and even our bodies, to address
social, economic, and environmental problems.” This definition features an intersection
and interplay of urban spaces, people, and technologies that includes the Internet of
Things (IoT) and the Internet of People (IoP). Sassen [5] calls for the need to urbanize
technology, in terms of “an exploration of what it means to use intelligent systems
without de-urbanizing cities.” Sassen argues that intelligent technologies “have not
been sufficiently ‘urbanized’” in that “they have not been made to work within a
particular urban context” so as to “make the city a heuristic space” as in, spaces that
foster discovery and learning. It could be said that Sassen [6] articulated an impending
space for the intersection of the IoT and the IoP in observing that “being in a city
becomes synonymous with being in an extremely intense and dense information loop”
which “as of now still cannot be replicated fully in electronic space.”

296 H. P. McKenna



2.2 Internet of Things (IoT)

Herzberg [7] describes the Internet of Things (IoT) as “a network that enables physical
objects to collect and exchange data”while describing the Internet of Everything (IoE) as
“a future wherein devices, appliances, people, and process are connected via the global
Internet.” Zanella and Vangelista [8] provided a comprehensive review of an urban IoT
in terms of enabling technologies, protocols, and architecture. In support of IoT
implementations, Leonidis, Arampatzis, Louloudakis, and Stepanidis [9] demonstrate
how a suite of tools can be used in the managing, programming, testing, and monitoring
of elements in support of creating user experiences in smart environments. Elaborating
on the IoT, Carroll, Shih, Kropczynski, Cai, Rosson, and Han [10] explore the concept of
the Internet of Places as supportive of awareness, engagement, and interaction related to
people in terms of data integrations with place. Wilber [11] claims that the IoT gives way
to the Internet of Experiences through “personal, evolving experiences.”

2.3 Internet of People (IoP) and Responsive Cities

Li [12] claims that the IoP “refers to digital connectivity of people through the Internet
infrastructure forming a network of collective intelligence and stimulating interactive
communication among people.” Miranda, Mäkitalo, Garcia-Alonso, Berrocal,
Mikkonen, Canal, and Murillo [13] propose an infrastructure in support of “moving
from the Internet of Things to the Internet of People” where “smartphones play a
central role, reflecting their current use as the main interface connecting people to the
Internet.” Key principles of the IoP are said to include: social, personalized, proactive,
and predictable [13]. Vilarinho, Farshchian, Floch, and Mathisen [14] argue that social
network platforms serve to “connect people” whereas IoT platforms “connect things”
and while “both platforms use various communication tools in efficient ways” a key
issue is that “platforms for things often don’t communicate and interoperate with social
networks.” As such, “activity feeds” are proposed as a social computing concept in
support of “a communication framework for the Internet of people and things.”

Khatoun and Zeadally [15] provide a smart city model consisting of the Internet of
Things (IoT), the Internet of Services (IoS), the Internet of Data (IoD), and the Internet
of People (IoP) where the IoP highlights smart living and smart people. Miranda, et al.
[13] use the IoP concept “in the sense of bringing the IoT closer to people, for them to
easily integrate into it and fully exploit its benefits.” Conti, Passarella, and Das [16]
articulate the need for “a radically new Internet paradigm” which they refer to as “the
Internet of People (IoP)” and “where humans and their personal devices are not seen
merely as end users of applications, but” through cyber-physical convergence, as in the
increased blurring of the physical and the cyber or digital, “become active elements of
the Internet.” It is worth noting that Conti et al. [16] overlay the physical world with
monitoring and sensing contributing to the generation of data in the cyber or digital
world enabling actions and knowledge in cyber spaces while also enabling and
informing actions in the physical world. As such, awareness in the physical and cyber
worlds and the overlay of the two informs awareness and in turn, actions. For example,
the monitoring of traffic flows can provide data enabling actions to adjust traffic lights
at intersections. Similarly, smartphone apps can use traffic flow data, in the moment, to
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assist drivers to select alternative routes. When aware technologies assist people with
everyday activities, purposefully and meaningfully accommodating choice and action,
uptake seems to occur. Naughton [17] provides a reminder of what contributes to
failure or success with aware technologies using the example of Google Glass and
Glass 2.0 (Enterprise Edition), respectively.

Schmitt [18] claims there is a movement from smart cities to responsive cities so as
to “place the citizen, rather than the technology or data, in the center of the planning,
design, and management processes of the city.” According to Schmitt [18], “data for
the responsive city” are generated by smart buildings, infrastructure, or transportation
while highlighting the importance of data from people “using smart technology and
engaging their own knowledge.” Similar to Conti et al. [16], Dustdar, Nastić, and
Šćekić [19, 20] advance the concept of “cyber-human cities” to go “beyond the con-
temporary smart city” emphasizing the notion of “citizen informedness” based on
maturity levels (ML) where ML-5 constitutes the highest level enabling people “to
engage in creative, political or relaxing activities.”

2.4 Ambient Urbanizing and the IoP: Awareness, Creativity,
and Serendipity

The notion of sousveillance proposed by Mann [21] suggests novel forms of urbanizing
enacted by people who are enabled by aware technologies in cities with the pervasive
presence of mobile, wearable, camera, and recording devices such as smartphones. For
the purposes of this work, ambient is understood to be the increased embedding and
presence of aware technologies around and in support of human activity, influencing
the nature and experience of information and awareness [1]. Weiser and Brown [22]
proposed that encalming or ambient technologies pertain to how they “engage our
attention” through “both the center and the periphery of our attention” such that, “by
placing things in the perpiphery we are able to attune to many more things.” An
example of one type of awareness is presence awareness where social media spaces
often indicate whether one or more of your friends are currently online. McKenna [1]
explores in more depth the awareness concept as it relates to pervasive and aware
technologies and in relation to evolving understandings of smart cities as co-creative
spaces for action [23]. Ambient urbanizing [1] in the context of smart cities can be
understood in terms of how people adapt, work with, and leverage aware technologies
to improve and enrich their awareness, experiences, interactions, and communications
in urban spaces. Examples of urbanizing from the research literature are described [1]
in relation to public displays [24] and sensing and spectacle [25]. In the case of sensing
and spectacle, the use of colored balloons containing sensors shows the shifting air
quality in the sky at various locations in the city. The example of wifi 2.0 where the use
of Passpoint enables the seamless moving from hotspot to hotspot demonstrates how
continually evolving connection technologies are adaptively accommodating mobile
requirements for Internet use in urban spaces (J. Stern, The future of public WiFi:
NYCs hotspots tested - https://www.youtube.com/watch?v=VJSCKsitn1E&feature=
youtu.be) while also serving to illustrate the notion of urbanizing aware technologies,
as in urbanizing the ambient.
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Gil-Garcia, Zhang, and Puron-Cid [26] identify creativity as one of 14 key drivers
for smart cities. A component of creativity identified by Amabile [27] is the
open-endedness or heuristic dimension as distinct from “having a single, obvious
solution (purely algorithmic).” Dourish [28] points out that “our experience of algo-
rithms can change as infrastructure changes.” For Dourish [28] “algorithms come to act
within broader digital assemblages” living as they do “in dynamic relations to the other
material and discursive elements of software systems and the setting that produce them.”
More dynamic forms of creativity as in, ambient creativity have been supported by the
European Community where researchers explored “the potential of modern digital
technology in the arts” for “better understanding the fundamental mutations of artistic
processes stimulated by emerging digital technologies” (http://aicreativity.acroe-ica.org/
node/42?page=1). Exploration of the ambient creativity concept is advanced [29] in the
context of transforming learning for more creative economies in smart cities.

Amabile and Pratt [30] identify the element of serendipity in the context of cre-
ativity and innovation as “something outside the usual planning process” as in “a
serendiptious discovery by customers or an individual or group.” Serendipity is defined
by Beale [31] as “the making of fortunate discoveries by accident” claiming that it “is
one of the cornerstones of scientific progress.” In “using ambient intelligence to aug-
ment exploration for data mining and web browsing,” Beale [31] claims that it is
possible to “keep the user at the centre of an interaction and still support them in
making new discoveries in different ways” in “making for a more serendipitous
environment.” Malmelin and Virta [32] discuss the notion of “managing for
serendipity” in the context of emergent creativity, highlighting the importance of
awareness. From a human geography perspective, Levy [33] associates serendipity
with awareness as in, the utilization of “our complete sensorial apparatus” in relation to
the rich information afforded by the density and diversity of urban spaces. Moriset [34]
refers to the serendiptious nature of the urban space and Sassen claims that “one of its
value-added features” is “the fact of unforeseen and unplanned mixes of information,
expertise, and talent, which can produce a higher order of information.”

This theoretical perspective enables reformulation of the ambient urbanizing
framework [1] to incorporate the Internet of Things (IoT) and the Internet of People
(IoP), highlighting awareness, creativity, and serendipity in aware digital contexts. As
depicted in Fig. 1, through the interactive dynamic of people – technologies – cities,
discussions of aware technologies and aware people using the constructs of awareness,
creativity, and serendipity are used to explore the Internet of Things (IoT) and the
Internet of People (IoP). This intersection of the IoT and the IoP provides a space for
urbanizing the ambient as responsive enrichment mechanisms, for engagement with
designs – spaces – things – interactions, in highly dynamic, emergent, and unexpected
ways, as in, ambient creativity.

The research question under exploration (identified in Sect. 1) in this work is
reformulated into the following proposition.

P1: Creativity pertains to urbanizing the ambient through the Internet of Things and
the Internet of People in smart cities as emergent responsive enrichment mechanisms
enabling more dynamic and adaptive designs, spaces, things, and interactions, con-
tributing to the notion of ambient creativity.
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3 Methodology

The research design for this work involved an exploratory case study approach, said to
be particularly appropriate for the study of contemporary phenomena [35]. The study
spanned a three-year time period beginning in 2015 and continuing into 2018, attracting
interest from multiple small to medium to large sized cities, mostly in Canada but also
extending to northern and southern Europe. The process, sources of evidence, and the
data analysis technique used for this work, are described in Sects. 3.1, 3.2 and 3.3.

3.1 Process

A description of the study was provided using a website where people could learn more
about the urban exploration and sign up to participate. Basic demographic data were
gathered during study sign up and people could self-identify in one or more categories
as educator, student, community member, city official, business, and other. Following
sign up, individuals were then invited to complete a survey about smart cities with the
option to participate in a more in-depth discussion through an interview.

3.2 Sources of Evidence

Based on a pre-tested survey instrument and interview protocol, data were gathered
from study participants about smart city experiences and ideas. Survey questions
included a combination of closed and open-ended questions and interview questions
were largely open-ended. Survey and interview questions focused on emerging
understandings of multiple aspects of smart cities such as awareness, aware tech-
nologies, smartness, and urbanizing inviting the sharing of perceptions and
experiences.

In parallel with this study, anecdotal evidence was gathered through group and
individual discussions from across the urban spectrum of city officials, business,
educators, students, designers, community members, and information technology staff
in government and postsecondary institutions in the cities of Toronto, Vancouver, and
Greater Victoria.

Fig. 1. Ambient urbanizing framework for the IoT-IoP in smart cities.
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3.3 Data Analysis

Content analysis was used as a data analysis technique employing a combination of
deductive analysis based on terminology from the research literature and inductive
analysis of data collected through open-ended survey questions and interviews.
Analysis focused on the constructs of awareness, creativity, and serendipity in relation
to smart city perceptions, experiences, and ideas. Anecdotal evidence from discussions
gathered in parallel with this study supported further data analysis, comparisons, and
triangulations for further insight and rigor. Overall an analysis was conducted for an
n = 60 consisting of 65% males and 35% females for people ranging in age from their
20s to 70s.

4 Findings

Findings from this work are presented in terms of the proposition under exploration, in
response to the research question, with an emphasis on awareness, creativity, and
serendipity in relation to the Internet of Things (IoT) and the Internet of People (IoP).

4.1 Awareness

Awareness of information sharing and communication challenges were identified with
reference to silos within organizations, highlighted both within and across municipal
government settings and higher education institutions. A community leader in Greater
Victoria referred to the importance of moving toward “clusters of things that would
bring industries and sectors together rather than that silo, sectoral approach” because
“information doesn’t seem to cross-over often.” Regarding technology awareness,
City IT staff described the IoT as “more about the instrumentation of things, with
everything connected and communicated.” A city councilor in Greater Victoria referred
to technology “as a tool that will allow people to connect to each other and to their
surroundings” adding that “vibrancy is created by people and connections between
people and the way that comes to life” is by “creating activity.” A community member
in St. John’s observed that “we’re not smart about how we use the technology” while
another in Greater Victoria noted that “it is hard for the locals to find out what’s going
on around the city.” It is worth noting that from visitors to the city, “the most com-
monly asked question” was reported to be, “what do the locals do.”

4.2 Creativity

Using the example of a locally developed mobile app, an educator in Europe pointed to
the capability of being “able to open this kind of feedback” potential to anyone in the
city as a way “to transform contributions both in terms of unique ideas and patterns into
the design of some urban space or buildings” as in “city smart infrastructure.” An
individual in IT commented that, “clusters of people have a lot better ideas than
individuals.” In response to the concern with figuring out what is going on in the city, a
community member suggested, “what if you had a map of downtown” where “you
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could see the layers of what’s happening.” City IT commented that, “we are interested
in putting physical infrastructure in place” and “how we interpret using it is still open,”
identifying challenges that include jurisdictional ones in terms of “a hard stop at
municipal boundaries.” A student in Europe noted the pervasive sharing of “very
traditional things” and events in daily lives where people are “all videoing them,
sharing them constantly in social media,” described as “a seamless behavior” con-
tributing to “this seamless interrelationship of your local and your global” generating
“concurrent awareness.”

4.3 Serendipity

City IT staff highlighted the phenomenon of “accidental data collection” and data that
“I don’t think anybody saw a need for.” It was noted that open, diverse datasets enable
“data analysis that you’ve not thought of” with the potential for “serendipitous or
accidental usage” or “unintended usage” and unforeseen value. An example from
business was provided, where such usage revealed, “a win that wasn’t even in our
mindset” where staff “were using it [data] as a predictive piece to inform their daily
operations.” The example of an urban fountain was identified by a community member
as “a touchstone in the city” that “brought people out” and “made an awareness of
something in the community.” Fitted with lights and music, this urban artifact was
described as important because “it made people talk and it slowed people down.”
Describing the placement of benches in public urban spaces, a community member
commented on, “these two benches that are facing each other” and “every time I sat on
that bench I had a totally random conversation with the person that was sitting across
from me and it was awesome” suggesting that “the placement and proximity of those
benches created that opportunity.”

4.4 Summary of Findings

In summary, as depicted in Table 1, findings are highlighted in terms of responsive
enrichment mechanisms in relation to algorithmic/heuristic types of problem solving
potentials and the IoT/IoP, focusing on awareness, creativity, and serendipity.

Table 1. Overview of findings.

IoT/IoP Responsive enrichment mechanisms
Awareness Creativity Serendipity

Algorithmic/Heuristic Info sharing App Data
Clusters Clusters Predictive
Vibrancy Map Value
Connection Social media sharing (seamless

behavior)
Fountain

Communication Infrastructure (interpretation) Benches
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Awareness emerges in this work around information sharing challenges; the
importance of clusters for communication, connection and sharing; and the importance
of connections in “creating activity” for urban vibrancy. Creativity emerges in terms of
mobile urban app creation; recognition of the importance of clusters of people for idea
generation; the mapping of activities in the city as layers of what is going on; pervasive
social media sharing as seamless behavior; and physical infrastructure development as
open to opportunities for interactive interpretation. The importance of serendipity
emerged in this work in relation to the accidental forms of data enabled by aware
technologies and the unexpected ways in which people use this data for predictive and
other purposes, creating new value; and the design and placement of urban elements
such as a fountain or benches.

5 Discussion

A discussion of findings for analysis and insights is presented in relation to the three
key responsive enrichment mechanisms of awareness, creativity, and serendipity in the
context of the IoT and the IoP and algorithmic/heuristic relationships in smart cities.

Awareness. Awareness-related findings point to the importance of information sharing
and communication in and across urban spaces and regions in support of more aware
people. Recognition of the value of aware technologies in addressing challenges and
complexities associated with information sharing, connection, and communication in
real time, highlights readiness, vibrancy, and the potentials of clusters of people from
diverse sectors at the intersection of the IoT and the IoP.

Creativity. Creativity potentials for the urbanizing of aware technologies are
demonstrated by the development and use opportunities of mobile urban applications.
Idea generation in the form of mapping the layers of what is going on in the city is
suggestive of the potential for an emergent form of ambient creativity in response to
continuous, pervasive, dynamic, and adaptive notions of information sharing. Again,
the importance of clusters of people is identified as conducive to valuable idea gen-
eration. City IT openness regarding how new physical infrastructures are interpreted for
use, suggests the presence of a space for creativity and urbanizing opportunities
involving aware technologies and aware people as an intersecting of the IoT and the
IoP. How people engage with aware technologies in urban spaces provides opportu-
nities for the study of ambient urbanizing and ambient creativity in relation to
“seamless behavior” and “seamless interrelationships.”

Serendipity. Serendipity is highlighted in relation to “accidental data collection” and
the emergent, unexpected needs and uses for such data, as in, “accidental usage.”
Accidental data and usage is suggestive of a space for ambient urbanizing potential and
for ambient creativity. The algorithmic and heuristic nature of activities and interac-
tions in IoT/IoP spaces with aware people and aware technologies in relation to
awareness, creativity, and serendipity is identified in Table 1. Where heuristic tasks
were associated with creativity by Amabile [27], as distinct from algorithmic ones, this
work points to the potential for a shift to occur as interdisciplinary perspectives shed
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light on the complexities of algorithms [28] and their potential as spaces for more
dynamic and adaptive creativity in emergent aware technology environments. Further,
the conceptualization of ambient creativity in this work, enabled by an interweaving
and intermingling of aware people and aware technologies, and the intersecting of the
IoP and the IoT, opens a space for the combining of algorithmic and heuristic activities
in response to the increasingly complex problem solving requirements in smart cities.

6 Challenges, Mitigations, and Implications

6.1 Challenges and Mitigations

Challenges of this work associated with small sample size were mitigated by diverse
voices and in-depth interviews yielding insightful and rich data. Challenges associated
with the size and geographic location of cities represented in this work are mitigated by
the potential to extend this research to other locations; cities and regions of greater scale
including mega-cities and regions; and other urban contexts. Challenges associated
with the study of ambient urbanizing and ambient creativity potentials at the inter-
section of the IoT and the IoP in smart cities are mitigated by increased openness and
emergent opportunities to explore and advance understandings through research and
practice that focuses on urban issues in context.

6.2 Implications for Research and Practice

This work has implications for research and practice going forward in relation to the
evolving of current understandings of urbanizing and creativity with aware people
interacting in aware technology environments in the context of smart cities as
responsive cities.

Research. Through this work, pathways for exploration, discussion, and debate are
opened for further theorizing, testing, and validation of urbanizing the ambient utilizing
emergent notions of ambient creativity as opportunities, challenges, methodologies,
solutions, and behaviors. While the focus of this work is on the Internet of Things and
the Internet of People in relation to awareness, creativity, and serendipity in smart
cities, the potential to extend this work to include the Internet of Places [10] and
Experiences [11] is described below.

Internet of Places. Potential exists to expand the ambient urbanizing framework for
the IoT and IoP in smart cities advanced in this paper to include exploration of the
Internet of Places [10] as a complement to the Internet of People.

Internet of Experiences. Potential exists to expand the ambient urbanizing framework
for the IoT and IoP in smart cities advanced in this paper to include exploration of the
Internet of Experiences [11] as a complement to the Internet of People.

Practice. Early-stage discussions and ideas are provided as pathways for further
exploration and realization of in situ responsive mechanisms for urbanizing the ambient
utilizing emergent notions of ambient creativity. In the context of more aware people
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interacting with more aware technologies in smart cities, this work raises the potential
for rethinking approaches to the development of algorithms in relation to the IoT and
IoP in smart cities, as described below.

Algorithmic/Heuristic Relationships. This work gives rise to the potential for a
revision of the algorithmic relationship with people to incorporate more heuristic
opportunities, challenges, solutions, and behaviors.

7 Conclusion

This work provides an exploration of the ambient urbanizing concept in the context of
aware technologies and aware people highlighting the potential for an evolving of
current understandings of creativity, enabled by the Internet of Things (IoT) and the
Internet of People (IoP). This paper makes a contribution in several ways in that it:
(a) provides a conceptual framework for ambient urbanizing in relation to the IoT/IoP
in smart cities; (b) develops and operationalizes the ambient creativity concept in
relation to the IoT/IoP in smart cities; and (c) identifies research pathways, challenges,
and opportunities related to the IoT/IoP going forward such as the Internet of Places
and the Internet of Experiences and practice potentials related to algorithmic/heuristic
relationships.

A key take away from this work is the continued importance of serendipity as
integral to the human creativity component, even in more intelligent environments that
incorporate the IoT and the IoP, characterizing smart cities. Another take away from
this work is the potential for ambient creativity to be a major driver influencing the
urbanizing of aware technologies for smarter and more responsive cities.

This work will be of interest to a diverse audience including creativity, smart city,
and urban practitioners and researchers; artists, designers, developers, architects, and
educators; and anyone concerned with more aware, evolving, and creative mechanisms
for engaging people with the IoT/IoP potentials for enhanced livability in smart cities.
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Abstract. There are several barriers (e.g., steps, slopes) that hinder the free
movement of impaired people, both indoors and outdoors. Existing approaches
for detecting barriers have an accuracy/coverage trade-off problem. For exam-
ple, approaches that use a wheelchair with an accelerometer cannot detect
barriers in areas that wheelchair users have not gone through. However,
approaches that try to detect barriers from street images on the Internet fail to
increase the accuracy of barrier detection because of occlusions that obscure the
surface of the road. To address this problem, we propose a barrier detection
approach that uses a machine learning model trained with acceleration data
acquired from smartphones of able-bodied pedestrians. This idea uses pedes-
trians as sensor nodes for detecting barriers. This approach enables us to collect
barrier information for a large area with high accuracy without any special
investigators or devices. The results of the evaluation using acceleration data of
pedestrians show that our method could identify barriers accurately by using
hand-crafted features. Furthermore, we also clarify that the identification accu-
racy improves when features auto-generated by deep learning (Denoising
Autoencoders) are used.

Keywords: Barrier-free � Unimpaired � Accelerometer � Deep learning

1 Introduction

There are many barriers (e.g., steps, slopes) that hinder the free movement of impaired
people, both indoors and outdoors. Identifying the positions of such barriers is bene-
ficial for enabling the smooth movement of impaired people and urging the government
to address this issue. Several researchers have been aware of this problem and proposed
some approaches to collect barrier information. However, an effective method that
collects barrier information from a large area with high accuracy has not been estab-
lished. For example, some works try to detect barriers by analyzing data acquired using
sensors attached to wheelchairs used by the impaired. However, it is difficult to collect
barrier information from a large area, given that the number of wheelchair users relative
to able-bodied pedestrians is very low. On the other hand, to improve the coverage,
some approaches identify barriers using road photos stored in a street view service
(e.g., Google Street View). Although such methods can collect barrier information
from a large area, it is difficult to collect highly accurate barrier information because
occlusions owing to the presence of cars and trees obscure the surface of the road.
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We focus on the fact that pedestrians carry smartphones equipped with several
sensors, every day and everywhere. Thus, we can consider the possibility of using these
pedestrians as sensor nodes for detecting barriers. Hence, we propose a barrier
detection approach that uses a machine learning model trained with acceleration data of
unimpaired pedestrians. To extract features for machine learning, we adopt a deep
learning approach. The contributions of this work include:

• A method that collects barrier information from a large area with high accuracy.
• An evaluation using actual acceleration data of pedestrians.

2 Related Works

Approaches to collecting barrier information can be broadly classified into the fol-
lowing two groups. The first group consists of approaches wherein human investigators
collect barrier information. The second group is comprised of approaches wherein
systems collect barrier information using sensor data. Furthermore, the first group can
be classified into approaches wherein human investigators collect information “in the
field” and “from a remote location”. The second group can be classified into approa-
ches wherein systems use sensor data of “wheeled vehicles” and “pedestrians”.

2.1 Human-Judge Approach

Human-Judge in the Field. In this approach, human investigators (e.g., government
staff, pedestrians, wheelchair users) collect barrier information in the field. [1] intro-
duces metrics for accessibility assessment in the field. [2, 3] are web services that
allows human investigators to upload geotagged barrier information. [4] proposes a
barrier information collection system that assesses human investigators to improve the
credibility of information.

Human-Judge from a Remote Location. In this approach, human investigators
collect barrier information from a remote location. Specifically, they try to detect
barriers using road photos stored in a street view service (e.g., Google Street View)
[5, 6, 7].

2.2 System-Judge Approach

System-Judge Using Sensor Data of Wheeled Vehicles. In this approach, systems
collect barrier information using sensors attached to cars and wheelchairs. [8] proposes
a system that identifies potholes and other severe road surface anomalies from sensor
data from the accelerometer embedded in the dedicated computer in the car. [9] con-
structs a similar system, except that this system uses the accelerometer of the smart-
phone placed on the car. [10] proposes a method to detect road surface damage by
analyzing acceleration data of bicycles.
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Alternatively, there are several works that attempt to identify barriers on sidewalks
using accelerometers and gyroscopes attached to wheelchairs. [11] identifies the degree
of slope using two accelerometers per wheelchair. Their system adopts a k-NN algo-
rithm for identification. [12] tries to identify sidewalk types (e.g., curb, slope) by
analyzing wheelchair acceleration data using SVMs. [13] analyzes not only accelera-
tion data but also vital data of wheelchair users to identify psychological barriers such
as “a nerve-fraying sidewalk due to heavy traffic”.

System-Judge Using Sensor Data of Pedestrians. There are several works that try to
recognize the user activity. [14, 15] estimates the user activity (e.g., walk, run, stand)
using an accelerometer attached on the user’s body. They adopt some time domain
(TD) and frequency domain (FD) features extracted from acceleration data to estimate
the user activity using machine learning. [16] also uses TD features (e.g., mean,
standard deviation, time between peaks) extracted from acceleration data measured by
the smartphone in user’s trousers front pocket. Their system recognizes some types of
activity such as walking and climbing up/down stairs using some machine learning
methods including J48, Logistic Regression and Multilayer Perceptron. Meanwhile,
[17] compares various smartphone positions such as hand held, backpack, handbag and
trousers front/back pocket. Their system recognizes whether the user is walking using
TD and FD features.

Using the technologies described above, there are some studies that try to estimate
the status of the road surface. [18] proposes an approach for estimating surface incli-
nation by analyzing acceleration data acquired from the smartphone attached to one of
the user’s legs. [19] tries to detect sidewalk-street transitions (e.g., curb, ramp) by
analyzing inertial data acquired from the accelerometer and gyroscope attached to the
user’s shoe.

3 Research Goal

3.1 Research Problem

Although there are several approaches to detect barriers, it is still difficult to collect
barrier information from a large area with high accuracy. Human-judge in the field
approach is highly accurate but not practical to apply to a large area owing to the
significant costs involved. Human-judge from a remote location approach can reduce
the cost of sending investigators into the field; however, it is difficult to collect highly
accurate barrier information because occlusions caused by cars and trees that obscure
the surface of the road.

As to System-judge using sensor data of wheeled vehicles approach, though it is
difficult to analyze sidewalks utilizing methods that use cars or bicycles [8, 9, 10],
methods that use wheelchairs [11, 12, 13] might be applicable to sidewalk analysis.
However, it is difficult to collect barrier information from a large area, given that the
number of wheelchair users relative to unimpaired pedestrians is very low.

By contrast, for System-judge using sensor data of pedestrians approach, existing
methods that analyze the road surface [18, 19] yield a certain degree of accuracy by
analyzing data acquired from sensors attached to unimpaired users. Also, this approach
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could be applicable to collect barrier information from a large area because the number
of unimpaired users is relatively large. However, to the best of our knowledge, existing
works have not clarified whether this approach is applicable to identify various barriers
(e.g., step, stairs, door, low/high slope) that prevent impaired people from moving
smoothly.

Based on these, problems of barrier information collection could be summarized as
follows:

• It is difficult to collect barrier information from a large area with high accuracy
using the approach in which human-judge intervenes in.

• It is difficult to collect barrier information from a large area using the approach that
uses sensor data of wheelchair users.

• It is unclear whether various barriers can be detect using an approach that uses
sensor data of pedestrians.

3.2 Definition of the Research Goal

Given the problems described above, we define the research goal as establishing a
method that detects barriers for impaired people using sensor data of unimpaired
pedestrians.

4 Approach

4.1 Target Barrier Types

First, we define the target barrier types to be detected. Stairs should be included in the
target types, because they obviously prevent impaired people from moving smoothly.
As a similar type, steps (Fig. 1: left) could be a barrier. As steps do not seem to
strongly affect walking behaviors of unimpaired pedestrians, we think it is worth
investigating whether steps could be detected using sensor data of pedestrians. As to
slopes, there are many low slopes (about 3°) in the urban area that impaired people can
climb up or down easily. On the other hand, there are high slopes (about 10°, Fig. 1:
center) that even unimpaired people cannot climb up easily by bicycle. We investigate
whether these slopes could be identified.

Fig. 1. Typical barriers (left: step, center: high slope, right: swinging door).
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Most unimpaired people are not aware of it, but some types of doors could be
barriers. Most impaired people can use automatic doors and sliding doors without
difficulty. However, it is difficult for them to open swinging doors (Fig. 1: right) while
piloting her/his wheelchair or crutches.

To summarize this discussion, the target barrier types of this paper are as follows:

• Stairs
• Step
• Low slope (about 3°)
• High slope (about 10°)
• Swinging door

There might be other barrier types to be detected. We plan to clarify these by
interviews with impaired people and field studies.

4.2 Barrier Detection Method

We focus on the fact that pedestrians carry smartphones equipped with several sensors,
every day and everywhere. Thus, we can consider the possibility of using these
pedestrians as sensor nodes for detecting barriers. Hence, we propose a barrier
detection approach that uses a machine learning model trained with acceleration data of
unimpaired pedestrians. We evaluate two types of features used in machine learning as
follows.

Hand-Crafted Features. Existing works use hand-crafted features, i.e., time domain
(TD) features (e.g., mean, standard deviation, time between peaks) and frequency
domain (FD) features (e.g., frequency band-energy) extracted from acceleration data.
By reference to these works, we use 33 TD/FD features as follows. We conduct FFT to
obtain FD features:

• [TD, 3] The mean of acceleration of each axis x; y; zð Þ.
• [TD, 3] The standard deviation of acceleration of each axis x; y; zð Þ.
• [TD, 3] The correlation coefficient between two axes x�y; x�z; y�zð Þ.
• [FD, 24] The average spectral entropy of each frequency band (0 Hz-, 1.25 Hz-,

2.5 Hz-, 3.75 Hz-, 5 Hz-, 6.25 Hz-, 7.5 Hz-, 8.75 Hz-) of each axis x; y; zð Þ.

Auto-Generated Features. Deep learning is one of machine learning methods that
uses multilayer neural networks. This method shows far higher performance than that
of machine learning with hand-crafted features in many domains: speech recognition,
visual object recognition and natural language processing [20]. However, to the best of
our knowledge, existing works have not clarified whether deep learning shows high
performance in the barrier detection task using acceleration data. Hence, we think it is
worth evaluating this. Moreover, although it would be rational to obtain acceleration
data from smartphones that many pedestrians bring always, the position of smartphone
is diverse; trousers front/back pocket, handbag, and backpack. This requires us to
design features depending on each possible position of the smartphone, however, this
design cost is too high to ignore in the case of a hand-crafted approach. Meanwhile,
deep learning can extract features from data automatically.
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For the reason noted above, we also evaluate feature extraction using deep learning.
In several kinds of deep learning methods, we adopt Denoising Autoencoders (here-
after DAE) [21] available for general feature extraction tasks. We focus on acceleration
data with three mutually perpendicular axes. To that end, we designed a five-layer
network structure, wherein the input layer is separated into three parts, as shown in
Fig. 2. This separated input layer is designed by referring to works that construct
multimodal deep learning networks such as [22]. Numbers in the figure describe the
dimension of each layer.

• L1: The first layer is the input layer for raw acceleration data of each axis x; y; zð Þ.
• L2: The second layer reduces the dimensionality of each element of L1 using DAE.

In this process, encoders E1,x, E1,y, and E1,z that reduce the dimensionality of each
element of L1 are obtained.

• L3: The third layer concatenates all the elements of L2.
• L4, L5: The fourth and fifth layers reduce the dimensionality of each previous layer

using DAE. In each process, encoders E2 and E3 that reduce the dimensionality of
each previous layer are obtained.

In estimation phase, we reduce the dimensionality of the target acceleration data
using encoders E1,x, E1,y, E1,z, E2, and E3, and use dimension-reduced acceleration data
as features.

Fig. 2. Denoising Autoencoders of which input layer is separated into three parts.

Barrier Detection Using Sensor Data from Unimpaired Pedestrians 313



5 Experiment

5.1 Purpose

As mentioned before, it is expected that the accuracy of barrier detection could be
improved by auto-generated features extracted using DAE. However, based on existing
works, this is uncertain. Hence, we set the purpose of this experiment as the evaluation
of the difference between the accuracies of two machine learning approaches; one
based on hand-crafted features and the other based on auto-generated features.

5.2 Datasets

To construct the unlabeled dataset, pedestrians carry the measurement device in the
front left pocket of their trousers. The device records 3 s of tri-axial acceleration data at
20 Hz per sample. Thus, we collected 263,700 samples of unlabeled data (22-146,214
samples per walker; 15 pedestrians).

As to the labeled dataset, we define the targets to be detected as follows (examples
are shown in Fig. 3).

• FLT: Walking on a flat sidewalk paved with asphalt (outdoor).
• USP/DSP: Walking up/down a step of which height is about 15 cm (indoor).
• USR/DSR: Walking up/down stairs of which each step’s height is about 15 cm

(indoor).
• PLD/PSD: Pulling/pushing a swinging door (indoor).
• ULS/DLS: Walking up/down a low slope, i.e. at an angle of about 3° (indoor).
• UHS/DHS: Walking up/down a high slope, i.e. at an angle of about 10° (outdoor).

The subsequent procedure is similar to that of the unlabeled dataset. We collected
3,300 samples of labeled data (10–20 samples per walker for each target; 16
pedestrians).

Fig. 3. Targets in the experiment.
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5.3 Procedure

HCF Method. This method uses a set of hand-crafted features (hereafter HCF) that
consists of 33 TD/FD features described in Subsect. 4.2. Then, we divided the labeled
dataset into 3,000 training data and 300 test data at random and conducted SVM (RBF
kernel) classification tasks 100 times using HCF.

DAF Method. This method uses a set of auto-generated features using DAE (hereafter
DAF). DAF is a set of 150 features that are outputted by the network shown in Fig. 2,
where the input is the unlabeled data mentioned earlier (20 Hz � 3 s � 3 axes = 180
dimensions). DAE parameters for L1–L2, L3–L4 and L4–L5 are as follows: noise
rate = 20%, mini-batch size = 20, epoch count = 200. Thus, we obtained encoders
E1,x, E1,y, E1,z, E2, and E3. Then, we reduce the dimensionality of raw acceleration data
through the use of these encoders to obtain DAF. The subsequent procedure is the same
as that of the HCF method other than features: we divided the labeled dataset into 3,000
training data and 300 test data at random and conducted SVM (RBF kernel) classifi-
cation tasks 100 times using DAF.

5.4 Result and Discussion

Figure 4 shows the f-measures for each method. The mean f-measures of HCF method
and DAF method were 0.623 and 0.701, respectively. The t-test at the 0.1% confidence
level showed that there were significant differences between the two methods. Further,
DAF method provided higher f-measures than that of HCF method for most of the
targets, except in the case of DHS (down high slope). This suggests that the estimator
trained with acceleration data of unimpaired pedestrians could detect and classify
barriers, and the accuracy could increase when DAF is used. As to DHS, we have two
hypotheses: one is that HCF is more suitable to express the pedestrian behavior of
DHS, and the other is that the size of unlabeled data of walking high slopes for
modeling DAF is insufficient. There are few high slopes in our measurement area;
hence, we plan to enlarge the datasets focusing on high slopes to evaluate whether this
tendency is universal.

To analyze in detail, let us turn to the confusion matrices of HCF/DAF method
(Figs. 5 and 6). From here, we are able to clearly identify misclassifications. First, we
discuss the confusion of FLT (flat) and ULS/DLS (up/down low slope). It is considered
that this confusion is not serious, because low slopes (about 3°) are originally designed
for impaired people. Viewed from this perspective, we find that HCF method identifies
10% of actual FLT as ULS/DLS, and 17% of actual FLT as other than FLT/ULS/DLS.
On the other hand, DAF method identifies 15% of actual FLT as ULS/DLS, and 12%
of actual FLT as other than FLT/ULS/DLS. It follows from these results that DAF
method would be more acceptable in this point, though the ratios of identifying actual
FLT as FLT (i.e., the recall of FLT) of both methods are 73%.

Second, we discuss the confusion of opening directions of doors. Notice that there
were many misidentifications of PLD (pull door) and PSD (push door) when HCF
method was used, and there were less misidentifications in the case of DAF method.
While it might sound like a trivial matter, we regard this confusion as a serious
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problem. Consider a walker with crutches; he can open doors by pushing it by his body
with relatively little effort; however, it would be quite difficult for him to pull it open
with his hands holding his crutches. Hence, it could be said that identifying opening
directions of doors with high accuracy is important, and the DAF method is preferable
to the HCF method in this perspective.

6 Conclusion

To collect barrier information from a large area with high accuracy, we proposed a
barrier detection approach that uses a machine learning model trained using acceler-
ation data of unimpaired pedestrians. This approach does not require any special

Fig. 4. F-measures of HCF/DAE method (N = 100).

Fig. 5. Confusion matrix of HCF method (N = 100, Normalized).
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investigators or devices, as there are a large number of pedestrians who carry their
smartphones every day and everywhere. We defined the target barrier types in more
detail than existing works and showed that these barriers could be identified with
considerable accuracy using hand-crafted time domain and frequency domain features.
Furthermore, we also clarified that the identification accuracy improves when features
auto-generated by deep learning (Denoising Autoencoders) are used.

By utilizing our approach as a platform for analyzing accessibility in the city, many
services for impaired people and surrounding communities can be developed. First, by
prominently indicating the existence of barriers in so-called barrier-free maps, physi-
cally challenged persons can plan appropriate routes in advance. Although the severity
and kinds of disabilities are diverse, they could find routes that suit them best, because
our method can identify the type and direction of barriers. Our approach also could
support city developers and governments, who can avail of data regarding the positions
of unsuitable roads at a much lower cost.

In future work, we plan to enlarge the datasets for more precise evaluation. Also,
we plan to conduct a field experiment to identify barrier positions in actual cities.
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Abstract. In this review the objective is to search for technologies that
supervise the exercise or physical activity of people suffering from Peripheral
Arterial Disease (PAD) at home or in the community. Patients with PAD have
walking limitations and their quality of life progressively deteriorates. The
regular practice of exercise can help mitigate these effects and even improve
their health status. The methodology used was to search for scientific articles
published since 2008, with the final result of 18 articles. The results show the
most frequent technologies used are based on the accelerometer device, with the
tests being performed on a treadmill at a hospital. The hospital tests are
expensive, so a useful and viable alternative is the usage of mobile devices to
help the health professionals record the exercise performed by their patients
suffering with PAD.

Keywords: Peripheral Arterial Disease � Global Positioning System
Accelerometer � Activity Monitor � Exercise � Supervision

1 Introduction

It is estimated that in 2010 there were 202 million people suffering from Peripheral
Arterial Disease (PAD). From 2000 to 2010 there was an increase of approximately
23.5% of people with PAD, 35% of which were people over 80 years old [1]. With the
increasing worldwide ageing of the population, it is imperative to implement measures
to properly supervise people with PAD [2].

The main symptom of PAD is intermittent claudication, which is defined as a
muscle pain that occurs in the leg and is caused by exercise and relieved by rest [3]. It
is estimated that between 20 to 40 million people worldwide suffer from this symptom
[1], affecting the majority of symptomatic PAD patients [4].

PAD is known to cause the blockage of arteries which affects the blood flow to the
lower extremities, consequently affecting the person’s ability to walk [5]. In extreme
cases, PAD can cause ulcerations or gangrene, leading to amputation of a leg [6]. The
quality of life of people suffering from PAD will progressively deteriorate [7]. A rec-
ommended treatment for people with PAD is the practice of supervised physical
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activity [8]. It is important to understand how exercise can improve the quality of life in
terms of health.

The researchers Blair et al. proved that exercise can delay the mortality caused by
cancer or cardiovascular diseases [9]. The study conducted by Warburton et al. also
proved the aforementioned statement, adding that chronic diseases such as diabetes,
obesity and depression can be prevented with the regular practice of physical activity
(PA) [10]. It is essential to define what constitutes the necessary amount of physical
activity for a person to stay healthy.

The guidelines published by the American College of Sports Medicine and the
Centers for Disease Control and Prevention provide important recommendations for
people to follow, in order to maintain a healthy lifestyle [11]. These recommendations
are based on promoting physical activity, suggesting that all healthy adults should
perform at least 30 min of physical activity with moderate intensity, five days per
week. The exercises recommended are walking and jogging. The fulfillment of these
guidelines could reduce unhealthy weight and the risk of chronic disease. The research
conducted by Hallal et al. [12] reached the conclusion that roughly 30% of adults in the
world do not fulfill the physical activity recommendations provided by Haskell et al.
[11]. Regarding PAD, a study conducted by Lauret et al. [13], involving 94 patients
with PAD, assessed the extent to which they fulfilled the recommendations for physical
activity, as proposed by Haskell et al. [11]. To evaluate the participants, they had to
wear an accelerometer during 7 consecutive days to measure their physical activity. It
was concluded that only 46% fulfill the physical activity recommendations.

There are currently several methods and techniques to promote and evaluate
exercise in PAD. They can be divided into two main categories: supervised exercise
programs (SEP); and home-based exercise programs (HEP). The SEP include treadmill
walking [14] and a 6-min walking test [15]. These tests need to be done in a hospital
environment, which does not reflect real-world conditions, when compared to a
neighborhood walk for instance. In addition, it has higher costs to the patients [16].
Makris et al. elaborated a review based on the SEP and HEP in PAD and suggested that
the HEP could be a cost-reduction alternative to SEP by using pedometers to motivate
and supervise PAD patients [17]. In HEP, it is also possible to use the global posi-
tioning system (GPS) to supervise the walks of people suffering from PAD [18].

The research conducted by Regensteiner et al. reveals that in PAD, hospital SEP
provides better results for improving the health condition of patients with PAD, par-
ticularly when compared to unsupervised HEP [19]. This study also highlighted that the
hospital exercise programs were not accessible to all patients, so many health pro-
fessionals recommended the unsupervised home exercise program. A solution to
mitigate this problem is to remotely supervise the patient’s physical activity at home.

In order to remotely supervise people’s physical activity, it is possible to use
objective or subjective methods. The study conducted by Lin & Moudon compared the
effectiveness of measuring people walking using both objective and subjective meth-
ods. Objective methods referred to the collection of data on the field using techno-
logical devices, while subjective methods assessed people’s perceptions of their walks
using questionnaires. In PAD it is possible to apply questionnaires to measure the
person’s walking ability [20, 21]. It was concluded that the objective methods were
more effective than the subjective methods [22].
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Nowadays it is possible to monitor the patients’ physical activity at home using
technological equipment. Some studies achieve this by using a system to supervise the
personal wellbeing and by collecting data about the patient’s physical activity, e.g., the
step count or the type of activity executed by the user [23, 24]. These techniques have
been studied and used by the authors for health and accessibility purposes [25–29], as
well as the pervasive approach for collecting data e.g., gamification strategy for user
engagement [30–32].

This work will conduct a review of articles that report the creation of systems with
the objective of supervising a person using technological devices, which is done to help
health professionals keep track of the patients’ wellbeing through their physical activity
data.

2 Methodology

In this review, the objective is to search for technologies that can supervise or monitor
people suffering with PAD in terms of their physical activity at home or in the com-
munity. The reason is that supervising exercise can improve the quality of life in PAD
patients [8]. As reported in the Introduction section, Home Exercise Programs can be a
cost-effective solution [16], so in this review we wanted to search for technologies such
as mobile and GPS which allow people with PAD to have supervised exercise at home
or in their community. The database chosen was Google Scholar, using 2008 as the
base year, and the query with Boolean operators was “peripheral arterial disease” AND
(mobile OR “global positioning system”) AND (home OR community) AND (super-
vise OR monitor) AND (exercise OR “physical activity”) AND technology. After
applying the exclusion criteria, the results were the following:

• The first query returned 691 publications;
• The duplicates were removed (4);
• The publications to which the authors couldn’t get access or which were not in

English were removed (56);
• The publications that were not scientific articles were removed (89);
• The reviews (15) and the surveys (3) were removed;
• After an analysis of the title, the abstract, or if necessary the whole article, the

articles that did not focus on people with PAD were removed (460), as well as the
articles that didn’t include supervision of physical activity or exercise (46).

After applying this methodology, the final results returned 18 articles related to
peripheral arterial disease, which included mobile or GPS technology to supervise the
physical activity or the exercise of people with PAD.

3 Results

The articles retrieved from the review were grouped as follows: twelve were based on
the accelerometer; six were based on GPS; two were based on a smartphone appli-
cation; and another one, was based on a smartwatch app.
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The articles that were based on the accelerometer [13, 33–43] consisted of giving
the accelerometer to people with PAD, frequently integrated in an Activity Monitor
(AM), with the objective of measuring their physical activity for seven consecutive
days. These tests had the goal of determining if the accelerometer could improve the
health status or walking ability in people suffering with PAD. From these articles,
seven used treadmill tests to complement the results, while four used questionnaires to
obtain the subjective measures from patients on the parameters of the walk, such as
distance or time. It is important to highlight that the treadmill was used in nearly 60%
of the articles based on the accelerometer, revealing that it currently still counts as a
frequent tool to measure the walking progress of PAD patients, confirming some
articles in the literature, which refer to the treadmill tests in PAD is the gold standard
[44]. From this review it was found that the data collected from accelerometers is
significantly correlated with the data collected in the treadmill [35, 42] and that the
activities, identified by the activity monitor (AM) with the accelerometer, presented
good results. However, the research conducted by Gardner et al. [37] revealed that the
results obtained in the hospital, using tools like treadmill tests, get better results in
improving walking ability, especially when compared to the data collected in AM.

The articles that were based on GPS [45–47] consisted of logging the users’
location and supervising the user for one hour in an outdoor environment, and then
repeating the test with at least one month interval. The data collected is: the distance,
the number of stops and the speed of walking. In the three articles, only one compared
the collected data with the treadmill. One article argued that GPS can be a useful tool to
supervise the exercise program and that it correlated with the subjective questionnaires
that were used for collecting feedback from the users [46]. Another article reported that
GPS data correlated with the treadmill tests [47], while another one confirmed that the
data collected confirmed the initial hypothesis of that study [45]. In all three articles
about GPS, the data correlated with their hypothesis or methods, proving that GPS can
be a useful tool to assess a person’s activity.

The article related to using a smartwatch application [16] supervised the patients’
steps and gave daily pre-defined notifications for people to meet their exercise goals.
They concluded that the people with PAD significantly improved their walking ability.

The articles related to smartphone applications [48, 49] were both in development.
The research conducted by Fokkenrood et al., described a web portal to connect health
professionals, personal trainers and PAD patients, with the aim of supervising and
motivating PAD patients [48]. Also, this research also reported the development of a
mobile app to calculate the distance between GPS updates. The approach described by
Reis et al. [49] revealed that with the implementation of a web service (a mechanism to
facilitate remote communication with the database), a smartphone application and a
web portal it was possible to supervise and monitor patients with PAD. In this
approach, it is advisable for the development to focus on user-centered designs to solve
some problems related to user usability, which might be possible by making an
application that can be accessible to the target population and capable of automatically
synchronizing the collected data with the webservice.

Table 1 shows an overview of the results retrieved from the review on technologies
that can help supervise exercise in PAD.
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Table 1. Overview of the articles included in review

Article Method Assessment Observation
AR Que Tre

(Klonizakis
et al., 2018)
[45]

GPS ✗ ✓ ✓ The results show that the physical
condition deteriorated between the two
tests

(Gardner
et al., 2017)
[33]

Accel. ✗ ✗ ✓ The participants that did moderate
exercise at least 30 min per day had
better antioxidant capacity

(Farrah et al.,
2016) [34]

Accel. ✗ ✗ ✓ People with the highest level of
sedentarism had lower walking ability,
increasing the severity of IC

(Gommans
et al., 2016)
[35]

Accel. ✗ ✗ ✓ Participants with the highest severity of
IC on the treadmill showed a
correlation with the distance measured
by AM

(Reis et al.,
2017) [49]

Smartph. ✓ ✗ ✗ Prototype of an app using GPS and
Accelerometer to supervise PAD
patients

(Loprinzi
et al., 2014)
[36]

Accel. ✗ ✗ ✗ The results show that more than 60% of
the participants didn’t fulfill the PA
guidelines

(Normahani
et al., 2017)
[16]

Smartwa. ✗ ✓ ✓ It was concluded that the participants
significantly improve their walking
ability and their health

(Gardner
et al., 2016)
[37]

Accel. ✗ ✓ ✓ The results show that the treadmill tests
in the hospital obtained better results
than the AM

(Gernigon
et al., 2015a)
[46]

GPS ✗ ✓ ✗ Concluded that the results from the
GPS correlated with the questionnaires
implemented

(Kulinski
et al., 2015)
[38]

Accel. ✗ ✓ ✗ The results show that the severity of
PAD correlated with the time
monitored tagged as sedentarism

(Gerningon
et al., 2015b)
[47]

GPS ✗ ✓ ✓ It was concluded that the collected data
by GPS was reliable and a useful tool to
evaluate walking ability

(Stansfield
et al., 2015)
[39]

Accel. ✗ ✗ ✗ It was demonstrated that true cadence
has more realistic results compared to
step accumulation

(Fokkenrood
et al., 2014)
[40]

Accel. ✗ ✗ ✗ This study analyzed the effectiveness of
an AM to supervise PAD, concluding
that it was effective

(Clarke et al.,
2013) [41]

Accel. ✗ ✗ ✗ Proposes a new method to evaluate the
IC in a walk, based on the starts and
stops of the patients

(continued)
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Table 1 shows an overview of the review carried out, with some of the parameters
such as the methodology, the assessment (autonomous remote supervision, question-
naires about walk details, treadmill) and some observations regarding each article. The
autonomous remote supervision is the mechanism to synchronize the collected data
automatically, without the need for the patient to deliver the equipment to the
researcher or the health professional.

4 Discussion

In the technologies based on the accelerometer, many used equipment that was small
and could easily be attached to the body. There were some accelerometers that needed
calibration specifically to the person that was wearing them. Some articles reported that
the collected data from this equipment could be correlated with other tests such as the
treadmill [35, 42], used to assess the walking capacity of PAD patients. However, there
was one study [37] which proved that the tests conducted in a hospital get better results
compared to the accelerometer equipment. The reason the hospital supervise exercise
program (SEP) improves walking ability might be because of the continuous presence
of a health professional who can provide advice and support to the patient. To replicate
this effect, it is necessary for the in-home exercise program (HEP) to include remote
supervision of people with PAD, with the health professionals supervising the patients
at home and even sending notifications to remind the patients to achieve their exercise
goals. The patient would have to deliver the accelerometer to the health professionals
for them to retrieve the collected data.

Table 1. (continued)

Article Method Assessment Observation
AR Que Tre

(Lauret et al.,
2014) [13]

Accel. ✗ ✓ ✓ The results show that 46% of the PAD
participants don’t fulfill the
ACSM/AHA guidelines for exercise

(Fokkenrood
et al., 2012)
[48]

GPS ✗ ✓ ✗ It describes a web platform to help
health professionals monitor PAD
patients and the development of an app
that registers the patients’ distance

(Gardner
et al., 2008)
[42]

Accel. ✗ ✗ ✓ The conclusion reported that the
treadmill parameters correlated with the
exercise from the AM

(Murphy
et al., 2008)
[43]

Accel. ✗ ✓ ✓ It concluded that the supervised
exercise had better results related to
medication or revascularization

Legend: “Accel.” – “Accelerometer”, “Smartph.” – “Smartphone, “Smartwa.” – “Smartwatch”,
“AR” – “Autonomous Remote”, “Que” – “Questionnaire”, “Tre” – “Treadmill”, “AM” – Activity
Monitor”
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All the GPS articles reported in this review could be correlated with their
hypothesis or method, proving that this tool could be useful to supervise the patients’
exercise. Nevertheless, it presented some disadvantages as well, such as the fact that
they only work in outdoor environments and, like the accelerometer, the patients with
PAD would have to deliver the equipment to the health professionals for them to
retrieve the collected data.

In most of the reviewed articles, the autonomous remote supervision was not
addressed. That is because in most articles, the collected data had to be delivered by the
patient to the hospital, which could discourage the patients to maintain the exercise
program. There were two articles that approach these issues, though their solutions
were still in development [48, 49]. The method related with autonomous remote
supervision could resolve the problems related to motivation of people suffering from
PAD [37], while still being a cost-effective solution. With this method it is possible for
health professionals to supervise their patients at home and to schedule targets or
objectives for the patients to maintain their health status.

5 Conclusion

In this article, a review of technologies was conducted with the aim of helping health
professionals to supervise the exercise or physical activity in people suffering from
PAD. Most of these people have walking limitations that will deteriorate with time. To
mitigate and reverse this outcome, it is essential to encourage and to monitor them to
perform exercise regularly. The SEP programs in hospitals are expensive and don’t
replicate the community’s conditions, so a better alternative is to use technologies to
help in the supervision of exercise at home.

From the articles reviewed, the most frequent technology found was the imple-
mentation of accelerometers, frequently in the form of activity monitors. The use of this
equipment is highlighted by the many studies that validate this technology for PAD
patients. They also demonstrate certain disadvantages related to the initial calibration
specific to each person, as well as the need for someone with technical knowledge to
retrieve the data. In this review, some articles were also found which describe tests
using GPS to track people’s locations in order to calculate the distance. This equipment
has the same disadvantage as the accelerometer with regards to the technical knowl-
edge needed to retrieve the data.

A better solution might be to implement a monitoring system and to perform
remote supervision in people with PAD, simplifying the process of retrieving the
collected data. This can be done with an application on a mobile device with the
capability of synchronizing the collected data via the Web, so that health professionals
can keep track of the status of the patients walking ability. These solutions were found
in two articles which reported this approach as still in development.
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Abstract. The safety of people and spaces is of paramount importance for
societies. With time, the implementation of safety measures is rapidly changing
from a need to a priority. Video surveillance systems play a key role in the
surveillance of crucial and critical areas as these systems help the authorities
keep places safer. With the rapid growth of technology and the implementation
of the smart city concept, it is becoming possible to develop and deploy wide
area surveillance systems. The ease with which these systems can be installed in
private and public spaces (e.g., homes, streets and parks) allow for the creation
of ubiquitous monitored environments. Rapid intervention responses to any
abnormal situation or the use of recorded video as evidence are some advantages
of the use of this type of surveillance systems. Although ubiquitous video
surveillance systems are relevant for present modern societies, their cost is still
high. To solve or, at least to mitigate this problem, a low-cost smart surveillance
system was developed, which is presented and described in this paper. The
developed surveillance system, based on available low-cost technology, can
help keep critical spaces under surveillance 24/7. The proposed solution was
found to have a minimal cost, a low bandwidth, and to be scalable and adaptable
to every client’s needs. Thus, the solution can be used by anybody (private and
public) and applied in different contexts (e.g., residential, industrial). The system
can provide still images, captured from surveillance video cameras, real time
video and real time video processing, which can be used for motion detection.
When this happens, the user is warned via an e-mail containing the identification
of the respective surveillance camera. Only the relevant video events are sent,
recorded and maintained in the cloud platform system, consequently reducing
the amount of storage space required to maintain all the historical video events.
The results of the tests carried out show that it is possible to stream a video from
the surveillance cameras with an insignificant delay and that motion detection
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can be attained through real time video processing. The system presented
potentiates a low-cost solution for a smart city in the surveillance field.

Keywords: Surveillance � Video analyses � Anytime � Anywhere
Assistive environments � Internet of Things (IoT)

1 Introduction

The term Internet of Things (IoT) was first used years ago by industry researchers, but
has only recently emerged into the mainstream public eye [1]. This concept is used to
describe the capacity of network connected equipments and devices to sense and collect
different types of data and then share that information across the Internet in order to be
processed and used in several applications. The term industrial Internet is commonly
used interchangeably with IoT [2], which is not necessarily correct since it refers
primarily to commercial applications of the IoT technology in the manufacturing field,
whereas the IoT covers a much wider range of applications and therefore it is not
limited to industrial ones. It is believed that in the next decades the IoT will have a
major impact on how society will evolve. In fact, the numbers confirm that the IoT is
growing fast, gaining vast attention from a wide range of industries. Projections show
that the IoT will be one of the most important areas of future technology [1].

The data collected from a wide variety of IoT devices such as, surveillance video
cameras, sensors, vehicles, home appliances, medical devices, among others, will
promote the appearance of numerous applications and new services for citizens,
companies and public administrations. Indeed, the IoT concept can be used in a large
number of disparate domains, such as industrial and home automation, civil protection,
elderly assistance, e-health, smart grids, smart and precision agriculture, traffic man-
agement, and so on.

One of the fields where the IoT concept can be used to respond to the challenges
launched by many governments worldwide is in the intelligent management of cities,
i.e., in the implementation of the Smart City concept [3]. This concept does not yet
have a uniquely universal definition, and, in some cases, its usage is inappropriate. The
concept behind the Smart City designation is increasingly popular, though in many
cases it is referred to by different names and in different circumstances, since there is a
range of conceptual variants generated by replacing “Smart” with other alternative
adjectives. Nevertheless, nowadays the usage of the word “Smart” captures the inno-
vative and transformative changes driven by new technologies, not forgetting the social
factors which are also important [4]. Thus, in an attempt to define a Smart City, it can
be said to be a large organic system, having a close relationship with all its core
subsystems, where none of them operates in isolation [4]. In a simpler way, it is a city
that uses advanced technologies to face the main problems of urban life, such as traffic,
parking, lighting, pollution, garbage collection, city crowding, poverty, surveillance
and maintenance of public areas, among others [5, 6].

It is difficult to find a definition of closed-circuit television (CCTV) in the technical
and scientific literature, as many writers assume in their texts that everybody knows
what they are referring to [7]. Nonetheless, in a simplified way, a CCTV system can be
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considered as a closed system that gathers video images in a single place. It differs from
video broadcast systems because the signal is not openly transmitted. Thus, it can be
used to maintain a close observation of a person or group. Indeed, one of the main
usage domains of CCTV systems is in the surveillance of areas that may need moni-
toring, such as banks, stores and other areas where security is needed. These systems
are used to monitor behaviors, activities, or other information concerning the specific
location, in order to possibly prevent disasters and to protect goods and people. Despite
the advantages listed above, these systems require a large amount of storage space to
keep the recorded videos, as well as people watching them at all times.

Security is a growing concern of modern societies. As time goes by, cities are
investing in intelligent surveillance systems, which contribute to the reinforcement and
deployment of the Smart City concept. With smarter cities comes smarter responsi-
bilities, video surveillance being one of them [8]. Nowadays, with the steady increase
of the population and people moving around the world, it is not physically possible for
law enforcement agents to watch every event and follow suspects around for great
lengths of time. Consequently, agencies have begun relying on surveillance systems
and technologies to help them monitor people’s activity and to keep places safer.

This paper presents a low-cost smart surveillance platform designed to create a
ubiquitous environment and to adapt to the client’s needs, providing them with the best
experience possible. The architecture was thought to have the lowest cost possible and
to satisfy the different needs of each user, by allowing them to choose which type of
surveillance cameras to employ and where to place them. The solution developed is
suitable to citizens, companies and public organizations (e.g., city council). The service
provided by the developed platform uses intelligent data recording, only registering the
moments where motion is detected to reduce the storage space needed, to facilitate and
speed up the occurrence search. In addition, it is also able to notify the client during an
occurrence.

The proposed and developed integrated platform is a low-cost, scalable and cus-
tomizable surveillance system with the intent of providing a secure environment and
improving people’s perception of security. The rest of the paper is organized as fol-
lows. Section 2 presents some studies related to surveillance systems. The general
architecture of the proposed solution is described in Sect. 3. In Sect. 4, the imple-
mentation of a functional surveillance system is presented. Finally, in Sect. 5, the
conclusions are drawn and some ideas for future work are presented.

2 Background

The field of Smart Cities is growing fast and becoming increasingly popular as a
subject, particularly with regards to security. For this reason, some important scientific
studies are available in the technical and scientific literature referring to the security
domain involving Smart Cities.

The work presented by Duarte Duque et al. [9] states that with assistance from state
of the art algorithms to segment, track and classify moving objects it is possible to turn
the video surveillance system into an observer. These video surveillance systems are
able to detect and predict abnormal behaviors using real-time unsupervised learning.

332 R. Pereira et al.



The large deployment of these surveillance cameras could easily create an intelligent
surveillance system, thus avoiding the need to have people analyzing surveillance
videos, even when there are no occurrences.

The intelligent video surveillance system presented in [10], which is based on an
image subtraction method allowing to the object to be identified, demonstrates that it is
possible to detect motion in live video feed.

In [11], a way of tracking moving objects is presented, as well as how to create a
filter that selects only the objects of interest. This paper demonstrates that surveillance
systems with motion detection could also be used to search for something specific.

The work presented in [12] states that with a low-cost, low-power microcomputer
(Raspberry Pi) and a low-cost camera it is possible to create a surveillance device
capable of streaming the captured video in real-time to any browser. This paper further
describes that it is still possible to reduce the required storage space for these types of
solutions with the help of motion detection algorithms.

As stated in [13], a Smart City is supposed to be a safe place, where video
surveillance plays an important role. However, keeping operators in a control room
24/7 is not the best option. Instead of having operators watching the surveillance videos
permanently, the system, which comprises innumerable cameras spread everywhere,
should be able to detect and track suspicious objects autonomously and in real-time.

The studies presented above make a significant contribution to the field of smart
video surveillance, as the concepts reported in these papers are very useful and can be
used as a base reference. The video surveillance solution described in this paper is a
low-cost, scalable and customizable to client’s needs.

3 System Architecture

The architecture of a surveillance system for smart cities should be modular, scalable,
ubiquitous and, most importantly, low-cost. The system modularity is accomplished if
the user has a panoply of different equipment at their disposal that can be chosen in
order to implement a given solution. Thus, they can choose a device with different
characteristics, according to their needs. For example, if the user only wants live
streaming functionalities and does not care about image quality, they can choose the
device with the lowest price that includes live streaming capabilities. On the other
hand, if the user wants to have video analysis functionalities and good image quality,
they should choose a good performance device in spite of the price.

The scalable characteristic is important to maintain the flexibility of the system and
control costs (minimized). In order to do so, all the smart camera devices should be
wireless, i.e., the devices can only communicate with the internet wirelessly. Thus, with
this solution there is no need to add physical infrastructures (e.g., cables) when a new
device is set up. Besides that, the user can always add more modules to their system
according to their needs, without the requirement of having to change the existing
infrastructure.

Ubiquity is a very important characteristic of smart surveillance systems. To that
end, the system can only be deployed where there are internet connections of some sort
(e.g. wireless, mobile data or cable internet). Lastly, the overall system acquisition and

Low-Cost Smart Surveillance System for Smart Cities 333



maintenance costs should be kept low. This can be accomplished by a careful selection
of common IoT hardware that fulfil the specifications and price.

The proposed system architecture, shown in Fig. 1, comprises several entities,
namely, the server entity, surveillance entity and the user’s entity. The server entity,
represented in Fig. 1 by the Online Platform, is responsible for managing all the data
received from the devices’ modules and to provide an online platform allowing the
authenticated users to access the data anytime, anywhere.

The surveillance entity, represented by the “Smart Cities” and the “Client’s House”
blocks in Fig. 1, includes the devices responsible for recording and detecting motion.
This entity’s devices are connected to the server entity via internet.

The Authenticated User block of Fig. 1 corresponds to the user’s entity. This entity
represents all the authenticated users, which can access the devices in the surveillance
entity and check live-stream feeds, take pictures, check motion logs and set alarms. If a
person (or an organization) wants to become an effective user, they only needs to

Fig. 1. Architecture of the proposed solution.
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access the online platform and create an account. After that, the new authenticated user
can set up all their devices and enjoy all the services provided by the integrated system.

The proposed system and architecture is based on the edge computing concept
since all the data are managed and processed on both edges of the system, balancing the
computing power needed on the used IoT devices. Since the relevant data are produced
on the devices’ modules, at the edge of the network, it is more efficient in terms of the
required system communication bandwidth to process the data at the end devices than
in the cloud servers [14]. If the processing data operation was performed in the cloud
servers, a larger bandwidth would be required.

4 Implementation

This section presents and describes the development and implementation of a func-
tional prototype in order to demonstrate the technical and economic feasibility of the
proposed smart surveillance system. Figure 2 presents the diagram of the implemented
system. As can be seen, the development encompassed three different camera modules
(with different characteristics and performances) and the online platform.

The Raspberry Pi 3 [15] module, which belongs to the surveillance entity referred
to in Sect. 3, is the most advanced of the three developed modules. It can detect
motion, record videos, take pictures, and it can also stream live videos. Among the
three developed modules, this is the one that has the highest cost; on the other hand, it
has more features and provides the best image quality.

The motion detection feature of this module requires the Raspberry Pi computing
power to process and continuously analyze the video captured by the RaspyCam [16]
that is attached to the Raspberry Pi 3. This module can be seen as a smart surveillance
camera. The motion detection algorithm developed for this module uses the image
recognition library of the OpenCV [17]. When a movement is detected by the smart
surveillance camera, it immediately starts to record the video until the movement
ceases. Then, the smart device uploads the recorded video to the online platform

Fig. 2. Diagram of the camera modules and online platform.
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module. The live streaming and picture taking features are always available on the
smart surveillance cameras. To activate them, the user only needs to make that request.
After doing so, the live stream or picture taking become immediately available. All the
captured data (videos and pictures) are sent and stored in the online platform module.

The Raspberry Pi Zero [18] and ESP-32 [19] modules are also part of the surveil-
lance entity of Sect. 3. These two modules are constituted by devices with a computing
power lower than the one used in the module described above. Because of that, these
modules do not have the motion detect feature via local video analysis, though they are
cheaper alternatives to live-streaming videos. The Raspberry Pi Zero module has more
computing power than the ESP 32 module, so it provides higher image quality and also
allows the user to take pictures from the online platform. These devices are important for
the modularity and scalability of the system because several options are offered to the
users, allowing them to choose the right device for their needs.

In Sect. 3, the online platform of Fig. 2 is the server entity. In the developed system,
the main online platform is responsible for centralizing all the data sent by the smart
surveillance modules, allowing the user to check live video streams, take pictures, and
check the movement log of all their devices at anytime, anywhere. Through this module,
it is also possible to set alarms on each device. When triggered (by movement detection),
the system alerts the user via email and sends the video where the movement was
detected. The communication between the smart surveillance modules and the online
platform is accomplished by an application programming interface (API), which allows
registering devices and information exchange in real time.

The devices of the camera modules responsible for managing the smart surveillance
features are the Raspberry Pi 3, Raspberry Pi Zero and ESP-32. In the implementation
of the motion detection feature in the Raspberry Pi 3 module, the OpenCV library was
used, while the Python 3.0 [20] was used to develop the scripts (using threads)
responsible for recording, storing and sending the video to the cloud. The Flask
framework [21] was also used to create a webserver with endpoints that enable the
video streaming and picture taking functionalities. In the Raspberry Pi Zero camera
module, the Python 3.0 was also used and the Flask framework for the same func-
tionalities but due to the lack of computing power (Raspberry Pi 3 has 1.2 GHz and
quad core processor vs Raspberry Pi Zero that has a 1.0 GHz and single-core pro-
cessor) and memory (Raspberry Pi 3 has 1 GB vs 512 MB of the Raspberry Pi Zero),
the video recognition is not available. The ESP-32 was programmed with C language
and, once again, due to a lack of computing power, it was only possible to live stream
video with this module.

The online platform consists of one website, an API for the communications with the
devices, a database and the ownCloud [22] service. The website and API were devel-
oped using the Laravel [23] platform (using PHP and JavaScript). The website com-
prises different areas, namely, the landing page, login, registration, alarms and devices
management. The API is constituted by routes that enable the devices to connect to the
platform. To verify the user, the route /api/login will submit the user data (email and
password) and return an authentication token (if the user is registered on the platform).
This token is used to ensure the user authenticity. The route /api/device/add is used to
register a device using the user token and to add the device information (e.g., MAC
address, IP address, state, type of device) to the database. The route /api/motion/add,
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which uses the user token, adds a motion log to the database and a uniform resource
locator (url) to the video. The route /api/picture/add, which also uses the user token, adds
the time of the picture and the ownCloud shared link to the database.

The ownCloud service is responsible for managing the pictures and videos of each
user cameras. When the user creates an account on the online platform, a user account is
also automatically created on the ownCloud platform. When motion is detected, or a
picture is taken, the device sends the video to the ownCloud servers, as illustrated in
Fig. 3. After the video is stored, the ownCloud returns a shared link to the device that is
published on the website using the routes /api/motion/add for the video and
/api/picture/add for the image captured. Also, an email is sent to the user, warning them
that a motion was detected.

5 Assessment Tests of the Solution

Several tests were conducted to assess the performance of all the electronic parts
(hardware and software) and of the cloud platform. The used methodology for testing
the electronic parts is the following one. First, each surveillance camera was tested
independently of all the others. The video stream from each one must be accessible on
the cloud platform. This way, the quality of the video stream of each surveillance
camera can be analyzed. After the video stream validation of all the surveillance
cameras, the ones able to take pictures were tested. To do so, the platform requested
each surveillance camera to capture a frame from the stream. Then, it was checked
whether the frame was stored in the cloud. After confirming the expected behavior of
each surveillance camera, the communication with the cloud and captured feature were
both evaluated. To test the motion detection, the surveillance camera was left in a
classroom pointed towards the door. Each time someone entered or left the classroom

Fig. 3. Motion recording diagram.

Low-Cost Smart Surveillance System for Smart Cities 337



the Raspberry Pi 3 module recorded the video and sent it to the cloud platform, also
sending the respective warning email to the user.

For testing the cloud platform (ownCloud and website), some simple load tests
were carried out. With a script in Python, a scenario was simulated where several
cameras detected motion at the same time interval and uploaded the respective video
file to ownCloud, triggering the warning message in the website and sending an email.
After confirming that every file was uploaded successfully, and all emails were sent
without any significant delay, the load test was completed, and the platform fulfilled the
initial specifications.

6 Conclusion and Future Work

This paper introduces a low-cost smart surveillance system that integrates video analysis
for real time motion detection. The topology, development and assessment tests of the
proposed system are also presented. The system architecture allows the users to interact
and control all their cameras through the online platform system at anytime, anywhere.
To enhance the security perception of the user, which reflects in their well-being, they
can configure the system to always inform them of the status of their cameras, i.e., if the
cameras are working properly. Besides that, when a motion or an abnormal situation is
detected by the autonomous surveillance system, it immediately sends an alarm message
to the user, with the relevant information of the occurrence.

The proposed system uses smart devices to capture, process and send the
surveillance videos to the online platform system. To improve system flexibility, three
smart devices with different specifications were implemented and tested. These devices,
which are also presented and described in this paper, were developed with available
low-cost technology. To attain the desired performance, each smart device uses dif-
ferent surveillance cameras and hardware. One of the smart devices comprises an
ArduCAM (OV2640) and an ESP32. One of the other two is constituted by a Raspi-
Cam and a Raspberry Pi Zero W and, the last one, comprises one RaspiCam and a
Raspberry Pi 3 Model B. Although the smart devices have different cameras and
hardware, their operation functionalities are similar. All the data collected by them are
sent to the cloud servers system. The performance assessment conducted on these smart
devices demonstrates the feasibility of the solution.

Finally, it is important to mention that the video captured by the smart devices
implemented has a relatively low frames rate, i.e., a low number of frames per second
(FPS). Thus, in a near future, and to improve the video FPS captured by the smart
devices, different solutions from the ones adopted in this paper will be studied. One
major feature that will be developed and implemented is facial recognition capability,
so that the smart devices do not trigger movement warnings in case of authorized users
(familiar faces).
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Abstract. Powered exoskeletons are supposed to be one of the solutions
for the shortage of workers caused by declining birthrate and a growing
proportion of elderly people. We study a powered exoskeleton that sup-
ports worker wearing a radiation protection suit. It is reported that the
humidity and temperature in the radiation protection suit are extremely
high. EMG sensors are popular to the conventional powered exoskele-
tons, however, they are not suitable for ours because the high humidity
and temperature make the wearer sweat profusely and the sweat make
it difficult to use the EMG sensors appropriately. We propose to use 9-
axis motion sensors on the wearer instead of EMG sensors to control the
powered exoskeleton. The sensors rapidly measure the wearer motion in a
high humidity and temperature environment. We evaluate the proposed
method using a powered exoskeleton without binding knee in this report.

Keywords: Powered exoskeleton · Motion sensor · Machine learning

1 Introduction

In recent years, many advanced countries suffer from shortage of industrial work-
ers and caregivers for care recipients because of declining birthrate and a grow-
ing proportion of elderly people. Powered exoskeletons are supposed to be one
of the solutions for this problem in the fields of agriculture, medical, welfare ser-
vices, transportation, and so on [1–3]. We study a powered exoskeleton that sup-
ports worker wearing a radiation protection suit. The weight of the radiation
protection suit is about 20 kg. Workers work in a nuclear power plant with the radi-
ation protection suit. EMG sensor, force sensor or force switch are widely used for
the powered exoskeletons. The sensors are used for recognition wearer’s motion.
EMG sensor measures a change of action electric potential. Action electric poten-
tial occurs before about 50 ms than the muscle to contract. So, this approach
enables rapid assist for the wearer if it works appropriately. But, it is difficult to
measure action electric potential using the EMG sensor in a realistic situation.
It is reported that the humidity and temperature in the radiation protection suit
are extremely high so that the wearer sweats profusely [4]. In the target environ-
ment, EMG sensor does not work correctly because of slipping sensor. Force sensor
c© Springer International Publishing AG, part of Springer Nature 2018
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and force switch can measure in such a high temperature and humidity environ-
ment. The method using the floor reaction force sensor measures the load to the
foot of the wearer from the floor, and performs the assist control so as to cancel
the load. This method calculates the desired PAS joint angle to reduce the load
to the wearer’s motion and support it. However, the method inevitably disturbs
the wearer’s motion because it needs reaction force from the wearer to the PAS.
Another approach using force switch sensor recognizes wearer’s motion using the
sequential outputs of the switch embedded into the powered exoskeleton sole. But,
this method needs a few steps to recognize the wearer’s walk motion so that it often
misses the support in the beginning and end of the walk. Force sensor and force
switch embedded into the sole of powered exoskeleton have often hardware trou-
ble because of the unavoidable repeated impacts during the walk.

We propose assist control of a powered exoskeleton using 9 axis motion sensor
on the wearer. This sensor rapidly measures the wearer motion in a high humid-
ity and temperature environment. We evaluate the proposed method using a
powered exoskeleton without binding knee in this report.

2 Powered Exoskeleton Without Binding Knee

Figure 1(a) shows our powered exoskeleton that is originally developed by
Activelink Co., Ltg., Japan and modified by us for our research. The powered
exoskeleton binds a wearer only at shoulders and feet. Figure 1(b) shows the
positions of the three force sensors that measure the interaction force between
the operator and the powered exoskeleton. There are no bindings at limbs of
upper and lower legs like other conventional powered exoskeleton usually have.

(a)

X-axisY-axis

Z-axis

X-axis
Y-axis

Z-axis
X-axisY-axis

Z-axis

(b) (c)

Fig. 1. Powered exoskeleton without binding knee : (a) operator wearing the powered
exoskeleton, (b) position of force sensors and their coordinate system, (c) definition of
links and angles
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The wearer can move his/her knees freely at the beginning of the motion. This
point of our powered exoskeleton is different from the conventional ones.

This powered exoskeleton is developed for a worker transporting the heavy
baggage in the nuclear power plant. If a disaster happens, the worker must wear
about fifty kg of radiation protective equipment. The worker is also supposed to
carry a heavy robot, such as PackBot [5], that searches in the power plant.

It has four geared motors and rotary encoders at the knees and hips joints.
Each joint angle is controlled by a PID controller on a Maxon motor driver.
There is no motor at angle joints. Figure 1(b) shows the links of the powered
exoskeleton and definition of the joint angles φhip and φknee .

3 Sensors for Wearer Motion Recognition

Conventional powered exoskeleton are controlled based on some kinds of sensors.
Force sensor is one of them. Force sensors are attached at bottoms of foots of
the powered exoskeleton. It estimates the state of legs based on measuring loads
of both feet and assists appropriately according to the state of legs. In addition,
the other force sensor at back measures the weight of the load hanging on the
back. The powered exoskeleton assists the worker to carry the load according to
the measured weight of the load. However, we found that this approach cannot
distinguish similar motions such as “swinging from side to side” and “walk.”
We use the force sensors to evaluate our proposed methods and improve the
parameters of the power-assist-controller by measuring the interaction between
the wearer and the exoskeleton.

Figure 2 shows a motion sensor which we used in our experiments and a
wearer attaching 4 nine-axis motion sensors and their position and coordinates.
The x-axis is horizontal, y-axis is vertically upward, and z-axis is forward, as
shown in Fig. 2(a). The wearer equips them to his/her upper and lower legs as
shown in Fig. 2(b). The motion sensor measures the postures of the upper and
lower, left and right legs, θlu, θru, θll, θrl. The posture of the leg indicates the
angles of the leg in the sagittal plane.

(a) Arduino Uno Rev3 and 9-
axis motion shield

(b) Worker wearing
motion sensors

Fig. 2. Motion sensor and its position on the wearer
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4 Proposed Method

Fig. 3 shows the schematic models of the previous study [6] and the proposed
method. The previous study [6] estimates the joint angles of the powered
exoskeleton φhip and φknee from the last time-series of the posture angles of
the leg θlu, θru, θll, and θrl, directly. Figure 3(a) shows the previous method. It
utilizes a k-nearest neighbor algorithm to recognize the motion of the wearer and
to estimate the appropriate joint angles of the powered exoskeletons to support
the wearer’s motion. However, the input to the k-nearest neighbor algorithm is
a large number of time-series data so that it needs relatively a large database for
the motion recognition and the appropriate estimation of the joint angles of the
exoskeleton. It means that it needs long learning time to adjust the parameters
for the assist control of the powered exoskeleton. Furthermore, it has to learn
from a scratch if the wearer shows a new motion that should be assisted.

Fig. 3. Schematic models of previous study [6] and proposed method

In order to solve the problems above, we proposes a new assist control method
that separates the procedure above into two parts. The method first estimates
the future posture of the wearer θ̂lu, θ̂ru, θ̂ll, and θ̂rl from the last time-series of
the posture of the wearer’s legs based on a k-nearest neighbor algorithm. Then,
it estimates the appropriate joint angles of the powered exoskeletons, φhip and
φknee , from the estimated postures of the wearer θ̂lu, θ̂ru, θ̂ll, and θ̂rl, based on
cerebellar model arithmetic computer (CMAC), a kind of neural network.

The proposed method has advantages over the previous method. One of the
advantages is efficiency of the learning. The previous method needs to explore
appropriate joint angles of the powered exoskeleton from high dimension of the
input space, that is, the last time-series of the postures of the wearer’s legs. The
appropriate joint angles cannot be acquired by one-shot data. They have to be
evaluated by the load to the wearer’s shoulder and the previous method needs
to find the optimal one trial and error. This means it cannot be a supervised
learning.
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The proposed method reduces the exploration into one supervised learning
with a relatively large searching space and the exploration with a relatively small
space. The former is learning of the wearer’s motion and the later is the learning
of the appropriate target angles of the powered exoskeleton to assist the wearer’s
motion.

5 Update of Target Joint Angles Based on Jacobian

The last section introduces that the proposed method has two parts, one is
the prediction of the future wearer’s posture and the other is the estimation of
the appropriate joint angles of the powered exoskeleton based on the predicted
posture of the wearer. One of the simple supervised machine learning technique
can be applied to the first parts, the prediction of the future wearer’s posture. It
collects the data of the wearer’s motion during the power assist, then, it predicts
the future wearer’s posture based on the data.

The second part, the estimation of the appropriate joint angles of the pow-
ered exoskeleton to support the wearer’s motion, cannot acquire the target joint
angles directly because they are unknown in advance. The appropriate joint
angles should be estimated based on the feedback of the load to the wearer’s
shoulder. We propose to update the target joint angles of the powered exoskele-
ton based on the force from the powered exoskeleton to the wearer’s shoulder
that is measured by the force sensor on the shoulder. The basic idea is that if
the force is loaded to the wearer’s shoulder, then, the position of the shoulder of
the powered exoskeleton is moved to the opposition direction.

Equation (1) shows the relationship between the position of the ankle x and
the joint angles of the powered exoskeleton φhip and φknee .

x =
(

lthigh sin (φhip) + lleg sin (φhip + φknee)
lthigh cos (φhip) + lleg cos (φhip + φknee)

)
(1)

where lthigh and lleg indicate the upper leg and lower leg, respectively. The Jaco-
bian J(φ), the relationship between ẋ and φ̇ = ( ˙φhip , ˙φknee)T, is represented as
below:

ẋ = J(φ)φ̇ (2)

where

J(φ) =
(

lthigh cos (φh) + lleg cos (φh + φk) lleg cos (φh + φk)
−lthigh sin (φh) − lleg sin (φh + φk) −lleg sin (φt + φk)

)
(3)

If we define a desired velocity of the angle as ẋ, then the desired joint angular
velocity φ̇ is acquired with the inverse matrix of J(φ)−1 as follows:

φ̇ = J(φ)−1ẋ (4)

As we mentioned before, we replace the desired velocity of the ankle with the
force from the powered exoskeleton to the wearer on the shoulder F . We define
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the update of the target joint angles of the powered exoskeleton φupdate as
follows:

φupdate = J(φ)−1F (5)

The target joint angles φd is updated with Eq. (6).

φd ← φd + Cφupdate (6)

where C is an update gain matrix.
Actually, Eq. (6) just indicates one-shot update of the target joint angle of

the exoskeleton based on the posture of the wearer’s legs. It has to estimate the
target joint angle for a various postures of the wearer’s legs. CMAC is utilized to
represent the map between the posture of the wearer’s legs and the target joint
angles of the powered exoskeleton as shown in Fig. 3(b).

6 Experiments

We conducted experiments in which the wearer squats repeatedly. The configu-
ration of CMAC is follows: The number of tiles is 3 × 3. The number of tiling is
100. The learning rate is 1.3 in this experiment.

Figure 4 shows the load to the wearer’s shoulder during the experiment. While
the wearer is squatting, the system learns the wearer’s squatting motion to pre-
dict the posture of the wearer and the appropriate joint angles of the powered
exoskeleton are updated. Figure 4 shows that the proposed method successfully
reduce the load to the wearer’s shoulder rapidly.

Figure 5 shows the average of EMG of the left and right thigh muscles for 5
squatting. It shows that the proposed method successfully reduced the activity
of the muscles so that the powered exoskeleton assists the wearer’s repeated
squatting.
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Fig. 5. Average of EMG during repeated squatting

7 Conclusions

We proposed assist control of a powered exoskeleton using 9 axis motion sensor
on the wearer. This sensor rapidly measures the wearer motion in a high humidity
and temperature environment. The proposed method has two parts, one is the
prediction of the future wearer’s posture and the other is the estimation of
the appropriate joint angles of the powered exoskeleton based on the predicted
posture of the wearer. The first part adopts one of the simple supervised machine
learning technique to predict the future wearer’s posture. The second part, the
estimation of the appropriate joint angles of the powered exoskeleton to support
the wearer’s motion, updates the map between the wearers posture and the target
join angels of the powered exoskeleton based on the load to the wearer’s shoulder
and Jacobian of the legs of exoskeleton. We evaluated the proposed method using
a powered exoskeleton without binding knee and showed the validity.
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Abstract. Human-Computer Interaction (HCI) applications need reliable
hardware and the development of today’s sensors and cyber-physical systems
for HCI applications is critical. Moreover, such hardware is becoming more and
more self-powered, and mobile devices are today important devices for HCI
applications. While battery-operated devices quest for the never-ending battery,
aggressive low-power techniques are used in today’s hardware systems to
accomplish such mission. Techniques like Dynamic Voltage and Frequency
Scaling (DVFS) and the use of subthreshold power-supply voltages can effec-
tively achieve substantial power savings. However, working at reduced
power-supply voltages, and reduced clock frequency, imposes additional chal-
lenges in the design and operation of devices. Today’s chips face several
parametric variations, such as PVTA (Process, power-supply Voltage, Tem-
perature and Aging) variation, which can affect circuit performance and relia-
bility is affected. This paper presents a performance sensor solution to be used in
cyber-physical systems to improve reliability of today’s chips, guaranteeing an
error-free operation, even with the use of aggressive low-power techniques. In
fact, this performance sensor allows optimize the trade-off between power and
performance, avoiding the occurrence of errors. In order to be easily used and
adopted by industry, the performance sensor is a non-intrusive global sensor,
which uses two dummy critical paths to sense performance for the power-supply
voltage and clock frequency used, and for the existing PVTA variation. The
novelty of this solution is on the new architecture for the sensor, which allows
the operation at VDDs’ subthreshold voltage levels. This feature makes this
global sensor a unique solution to control DVFS, even at subthreshold voltages,
avoid performance errors and allow optimizing circuit operation and perfor-
mance. Simulations using a SPICE tool allowed characterizing the new sensor to
work at sub-threshold voltages, and results are presented for a 65 nm CMOS
technology, which uses a CMOS Predictive Technology Models (PTM) tech-
nology. The results show that the sensor increases sensibility when PVTA
degradations increase, even when working at subthreshold voltages.
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1 Introduction

One important requirement for sensors and cyber-physical systems developed for
Human-Computer Interaction applications is the reduced size of the hardware, which
commonly leads to the use of state-of-the-art CMOS nanotechnology to produce such
hardware sensors. Moreover, the Internet of Everything (IoE) paradigm is enabling the
interaction with a wide variety of devices, which tend to be self-powered and equipped
with complex digital systems, including microcontrollers, sensors and sensor networks.
Therefore, power consumption in CMOS integrated circuits, as never before, have a
huge importance in today’s cyber-physical systems and sensors for HCI applications,
as all self-powered devices quest for the never-ending battery life, but also with smaller
and smaller dimensions every day. However, the use of reduced CMOS technology
with reduced power budgets imposes additional reliability challenges for such hard-
ware. The success and effectiveness of an HCI application relies greatly in the use of
reliable hardware, especially those applications that are safety-critical, or those that can
influence human lives (such as [1]).

Reliability and power consumption are two key concerns in the development of
today’s cyber-physical systems. Several low-power techniques are available to reduce
consumption in today’s chips, such as Dynamic Voltage and Frequency Scaling
(DVFS) techniques, to reduce performance and power consumption when it’s not
needed, or the use of subthreshold power-supply voltages [32], to boost up the energy
savings. However, the use of low energy modes of operation increases the probability
of error occurrence due to several problems: (1) reducing power-supply voltages
impose the simultaneous reduction of the clock frequency (the performance reduction),
which changes the existing power and performance operating conditions (VDD/clock
frequency pair) and may lead to a different and non-optimized circuit operation;
(2) working at reduced power-supply voltages makes the circuit more vulnerable to
operational-induced delay-faults and transient-faults, as well as to several environ-
mental parameters (radiation, electromagnetic interference, aging, etc.). Moreover, the
use of nanotechnologies with transistors with reduced dimensions increases the
uncertainty of circuit behaviors. With smaller gate dimensions, gate’s vulnerability to
environmental conditions is increased. Therefore, the simple use of wider static security
margins to account for all variability is not enough and new methodologies to improve
reliability in nanometer technologies should be defined, because they definitely should
be compatible with ultra-low-power design schemes and aggressive low-power
techniques.

The performance of CMOS circuits can be affected by many effects and parametric
variations, and the most important ones are: Process, power-supply Voltage and
Temperature variations (PVT) [15, 28, 29], and when CMOS technology entered the
nano-size era, also the aging effects (PVT and Aging – PVTA), with effects like the
Bias Temperature Instability (the negative, NBTI, and the positive, PBTI) [19] being a
main concerns that affect transistors. These variations, alone or pilled-up, degrade
circuit performance and increase variability in circuits. Consequently, circuit operation
and its performance should constantly be monitored in today’s chips and hardware
systems, to avoid errors and make circuits and their applications reliable. In this
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context, several performance sensors were proposed in the past [30, 33], but, or they do
not work at reduced subthreshold VDD voltages ([30]), or their use is complex to
implement and they are not widely adopted by industry ([33]).

The purpose of this work is to propose new easy-to-use performance sensors for a
reliable operation that can work at sub-threshold voltages, allowing its use in
ultra-low-power applications. This performance sensor is an improved version of the
previously published aging sensors [19] and [34], but with the necessary changes to
work at subthreshold voltage levels, constituting the low-power (LP) version. This new
sensor has all the main features available in the [34] global sensor version, but sensor
functionality was re-design so that VDD can be changed to subthreshold voltage levels
and prediction detection of errors is enhanced, to account for higher unpredictability at
reduced voltage levels.

The reminder of the paper is as follows. The background work on performance
sensors is presented on the next section (Sect. 2). Section 3 presents the LP Global
Performance Sensor (LPGPS), its architecture and functionality. Section 4 describes
how to use the LPGPS in a circuit and how to achieve a reliable operation. Section 5
present the SPICE simulations results, while finally on Sect. 6 the conclusions and the
future work are summarized.

2 Background

In the past, various sensors were proposed and can be used to measure performance,
despite the fact that not all were proposed as performance sensors. The purpose is to
monitor changes in performance, time deviations in transitions occurred at key nodes,
or even to monitor delays in the circuit, and to detect when these variations may lead to
circuit errors. These sensors may appear in literature as aging sensors, delay-fault
sensors, or as soft-error sensors. Nevertheless, they all can be labeled as performance
sensors, as they can identify deviations that affect circuit’s performance [30].

There are two approaches regarding the use of these sensors in the circuit: local
sensors or global sensors. Local sensors detect circuit’s degradation locally, where
errors may occur, and they provide a detailed analysis on circuit’s performance
behavior [9–11, 16, 17, 33]. However, they have two important limitations: (1) when
working on-line, they can only monitor performance and detect its variation if they are
activated (or when circuit operation activates the monitored paths); (2) their use and
implementation in a circuit is complex and, because of that, so far they are not adopted
by industry. Regarding global sensors, they use key parameters to detect circuit’s
performance degradation, or use dummy critical paths’ replicas [20–23]. Despite the
fact that global sensors do not monitor the actual circuit locations where errors may
occur and, because of that, they may have different PVTA variations when compared to
the circuit they are monitoring, their use is straight-forward and performance moni-
toring is, normally, independent from circuit operation. Consequently, they can easily
be used in circuits and they are widely used in industry. Interestingly, both global and
local sensors can also be used in improved solutions to monitor performance degra-
dation and they work cooperatively to minimize error occurrence [13, 19]. However,
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despite the good results of this solution, its complexity requires too much effort to be
widely adopted in industry.

Regarding the error detection, there are also two possible approaches: detect errors
predictively, or detect errors after their occurrence. Detect errors predictively is done by
identifying data transitions which arrive in the eminence of an error at key FFs or key
memory elements. This is done using a safety margin or guard-band, placed before the
clock edge-trigger [9, 16, 17, 26]. Errors are anticipated, as sensors detect the eminence
of an error, without the actual error occurrence. However, if an abnormal delay exists
that exceeds the guard-band margin, an irrecoverable error happens. On the other hand,
detecting errors after their occurrence is done by detecting and/or correcting late
transients at key memory elements. For this, an additional delayed capture is needed
[11, 18, 24, 25]. However, to correct errors after their occurrence needs usually
complex recovery mechanisms, and using different architectural levels. Another pos-
sibility is to locally use time-borrowing to avoid errors, by borrowing time from
subsequent clock cycles, reducing again the safety margins of subsequent clock-cycles.
Interestingly, improved solutions like [27] implement both strategies, but the achieved
solutions is complex, resulting in a FF with high overhead in performance and area.

Despite the variety of solutions in literature to monitor performance or error
occurrences related to performance deviations, only recently appeared in literature a
work focused on sensors and techniques to work at subthreshold voltage levels in the
power supply ([33]). The work in [33] presented a local performance sensor that can
work predictively at subthreshold voltage levels. Despite this good solution, local
sensors are difficultly adopted by industry, because they are intrusive to the circuit, i.e.,
the original circuit has to be changed in order to insert locally the sensors. Therefore,
changes in performance may be restricted but they are expected, and industry normally
avoids changing their optimized designs and prototypes. As a consequence, global
sensors are, still now, a better solution for industry, because they are not intrusive and,
according with the safety margins adopted, they can easily work predictively and avoid
errors, while help on optimizing performance and/or power consumption in the pres-
ence of environmental and operational induced variations.

Regarding subthreshold operation, several previous works show that working at
subthreshold voltages can drastically decrease power consumption, being one of the
most important research areas regarding optimization of energy in digital circuits.
Especially if IoT, mobile, or battery-operated applications are considered, subthreshold
operation is gaining increased importance, because these applications normally do not
require permanent and intensive performance, or the processing speed is not a critical
factor for all the operating time. Moreover, application for subthreshold operation is
wide, from digital circuits [7, 8], to analog circuits [5, 6], mixed-signal applications [4],
or even at memory applications [1–3]. Therefore, as mobile and battery-operated
applications are becoming more and more popular and widely used, it’s urgent to define
new reliability techniques and sensors to work at subthreshold voltage levels.

The purpose of this work is to adapt existing global and local sensors for perfor-
mance failure prediction to be compatible with subthreshold voltages in the VDD. The
main purpose of the new proposed sensor is to avoid errors, monitor PVTA variations,
and measure performance deviations. This measure can be used to control the appli-
cation of DVFS techniques, used to reduce power consumption and/or clock frequency.
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3 Low-Power Global Performance Sensor

The proposed Low-Power Global Performance Sensor (LPGPS) is an improved version
of the previously published local aging sensors [19, 34], but with the necessary changes
to work at subthreshold voltage levels and improving its design. The LPGPS is based
on two dummy critical paths (CP), to produce several delays’ replicas. As will be
explained later, these two dummy CP are designed in order to be highly sensitive to
NBTI (one path) and to PBTI (the other path) aging effects, while the delay in both
paths will change according to every environmental or operational parameter variation
that can affect performance. Therefore, we can say that the LPGPS is sensitive to the
main variations affecting performance, i.e., PVTA variations.

When we talk about performance, we are intrinsically talking about delays and
timings available to perform a certain task. Therefore, when designing a performance
sensor, the best way is to monitor delays and monitor or measure how quickly a
specific task is performed. In CMOS circuits, delays are measured by comparing an
initial signal transition and the succeeding transition at the end of the stimulated data
path. Hence, by changing any parameter that can affect performance in a circuit (e.g.,
PVTA variations), it will change the delay between the initial and the ending transition
in the stimulated path. Moreover, as different transitions can impose different delays,
our decision in this work was to implement dummy paths (two in fact, as will be
explained later) and to stimulate them with the two possible transitions, Low-to-High
and High-to-Low. Then, by measuring how far in these paths will the initial transitions
propagate during a predetermined time imposed by the clock (the clock period) we
have a measure of the performance of these dummy critical paths.

3.1 Sensor’s Architecture and Functionality

Figure 1 presents the main LPGPS architecture. It is composed of a controller block,
two dummy critical paths, and two groups of sensor Latches, to measure the propa-
gation delay in both dummy paths, in order to compare these delays with the available
clock period. With the knowledge of the critical paths of the circuit under test
(CUT) where this sensor will be installed, it is possible to create two fictitious paths
(dummy paths) with propagation delays higher than the expected CUT’s CP during its
lifetime.

Figure 2 shows the dummy critical paths in more detail. As it can be seen, the two
paths are composed of chains with NAND and NOR gates. One chain is implemented
with NOR gates (dummy critical path 1 in Fig. 2), creating a fictitious critical path,
which will, presumably, age more than the critical paths of the circuit when subjected
to NBTI effect (which strongly influences the degradation of PMOS transistors’ Vth).
The other chain is implemented with NAND gates (dummy critical path 2 in Fig. 2)
creating another fictitious critical path which will, presumably, age more than the
critical paths of the circuit when subjected to the PBTI effect (which strongly influences
the degradation of Vth in NMOS transistors).

It is important to notice that, in a global sensor that is different from the CUT itself
and monitors delays from paths that are not the actual CP in the CUT, we must consider
a safety margin to account for differences from CUT’s CP delay and the LPGPS
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dummy paths delays. Moreover, when we want to address aging variations, we must
consider that exists the possibility of the CUT’s CP age more than the sensor’s CP,
which may overcome the safety margin used and then errors may happen. Therefore, it
is important to impose an extreme aging degradation to these dummy CP in the LPGS,
so that the existing safety margin always work in favor of error avoidance and not the
opposite. That is also the reason for using two dummy CP, one sensitive to NBTI aging
and the other sensitive to PBTI aging.

The NORs and the NANDs input port-map are also very important for the high
aging degradation of the PMOS and NMOS transistors in the respective chain paths.
The internal structure of NOR and NAND gates are presented in Fig. 3. For the NOR
gate (Fig. 3(a)), the probability for the transistor P1 to be in stress mode is equal to the
probability of having its NOR_chain input at logic value 0. If global sensor is activated
periodically, this signal will most likely be at low logic value most of the time, making
a high degradation probability for transistor P1. However, the probability to put P2 in
stress mode is equivalent to the probability of having both P1 and P2 transistors on, i.e.,

P NOR chain½ �input ¼ 0
� �

� P Age enable 1½ �input ¼ 0
� �

. Considering that global

sensor is activated periodically, Age_enable_1 signal has low probability to be at 0
logic value. Henceforth, P2 will have negligible degradation. Yet, a high degradation
probability of CP delay’s replica is guaranteed with the high degradation probability of

Dummy Cri cal-path 1

Global_sensor_data_1

FF = D-Flip-flop
L = D-Latch
AS = Ac vity Sensor

L+AS L+AS L+AS

Global
Sensor 

Controller

FF

FF

Test_data_1

Age_enable_1 / Test_enable_1

clock

launch_test

Dummy Cri cal-path 2

Global_sensor_data_2

L+AS L+AS L+AS

Test_data_2

Age_enable_2 / Test_enable_2

Fig. 1. Low-Power Global Sensor architecture.
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all the P1 transistors from the NOR chain, due to the NBTI effect. Moreover, if a higher
degradation is needed in the dummy critical path, a 3-input NOR gate can also be used,
with two of its inputs connected to the same NOR_chain input and having now two
PMOS transistors in a high aging state. However, if subthreshold voltages are to be
used, 3-input gates that use a classic CMOS and implementation should be avoided, as
may restrict VDD reduction.

Regarding the NAND gates, a similar analysis can be drawn to create a high aging
probability in the dummy critical-path 2. For the NAND gate (Fig. 3(b)), the proba-
bility for the transistor N1 to be in stress mode is equal to the probability of having its
NAND_chain input at logic value 1. If global sensor is activated periodically, this
signal will most likely be at low logic value most of the time, making a high degra-
dation probability for transistor N1. However, the probability to put N2 in stress mode
is equivalent to the probability of having both N1 and N2 transistors on, i.e.,

P NAND chain½ �input ¼ 1
� �

� P Age enable 2
� �

input ¼ 1
� �

. Considering that global

sensor is activated periodically, Age enable 2 signal has low probability to be at 1
logic value. Henceforth, N2 will have negligible degradation. Yet, a high degradation
probability of CP delay’s replica is guaranteed with the high degradation probability of
all the N1 transistors of the NAND chain due to PBTI effect.

Dummy
Cri cal-path 1

Test_data_1

Test_enable_1

Dummy
Cri cal-path 2

Test_data_2

Test_enable_2

Cri cal Path delay outputs
to be connected to Sensor Latchs

Cri cal Path delay outputs
to be connected to Sensor Latchs

Fig. 2. Dummy critical paths of the LPGS.
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The LPGPS operation is as follows. When the local control unit in the LPGPS
(the Global Sensor Controller block) receives a signal to start the analysis of the
circuit’s performance and generates control signals (Test data 1, Age Enable
1=Test Enable 1, Test data 2, Age Enable 2=Test Enable 2) to operate the overall
performance analysis. These control signals allow to place transparent NOR and
NAND gates chain inputs, using signals Age Enable 1 and Age Enable 2), so that
through signals Test data 1 and Test data 2 can be generated a test sequence that
stimulates the two state transitions at the outputs of the gates of the two chains. Along
the two chains, special sensor cells, build with a Latch, a Delay Element and an
Activity Sensor with on-retention logic, are connected at the output of several NAND
and NOR gates, to create several fictitious paths with different propagation times. The
architecture of these sensor cells will be defined in the next section.

3.2 Low-Power Sensor Latch

As observed in Fig. 1, critical path outputs are connected to sensor latches. These
sensor latches are composed by a common D-Latch, to implement the Latch func-
tionality, and an Activity Sensor, to implement the sensor functionality, as denoted in
Fig. 4. The existence of a Latch functionality is important because we need to compare
the delays of the CP connected to the latches with the existing clock period, and the
Latch is a clocked gate that can easily implement different behaviors along the clock
period. The implemented latch is enabled when the clock signal is low, i.e., it is in
transparent mode for the low state of the clock, and in the non-transparent mode
(opaque) for the high state of the clock. Regarding the activity sensor functionality, its
main function is to sense and signalize when critical transitions occur in the Latch, i.e.,
when transitions in the output of the dummy CP arrive at the Latch input at the end of
the transparent mode. When a critical transition in the Latch is signalized, it means that
the CP has a delay almost similar to the clock period, with a pre-defined safety margin.
As we have several dummy CP outputs to sensor latches, we can have a measure of the
comparison made between the dummy CP delays and the clock period, having a rate

Fig. 3. Internal structure and port map for: (a) NOR gates, and (b) NAND gates.

354 J. Semião et al.



for the performance level of the circuit. Moreover, it is important to impose a safety
margin in this monitoring process, as the dummy CP in the LPGPS is not the real CP of
the CUT. This safety margin can be identified as the margin to signalize critical
transitions in the Latch data, before the latch become opaque. Moreover, the activity
sensor implements an on-retention logic, to keep sensor output (SO) active, once it is
activated and until the sensor reset (SR) is activated.

The architecture of the new Activity Sensor is presented in Fig. 5. The sensor
functionality is based on delaying the data signal inside the activity sensor. The dif-
ference in time delay between the delayed and the non-delayed data signals creates a
time window, which allows a safety margin. If a transition in this delayed data signal
occurs after the positive clock trigger, the sensor detects a critical transition for the
existing clock period and signalizes it in the sensor output (SO). This activity sensor
used was previously published in [33] and it is especially designed to allow VDD
reductions to subthreshold levels.

Figure 6 presents a timing diagram for the main signals of the activity sensor
described in Fig. 5. From Fig. 1, each delay path connected to a sensor latch will
propagate an initial transition from the positive edge-trigger of the clock until it reaches
the Latch input, and this timing delay is symbolized in the D signal in Fig. 6, which
becomes stable after sDE. If the transition arrives at D input when clock is low, the latch
is in transparent mode (Fig. 4) and easily Q signal will also change (Fig. 6). However,

ClkClk

Clk

Clk

Clk

D

C

Clk

Q

Q

SO

SR

Activity_Sensor
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Fig. 4. Low Power Sensor Latch architecture.
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as denoted in Fig. 5 and Fig. 6, the Delay Element (DE) is used to postpone data
signals’ arrivals at the output of the latch (signal Q), during the Clk low state, while a
XOR gate is used to generate a pulse (det signal) for every activity in the latch data
(signal Q).

Note that both inputs of the XOR gate are feed from signal Q, although one is a
delayed signal Q. This means that the output of the XOR gate, the det signal, will have
a pulse when any transition (Low-to-High or High-to-Low) occurs at the inputs, with
its pulse duration proportional to the propagation delay of DE block. It is important to
note that the XOR gate should be implemented using a pass-transistor logic, to allow
VDD to be reduced to subthreshold voltage levels. Figure 7 presents a possible
architecture for the XOR gate.

The reminder functionality of the activity sensor from Figs. 5 and 6 is, basically,
the AND functionality implemented with transistors Q1–Q4 and the inverter gate. When
a clock pulse (considering that the latch will be opaque when clock is active) and a det
pulse occurs simultaneously, the output SO signal (sensor output) will activate the
sensor output signal. This way, all the late transitions at Latch input will be signalized
by the Activity Sensor. Therefore, a pre-defined margin obtained from the propagation
delays of DE blocks and the det signal pulse duration defines the instant before ending

DE Ac vity SensorQ det

VDD

VDD

Clk Clk

SR SR

SR

det Clk

Clk

det

SO

Fig. 5. Activity Sensor architecture.
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the clock period where the activity sensor output is activated. If the CP propagation
delays increase due to adverse PVTA variations, the margin will also increase, which is
a good result for a sensor functionality, as the safety margin of the global sensor, and
the detection margin of this activity sensor, increases when operating conditions
worsen.

Moreover, this activity sensor has also an on-retention logic feature. This is exe-
cuted by transistors Q5 and Q6 (Fig. 5), which avoids the use of an additional latch to
hold an active sensor output signal (SO). Besides, it has also an active-low reset signal,
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Fig. 6. Timmings in the Sensor Latch.
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Fig. 7. Pass-transistor logic XOR gate’s architecture.

Performance Sensor for Reliable Operation 357



the SR input, to force SO signal to reset (no sensor predictive error detection), which is
implemented by transistor Q7.

Regarding the Delay Element, as mentioned before, its propagation delay defines a
detection margin in the sensor latch. As working at subthreshold voltages imposes to
avoid complex gate architectures, the architecture of the DE is basically two inverters,
as presented in Fig. 8 (a simple buffer). Nevertheless, if several delay options are
needed for the DE block, multiple buffers can be used to provide higher propagation
delay in the DE block. Moreover, the DE can be optimized by designed, by changing
W/L transistors’ ratios, which also changes cell’s propagation delay. The use of a
higher detection margins avoids the use small delay frames in consecutive sensor
latches in the NOR/NAND paths. Therefore, the granularity of the performance mea-
surement obtained by the Global Sensor, for a specific maximum critical path, depends
on the number of sensor latches used and their detection margins. Note that, the time
margin is not programmable, as done in other aging sensor solutions [17]. Instead, the
margins are defined at design time. Nevertheless, DE’s propagation delay is adaptive
with PVTA variations, which changes, as needed, the sensitivity of the Activity Sensor
to activate its output. Moreover, Sensor Latches and DEs design and selection should
be tuned during silicon validation, according with the clock frequency and VDD
chosen.

4 Global Sensor’s Usage Procedure

The main purpose of the proposed LPGPS is to monitor and measure the performance,
to avoid errors and guarantee a reliable operation, even in the presence of PVTA
variations. Therefore, during the design stage, the circuit’s CP should be defined,
preferably using an aging-aware static timing analysis tool, to define the worst case
circuit’s CP. With this information, the LPGPS can be implemented (or selected from a
list of different pre-defined LPGPS implementations), namely the dummy critical paths
created with the NAND and NOR gates’ chains. The designer must choose how many

VDD VDD

A Y

Fig. 8. Delay element typical architecture for subthreshold operation.
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NAND/NOR gates to use, according with the circuit’s CP, and how many Sensor
Latches are used and how sparsely/densely placed in the dummy CP outputs (de-
pending on the sensibility needed). Figure 9 resumes this procedure, and we can see
that the selected outputs of the dummy critical paths must guarantee that circuit’s CP
has its delay between the maximum and minimum dummy CP delays. Moreover, the
Sensor Latch detection margin will guarantee that a progressive measurement of per-
formance can be created by signalizing progressively more Sensor Latch outputs (for a
given clock frequency and power-supply). When the detection margins of each Sensor
Latch occur during the active phase of the clock, the Activity Sensor signalizes a
detection. Figure 9 illustrates a typical situation, where circuit’s CP delay is placed in
the middle of Global Sensor’s dummy paths delays, and the more sensitive sensor
latches (connected to the high delay dummy paths) are signalizing error detections
(S1–S4), while the less sensitive sensor latches (connected to the low delay dummy
paths) do not signalize error detections (S5–S7).

After the circuit is fabricated, and during manufacturing off-line tests, an initial
calibration procedure is mandatory (it can be repeatedly sparsely during lifetime). This
procedure uses off-line tests (e.g., scan-based delay-fault oriented tests), performed
repeatedly for different values of the clock frequency and voltage, to determine the
maximum and minimum working clock frequencies and voltages. In addition, it will
also determine the output of the Global Sensor (number of sensor latches with error
detections) for a correct operation of the circuit under test. This information determines
the LPGPS output for a safe/optimized circuit operation and should be used to avoid
errors, and to increase clock frequency, if performance optimization is the goal, or to
decrease VDD, if power consumption reduction is the goal. Note that by reducing clock
frequency (or increasing VDD), it signalizes less sensor latches; and that by increasing
clock frequency (or reducing VDD), it signalizes more sensor latches.

TCLKClk

ττcircuit’s CP
Circuit

Under Test

error detections

detection margins
NANDs/NORs
dummy paths

Global
Sensor

S1

S2

S3

S4

S5

S6

S7

Fig. 9. Delay element typical architecture for subthreshold operation.
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It is also important to note that, if LPGPS is activated sparsely in time, the aging
degradations in the dummy-paths will be higher than in circuit’s CP, which guarantees
a reliable operation during circuit’s lifetime. As LPGPS was developed to work at
subthreshold voltages, this reliable operation is guaranteed even for ultra-low-power
modes, with reduced VDD and clock frequency. Moreover, being a non-intrusive
sensor, it can be easily adopted by industry.

5 Results

Spice simulation results are presented for a 65 nm technology using Predictive
Technology Models [14]. Typical nominal conditions (NC) are VDD = 1.1 V with
T = 27 °C. VDD is considered to be lowered until 0.3 V, which still is a possible
working power-supply voltage (the minimum working VDD is 0,25 V).

The first simulations made were to show that the pulse generated in the Activity
Sensor increases its length when PVTA variations worsen. Figure 10 shows the det
signal (a pulse detecting an unsafe transition in Latch data input) from schematic
presented in Figs. 4 and 5, for VDD variations and T (temperature) variations. As it can
be seen, pulse duration increases with VDD reduction and T increase. Moreover, as
shown in previous publications [9, 10, 19, 30], similar results are obtained for aging
and process variations. This makes the sensor more sensitive when worse environ-
mental conditions exists, which lightens the burden of sensor design [33].

Next simulation results present the Global Sensor’s outputs, when a monitoring
procedure takes place. Figure 11 shows at the bottom the clock signal (2.4 GHz), in the
middle the stimulus (rise and fall transitions) of the dummy paths (in this case, the
NOR gates’ stimulus), and one Sensor Latch output (in this case, S4) in the upper
graph. It can be seen that both transitions are activated (middle graph), which in this
case triggers Sensor Latch number 4 to activate its output (in fact, S1–S4 sensors will
be activated).

Fig. 10. Det signal, with several VDD and T values for 65 nm technology: (a) VDD from 1,1 V
down to 0.8 V; (b) T from 27º up to 147º.
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In this LPGPS, seven Sensor Latches were used in each dummy path, creating eight
performance levels for the monitoring process. Figure 12 shows the 7 worst case
dummy CPs, considering both NOR and NAND gates’ chains (for VDD values higher
than 0.6 V).

Fig. 11. Global Sensor signals (clock, NOR gates’ stimulus and Sensor Latch number 4 output).
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Several simulations were made to determine the clock frequency (clock period) for
VDD values from 1.1 V to 0.3 V, so that the high sensitive Sensor Latches are acti-
vated (S1–S4). Figure 13 resumes all the simulations and presents Clock Period vs.
Power-supply voltage (note that for easier understanding, the clock period axis is
shown in logarithmic scale).

Considering that the optimum operation (with a safety margin) is obtained for
signalizing S1–S4 (and no activation for S5–S7), an optimized clock frequency can be
obtained for each VDD value. Therefore, the LPGPS output can be used to dynamically
change voltage and frequency with an on-line DVFS methodology. The circuit oper-
ation is optimized and a reliable operation is guaranteed even at subthreshold voltages
because safety margins are increased when PVTA variations worsen and LPGPS
increases its sensibility for worse operating conditions.

6 Conclusions

In this paper, a Global Performance Sensor for reliable operation was presented,
designed especially to work at nominal and subthreshold power-supply voltage levels.
Spice simulations for 65 nm CMOS technology show that VDD reductions increase
LPGPS sensibility, which makes the sensor more cautious when reduced voltages are
used (or worse PVTA degradations). This feature makes this solution unique in
non-intrusive global sensors for ultra-low-power operation modes (working at sub-
threshold voltage levels).
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Future work includes the use of the proposed LPGPS in an on-line adaptive DVFS
scheme, to work at subthreshold voltage levels. Moreover, real circuit tests are also
important, to validate the power and delay trade-off with real data obtained by mea-
surements in real circuits. For this matter, a test chip was recently produced and new
results are expected in the near future.
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Leon Bodenhagen1, Gwenn Englebienne3, Norbert Krüger1,
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Abstract. How can a social robot get physically close to the people it
needs to interact with? We investigated the effect of a social gaze cue
by a human-sized mobile robot on the effects of personal space invasion
by that robot. In our 2× 2 between-subject experiment, our robot would
approach our participants (n = 83), with/without personal space inva-
sion, and with/without a social gaze cue. With a questionnaire, we mea-
sured subjective perception of warmth, competence, and comfort after
such an interaction. In addition, we used on-board sensors and a track-
ing system to measure the dynamics of social positioning behavior. While
we did find significant differences in the social positioning dynamics of
the participants, no such effect was found upon quantitative analysis of
perception of the robot. In a subsequent inductive analysis we further
investigated these results, our findings suggesting that the social cue did
play a role for the participants – particularly related to their perceived
safety.

Keywords: Personal space invasion · Social robotics · Social cues

1 Introduction

As mobile robots are used increasingly often in everyday social settings, the
design of appropriate robot behaviors has become more and more relevant. While
the contexts can vary significantly, all these robots need to know how to position
themselves in relation to people in a way that supports the intended interaction.
Ideally, we can design robot social positioning behaviors that allow for smooth
and efficient interactions, that feel natural to the people being interacted with.

Most prior work on social positioning for robots has treated this in a static
way by trying to find the appropriate distance or positioning depending on a
c© Springer International Publishing AG, part of Springer Nature 2018
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variety of factors that can be established at the beginning of the interaction.
This seems to be rooted in the idea that it should be avoided that the robot
‘gets too close’, i.e. conducts personal space invasion (PSI). For example, earlier
work has resulted in tables giving stopping distances to be used depending on
factors such as human-likeness and height of a robot [1], and suggested that
appropriate stopping distance may also depend on agreeableness or previous
experience with animals or pets of the person being interacted with [2].

At the same time, social positioning behaviors can be highly dynamic during
interactions. We can get really close, up to the point of “PSI”, to someone we do
not know well if we are sharing a secret, or if the environment is noisy, or if they
have hearing problems. Similarly, people have been found to take the percep-
tional limitations of a robot into account in their own proxemic preferences [3].
In line with the later work on social positioning in human-human interaction
(see e.g. the extensive 1987 review from Aiello [4]), this suggests that the appro-
priate interaction distance is something dynamic that can change several times
during an interaction. In all these interactions signals are given to indicate to
ones communication partner the current appropriateness of a chosen position
(social feedback cues), as we have argued previously [5].

In this work, we investigated how a mobile robot (see Fig. 1) can provide a
brief feedback cue to make the social positioning dynamic more smooth. Specifi-
cally, we tried to use a brief gaze change to allow a robot to conduct “PSI” with-
out making the interaction less comfortable for the human user. This allowed
for the investigation of the effect of using such a brief social cue on the overall
interaction smoothness and the social perception of the robot. While this specific
task was designed for research purposes, similar tasks could be used in real-life
applications, e.g. in airports, institution entrances (including university), stadi-
ums, or concert halls, where a robot could be used to provide assistance, if such
a desire is signaled by the human user. As such, our main research question can
be formulated as follows:

What are the effects of a robot’s PSI and/or gaze change on:

1. the way in which people respond to that robot’s approach by moving away
from (or towards the robot)?

2. the perception of the robot in terms of warmth, competence, and discomfort?

The remainder of this paper is structured as follows. We will first discuss related
work on PSI, gaze change, and measures of social perception, resulting in a specifi-
cation of our hypotheses (Sect. 2). We will then discuss our experimental set-up in
detail, including a description of the autonomous robot behaviors we implemented
(Sect. 3). While we did not find effects on the perception of the robot, as assessed
by questionnaire, we did find effects on participants’ behavior – which we further
investigated in our qualitative analysis (Sect. 4). Our findings show that, indeed,
even a brief social feedback cue, such as a gaze change, plays a role in how PSI
is perceived and responded to – providing an argument for the use of such social
feedback cues in designing behaviors for social robots (Sect. 5).
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Fig. 1. The experiment, as seen from the two different cameras.

2 State of the Art

Much of the existing work in social positioning for robots is based on two theories
on social positioning in humans. Proxemics, a term coined by Hall in [6], focuses
on the distances people use in social interactions. F-formations, as introduced
by Kendon [7], describe the different spatial arrangements used by people. As
proxemics and F-formations would predict, many different social situations can
be distinguished based on only position and orientation information (e.g. [8,9]).

Previous work has applied and investigated proxemics and F-formations in
the context of robotics. This work often treats social positioning as something
mostly static. For example, several authors have tried to establish the ‘appro-
priate interaction distance’ depending on a variety of factors, such as height and
human likeness of the robot [1] as well as personality traits of the person being
interacted with [2].

Interestingly, when we look at later work on social positioning in humans, it
is treated more as a social dynamic, that can change during an interaction and
that can carry communicative meaning within that interaction [4]. Information
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can be (non-verbally) transmitted about social positioning via responsiveness,
as we argued in [5], by the usage of social feedback cues.

In the literature, there are only a few examples of artificial agents utiliz-
ing social feedback cues to influence the dynamics of social positioning. Recent
work by Mead and Matarić [3] found that robots can effectively signal their
(perceptual) needs to influence the proxemic preferences of people with whom
they are interacting. Using a virtual agent instead of a physical robot, Kastanis
and Slater [10] have also investigated ways to influence the proxemic preferences
of people; they trained an agent to position itself such as to most effectively
cause participants to move to a particular position in a space. Work by Jung
et al. investigated human-robot teamwork and found that when their robots
used back-channeling, this improved team functioning, though it also decreased
perceived competence [11].

Facial features represent a key component of any social interaction, because
they are easily recognizable and offer important cues regarding the inner states
of the involved social actors. There exists a range of work in which artificial
‘facial’ features are used effectively as social feedback cues for non-mobile robots.
Consider, as an example, the Baxter robot, discussed in [12], which is equipped
with a screen which displays a pair of animated eyes and eyebrows. Even though
the animations are limited to changing the angles of the eyebrows, opening and
closing the eyes and moving the pupils, this is enough to signal to the human
user whether or not the robot has understood the task.

In addition to these animations of facial features, there has also been work
looking more specifically into the effects of different gaze behaviors. Recent work
found that users feel more at ease with a robot that maintains visual contact
while the task is being performed [13]. In contrast, in a human-human object
handing interaction, the approaching human was found to be expected to main-
tain eye contact just towards the end of the interaction [14]. Other work has
investigated and found gender effects, showing that women tend to position
themselves further from a robot if it is constantly looking at them [2].

In all, though much work remains to be done, the prior work shows that
people are sensitive to the social feedback cues used by robots and suggest that
the use of face-inspired features – specifically gaze – can be an especially effective
social feedback cue.

2.1 Social Perception Measurement

Because robots are more and more present in our day-to-day life, being able to
correctly measure the way they are perceived has become increasingly impor-
tant. Existing research shows that people have the tendency of making social
category judgments, similar to the way they do in human-human interactions,
based on the physical appearance, gender, race or nationality of the robot [15].
Furthermore, there is strong indication that people anthropomorphize robots,
assigning human characteristics to them, especially when human characteristics
are accessible and applicable [16]. As such, an interesting aspect to measure is
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the association of characteristics and traits based on the features or the perceived
social category membership of the robot.

Literature on social psychology has also shown that two of the main drivers
for the judgment of other humans are warmth and competence. The main reason
for this is because these attributes link to basic survival instincts − we quickly
evaluate if another person wants to harm us and if they are capable of doing
so [17]. Furthermore, different combinations of competence and warmth will
evoke an array of different other emotions, such as discomfort, pity or envy [18].
As shown in [19], there is strong indication that warmth and possibly other
social attributes are important factors that can affect the perception of a robot.
A method that offers the means to asses the central attributes implicated in
human perception of robots and how such attributes can influence human-robot
interactions is the Robotic Social Attributes Scale (RoSAS), presented in [20].
The RoSAS is a psychologically valid, 18-item scale, that was constructed using
items from the Godspeed Scale [21] combined with key ideas taken from the
psychological literature regarding social perception. The advantage of this scale
is that it is psychometrically validated and it can be used to measure different
types of robots, disregarding their purpose.

2.2 Hypotheses

Based on the existing literature on social positioning, we would expect that PSI
has a negative effect on the interaction - causing the participant to step away
and perceive it more negatively (which we will measure with the RoSAS). At
the same time, there is work suggesting that we can leverage the dynamics of
interactions to mediate this effect. More specifically, we show that by using gaze
change as an appropriate social feedback cue, the robot can make its PSI less
intrusive. Combined, this leads to the following hypotheses:

Hypothesis 1: When a robot conducts PSI without a social cue, as compared
to not conducting PSI without a social cue, we expect people to:

a. step away from it, and;
b. perceive it more negatively in terms of warmth, competence, and discomfort.

Hypothesis 2: We expect an interaction effect between PSI and social cue (gaze
change), such that the social cue ‘compensates’ for the PSI, leading people who
experience both PSI and a social cue (gaze change) to:

a. step away from it less, and;
b. perceive it more positively in terms of warmth, competence, and discomfort.

3 Method

To test the proposed hypotheses, we conducted a 2× 2 between-subject exper-
iment. Our autonomous robot (Sect. 3.1) approached the participant in the
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Fig. 2. The displayed social gaze cue.

context of potentially providing assistance to the user (Sect. 3.2). During the
approach we manipulated PSI by the robot, as well as the use of gaze change
as a social cue (Sect. 3.3). To collect our data, we used a questionnaire, a semi-
structured interview, and several sensors for objective measures (Sect. 3.4).

3.1 Robot

The robot used in the experiments is a human-sized mobile robot (see Fig. 1),
build within the Teresa project [22]. The system was build on top of the Giraff
robot platform, with a new shell, and additional sensors, including: two RGB-
depth cameras (Asus Xtion) and two laser range scanners (Hokuya LIDAR).
A full description of the platform can be found in the Teresa project deliver-
ables [23]. The platform is further equipped with a screen at head height, which
can be used for telepresence by showing a live feed of the remote user. For the
purpose of our experiment, the screen was used to signal the social feedback cue
in the form of a short animation which changes the gaze of the robot’s eyes, as
shown in Fig. 2.

The behavior displayed by the robot was autonomous, combining person
detection with navigation. The method works by detecting the participant in the
scene, computing his/her position in the map coordinate frame and generating
an appropriate goal position that will allow the robot to approach the human
with PSI or without, depending on the condition (see Fig. 3). Before driving to
the generated goal position, the robot displays the gaze-change animation on
the screen, depending on the condition. Four seconds after the robot reached the
goal position the LEDs on the base of the robot would light up green to signal
the end of the experiment. Our person detection algorithm was build based
on existing code and combined leg detection based on the laser range finder
data (wide range) with upper-body tracking based on the RGB-depth data (also
providing information on posture). We used map-based navigation. The map
of the environment was built beforehand, using the laser range scanners and
the Simultaneous Localization and Mapping [24] method. The robot uses the
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Fig. 3. The behavior of the robot, as displayed in Rviz. The red arrow represents the
goal position for the robot and it is computed relative to the position of the detected
participant. (Color figure online)

Monte Carlo [25] algorithm to self-localize in the map and the ROS move base
framework for navigation. The speed of the robot was limited to 1 m/s.

3.2 Task

Given our research questions, the task necessitated a form of ‘PSI’. To avoid an
effect of any additional motions, we aimed for a task in which the only required
action was a spatial positioning by the robot. For this reason, we designed a
close-up approaching task, with the purpose of potentially providing assistance
to the user. In the task, participants were told that the robot would approach
them to potentially offer assistance (see Fig. 4). While free to move around the
test area, the participants were advised to wait for the robot to approach them.

3.3 Manipulations

We manipulated two factors; approach distance [PSI/noPSI], and the giving
of a social cue [GAZE/noGAZE]. This resulted in four conditions, PSI-GAZE,
PSI-noGAZE, noPSI-GAZE, and noPSI-noGAZE.

Approach Distance [PSI/noPSI]: During the approach the robot would navigate
to a location at a given distance to the participant. To have the robot conduct
PSI (or not), we manipulated this distance. Based on the related work discussed
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Fig. 4. Overview of the experiment area.

above and pilot testing, we expected distances below 45 cm to be perceived as
a (strong) PSI. Therefore, we used a distance of 20 cm for the PSI conditions,
and a distance of 50 cm for the noPSI conditions.

Social Cue [GAZE/noGAZE]: During the approach, an animation of two eyes
would be shown on the screen of the robot. To have the robot provide a social
cue, we manipulated the apparent gaze direction of these eyes (see Fig. 2). Since
the eyes were shown on a 2D screen, we did not manipulate actual gaze direc-
tion; instead we used an emphasized animation of the pupil position to suggest
apparent gaze direction.

In our prior empirical tests, we saw that a change of the apparent gaze
direction from “to the user” to “down, in front of the user” felt like the robot
was giving a social cue – which aligns with the related work discussed above. For
the noGAZE condition, we used the eyes with a gaze “to the user”, which would
not change during the interaction. For theGAZE condition, we would start the
interaction with eyes “to the user”, changing to “in front of the user” as the
robot would start its approach. This change was fast, which meant that it could
potentially be missed if participants were not paying attention, but our informal
prior tests suggested that making the apparent gaze change slower would feel
more as awkward than as a social cue.

3.4 Measures

Objective Measures. To allow us to determine how much the participants
stepped away from the robot, we recorded the movement of the participants. For
this we used both the on-board sensors, and an external system using markers
(OptiTrack). In addition, we also collected video data.



374 S.-D. Suvei et al.

On-Board Sensors. For each experiment, the Xtion sensor and the laser range
scanner were tracking and recording the movement of the participant. The track-
ing data is based on the 3D sensor depth information, by computing the XY -
position of the human in the map, relative to the robot’s base, once the robot
has reached its goal position.

OptiTrack. The participant was equipped with two markers (one on the back
of the chest, one on a cap), which were tracked using the OptiTrack motion
capture system using 8 infra red cameras. The robot also had a marker, located
on its screen. The system used allows sub-centimeter level precision tracking
of the position and orientation of those markers. In our set-up we found that
the system did not always reliably detect the markers, presumably because of
occlusions and reflections on the shell of the robot.

Video Recordings. Two cameras recorded the interaction, providing a side view
and a view on the face and upper body of the participant. These cameras were
also used to record the interviews.

Subjective Measures. To measure perception of the robot, we used a ques-
tionnaire and a semi-structured interview. While the questionnaire gave more
quantified data, the interview was intended to give us rich qualitative insights.

Questionnaire. The employed questionnaire asked participants to rate the robot
and their experience in terms of 18 items on a 9-point Likert scale. These 18
items follow the RoSAS and are used for the social perception analysis of the
robot [20]. They are grouped into 3 main factors, as follows:

Warmth: Happy, Feeling, Social, Organic, Compassionate and Emotional.
Competence: Capable, Responsive, Interactive, Reliable, Competent and

Knowledgeable.
Discomfort: Scary, Strange, Awkward, Dangerous, Awful and Aggressive.

Furthermore, the participants are asked to describe their interaction in at least
140 characters. To ensure the fact that the social cue was perceived correctly,
when signaled, the questionnaire also contained four manipulation checks which
asked the user to mention what was the gaze of the robot at the beginning and
at the end of the interaction, as well as the color of the LEDs. Additionally, the
questionnaire also contained questions regarding the age, gender and nationality
of the participant. The participants were also asked about their prior experience
with robots and pets.

Interview. After the experiment and filling out the questionnaire, a short semi-
structured interview was done with each participant. The two main questions
asked were about their experience and their general feeling about the robot, as
a result of the interaction. Depending on the answers, follow-up questions were
asked, as for example “What do you think is the purpose behind this behavior?”
or “How did you feel about the approach?”.
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3.5 Procedure

The participants were greeted at the entrance of the lab and were lead inside,
where the context of the experiment was explained by the experimenter. They
were then given an informed consent form, which they were asked to read and
sign. The participants were then guided to the experiment area and equipped
with the OptiTracker markers used for tracking their movements. They were
then told to wait for the robot to approach them. We emphasized that while
they were free to move, they should really let the robot approach them, and not
the other way around. The robot would then approach them to a distance of 20–
50 cm, exhibiting the behavior as appropriate for the condition the participant
was in. The participants were recorded using two video cameras. Additionally,
the OptiTracker system and the robot’s sensors (the laser scanner and the ASUS
camera) were recording their movement. After the interaction with the robot,
the participants were asked to fill in the questionnaire on the interaction, and a
brief interview was conducted by the experimenter.

3.6 Participants

We recruited 83 students and staff members from the campus of the University
of Twente. Participants were recruited using word of mouth, and adverts. For
agreeing to participate in the experiment, participants were compensated with
chocolate. The average age of the participants was 24.25 (range 18–45). 66.2% of
the participants were Dutch. 34 of the participants were women and 49 were men.
Regarding previous experience with robots, 6% of the participants have built a
robot before, 43.3% stated that they have worked with robots, 25.3% said that
they have seen robots before, 16.8% have played with a robot before and 7% had
no previous experience with robots. Additionally, 84.3% of the participants had
previous experience with pets.

4 Results

To investigate the proposed hypotheses we employ both a deductive and a qual-
itative analysis of the data available from the experiments - this means sensor
data, the OptiTracker data, questionnaire data, interview transcripts and video
data.

4.1 Deductive Analysis

As described in Sect. 3.3, the movement of the participants relative to the robot
was tracked with the help of the robot’s own sensors and the OptiTracker system.
The deductive analysis refers to the behavioral analysis shown by the partici-
pants, as measured with the help of these sensors, and to the evaluation of the
questionnaire results, as proposed by the RoSAS model.

Due to robot failures, the experiment data for 3 of the participants had to be
excluded. Additionally, for the statistical analysis of Hypothesis 2, we removed
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all the participants that either did not perceive the feedback social cue or that
falsely considered that there was such a cue signaled. The elimination criterion
was based on the answers that the participants gave to the two manipulation
checks regarding the robot’s gaze at the beginning and the end of the experiment
from the questionnaire. As a result, the data for 58 participants out of 83 were
used in our final investigation regarding Hypothesis 2 – 14 in the noPSI-GAZE
and the PSI-GAZE conditions, and 15 participants in each of the other two.

Computing Distance (Lower)body-robot (From On-Board Sensors).
We used the data from the Xtion sensor (RGB-depth) and the laser range scan-
ners to determine the displacement of participants during the interaction. To
do so, we first used the person tracking (see Sect. 3.1) based on a combination
of both sensors. This resulted, for each time-stamp, in the position of the par-
ticipant relative to the robot. Since some of detections were based only on the
leg-detection from the laser range scanners (due to the participants moving out-
side the field of view of the camera), we used only the position on the floor plane.
From this time-stamped list of positions, we then selected the 3 or 4 s of data to
use based on the time-stamp at which the robot reached its goal position and
stopped its movement. Within this subset, we then found the participant’s mini-
mum and maximum distance to the robot. The displacement was then calculated
as the difference between this minimum and maximum. For 10 participants the
data from the on-board sensors was not of sufficient quality to reliably compute
the displacement.

Computing Head Distance to the Robot (From OptiTrack Data). We
additionally used the data from the OptiTrack system to compute displacement
of the participants during the interaction. Where the on-board sensors computed
position based on center of mass (with Xtion) or on position of legs (with laser
range finders), the OptiTrack allowed us to instead track head position. Addi-
tionally, with the OptiTrack only for 1 participant the data from the on-board
sensors was not of sufficient quality to reliably compute the displacement. The
OptiTrack system did occasionally detect the location of markers wrongly, pre-
sumably because of reflections. For this reason, we first smoothed the tracked
positions, using a 500-frame moving average (data recorded at 120 fps). We man-
ually coded the end of each robot approach based on the speed profile of the
robot, and used a time window from the end of the approach until 4 s later.
Within this time frame, we then computed the minimum and the maximum dis-
tance on the floor plane between the (smoothed) position of the marker on the
base and the (smoothed) position of the marker worn on the participant’s head.
The displacement was then calculated as the difference between this minimum
and maximum.

Scoring Competence, Warmth, and Discomfort from Questionnaire
Data. A principal components analysis (PCA) was run on the 18-item RoSAS
questionnaire results. The suitability of PCA was assessed prior to analysis.
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All variables had at least correlation coefficient greater than 0.3, but Kaiser-
Meyer-Olkin measure for three items was below 0.5; Awkward (0.439), Dan-
gerous (0.474), and Scary (0.477). We thus ran the PCA excluding these three
items, resulting in an overall Kaiser-Meyer-Olkin measure of 0.830. Bartlett’s
test of sphericity was statistically significant (p = .000).

PCA with Varimax orthagonal rotation revealed four components that had
eigenvalues greater than one, which together explained 71.660% of variance
(39.130%, 16.964%, 8.764%, and 6.801%). The interpretation of the data was
in some respects consistent with the constructs that RoSAS intended to mea-
sure. The first component was very close to the construct ‘Competence’ from
the RoSAS, with the main items loading onto it being Competent, Knowledge-
able, Capable, Reliable, Responsive, and Interactive The second component was
close to the construct ‘Warmth’ from the RoSAS, with the main items loading
onto it being Compassionate, Feeling, Happy, Emotional, and Social. We did not
find a single component that was close to the construct ‘Discomfort’ from the
RoSAS, though the 3rd and 4th component seem to capture differing aspects
of it. The 3rd component –with Responsive, Interactive, Social, not Aggressive,
and not Awful loading onto it– we would label as ‘Discomfort-Appropriateness’.
The 4th component – with not Awful, Organic, and not Strange loading onto
it– we would label as ‘Discomfort-Weirdness’.

Hypothesis 1: Effects of PSI vs noPSI (noGAZE). A Mann-Whitney
U test was run to determine if there were differences in stepping away and
perception of the robot between PSI-noGAZE and noPSI-noGAZE (hypothesis
1). Distributions of the variables were similar, as assessed by visual inspection.

For moving away, as computed from the OptiTrack data, there was a statis-
tically significant difference in the median score (U = 44, z =−2.662, p = .008,
n = 29) between PSI-noGAZE (.83 m) and noPSI-noGAZE (.47 m). There was
no statistically significant difference for stepping away as computed from the
on-board sensors (U = 60, z =−.693, p = .488, n = 24), or for perception of the
robot in terms of warmth (U = 121, z = .353, p = .724, n = 30), competence
(U = 152, z = 1.641, p = .101, n = 30), discomfort-appropriateness (U = 132.5,
z = .832, p = .405, n = 30), or discomfort-weirdness (U = 121, z = .354, p = .723,
n = 30). We found the exact same pattern of results when including the par-
ticipants who wrongly perceived the social cue, with a significant different
median score on stepping away, as computed from the OptiTrack data (U = 97,
z =−2.427, p = .015, n = 38) between PSI-noGAZE (.80 m) and noPSI-noGAZE
(.48 m).

Hypothesis 2: Effects of Approach Distance x Social Cue. We conducted
two-way ANOVAs to examine the effects of approach distance and social cue on
our different measures. We suspect that our sample was a bit too small, as for
some of these measures, we found outliers (as assessed by boxplot), residuals that
were not normally distributed (assessed by Shapiro-Wilk), and no homogeneity
of variances (Levene’s test).
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We found no statistically significant interaction effects of approach distance
and social cue for any of our measures; not on our measures of stepping away,
and neither on our measures of robot perception. Subsequent analysis of main
effects also did not find a significant main effect for any of the constructs used
to measure the perception of the robot.

We did find a statistically significant main effect of approach distance on
stepping away as measured by OptiTrack (F(1,53) = 8.070, p = .006, partial
η2 = .132) between PSI (mean .796 m± .070 m) and noPSI (.521 m± .071 m),
as shown in Fig. 5b. No significant main effect was found for social cue
(F(1,53) = .051, p = .551, partial η2 = .007).

We also found a statistically significant main effect of social cue on step-
ping away as measured by on-board sensors (F(1,44) = 8.246, p = .006, par-
tial η2 = .158) between GAZE (.060± .013) and noGAZE (.111± .013), as
seen in Fig. 5a. No significant main effect was found for approach distance
(F(1,44) = .034, p = .855, partial η2 = .001).

To test our assumption that participants who did not see the cue should be
excluded, we investigated if this effect on stepping away would also occur when
comparing, within the subset of PSI-GAZE participants, people who perceived
the social cue with people who did not. Though it should be noted that this
was a very small sample (n = 18), we did find a similar effect of perceiving the
social cue (.048± .054) or not (.161± .117) on stepping away as measured by
the on-board sensors (U = 55, z = 2.218, p = .027).

Fig. 5. The statistical analysis of the sensor data. The values represent the average
movement in meters.

The statistical results show that the social cue has significant effects on the
positioning dynamic. The OptiTrack data shows that in the case of PSI, the
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participants lean backwards (thus moving their head more) to ensure a comfort-
able interaction distance. Additionally, as shown by the on-board sensors data,
when PSI is conducted and no social gaze cue is provided, there is a significant
increase in the lower-body movement of the participants.

4.2 Qualitative Analysis

Our deductive analysis showed that the robot behavior had effects on the non-
verbal reactions of our participants. However, much to our surprise, we found no
particular effects on social perception of the robot as measured by the question-
naire. To further investigate if other aspects could have played a role, we performed
an inductive analysis, based on the responses of the participants in the conducted
semi-structured interviews. Additionally, we used this analysis to derive manage-
rial recommendations for the robotic system and the tested social cue.

The selected analytical method is a mixture of hermeneutics, as proposed
by [26]. This method allows for study interpretation and content analysis in
order to establish categories which can be counted and linked. In order to over-
come the problem of ’anecdotalism’ regarding the results of the analysis, we
used a ’triangulation of methods’ technique [26]. Therefore, in our analysis we
used a combination of the open questions from the questionnaires, interview
transcripts and non-verbal behaviors of the respondents as observed from the
videos. Additionally, we also used other available sources (positioning informa-
tion from OptiTrack and on-board sensors, statistical interpretations, and the
quantitative questionnaire data) to interpret the different findings.

When coding and analyzing the set of interviews, the starting point of the
investigation were the three factors proposed by RoSAS scale: Warmth, Compe-
tence and Discomfort. However, because we systematically found cases that did
not fit any of the three initial factors, new categories (emerging from the data)
were created, in order to produce a holistic interpretation of all the phenomena,
in a comprehensive data treatment [26]. As a result, the hermeneutics analyti-
cal approach led us to the inductive categories of Incompetence, Problems and
Solutions and Intentionality.

We thus ended up with a total of six categories: Warmth represents the
respondent’s positive feelings regarding the interaction; Discomfort relates to
the respondent’s feeling of uneasiness regarding the interaction with the robot;
Competence reflects the participant’s feeling that the robot is considered to have
the skills necessary to perform the task of the experiment; Incompetence is the
opposing category, where the robot is considered as not having the appropri-
ate skills; The category of Intentionality contains those quotations in which
the respondent shows signs of appreciating specific intentions of the actions per-
formed by the robot; The final category, Problems and Solutions, is a managerial
theme where the respondents evaluate problems in the robot and give possible
solutions for them. All these categories have an interpretative quality used to
reflect how the participant’s understanding and interpretation of the robot are
influenced by the experiment.
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Table 1. Frequencies of the different encoded categories from our inductive analysis,
in each of the different conditions

Case Warmth Competence Discomfort Incompetence Intentionality Problems

and

Solutions

PSI-GAZE 7 8 38 17 5 11

PSI-noGAZE 13 7 39 23 3 14

noPSI-GAZE 24 26 33 12 12 18

noPSI-noGAZE 10 9 23 19 3 18

Because it follows a constructionist approach, the used triangulation method
is limited by the fact that it has to accept the idea that an interview and its
meaning is negotiated between the respondent and the interviewer and therefore
accepts that different sources of data may bring different truths or interpreta-
tions, as discussed in [26]. This happens due to the fact that the truth generated
through each interview is negotiated in its context and therefore its conclusions
may not be repeated through a different source of data [27]. In order to address
this limitation, additional measures where taken in order to ensure the validity of
the results, as advised by [26,27]. These measures follow the refutability princi-
ple presented in [26] which seeks for critical thinking when analyzing data, using
a constant comparative method. To this end, the analysis of the data focused
initially on a smaller part, comprised of only a few of the conducted experiments
and interviews, where their findings were systematically compared and discussed
amongst the coders, in order to ensure that all the cases and any possible devi-
ations are covered and explained accordingly in the established analysis [28].

After we established our categories, independent coders coded the data, and
we measured their agreement to establish the reliability of our analysis [28].
For the first two coders, we found a very strong inter-rater agreement (Cohen’s
kappa = 0.81). We wish to report that when a third coder also coded 20% of
the selected interview transcripts, the inter-rater agreement was much lower
(Cohen’s kappa = 0.45). This surprised us, though there are several possible
explanations – e.g. it might have been caused by the third coder using only the
transcripts. An alternative explanation is an effect of culture (similar to what
was discussed in [29,30]), as the third coder lived in the Netherlands, while the
first two coders both lived in Denmark. Given these results, including the strong
inter-rater agreement between the first two coders, we discarded the codes of
the third coder; we used only the codes of the first two coders for our further
analysis.

In the following paragraphs we offer a detailed description of the outcomes
of our analysis (see Table 1 for an overview).

Warmth: Regarding the perceived warmth of the interaction, the qualitative
results show a clear impact of the social cue. This impact can be observed through
the increased number of opinions regarding positive points on the interaction,
that is then described as nice, fine, natural and friendly. When the PSI is added
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to the interaction, the respondents see an incoherence of those signals and there-
fore the positive effect of the cue shrinks. Therefore, since the gaze can be viewed
as an element that shows the robot’s perception of the human, when the PSI
occurs some participants interpret this as a malfunction of the robot, as stated
in the following: “Mhm ... but the point that it is looking down, I think, I mean
... I doubt it is working ok...” (Interview 83)

Competence: Regarding ’competence’, the results are conclusive regarding the
social cue when it is not accompanied by PSI. The perceived skills relate to the
speed, the closeness, the natural movement and the robot’s ability to “see” the
human. The expressed opinion regarding the skills and therefore competence of
the robot triples. An example of this can be seen in the following extract: “The
closeness is fine. How it drives towards you, the speed... the distance was ok, the
rest was ok.” (Interview 44)

Discomfort: When no social cue is signaled and there is PSI, the robot is perceived
as to be lacking the necessary skills relating to the adequate closeness, speed, dis-
tance and in general is perceived as dangerous: “So, it felt like a bit dangerous, that
it did not perceived you well, so it can drive over you.” (Interview 13)

Incompetence: Other less objective faults are attributed to the robot when there
is no social cue and there is PSI, for example the time in response is perceived
as slower and as having the inability to properly locate the human: “the robot
approached me after a while, but he seemed to be kind of aiming a little bit next to
me, so it wasn’t really completely approaching and looking in the right direction.”
(Interview 57)

Intentionality: A surprising result of the experiment is the fact that the social
cue increases the impression of the robot as having intentions. The perceived
intentionality decreases if there is PSI, but even in that case it scores higher
than without the social cue. “It felt like he then saw me, just standing there and
turned towards me and came towards me and then turned a bit when it was in
front of me to look more directly at my face.” (Interview 60)

Problems and Solutions: Some of the most relevant findings for the managerial
implications in the cases in which the social cue was signaled are linked to the
fact that the robot also displayed a task bar on the screen, which disrupted the
image of the face of the robot: “Well it really was a robot. I think the eye was
not sophisticated enough to bring some human feelings, to me. Especially because
there was also taskbar next do in his eyes, so. That kind of broke the image of a
face” (Interview 32).

Another common concern of the respondents was how to deploy the robot
in a place with many people. The proposed solution, as shown in the following
quote, is to ensure the minimum quantity of movements of the robot as to ensure
its safety to a potential crowd surrounding it: “... maybe like the fact that he
could move like with you, but on the other hand if it gets too much, people will
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freak out, maybe. So it was properly good that it just stays there and doesn’t do
too many movements.” (Interview 32)

For the cases in which no social cue is provided, the topics brought up by
the respondents change. The speed and space become major topics, as they
are perceived as more relevant problems to handle before worrying, for example
about how the face is displayed on the screen. One possible suggestion for dealing
with the PSI is adding a voice or a sound to the robot, as a form of signaling
the interaction that is about to happen. One such example is given in: “Like it
really doesn’t have any reasons to stand that close to my face. Like, if it at least
have been talking to me or had another way of notifying me that it saw me and
what it’s intention was, maybe it would have been more ok. But now it was a bit
random.” (Interview 49)

All in all, the analysis shows that, even though PSI is the main source of
discomfort of the experiment carried out, the social cue decreases the level of
discomfort of the participants. The main purpose attributed to the social cue is
regarding safety, since the participants consider that the robot perceives their
presence and therefore they trust in the fact that it will stop in an appropriate
manner for the interaction. For example, the following quote reveals the concern
of a participant that was not exposed to the social cue: “I actually didn’t have
the idea that he was seeing me, so that was also the reason that I stepped aside.
Because I thought: Ok he does not see me, he will just roll this way” (Interview
37). This indicates that a social gaze cue can be used to improve the perception
of the overall interaction and safety of the robot.

5 Conclusions and Discussion

In this paper, we investigated if personal space invasion by a robot can be made
more ‘smooth’ by introducing social gaze cues. We manipulated both personal
space invasion and the use of social gaze cues, in a between-subjects set-up.
To investigate the effects on the interaction dynamic, we measured distance to
the robot, both of their lower body (using on-board sensors), and of their head
(using a tracking system). To investigate the effects on the way in which the robot
was perceived, we used a questionnaire with items on warmth, competence, and
comfort.

We found significant main effects of our manipulations on the positioning
dynamic; (1) participants increased their head distance after the approach more
when the robot got close to them, i.e. conducted PSI, and (2) participants
increased their lower body distance after the approach less when the robot gave
a social gaze cue. This suggests that different aspects of people’s positioning
dynamic reflect different things. One interpretation, that was further supported
by our inductive analysis, is that the social gaze cue increases peoples’ feeling of
safety, reducing the need to step back – and that people will lean back to ensure
a comfortable interaction distance.

Given the richness of this kind of positioning data, and the promising results,
a more comprehensive analysis of movement could be an interesting direction for
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future work. We found it valuable to find that the different sensors we used, on-
board and a tracker, yielded different aspects of stepping away, focused on lower
body and head, respectively. Beyond stepping away after an approach, there is
a range of other movement aspects that could be extracted, e.g. stepping away
during an approach, or orientation of body or head. When doing so, it would
be important to keep limitations such as sensor noise in mind, and to avoid
looking for significant results (which is also why we deliberately limited our own
analysis).

To our surprise, we found no significant effects of our manipulations on the
questionnaire intended to measure the way in which participants perceived the
robot – especially since the used approach distances were well above and below
what is perceived as PSI in the literature, but also since we did find an effect
on the interaction dynamic. A possible cause is that, during the experiment, the
participants had sufficient space and time to adjust their position (by stepping
back or to the side) and thus weaken the effect that the personal space invasion
could have on them and their perception of the robot. This would be in line
with our idea that aspects of the interaction dynamic can influence perception
of PSI. Additionally, since our participants were not native in English, they may
have missed some nuances in the meaning of different items, perceiving them as
“similar” – for example Capable/Competent or Strange/Awkward. This would
of course have an impact on the “strength” of these descriptors.

To further explore the perception of the robot, we conducted a qualitative anal-
ysis based on the semi-structured interviews, the open questions from the ques-
tionnaire, and the video recordings. We identified various categories in which the
comments of our participants could be encoded, including discomfort and inten-
tionality. While our findings were rich and qualitative (see Sect. 4.2), we will here
discuss one specific pattern; when the social cue was signaled, there was a sense
among participants that the robot was aware of their presence, and, as a result,
participants would trust its actions more – also when it conducted PSI.

Overall, our findings show that social cues might indeed be used to make
personal space invasion by a robot more smooth, especially in terms of the
interaction dynamic and perceived safety.
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3. Mead, R., Matarić, M.J.: Robots have needs too: people adapt their proxemic
preferences to improve autonomous robot recognition of human social signals. In:
New Frontiers in Human-Robot Interaction, p. 100 (2015)



384 S.-D. Suvei et al.

4. Aiello, J.R.: Human spatial behavior. In: Stokols, D., Altman, I. (eds.) Handbook
of Environmental Psychology, Chap. 12, pp. 389–504. Wiley, New York (1987)

5. Vroon, J., Englebienne, G., Evers, V.: Responsive social agents. In: Agah, A.,
Cabibihan, J.-J., Howard, A.M., Salichs, M.A., He, H. (eds.) ICSR 2016. LNCS
(LNAI), vol. 9979, pp. 126–137. Springer, Cham (2016). https://doi.org/10.1007/
978-3-319-47437-3 13

6. Hall, E.T.: The Hidden Dimension. Anchor Books, New York (1966)
7. Kendon, A.: Conducting Interaction: Patterns of Behavior in Focused Encounters,

vol. 7. CUP Archive (1990)
8. Groh, G., Lehmann, A., Reimers, J., Frieß, M.R., Schwarz, L.: Detecting social sit-

uations from interaction geometry. In: 2010 IEEE Second International Conference
on Social Computing (SocialCom), pp. 1–8. IEEE (2010)

9. Lau, B., Arras, K.O., Burgard, W.: Multi-model hypothesis group tracking and
group size estimation. Int. J. Soc. Robot. 2(1), 19–30 (2010)

10. Kastanis, I., Slater, M.: Reinforcement learning utilizes proxemics: an avatar learns
to manipulate the position of people in immersive virtual reality. ACM Trans. Appl.
Percept. 9(1), 3:1–3:15 (2012)

11. Jung, M.F., Lee, J.J., DePalma, N., Adalgeirsson, S.O., Hinds, P.J., Breazeal, C.:
Engaging robots: easing complex human-robot teamwork using backchanneling. In:
Proceedings of the 2013 Conference on Computer Supported Cooperative Work,
pp. 1555–1566. ACM (2013)

12. Guizzo, E., Ackerman, E.: The rise of the robot worker. IEEE Spectr. 49(10),
34–41 (2012)

13. Fischer, K., Jensen, L.C., Suvei, S.-D., Bodenhagen, L.: The role of the timing
between multimodal robot behaviors for joint action. In: 3rd Workshop on Joint
Action (at ICSR 2015) (2015)

14. Basili, P., Huber, M., Brandt, T., Hirche, S., Glasauer, S.: Investigating human-
human approach and hand-over. In: Ritter, H., Sagerer, G., Dillmann, R., Buss,
M. (eds.) Human Centered Robot Systems. Cognitive Systems Monographs, vol.
6, pp. 151–160. Springer, Heidelberg (2009). https://doi.org/10.1007/978-3-642-
10403-9 16

15. Carpenter, J., Davis, J.M., Erwin-Stewart, N., Lee, T.R., Bransford, J.D., Vye, N.:
Gender representation and humanoid robots designed for domestic use. Int. J. Soc.
Robot. 1(3), 261–265 (2009)

16. Kuchenbrandt, D., Eyssel, F., Bobinger, S., Neufeld, M.: When a robot’s group
membership matters. Int. J. Soc. Robot. 5(3), 409–417 (2013)

17. Fiske, S.T., Cuddy, A.J.C., Glick, P.: Universal dimensions of social cognition:
warmth and competence. Trends Cogn. Sci. 11(2), 77–83 (2007)

18. Willis, J., Todorov, A.: First impressions: making up your mind after a 100-ms
exposure to a face. Psychol. Sci. 17(7), 592–598 (2006)

19. Ho, C.-C., MacDorman, K.F.: Revisiting the uncanny valley theory: developing and
validating an alternative to the godspeed indices. Comput. Hum. Behav. 26(6),
1508–1518 (2010)

20. Carpinella, C.M., Wyman, A.B., Perez, M.A., Stroessner, S.J.: The robotic social
attributes scale (RoSAS): development and validation. In: Proceedings of the 2017
ACM/IEEE International Conference on Human-Robot Interaction, pp. 254–262.
ACM (2017)
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Abstract. This study aims to propose the framework of the interactive
upper-limb rehabilitation system with brain-computer interfaces. The system
mainly includes an interactive rehabilitation training platform, a rehabilitation
database system, and an EEG and EMG acquisition system. The interactive
rehabilitation training system platform includes a virtual rehabilitation game
system and an interactive upper-limb rehabilitation device by which a user can
perform proactive and reactive rehabilitation.
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1 Introduction

According to a study by the World Health Organization (WHO), stroke has become
one of the most serious health problems in the world. Approximately one-third of
patients recovering from a stroke may suffer from life-long disabilities, of which motor
dysfunction is a main sequela. Many researchers are currently dedicated to research
involving stroke rehabilitation. Physiotherapy is one of the most common rehabilitation
methods. However, upper-limb motor dysfunction is the most difficult sequela to be
cured after stroke. Reducing permanent disability caused by stroke is still the most
important goal of neurorehabilitation. Restoring the function of the arm and hand is
very important during neurological rehabilitation [1].

The clinical effects of conventional rehabilitation therapies focus on improving
walking ability; therefore, conventional rehabilitation is less effective in comprehensive
recovery. In particular, hand motor dysfunction is very common in clinical practice.
Although it is possible to recover some motor functions through neurorehabilitation, a
large number of patients cannot achieve functional recovery of their affected arms after
traditional rehabilitation exercises. However, many new interventions have emerged
recently and can somewhat improve the motor functions of patients with stroke,
including constraint-induced movement therapy (CIMT), bilateral movement therapy
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(BMT), mirror therapy (MT), robot-assisted therapy, task-oriented training (TOT),
virtual reality (VR), motor imagery (MI), and functional electro-stimulation (FES).
These approaches may partially improve upper limb functional impairment in patients
with paralysis of the upper limbs after stroke and are supported by evidence-based
medical efficacy [2, 3]. There is growing evidence that proactive repetitive motor
exercises can help in the recovery of patients with stroke [4]. Intensive exercises can
more effectively improve the movement ability and function of the upper limbs [4, 5].

In addition, transcranial magnetic stimulation (TMS) has been employed in recent
years as an effective aid for the rehabilitation of patients with stroke [6]. Transcranial
magnetic stimulation can inhibit ipsilateral brain activity or stimulate contralateral brain
activity to help patients in reconstructing cortical function. Therefore, understanding
the interaction between treatment and the brain is important in rehabilitation.

To this end, this study aimed to advocate a rehabilitation framework in combination
with a visual interface using the concept of spontaneously induced neuromuscular
therapy and to explore using a brain-computer interface for the acquisition of brain-
wave signals and to establish treatment information for the evaluation of a patient’s
rehabilitation. We wish to address the possibility of improving a patient’s sense of
accomplishment and compliance in rehabilitation.

2 Background

A study has suggested that the golden period of post-stroke rehabilitation span lasts
approximately three to six months [7]; therefore, a discussion of how to assist patients
with stroke to recovery in this golden period is urgently needed. Traditional upper-limb
rehabilitation often applies sensory-motor training to promote the recovery of motor
function, such as muscle strength, muscle endurance and range of joint motion. The
current mainstream physical therapy for patients with stroke involves a task-oriented
approach [8]. Clinically, upper-limb movements after stroke have slower and unco-
ordinated patterns during reaching. Therefore, reaching motion is often considered a
key parameter for the assessment of upper limb function after stroke [9]. In addition,
the latest studies suggest that exercise training based on repetitive movements of
specific upper-limb muscles results in significant improvements in upper-limb function
recovery in patients with hemiplegia [10].

Mechanically assisted treatment has been developed for over a decade to make up
for the lack of trainers and to overcome patient movement restrictions in traditional
rehabilitation and to more objectively and instantaneously record working data. Studies
have demonstrated that clinically proven bilateral upper-limb rehabilitation devices,
such as the MIT-MANUS, BI-MANU-TRACK, BATRAC (bilateral arm training with
rhythmic auditory cueing), and MIME (mirror image motion enabler), have better
efficacy in mechanically aided rehabilitation than traditional therapies [11]. However,
the current bilateral upper-limb biomechanical devices are not equipped with auxiliary
visual or brainwave interfaces.

In recent years, many brain-computer interfaces have been used in the health care
industry and can be divided into proactive and reactive interfaces [12]. The reactive
device can record and collect physiological signals, such as brain waves, as a reference
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for monitoring or care, and the proactive device can provide brainwave control or
interactive modes and has certain advantages, including real-time acquisition,
non-intrusive monitoring and low cost. Its applications in industry and academic fields
are becoming increasingly popular [13]. The brain-computer interface can also be used
in motion training programs. For example, motor imagery (MI) training was originally
used in the training of athletes. Since 2006, some researchers have discussed the
possibility of using MI in rehabilitation after stroke [14], especially in patients with
severely impaired motion after stroke. In addition, in terms of assessing the effec-
tiveness of rehabilitation, the brain-computer interface (BCI) has certain advantages,
including higher temporal resolution, low cost, long-term monitoring, and the use of
noninvasive measurements. Studies have assessed and confirmed that BCI can now
distinguish between the intention of moving the patient’s shoulder or elbow [15].
According to the literature, there have been studies on the effects of using
reactive/proactive brain-computer interface games to enhance the effectiveness and
positive attitudes of patients in rehabilitation [12]. However, no studies have evaluated
the possibility of employing brain-computer interface games with various proactive and
reactive interactive modes in rehabilitation devices.

Therefore, this study is a scoping study on the development of an interactive
upper-limb rehabilitation system controlled by a brain-computer interface and is
expected to propose an interactive framework system for upper-limb rehabilitation that
is controlled by a brain-computer interface, using the concept of spontaneously induced
neuromuscular therapy to monitor the cerebral motor area, hand muscle rehabilitation
status, and the interactions between the treatments. The system framework includes
hardware and software to assist the user in rehabilitation training and, at the same time,
records the movement trajectory of the user using the interactive rehabilitation training
system. The data recorded can be used to evaluate the effectiveness of the user’s
rehabilitation training and to compare with the EEG and EMG signals at the corre-
sponding time points.

3 Conceptual System Framework

The framework of the interactive upper-limb rehabilitation system with brain-computer
interfaces developed in this study is shown in Fig. 1. The system mainly includes an
interactive rehabilitation training platform, a rehabilitation database system, and an
EEG and EMG acquisition system. The interactive rehabilitation training system
platform includes a virtual rehabilitation game system and an interactive upper-limb
rehabilitation device by which a user can perform proactive and reactive rehabilitation.
In addition, the EEG and EMG acquisition system also includes measuring electrodes
and a mechanical design to measure the user’s EEG and EMG signals. The user can
first activate the motor-sensory cortex through repeated transcranial magnetic stimu-
lations and can then perform rehabilitation training through the interactive rehabilita-
tion training system platform. At the same time, the interactive rehabilitation training
system platform can track the user’s movement, while the EEG and EMG acquisition
system can measure the electrical signals of both the user’s brain and their hand
muscles during rehabilitation training. These data collected can be used to analyse the
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effect of the cerebral cortex activation by repeated TMS and the hand muscle condition
and thus can be used to analyse the effect of rehabilitation training. The interactive
rehabilitation training system platform can guide the patients to correctly complete the
pre-set rehabilitation motion through a virtual rehabilitation game and can give feed-
back about the user’s rehabilitation by analysing data from the EEG and EMG
acquisition system and the interactive upper-limb rehabilitation device. These data on
the patient’s rehabilitation status are then stored in the rehabilitation database system
for the medical care providers’ reference.

3.1 Interactive Rehabilitation Training System Platform

The interactive rehabilitation training system platform includes a proactive and reactive
rehabilitation training device, a rehabilitation game visual interface, and a
brain-computer interface. The rehabilitation training device, which is designed using an
electronic control device to drive the gears, can help a stroke patient to move their
shoulders and elbows in a symmetrical manner. The speeds of both proactive and
reactive motion can be adjusted. During training, the EEG brain-computer interface is
used to capture brain signals from the motor area of the cerebral cortex. This approach,
using virtual games with a visual interface, can make training become goal-oriented
and fun, resulting in recuperation compliance; the electromechanical and mechanical
testing is conducted, and the back-end database of the system is designed based on this
concept. In addition, this study aimed to utilize user-centred rehabilitation games and a
human-computer interaction interface to facilitate researchers in obtaining EEG and
EMG response signals through a friendly interface. Then, the biomedical signals and
algorithm are further processed to help users in integrating the visual interaction
system.

Electrodes

Interactive rehabilitation 
training platform

 Wearable
Mechanical design

EEG & EMG 
acquisition system

Rehabilitation 
database system

EEG Cap

Fig. 1. The framework of the interactive upper-limb rehabilitation system with brain-computer
interface
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3.2 EEG and EMG Control System

The system framework of this study presents an EEG and EMG control system that
includes a miniaturized EEG and EMG acquisition system. The integrated system
components and structure of the miniaturized EEG and EMG acquisition system are
shown in Fig. 2 and include a front-end amplifier, analogue MUXs, programmable gain
amplifiers (PGA), analogue-to-digital converters (ADC), a microcontroller unit (MCU),
a power management unit, and a communication circuit. The EEG or EMG signals
captured by the electrode will be amplified by the front-end physiological amplifier.
Then, the analogue multiplexer will select the EEG or EMG channel to send the signals
to the PGA for signal amplification and to the ADC for signal digitalization. The
digitized signals are transferred to the microcontroller unit. Finally, the EEG and EMG
data are transmitted to an external device for signal analysis. Generally speaking, the
size of the brainwave signal is less than 100 µV, and its frequency ranges between 0.1
and 100 Hz. Therefore, the design of this system circuit must include the following
features: (1) high differential gain that can amplify small brain wave signals; (2) high
CMRR to reduce common mode noise; (3) high input impedance; (4) high SNR;
(5) low power consumption; (6) low noise; and (7) small chip area.

3.3 Rehabilitation Database System

The system framework proposed in this study is a rehabilitative database system, as
shown in Fig. 3. The rTMS setting parameters can be recorded asynchronously, and the
user’s EEG/EMG signals recorded by the EEG/EMG control system can be stored in
the system simultaneously for virtual rehabilitation games to set up the parameter
values of the game environment. The user can play the virtual rehabilitation game on an
external monitor and use the proactive and reactive upper-limb rehabilitation devices
that connect to this system.

:

Front-end 
amplifier

Analog MUX PGA MCU

Power management unit

ADC

Communication

Fig. 2. EEG and EMG acquisition system
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Most users requiring upper-limb rehabilitation after stroke may need long-term
rehabilitation monitoring and EEG signal recording. Therefore, the system framework
is better designed to use a cloud database for information storage on the back-end,
which can be accessed by authorized medical professionals. In this system framework,
a user-directed virtual rehabilitation game is designed according to medical profes-
sional recommendations. The system obtains physiological signals from the EEG and
EMG control system and quantifies and records signals. Quantified information will be
used for real-time fine-tuning and virtual rehabilitation game design based on user
needs. The main functions of the rehabilitation database are to retrieve biomedical
signals, process digital signals, record usage of the virtual rehabilitation game, and back
up the patient’s information. In addition, a log recording information access will also be
stored in the database to enable medical professionals to take advantage of the system
to follow up patient recovery and perform medical analyses. The system also provides a
patient account to allow patients to log in to their personal accounts and to obtain their
own personal rehabilitation information. The back-end database will be used to back up
patients’ health and personal information.

The main users of this system are caregivers and therapists because many stroke
patients are not able to use computers and other digital devices due to their upper-limb
disabilities. Caregivers can obtain information on the rehabilitation regimen and effi-
cacy for a patient, basic rehabilitation knowledge, and the therapist opinions using the
system.

Bridge

Server

Rehabilitation 
device

VR rehabilitation game -based system

Rehabilitation database 
system

EEG/ EMG control system

Ethernet

Cloud

rTMS

Fig. 3. The framework of the rehabilitation database system
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4 Conclusion

This study has proposed a framework for an interactive upper-limb rehabilitation
system with a brain-computer interface and confirmed the integrated system specifi-
cations and the configuration of rehabilitation devices according to the framework. The
importance of the development of this innovative system is to train patients to perform
proactive and reactive rehabilitation exercises after transcranial magnetic stimulation
and to use the interactive interface of a visual computer (i.e., to play games) to enhance
the rehabilitation motivation of patients after stroke. This system also provides clini-
cians and therapists with evidence of the patient’s rehabilitation efficacy. In the future,
when the new system is developed based on the system framework proposed in this
study, the framework will effectively guide the system’s development and clinical
validation.
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Abstract. Accessibility of library search tools is measured not only by their
adherence to accessibility guidelines, but also by the ease they offer users to find
accessible resources. This makes library metadata an object of study in library
accessibility. Past studies encouraged exploring the application of metadata in
fostering accessibility. The studies also recommend considering user require-
ments. This study aimed to examine the role of metadata in making the process
of resource discovery and access accessible to people with low vision impair-
ments. Based on recommendations of past studies, a simple prototype was
developed to test the idea of allowing users to set their own metadata prefer-
ences on their search interfaces. Participants were recruited to explore the
prototype. The initial findings showed that adding such option in preference
settings may be more appealing to frequent users than “one-time” users.
However, the participants were able to provide comments on what to improve
for the next iteration.

Keywords: Digital accessibility � Universal design � Accessible search
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1 Introduction

Search interfaces are what stand between users and multitudes of information resources
such as ebooks, multimedia and others stored in digital library environments. There-
fore, the way they are designed affects user’s experience in resource discovery and
access. Literature shows that libraries are increasingly using developments in web
accessibility to make their websites as well as search interfaces accessible to people
with disabilities [1–4]. However, compliance to guidelines may not guarantee acces-
sibility and usability of search interfaces in the overall user-information interaction
partly for the following reasons:

• Library search tools are used by diverse group of users whose needs and preferences
may contradict each other [5].

• For the average user, the search tools are about finding a resource. However, for
people with disability, it could be about finding an accessible resource. Therefore,
the accessibility of search interfaces is determined not only by their compliance to
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accessibility guidelines, but also by the ease they offer users to find resources
accessible to them [5, 6]. This extends the span of accessibility to include library
metadata.

There have been studies conducted on accessibility of library search interfaces.
However, there is a shortage of works that focus on the process of resource discovery
and access. Moreover, there are very few that examine the role of metadata. This paper
aims to examine the roles library metadata could play in making the process more
accessible to users with low vision impairments.

Discussing best practices for designing search interfaces, Resnick and Vaughan
[7:782] stated, “Any system that includes metadata must consider what fields are
relevant”. Resnick and Vaughan also recommended that the process of creating
metadata fields should be informed by user requirements. In this paper, we ask: which
metadata fields are more relevant for users with low vision impairment? How could
metadata be harnessed for enhancing user experience in resource discovery and access?
To answer the questions, a simple prototype informed by past studies was developed to
be tested by users with low vision impairments. The findings are compared with
existing literature to recommend how library search tools could be augmented to serve
the purpose of accessibility and inclusive design.

The rest of the paper is organized as follows: Next, a literature review is presented
followed by explanations of the methodology used in the study. Then the findings are
presented to be discussed in the section that follows. Finally, the paper closes with
conclusive remarks and recommendations for the next iteration of the prototype.

2 Literature Review

2.1 Barriers of Access for People with Visual Impairments

Library catalogs have evolved to the current web-scale resource discovery tools that
provide improved interface to submit queries, receive results, and make content
selections [8]. Depending on their design, they may include features such as a search
box, search results, visual cues to the results, links, and tools for faceted navigation [8].
The overall evolution is partly driven by the need for improving users’ experience in
resource discovery and access.

Studies, however, show that library search tools are complex to use when compared
with Internet search engines [4, 9, 10]. For instance, Horwath [11] revealed that rich
graphic interfaces and complex web designs would pose barriers to users of screen
reader technologies. Beyene [5] also confirmed that such interfaces turn away some
users with low-vision impairments.

Yoon et al. [12] reported that the most common barriers their study identified were
related to navigation. They categorized navigational problems as linearization and
semantic issues. Linearization refers to the order screen reader technologies follow to
read contents of HTML documents. Yoon et al. [12] claimed that linearization caused
cognitive overload to their study participants by requiring them to “read” far more
irrelevant text just to find the information they were looking for. The semantic issues
included poor link labeling, lack of context in a surrounding text and lack of descriptive
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attributes in the HTML code [12]. The study by Beyene [5] confirmed the presence of
such problems showing that there were links simply labeled as “link 1”, “link 2”, etc.

Beyene [5] illustrated that a user may finally succeed in searching and retrieving an
ebook just to find that it is not accessible to screen readers or is behind a paywall. This
would be frustrating for some users with visual impairments. Some studies recommend
that adding metadata fields to describe resources by their accessibility attributes (e.g.
whether a document is accessible to screen readers) would help a user to inspect the
results list and judge whether a material is suitable for him [6, 13, 14].

The examples provided above show that the accessibility of library search tools is
dependent not only on the designer’s compliance to accessibility guidelines but also on
the knowledge representation and organization schemes followed by librarians or
content (database) vendors. Moreover, the diversity in needs and preferences of users
makes the problem even more complex. Some scholars, therefore, suggested compli-
menting the compliance-based approach with the adaptation approach to adapt the
search tools to each user’s needs and preferences [15]. Beyene and Ferati [15] and
Paternò and Mancini [16] therefore recommended tackling the problems by breaking
them down into three categories: presentation level, information level and navigation
level issues.

2.2 The Role of Metadata

Metadata provides users with input, control or informational support [17]. As part of
the input support, metadata offers users the capability for lookup and exploratory
searchers [17, 18]. Lookup search refers to the process of typing a query and checking
the search results whereas exploratory search involves using faceted metadata to
browse for a material of potential interest [18, 19]. Examples of the control support
could be the filters on search interfaces which are used to narrow down search results
[17]. The informational support could be exemplified by the metadata information such
as author, title, abstract and others which help the user to decide on a resource’s
suitability for his/her needs. Therefore, a “well-designed use of metadata” can help in
resolving problems at information and navigation levels mentioned above [17].

Scholars recommend considering metadata as integral component of search inter-
face design [7, 17]. Efforts aimed at designing accessible search interfaces thus need to
incorporate the use of metadata for improving the search experience of users with
disabilities. However, there are not many examples of related works. Few of the
available works include an accessibility metadata project which is linked to the
eLearning community and some digital libraries which incorporated the recommen-
dations from the project for annotating their resources1. The intent of the accessibility
metadata was described as offering vocabularies for annotating resources by their
accessibility attributes and making it easy for people with disability to find accessible
resources [20].

The study by Beyene and Godwin [6] entitled “Accessible Search and The Role of
Metadata” provided design recommendations on how metadata could be employed to

1 www.a11ymetadata.org.
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design accessible library search interfaces. The conclusions from that study and others
mentioned above were that:

• Metadata could be used to improve accessibility of search interfaces to people with
print disabilities. That can be done by providing information on the accessibility
qualities of an information resource (e.g., accessible/not accessible to screen reader
technologies, with/without caption, etc.)

• Information which is crucial for some could be irrelevant to others and vice versa.
Current library search tools apply the view more/less toggle to limit the amount of
information displayed with search results. However, users may need be given the
opportunity to decide on which information should always be visible and which
should be hidden behind a “view more/less” functionality.

• Users may opt to have shortcuts by faceted metadata; e.g. genre, resource type
(audio books, braille, etc.), series, “popularity” and others to conduct exploratory
searches.

• Therefore, it might be advisable to improve search interfaces, by augmenting the
already existing preference settings to allow users configure their own tools, as they
deem necessary.

3 Methodology

3.1 The Prototype

An interactive hi-fi prototype, informed by the studies discussed above, was developed
to be tested by users with low vision impairment. The search interface as shown by
Fig. 1. provides a single search box with sample shortcuts/filters for resource types
such as PDFs, eBooks, audiobooks, Braille, Video and ‘new books’; which can be
added or removed by the user.

The prototype includes a preferences setting, shown by Fig. 2, designed to give the
user the option to limit the amount/type of metadata information that should always be
shown in the results list above the view more/less options. As discussed in the literature
review, this would help screen reader users to quickly go through the results list
without reading “unnecessary information”. The intent is to offer the user the flexibility
to configure the results list, as he/she deems necessary.

Figure 3 shows a sample search results presentation where a user has specified
information on author, language, and accessibility to be visible while the rest is hidden
behind the view more/less button.

Figure 4 shows what would happen if the user chooses to view the whole metadata
information.

Moreover, the prototype included a sample searchable database. The prototype at
this stage was designed an initial opinion-gathering tool that can be improved for
further interactions to include not only metadata preferences but also others related to
fonts, backgrounds, and other features.
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3.2 Participants

The literature of usability testing shows that there is no fixed law on the minimum
number of participants to include in user tests. They state that is dependent on the type
of test and the time and money one has to conduct the test [21]. The cost-benefit
analysis discussed by Nielsen [22, 23] sets the optimal ration 3 to 5 users.

Efforts were made to recruit participants for this study through the disability-related
advocacy organizations in Norway. However, the process has proved to be challenging,
as we were able to recruit only three participants at this stage. Two of them were female
while one of them was male. One of them uses screen reader technology whereas the
others just used the magnification tools available on web browser. One of them said
that he is a retiree; one other said she works and studies while the other mentioned she
is employed at some institution. All of the participants have provided informed consent
to take part in the study.

Search box Sample 
“shortcuts” 

Preference settings

Fig. 1. The search interface

Metadata: Author, language, format, accessibility, 
genre, subject, descrip on

Fig. 2. Preference settings
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Fig. 3. A sample search result with minimized information

Fig. 4. A sample results presentation
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3.3 Data Collection and Analysis

The study is designed as a qualitative study. The participants were first guided through
the prototype and given briefings on the purpose of the test. Moreover, as exemplified
by Figs. 2, 3 and 4, they were given pre-determined search tasks and were encouraged
to test it with different preference settings. The sessions took from 30 to 60 min on a
laptop presented to the participants. All of them needed screen magnification and
making the mouse pointer bigger. As they progress through the tasks, the participants
were encouraged to ask, “think aloud” and provide feedbacks. The conversations were
recorded with an audio device and later transcribed for thematic analysis.

4 Results

All of the participants were quick to understand the idea behind the prototype, though
one of them seemed to have some doubts on the need of adding metadata in the
preference settings. That particular person said he would have preferred being able to
choose different colors for the fonts and the background. After walkthroughs through
the prototype and conducting search activities, the participants have given feedbacks
that could be presented as follows.

4.1 Search Results Presentation and Metadata Preferences

The prototype included fields such as title, author, language, format, genre, subject,
description, ISBN, number of pages, and accessibility. It surely did not include all
elements in a particular metadata schema. The intent was to use these fields as starting
points and invoke users to discuss what other type of information should be included.
One of them said,

“A form of user reviews would actually be quite nice. I mean, the description is nice, but that’s
usually written by the publisher, which wants to sell the book, so it’s often presented in the best
way possible, but if I could read actual readers’ feedback, it would help me decide on whether I
should get this book or not”

The other participant mentioned the need for information on alternative format. It
was thought to see whether a material is available in audio and braille formats. One
other respondent mentioned the need of subgenres. Speaking of her experience with
library search tools, one of them said,

“… They have like 20000 results for “crime” novels, and I find that to be ridiculous, because
that doesn’t help me at all. So I would like to be able to sort on subgenres again. Being able to
choose subgenres […] will let you limit the search result a lot before you search”

Existing library tools offer the capability of narrowing search results by different
facets. It could, however, be a subject of further research to see to what extent those
tools are helpful. One other feedback from a participant is to add a label “Research
Results” just above the results list.
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4.2 Setting Metadata Preferences

Two of the participants explicitly stated that they don’t like to see excessive infor-
mation on search interfaces. Speaking of the metadata information presented after
clicking a “view more” button, the other participant said, “I think this is a bit over-
whelming”. When experimenting with the preference settings, one of them selected
author and subject, one other selected the field for accessibility (which states whether
the book he selected is accessible to screen readers), and the other experimented with
genre and subject. During the activities, they have been experimenting with the show
more/less buttons.

When asked about the importance of controlling the metadata information in the
way they did, all of them concurred that it could be a good idea. One of them however
said that it might be meaningful for frequent users rather than “one-time” users. One
other participant said that he could not see the full benefit of this functionality because
of the small size of the database presented by the prototype.

4.3 Vocabularies

The participants also reflected on the use of keywords and terminologies for faceted
metadata. One of them said the word “format”, for her, signifies dimensions rather than
file types. She recommended finding another expression such as “file format” or “file
type”. She also said the word “description” is also not clear. The word was meant to
connote summaries, abstracts or more information about an item. Two participants
commented on the use of the word “braille” and explained that “punkt” or “punktskrift”
are the words used by Norwegian users [the language used on the prototype was
Norwegian]. One of them said “lesepunkt” is the word used in the everyday speech.
These feedbacks show the role vocabularies play to make search interfaces user
friendly.

4.4 Shortcuts/Filters

One participant liked the idea of having one search box that can be used to perform
searches either by author or by title. However, the need for alternative form of resource
discovery was noted. One of them said,

“Sometimes you know exactly what you’re looking for and then it’d be nice to filter, but other
times it would be nice to just browse, [for instance], by resource format”

One participant said she liked the idea of creating shortcuts to some groups of
resources on the home page of the search interface. She said she would prefer shortcuts
by resource formats (ebook, braille, etc.), genre, ‘last search’, and common (popular)
searches.
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5 Discussion

The main purpose of improving accessibility is to identify and remove barriers that
prevent users from accessing information, or give users the means to overcome the
barriers. In case of library search tools the barriers could be interpreted in terms of
complex search interfaces, overwhelming amount of search results, overwhelming
amount of metadata per search result, the difficulty to locate accessible resources, poor
and faulty navigation, vocabulary and others which could largely be categorized as
presentation, information and navigation level issues.

As discussed in the literature review, a “well-designed” metadata has the potential
of resolving some problems related to information and navigation level [17]. Moreover
as recommended in literature, the use of metadata in search systems should be informed
by user requirements [7].

The intent of this study, therefore, was to answer the following questions: which
metadata fields are more relevant for users with low vision impairment? How could
they be harnessed for enhancing their experience in resource discovery and access?

5.1 “Relevant” Metadata

The preliminary results didn’t show clear preferences to specific sets of metadata
information. Two of the participants however recommended addition of information on
“popular” resources and reviews from other users. Past studies show that users with
print disability give high value to information about what other readers think about a
resource [6]. This could be interpreted in different ways. One reason could be that they
want to reduce their interaction with search systems and get an interesting or popular
book. This would suggest the need of adding social metadata such as ratings, “likes”,
and reviews on library search tools. The other more pronounced need the participants
discussed was related to faceted metadata which was discussed in the relation to
shortening navigation to a specific group of information resource.

The other issue is related to the nomenclature of metadata fields. Past studies
already show that the vocabularies used on library search tools are difficult to under-
stand to some users [24, 25]. That by itself is a barrier to access. Participants of this
study also affirmed the need for “user-friendly” resource descriptions. The case where a
participant said the word “format” is ambiguous and the instance where the other
participant discussed choice of terms for Norwegian language interfaces could be
mentioned as examples.

The participants generally said they do not like excessive information to be shown
on search interfaces. However, they didn’t discuss what type of information they don’t
want to see. During the sessions, they were observed selecting fields from the pref-
erences settings to experiment the view more/less options. From these simple experi-
ments, it might be possible to say that it is important to leave the choice to the user in
the manner demonstrated in the experiment.
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5.2 Harnessing Metadata for Accessibility

One of the core objectives of this study was to see whether giving users the control over
the search results presentation makes search interfaces easier and more effective to use.
Studies show that users with print disability may not want to flip through many pages
of results lists [5]. The option experimented in this study would help to squeeze more
search results into the first page and thereby saving the user some navigation overload.
That would also make search interfaces handy for mobile interfaces.

It is worth mentioning that many library search interfaces do provide the view
more/less option. However, they do not allow users to determine which information
should be always visible. In this study, we tested giving users that control. Though the
users understood the intent of the study, their reactions were mixed. As one of them
said, that could be meaningful for the frequent users than for the “one-time” users.

As discussed in literature, there are studies that recommend labeling resources by
their accessibility features [20]. This experiment intentionally included a metadata field
for accessibility. One of the participants was seen experimenting with it. However, a
study with a larger group would be necessary to assess the impact of accessibility
metadata.

Faceted metadata has been used to filter search results after users submitted their
queries [26]. The possibility discussed in this study was giving users the ability to set
some of them as shortcuts at the home pages of their search interfaces. Berget and
Sandnes [27] found that some users with disability would struggle to formulate queries
on search tools which are intolerant to spelling errors and which don’t offer auto-
complete suggestions. Past studies [6] and this study show that filters such as ‘new
books’, ‘popular books’, ‘past searches (history)’, ‘favorites’, ‘audio law books’ and
others could provide an alternative way of searching by reducing the demand of keying
in search terms.

5.3 Accessibility as Part of Preference Settings?

It would be worth remembering that library search tools and other search engines
provide users with options for setting preferences by language, region etc. It would
require research to see how well those functionalities are used. Nevertheless, the set-
tings are there for whomever who chooses to use them. One recommendation from this
study could be to augment those already existing functionalities to include options
related to accessibility. That would help users to set their own accessibility preferences
and control what should be displayed on their interfaces. That in the end would make
the search tools usable and accessible to all to the extent possible.

5.4 Limitations

While our study shows that all participants understood the purpose of the study, the
participants commented that the sample database included with the prototype was so
small. Therefore, it did not give them enough chance to test and appreciate its
advantage. Yet they recommended experimenting it with a larger set of database.
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Nevertheless, they did see a definite need for it in larger collections of resources. The
other major limitation is the low number of participants who took part in the study.

6 Further Work

For the next iteration of the prototype, we would improve all current features according
to feedback gathered at the current stage. Some of the improvements will be: increasing
the size of the test database, improving the vocabulary and make them more
user-friendly, and making the search results more distinguishable. Furthermore, the
next iteration of the prototype will feature the possibility for the users themselves to
control some of the design aspects of the search interface through additional sets of
preferences. That includes things such as color, font types and sizes, and tools to add
and remove shortcuts on the home page of the search interface. That would hopefully
show how a search interface could be made adaptable to each user’s needs and pref-
erences. Furthermore, effort will be made to test the next iteration with a larger group of
participants.

7 Conclusion

The value of this paper is more in the themes it offered for further research and the
ideas it gathered for further improvement of the prototype. Based on the results found
and the literature reviewed, we can however confirm that metadata has informational
and navigational values that can improve accessibility and usability. Simplifying dis-
covery of accessible resources and simplifying navigation amount to removing barriers
of access to information. The solution tested in this study may be appealing more to
frequent users. However, the idea of augmenting the preference settings of search
interfaces to handle demands of accessibility would be an interesting undertaking for
researchers as well as practitioners.
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Abstract. The article demonstrates how 3-D-printing can be used in an
appropriate pedagogical setting to empower people with complex disabilities to
design and produce assistive tools. It refers to the SELFMADE project, which is
linked to the research and practice of assistive technology in special education
with a focus on participation in everyday life/leisure time, work and commu-
nication. Within the project, funded by the German Federal Ministry of Edu-
cation and Research, a MakerSpace was set up in a Service Center for
Augmentative and Alternative Communication (AAC) in Dortmund, Germany.
The Service Center for AAC is a place where the specific competencies needed
to work with persons with disabilities are present. This project uses 3-D-printing
as technology, as well as the processes and platforms of social innovation.
Starting with group of persons with movement disorders and complex com-
munication needs, SELFMADE tries to enable all persons with disabilities to
design and produce products with a 3-D-printer as well as sharing the designs
with other people.

Keywords: Persons with disabilities � Accessible making � Peer production
Social innovation � 3-D-printing

1 Introduction

The purpose of the SELFMADE project is to produce equipment and aids for persons
with disabilities which facilitate a higher participation in daily life, work life, leisure
time and communication. Therefore, a MakerSpace, mainly based on 3-D-printing, was
founded in a Service Center for Augmentative and Alternative Communication (AAC):
a workplace for twelve persons with complex needs. The pilot project, SELFMADE,
investigates, develops and tests a social innovation approach. Experts and scientists
from the maker culture, for assistive technologies (AT), AAC and, persons with and
without disabilities are collaborating permanently in this innovation center.

The main focus is to improve the production of individualized equipment and aids
for persons with disabilities. A long history of experience in the field of developing
centers and laboratories of social innovation drives the process. The produced products
are not assistive technologies in a narrow sense. The project focus on the
self-determined production of low tech equipment and aids. The different perspectives
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of all the actors will result in more participation and an improvement in the quality of
life of persons with disabilities by using innovative technology. The legal framework
builds on the Convention on the rights of persons with disabilities (CRPD) by the
United Nations, as stated in Article 4:

“To undertake or promote research and [the]
f) development of universally designed goods, services, equipment and facilities, as

defined in article 2 of the present Convention, which should require the minimum
possible adaptation and the least cost to meet the specific needs of a person with
disabilities, to promote their availability and use, and to promote universal design in the
development of standards and guidelines;” [1]

Germany is legally bound by the UN CRPD. Therefore, the Federal Ministry of
Education and Research established a nationwide program for cooperative,
pre-competitive research. Its aim is to improve the full participation and inclusion of
persons with disabilities in daily life by using photonic technologies. The direct
cooperation of persons with disabilities and the maker culture is intended. The use of an
open innovation approach is an indispensable part of the program.

Knowledge transfer is of highest importance in transdisciplinary projects like
SELFMADE. During the initial phase, the discussion and sharing of knowledge and
scientific terms, as well as working on a team culture takes a lot of time [2].

The close connection of social and technological innovation will support the
empowerment of persons with disabilities by producing equipment and aids with a high
usability level. Due to the fact that most of the peer researchers have complex dis-
abilities, one challenge is to develop an appropriate research concept that allows them
to work together: “conducting qualitative research with people with
learning/communication difficulties is challenging but achievable” [3].

While peer production deepens its reach into society and progressively includes
vulnerable groups, many of these approaches lack self-determination. People with
complex disabilities are especially seen as receivers of innovation and goods, and only
rarely as active designers within peer-production processes. The SELFMADE-project
tries to enable all persons to design and produce products with a 3-D-printer and to
share their knowledge.

2 Aims of the Project

The aims of the research and development project are as follows:

2.1 Empowerment for Peer Production

• The development of pathways to empower persons with complex disabilities to use
3-D-printers in order to become active producers and distributors of goods and tools
responding to their own needs;

• to create an “intermediate market” of assistive tools to fill the gap between
home-made assistive tools and commercial assistive tools, that can be created by
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linking individual persons with disabilities with large communities that offer long
standing experience and models of “intermediate quality”;

• to bring together persons with andwithout disabilities in an inclusivemaker space that
is purposely installed within a working space for persons with complex needs; and

• the empowerment of persons with disabilities regarding the definition and pro-
duction of individualized assistive tools.

2.2 Production of Assistive Tools and Products for Participation
in Everyday Life

• The production of assistive tools in the areas of work, everyday life/leisure time and
communication.

• Exploiting Social Innovation mechanisms to improve the impact of 3-D printing by
people with disabilities. The maker spaces represent a social innovation that could
be scaled out to other spaces and institutions; one aim of the project is to identify
pathways of scaling the developed innovations and improving the project’s impact.

2.3 Development of a Checklist for Accessible MakerSpaces

The project SELFMADE focuses on the following research question:
How should MakerSpaces be designed to meet the minimum requirements of

accessibility?
In addition to this main research question, there are numerous other questions that

need to be addressed in the project:

1. How is it possible to control 3D printers?
2. How modular are the products?
3. How can the “production process” be designed to be more understandable?
4. How can the possible risks be well recognizable?
5. How should the connection to public transport be?
6. Which communication channels should be offered?

In a first step, general principles of accessibility for the design of MakerSpaces are
presented, to sensitize the Maker scene to this issue. These general principles are
complemented by applicable standards, guidelines to be followed, and supporting
funding.

In a next step, the developed checklist will be tested in the FabLab of the University
of Applied Sciences Ruhr West. This step includes the identification of barriers and
dismantling them. Practitioners in MakerSpaces are encouraged to check their
MakerSpaces for barriers and inclusiveness. As a result, the developed checklist is
tested and the MakerSpaces become more accessible.

3 Theoretical Framework

The theoretical background, the “capability approach” [4], focuses the choices nec-
essary to initiate a process of social innovation through network building.
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Innovation research is providing numerous indications of a fundamental shift in the
innovation paradigm towards social innovation. This new paradigm is characterized by
the innovation process being opened up to society, its orientation towards the major
societal challenges, and a stronger recognition of social innovations complementary to
technological innovations. Social innovation is understood as a new combination or
figuration of practices in areas of social action, prompted by certain actors or con-
stellations of actors, with the goal of better coping with the needs and problems than
existing practices currently do [5]. An innovation is therefore social to the extent that it
varies social action, and is socially accepted and diffused in society. This definition
exceeds a normative understanding of social innovations as ‘good’ or socially desir-
able. It also enlarges traditional technologically oriented innovation concepts. This may
also serve as an answer to a situation where the limits of strictly policy-driven programs
on the one hand and social entrepreneurship and civil society initiatives on the other
hand become obvious. Therefore, it is important to better understand the mechanisms
and the potential of inter-sectoral approaches for solving the grand societal challenges,
e.g. in boosting the level of inclusiveness in society and reducing exclusion in all
societal subsystems. Recent research has therefore developed an approach to under-
stand innovations as embedded in ecosystems of social innovation [cf. 6] and putting
social innovation in close co-operation with different stakeholders [1].
The SELFMADE project therefore developed an approach to – on the one hand –

design the process of 3-D-printing by persons with disabilities as a social innovation in
itself and – on the other hand – embed the project and its outcomes in a process of
social innovation by opening it up to co-development with societal stakeholders.

The underlying definition of assistive technology refers to “Individuals with Dis-
abilities Education Act” of the United States:

Any item, piece of equipment, or product system, whether acquired commercially off the shelf,
modified, or customized, that is used to increase, maintain, or improve functional capabilities of
a child with a disability. (B) Exception. – The term does not include a medical device that is
surgically implanted, or the replacement of such device.

• AT can be low-tech: communication boards made of cardboard or fuzzy felt.
• AT can be high-tech: special-purpose computers.
• AT can be hardware: prosthetics, mounting systems, and positioning devices.
• AT can be computer hardware: special switches, keyboards, and pointing devices.
• AT can be computer software: screen readers and communication programs.
• AT can be inclusive or specialized learning materials and curriculum aids.
• AT can be specialized curricular software.
• AT can be much more – electronic devices, wheelchairs, walkers, braces, educational

software, power lifts, pencil holders, eye-gaze and head trackers, and much more.

Assistive technology helps people who have difficulty speaking, typing, writing, remembering,
pointing, seeing, hearing, learning, walking, and many other things. Different disabilities
require different assistive technologies [7].

In the German discourse, the terms assistive and supporting technology as wells as
the term medical aid are used. Assistive technology and medical aid comprise products
“which are used by or for persons with disabilities to help them take part in everyday
life, to protect body functions/-structures and activities, to support and to strengthen, to
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measure or to replace, or to prevent damages, reduction in activity and participation”
[8]. In the international discourse a clearer concept is being used: it is a matter of
information and communication technology (ICT).

The Maker movement aims at the idea of a manufactory utopia and wants to enable
a broad mass of people to develop and produce (almost) everything by and for
themselves. For this purpose, a selection of special key technologies is to be used. Our
idea of a MakerSpace is that of an open workshop, in which, by using digital tech-
nology, a great variety of products can be manufactured on one’s own. The tools and
procedures, thus far only used in industry, have passed on to the public, especially to
people with disabilities. In using software for three-dimensional construction, to only
mention one, the focus is on widespread open-source solutions. Education, advice and
further services are integrative elements. Learning-by-doing is an essential feature in
which users learn with each other and from one another. Not only is a MakerSpace a
laboratory and workshop, but is first and foremost a meeting point for technically
inclined people of all ages. Here ideas can be presented, discussed and put into practice
immediately. The MakerSpace is a starting-point for all those who are in dire need to
know more about the new means of production. Thus, they are confronted with ideas
they would perhaps have never conceived otherwise.

4 State of the Art

In the UN-CRPD, technical progress forms the foundation of a network for techno-
logical innovation. In this respect, the “development of concrete, suitable for everyday
life, barrier-free and marketable products as well as services” (Johnston et al., 10f. als
[9]) is at the centre of attention. In welfare legislation, individual supply for persons
with disabilities with medically necessary health aid is strictly regulated. According to
§33 Sozialgesetzbuch V (German Social Code V) and §31 Sozialgesetzbuch IX
(German Social Code IX) insured persons are entitled to necessary health aid in each
case. Health aid is then defined as objects, catalogued in a list of medical aids and thus
under the control of a proven examination procedure. Basic commodities of everyday
life are not included. Often medical necessity in the sense of national health insurance
is not given or the demands on the medical aid are so individual that the production is
too expensive for the producer.

3-D-printing offers the possibility to produce individualized health aids that are not
financed by health insurances and – at the same time – link people with disabilities to
internet-based “sharing communities” that share 3-D models of printable aids through
sharing platforms and thereby support the establishment of international communities.
Both aspects foster the empowerment of persons with disabilities.

In many situations of everyday life, persons with disabilities are dependent on
supporting technologies and services. Even though these technologies can increasingly
be acquired on the mass market (e.g. tablets) thanks to the application of “Universal
Design”, they still represent a niche market. On the other hand, we are confronted with a
complex, highly-differentiated, but also very expensive, providing structure with
specific health aids. Thus, persons with disabilities represent a special economic target
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group: many standardized products are not sufficiently compatible for their needs. That
is why persons with disabilities are quite often not noticed as a target group. The
products that persons with disabilities can manufacture themselves by SELFMADE, can
neither be assigned to the mass market nor the health aid market. The project aims at a
market ranging between self-made health aid of simple quality and a high-quality market
of professional and expensive health aid. For this purpose, the project uses 3-D-printing
as a technical procedure and processes and platforms of social innovation. The status of
self-made (in the sense of “one’s own”) health aid is thus expanded to those making use
of new procedures, digital templates and the “crowd” as support. In the future, SELF-
MADE shall contribute to opening up a market in which persons with disabilities plan
and produce products on their own, and beyond that, share the patterns with other
people, and in doing so, cooperate with (e.g. medium-sized) providers on various issues
(e.g. concerning consultation, service and delivery with consumables, etc.).

Eckhardt et al. [10] point out that the empowerment character of social innovation
initiatives is particularly tangible in those social innovations directed towards people
with activity limitations (e.g. persons with disabilities). Initiatives involving ICT as a
strong pillar in their work named empowerment as the most important cross-cutting
theme in their work. This link between social innovations using or addressing digital
technology (coined as “digital social innovations”, DSI), and the field of assistive
technology for people with disabilities reflects the rising importance digital technology
has in everyday life, as well as in all other sectors of participation distinguished by the
ICF [cf. 10]: digital means can empower people with disabilities for participation, but
at the same time they can create new barriers that function as cleavages for inclusion.

3-D-printing is linking the “world of the digital” with the “world of the physical”,
as stated with the claim “bits to atoms” of the first makerspace at the Massachusetts
Institute of Technology (MIT). This link can play a crucial role in the life of people
with disabilities: by printing objects in an individualised way, the production of
bespoke objects becomes easier and cheaper. If we understand disability as the dif-
ference between individual features and a social and physical environment, the rise in
bespoke objects can support the process of reducing barriers. As a second aspect, the
project SELFMADE exploits the idea of making 3-D-printing available to and usable
by all people and so useful for the production of assistive tools. In this strand of
thinking, 3-D-printing is bringing the production of assistive technology to the hands of
those people in need of it.

Persons with disabilities experience various barriers that prevent them from
self-determined participation in social processes. Additional to structural barriers (e.g.,
accessibility), these include cognitive (e.g. easy language), emotional (e.g. repellent
design of places), financial and technical barriers. In order to address these barriers in
the research process, the theoretical framework, “capability approach” [4], seems to
lead to an ability-driven approach. This approach focuses the choices necessary to
initiate a process of social innovation through network building.
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5 Methodology

The theoretical framework for the used methodology is the “capability approach” [4].
Regarding the methodology, product development is based on a iterative research and
development cycle. In this cycle, three product lines are successively tested by persons
with disabilities. During this process, experiences gained while developing each
“product”, are considered in the design of the derived product. Thus, in an early stage
of the development, a “finished” product is already available which then increases in
complexity across the product generations and a learning process in the participants
(e.g. technical procedures, individual cultures, potentials and restrictions) takes place.
As a result, the process of need identification (which can be addressed with photonic
procedures) and the competence of the target group in the implementation phase, as
well as the quality of the products, increase with each product generation.

Each of these “products” is identified on the basis of need analysis. In the need
analysis, the project uses a User Centered Design approach, which is linked to a Design
Thinking process. This allows for the identification, definition, creation and testing of
the designed products in a co-creation process of people with disabilities for people
with disabilities.

The Design Thinking process is composed of six steps (Fig. 1).

During this process, the following data are generated and documented in the cor-
responding form:

a. Understanding: The first step focuses on the understanding of the problem, this
leads to an appropriate question, which defines the needs and challenges of the
project. Data sources: photo documentation and written collection, composed from
workshops and Open Spaces.

b. Observation: In order to gain important insights and to define the status quo, an
intensive search and field observation follows. Data sources: field notes and written
collection, composed from workshops/Open Space.

c. Point-of-view: the individual needs are clearly defined in one question: Data source:
documentation of the brainstorming question.

d. Brainstorming to develop and visualize different concepts. Data source: Different
visualized concepts with the program Design Spark Mechanical.

e. Prototyping: In order to test and to demonstrate the ideas, first simple prototypes are
developed and tested by the target group. Data source: Prototypes.

Observation of 
the use Point of View Brain storming Proto typing RefinementsUnderstanding the 

Design Challenge

Fig. 1. Design thinking process [cf. 11]
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f. Refinement: On the basis of the insights gained from the prototype, the concept is
further improved and refined until an optimal, user-centered product is developed.
This iteration step can be applied on all previous steps.

In this cycle, three product lines are successively tested. During this process,
experiences gained while developing each “product”, are considered in the design of
the derived product. The complexity increases across the product generations and a
learning process takes place. As a result, the process of need identification, the com-
petence of the target group in the implementation phase, as well as the quality of the
products, increase with each product generation. Each of these prototypes is identified
on the basis of a need analysis.

6 Prerequisite Results

Due to the fact that the project will run until the end of August 2018, it is only possible
to present the results at its current, intermediate status. Corresponding with the aims of
our research project, a brief overview of the results of the four key action areas are
given below.

6.1 Empowerment for Peer Production

The core of the results builds a scalable approach to 3-D-printing. We distinguish five
stages of competences that users dispose of:

1. Very restricted movement abilities with no ICT skills.
A shelf is displaying objects that could be printed with a 3-D-printer. The selection
was made in workshops with people with similar impairments. Persons with dis-
abilities express which object they like to receive and assistants initiate the printing
process.

2. Basic movement abilities with no ICT skills
A SIM card is attached to each object that can be inserted into a 3-D-printer. We
designed the 3-D printer in a way that enables most users to initiate the printing
process.

3. Basic ICT skills
Users with basic ICT skills can click on pre-selected models for printing.

4. Advanced ICT skills
For advanced users, we offer CAD software that enables the alteration of existing
models or to design from sketch.

5. Advanced ICT skills, with basic communication skills
Users become tutors in 3-D-printing in peer education processes.

6.2 Products

The design thinking process leads to products which facilitate a higher participation in
daily life, work life, leisure time and communication.
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An example for a product development for daily live is the development for a cup
holder that shall lead to more independence and self-determination. The employers of a
sheltered-workshops described the challenge to get independently hot drinks like coffee
and tea from a vending machine. The employees of a sheltered-workshop described the
challenge to get independently hot drinks like coffee and tea from a vending machine.
The customers have a high risk to get burned due to the instability of the cups. The six
steps of the design thinking process led finally to a solid cup holder (which looks like a
cup itself) with handholds that are individually adaptable for the customers (Fig. 2).

This example shows that the modularity allows individual customer-specific
adaptions as well as situation specific adaptions.

So far we produced can openers, can holders, adaptions for the electric wheelchair
control, a prosthetic arm for guitar playing, communication symbols, snapping grids for
tablets, adaptions for game controller, SIM-card holder, mobile-phone holder for
wheelchairs, etc.

6.3 Social Innovation

The applied approach to empower persons with disabilities as experts in creating their
own AT can be observed from a social innovation theory perspective, focusing on how
new social practices are applied and the impact on societal challenges. With the
available data from the SELFMADE observations, we can state that applying Design
Thinking in a Capability Approach setting is a viable way for empowering people with

Fig. 2. Own design based on Design thinking process [cf. 11]
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disabilities to use 3-D printing to create AT for their own needs. Within the SELF-
MADE co-construction processes, we collected data on the ways people with different
disabilities are using this technology and which barriers they experience. As a result,
we defined a scalable process as an interface between requirements defined by a
technology (3-D printing) and the capabilities of its users (persons with movement
disorders and complex communication needs We distinguish five stages of compe-
tences that users dispose of:

1. Communication via assistants or assistive technology with almost no movement
abilities or ICT skills: A shelf is displaying objects that could be printed with a
3D-printer. The selection was made in workshops with people with similar
impairments. Persons with disabilities express which object they would like to
receive and assistants initiate the printing process.

2. Communication only via assistants or assistive technology with basic movement
abilities and no ICT skills: A SIM card is attached to each object. This card can be
inserted in a 3D-printer. We designed the 3D printer in a way that enables most
users to initiate the printing process.

3. Basic ICT skills: The maker space offers computers with pre-set bookmarks on a
curated list of 3D-models for assistive tools. Users with basic ICT skills can click on
pre-selected models for printing.

4. Advanced ICT skills: For advanced users, we offer computers with CAD software
that enable the alteration of existing models or to design from sketch.

5. Advanced ICT skills with basic communication skills: Users become tutors in 3D
printing in peer education processes.

This approach could be understood as a social innovation itself – a new social
practice – rather than a new technology. This perspective enables and demands further
research on the solutions, as we cannot discuss the impact this approach is having on
the very use of the produced AT. Another finding inspired by the social innovation
perspective on 3-D printing is the approach to embed the MakerSpace in a Quadruple
Helix setting, involving stakeholders from policy, industry, civil society and academia
in all development stages of this innovation. Here our data is scarce due to the early
time of the project development; further research will investigate how this involvement
played out and which barriers and supporting factors it reveals.

6.4 Accessibility

In a first step, general principles of accessibility for the design of MakerSpaces are
presented, to sensitize the Maker scene to this issue. These general principles are
complemented by applicable standards, guidelines to be followed, and supporting
funding.

In a next step, the developed checklist will be tested in the FabLab of the University
of Applied Sciences Ruhr West. This step includes the identification of barriers and
dismantling them. As a result, the developed checklist is tested and the FabLab
becomes more accessible.
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7 Conclusion

Maker Technologies, thus far only marginally used for and by persons with disabilities
hold an enormous potential. Whereas the technologies in question as used in an open
and highly networked Maker-Community have been sufficiently developed to produce
tools in an individualized form and thus promote social participation, as well as
self-determination in everyday life, experience in the field of co-operation is lacking.
There aren’t any specific target groups in MakerSpaces or an appropriate interdisci-
plinary branch of research either [12]. SELFMADE provides pioneering work in all
three aspects. The SELFMADE project demonstrates the requirements for accessibility
to MakerSpaces for persons with disabilities and a scalable approach that leads to
prototypes. It demonstrates by example, through their work with persons with complex
needs, how to open up 3-D-printing and peer production to everybody.

This approach is particularly attractive for the globally networked MakerSpaces
because it has the potential to reach new target groups by making it as accessible as
possible.
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Abstract. The visit to cultural places can be an enormous pleasure,
where visitors are driven to see and explore historical or contemporary
objects. The same journey can also be fastidious when the visitor is taken
to lengthy walks, unwanted collections or the objects archive is too large.
For many of us, a visit should be something limited in time, showing a
variety of things of our own interest. Information systems and in partic-
ular mobile devices can play a fundamental role to get us close to that
objective by collecting information used to feed recommender systems.

This paper studies the use of an implicit recommender system to pro-
pose which points of interest should be explored in cultural heritage
places. In its present form, the recommender system, to be supported on
data acquired by a mobile application, suggests artworks or artists sup-
ported on the user’s history. Experimental results are presented, showing
the effectiveness of the method.

Keywords: Implicit recommender system · Mobile application
Cultural heritage

1 Introduction

A pleasant journey on cultural heritage places can be influenced by many things.
The visited objects and the route taken are two of those factors that impact the
users’ experience. In this sense, a visit is many times divided in three stages (Falk
2009; Falk and Dierking 2016): the before, the during and the after. The before
starts when the user prepares its visit using available information, such as books,
dedicated sites, or dedicated mobile applications. Interests are select and reg-
istered in order to properly take advantage of the visit. In this phase, the use
of novel technology can introduce new challenges, such as, large collections are
burdensome to browse, encompassing the peril of overwhelming the users with
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information. This overwhelming peril is also a part of the visit itself (during
phase) as, on many cases, the collection are too vast to be properly explored
during short visits. The after phase is used to get across any doubts raised dur-
ing the tour, to further investigate the previously seen objects, or simply recall
what was seen. As a consequence, the preparation of the visit is a fundamental
step to an overall pleasant experience.

A solution to avoid the possibly time consuming task of using the previously
stated sources (e.g., books and web sites) is to plan the visit using a recommender
system. A recommender system is an information filter system which job is to
forecast the user’s preferences based on the its historical actions, options, and
characterization, and also on the same aspects of other users with similar pro-
files (Aggarwal 2016; Hu et al. 2008; Jannach et al. 2010; Koren et al. 2009;
Rao and Rao 2016; Ricci et al. 2015). In other words, the personalization of
cultural heritage information requires a system that is able to model the users
(e.g., interests, knowledge, age, context, genre), be aware of contextual aspects,
select the most appropriate content, and deliver it in a suitable way (Cardoso
et al. 2017). A system like this should also be able to respond to other potentially
worth of attention aspects, such as accessibility enhancing and info-exclusion
fighting. For instance, the inclusion of features that reflect the visitor’s impair-
ments along with its preferences would allow to do a recommendation according
with their aspirations.

Depending on the available information and objectives, recommender sys-
tems are divided in several classes, e.g.: (a) content based recommenders use (a
large number of) features associated to the items/objects, characterizing them,
and then the system computes the probability of a user liking a certain item sup-
ported on the user’s history and items characterizations; and (b) collaborative
filtering recommenders where only items and users relations are used to make
the predictions, not requiring any information about users or items. The second
case uses some kind of rating which associates items and users, being in general
divided as explicit or implicit collaborative filtering (Aggarwal 2016; Jannach
et al. 2010; Ricci et al. 2015). The explicit case is characterized by the fact that
the users provide classifications to the items (e.g., “like”, score) which are then
used to find users with similar tastes and make the suggestions. In the implicit
case, the users do not classify the items, but the information system knows that
the user interacted with the item (e.g., bought an item, clicked on a page, saw
an artwork), allowing the recommender system to predict which item would be
of the users preferences.

This paper introduces the use of an implicit recommender system to propose
points of interest to be explored in cultural heritage places. The overall system
uses data acquired by a mobile application to feed the recommender system
in a non-intrusive way, i.e., suggestions of artworks or artists are supported on
the mobile application usage. The recommendation method (adapted from the
work of Hu et al. (2008)) uses a preference matrix decomposition in user factors
and item factors matrices. The system has a running complexity which grows
linearly with the size of the dataset. Some results are presented, supported on
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a built dataset, showing the effectiveness of the system. The main contribution
to the state of the art is the application of the referred kind of recommendation
methods in an architecture supported in a mobile system, dynamically applied
to the visit of cultural heritage places.

The remaining document is structured as follows. Section 2 presents some pre-
liminaries on Machine Learning with particular interest on recommender systems
to cultural heritage places. Section 3 describes the data collecting methodology
associated to the mobile application and the adopted recommending system. The
last sections presents results from the conducted tests, conclusions and future
works.

2 Preliminaries and Problem Formulation

2.1 Recommendation System

Although many times unnoticeable, most of us use recommendation systems on
a daily basis. Information Technology (IT) systems use them to expose intelli-
gence, making search engines, social media, e-stores, digital music services, etc.
what we expected them to be. In short, recommender system algorithms are a
class of information filtering system which have the job to predict the users’
preferences, according with given or guessed profiles. Companies like Google,
Facebook, Walmart, Amazon, etc., instead of methodically encoding the prefer-
ences of all its consumers, apply learning algorithms on their huge datasets and
let them prophesy what customers want (Domingos 2015). As a consequence of
this global evolution, many party agree that briefly most of the knowledge will
be obtained and reside in computers, i.e., as stated by Alpaydin (2016), “data
starts to drive the operation; it is not the programmers anymore but the data
itself that defines what to do next”. Other consequences are the entire industry
building itself around these fields, along with emerging research and academic
disciplines.

Recommender systems are part of the Machine Learning (ML) research field.
ML algorithms, supported in mathematical and computer science techniques,
can be seen as engines that use large datasets to find patterns and correlations
in order to build models, which will then be applied to new data in order to
predict outcomes for it. In this sense, ML algorithms allow to save resources by
automatically analyzing data, obtaining an expectable better overview of the
available information and making more reasoned decisions. The algorithms are
usually divided in some major classes, which include: supervised learning, unsu-
pervised learning, semi-supervised learning, or reinforcement learning (Arulku-
maran et al. 2017; Müller and Guido 2016). Supervised learning has the task of
inferring models/functions from labeled data. i.e., data that has an input vector
and desirable output value. Unsupervised learning is used to draw inferences
from datasets of non labeled data. The goal of semi-supervised learning is to
employ a large collection of unlabeled data jointly with a few labeled examples
to implement a generalization. Finally, reinforcement learning supports agents
decisions based on the notion of cumulative rewards.
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In general, the ML workflow is divided in four large steps: (a) get (enough)
data – collect data related to the problem; (b) clean, prepare, and manipulate
data – converting the data into a form that computers can operate on (e.g.,
convert things to numerical data and categorize data); (c) define and train the
selected model using test and validation data – depending on the type of prob-
lem being solved (e.g., regression, classification, clustering, or recommendations)
build a mathematical model of the data; and (d) predict outcomes over new and
unseen data – apply the trained model to unseen data to, depending on the
problem at hand, predict values, classify or associate the data, recommend other
objects/items, etc.

Recommender systems, of particular interest in this work, suffered from
a sudden popularity after the Netflix Prize contest (Lohr 2009; Gomez-Uribe
and Hunt 2015; Ricci et al. 2015), and are being divided in several categories
(Jannach et al. 2010; Rao and Rao 2016), such as: (a) content based or (b) collab-
orative filtering. In the first case, features are associated to the items character-
izing them. E.g., in the Pandora.com recommender system, songs were manually
annotated by musicians with up to several hundred features such as instrumenta-
tion, influences, or instruments. Afterwards, the question is treated as a binary
classification problem, where the probability of a user to like a certain song
depends on its listening history and the songs previous characterizations. Items
with greater probability of being liked are then suggested to the user. On the
other hand, (b) collaborative filtering is supported only in the items and users
relations, not requiring any information about the users or the items (Koren
et al. 2009; Hu et al. 2008). In this case, some kind of rating is associated to the
interaction between the items and the users, being in general divided as explicit
or implicit. In the explicit case, users provide (or can be inferred) a classification
to the items (e.g., a like indication, a score, or the number of times the item is
“used” acts as a sign of affinity), and these values are used to suggest (or not)
similar items to similar users. In the implicit case, the user does not classify
the items, but somehow it is known the user’s interactions with them. Cases of
interaction are for instance buying the item or simply navigating to the item’s
web page. In this last case, navigating to the page represents a sign of preference
but the opposite, not accessing the page, should not be seen as a dislike since
many other factor can be the motive (e.g., lack of time, unaware of its existence).

2.2 Applications of Recommender Systems to Cultural Heritage
Places

The user’s preferences are being studied for some time in the preparation and
visit of cultural heritage places. For instance, a routing system implementing a
mobile museum tour guide, providing personalized tours tailored to the user’s
interests and position inside the museum, is offered by the Rijksmuseum Ams-
terdam (van Hage et al. 2010). The system includes tools for the interactive
discovery of user’s interests, semantic recommendations of artworks and art-
related topics, and the (semi-)automatic generation of personalized museum
tours. Benouaret and Lenne (2015), supported on the users’ preferences and
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Fig. 1. ML GUI tools: Azure ML Studio (left) and Orange ML (right).

contexts, proposed a recommender system for mobile devices to build tours
according to their preferences and constraints. Gavalas et al. (2014) presented
a state-of-the-art in the field, proposing a classification of mobile tourism rec-
ommender systems and providing insights on their offered services. The CHESS
(2017) project researches, implements and evaluates both the experiencing of
personalized interactive stories for visitors of cultural sites and their authoring
by the cultural content experts. Cardoso et al. (2017) proposed the combina-
tion association rules with the location of the user to design some modes to
proceed with the visit, such as dynamic mode (the visit is constantly updated
supported on the visitors actions), over-a-path mode (recommender can only
suggest objects in a predetermined walk), free mode (recommender can suggest
objects in any place of the museum), nearby mode (recommender uses rules to
suggest objects which are near the present location), static mode (prepared vis-
ited) or the Surprise-Me mode (the visit is disclosed as the user walks through
the museum). The Route Perfect (2017) application allows to easily plan a trip
based on the traveler’s preferences, budget and personal style. Several other
works can be found in literature such as (Garcia et al. 2011; Verbert et al. 2012;
Wang and Xiang 2012).

2.3 ML Tools

Nowadays, a ML user/programmer does not have to implement a large num-
ber of ML methods as they are included in several visual and programmable
frameworks. For instance, Microsoft released the Azure ML Studio, defined as
a powerfully simple browser-based, visual drag-and-drop authoring environment
where no coding is necessary (Microsoft 2017). The studio includes hundreds
of built-in packages and support for custom code, namely in R and Python.
Furthermore, the Azure ML Studio can be used to deploy the created models
into production as web service, callable from any device with any data source.
The Orange is an open-source data visualization, machine learning and data
mining toolkit (Orange 2017). With a visual programming front-end Orange
allows exploratory data analysis and interactive data visualization, and can also
be used as a Python library. Figure 1 shows an example for each of the appli-
cations. Other graphical user interfaces (GUI) ML tools exist such as WEKA
(2017), MLJAR (2017) or Knime (2017).
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Many non visual libraries are also available such as TensorFlow (2018) – an
open source software library for numerical computation using data flow graphs;
VELES (2018) – a distributed platform, which provides machine learning and
data processing services for a user; MLlib (Meng et al. 2016) – Spark’s open-
source distributed machine learning library; scikit-learn (Pedregosa et al. 2011) –
provides tools for data mining and data analysis; Shogun-Toolbox (Sonnenburg
et al. 2017) – open-source machine learning library that offers a wide range of
efficient and unified machine learning methods; Torch (Collobert et al. 2011) –
a scientific computing framework with wide support for machine learning algo-
rithms using Graphics Processing Units (GPUs); or the MLPACK (Curtin et
al. 2013) – a scalable machine learning library, written in C++, that aims to
provide fast, extensible implementations of machine learning algorithms.

3 Implementation of the Recommender System

3.1 Data Collecting Process and Dataset

This work is part of the M5SAR (Mobile Five Senses Augmented Reality Sys-
tem for Museums) project. The M5SAR project aims at the development of an
augmented reality system, which consists of a mobile application and a “gad-
get”, to be incorporated in the mobile devices, in order to explore the 5 human
senses (Rodrigues et al. 2017; Sardo et al. 2018). The system will constitute a
guide in cultural, historical and museum events, complementing or replacing the
traditional orientations given by tour guides, directional signs, or maps. Figure 2
shows some screens of the interface being developed: the initial screen (top-left)
presents the list of available museums. After selecting the wanted museum, the
user is taken to the museum’s initial page (top-center) from where we can navigate
to other pages such as maps (top-right), information about pieces (bottom-left and
bottom center) or to the augmented reality page (bottom-right). The design and
implementation of the application, besides the recommender system, is out of this
paper’s scope, but more details can be found in (Rodrigues et al. 2017).

In our case, the navigation through the mobile application pages can be seen
as of interest by the object/item that can be collected to empower the recom-
mender system. Given the stored and collected data, the recommender system
can be implemented using a content based approach (as the majority of the object
are characterized) or a collaborative filtering approach (as the interaction between
the users and the items can be stored). In the later case, both implicit and explicit
approaches are also available. The implicit approach is probably more suitable as
it can be powered by simply storing the interactions with the items (e.g., informa-
tion about pieces seen in the mobile app or the activation of the augmented reality
over an item). Nevertheless, the explicit approach can be thought/implemented
using for instance the time spent by the user in the augmented reality features
associated to items/object or the time it takes to read an information page in the
mobile app, i.e., a long time scrolling through the page probably means he is inter-
ested in the item, so it should be classified high, while a short time probably mean
that the item is not of its interests.
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Fig. 2. Top to bottom, left to right: list of available museums, specific museum informa-
tion, museum map with a route calculated, example of a card piece, image recognition
(AR), and information about the detected piece.

The M5SAR’s recommender system collected data is stored in a relational
database, with a partial sketch presented in the Enhanced Entity–Relationship
(EER) model shown in Fig. 3. Some characteristics of the stored date include:
basic user information is stored in the app (user) table; An artwork can be
seen by many apps; An app can see many artworks; An artwork can have
many artists authoring it, as they can author many artworks. The proposed
structure allow for proper SQL queries to the database to return the pieces and
artists seen by the users (apps).
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Fig. 3. EER model for the recommender system database.

Since the data collected so far is not large enough to properly train the
recommender system, we decided to populate the database using the Museum of
Modern Art dataset (MoMA) (Robot 2016) and the retail market basket dataset
provided in (Brijs et al. 1999). Each row of the retail market basket dataset was
considered as a user and an one-to-one correspondence was made between the
items in the basket and the artworks. On the other hand, the MoMA’s data
was used to populate the artworks and artists tables. A total of 89952 distinct
baskets/apps/users were considered, corresponding to the interaction with 16470
distinct artworks and 16147 artists.

3.2 Estimating Preferences

The implemented recommender system adapts the work by Hu et al. (2008).
In general, let us assume that u, v, . . . represent users, i, j, . . . are items, rui
represents the input data associating user u to item i, m is the number of users,
and n is the number of items. For example, in our case, rui represents the number
of times user u saw artwork i or (in alternative) the number of times the same
user u saw artworks from artist i. As already mentioned, other rating could also
be thought of, as for instance the time the user took opened an artwork object
page in the mobile application (e.g., Fig. 2 bottom-left) or the percentage of the
artwork’s/artist’s page scrolled. If there is no action between user u and item i
then rui will be set to 0, with a “cloudy” meaning (e.g., the user does not like the
item, might be unaware of the existence of the item, or unable to see it due to
some reason). On the other hand, the fact that a user interacts with some item
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does not necessarily mean the user likes it, for instance, the interaction could be
unintentional or someone else might be using the user’s mobile device.

Returning to the formulation of the model, R = [rui] can be seen as a matrix,
where each row represents the preferences of a user and each column the prefer-
ences/interactions over an item. Most likely, R is a sparse matrix as most users
did not interact with the majority of the items.

The proposed model, induced by singular value decomposition of the
user/item matrix, associates to each user u a user-factor vector xu and to each
item i a item-factor vector yi, both belonging to IRnf where nf is the number
of latent factors. The inner product between xu and yi, r̂ui = xT

u yi, predicts the
user u preferences associated to item i. In this sense, two (dense) matrices can
be though: matrix U = [xu] ∈ IRm×nf where each row is a vector associated to
a users and V = [yi]T ∈ IRnf×n where each column is a vector associated to
an item. Multiplying the two feature matrices should approximate the original
matrix, i.e., R ≈ U ×V . The goal is to find, for each user and each item, vectors
xu and yi, i.e., find the matrices U and V that best approximate R ≈ U × V .

To compute U and V , Hu et al. (2008) defined the minimization problem

min
x∗,y∗

∑

u,i

cui
(
pui − xT

u yi
)2

+ λ

(
∑

u

‖xu‖2 +
∑

i

‖yi‖2
)

, (1)

where pui is equal to 1 if rui > 0 and 0 otherwise, cui = 1 + αrui, and α, λ
are algorithm parameters. Variable pui indicates user’s u estimated preference
relative to item i, where the term “estimated” translates the “cloudy” meaning
of the rui values. In this sense, cui was introduce as a measure of confidence
relative to the observation of the relation between u and i. Equation (1) last
part, λ

(∑
u ‖xu‖2 +

∑
i ‖yi‖2

)
, regularizes the model, avoiding its over-fitting.

The minimization problem is affected by the fact that the number of users
(m) and items (n) are in general large, easily reaching millions of non-linear
parcels to be taken into account, and probably making more traditional opti-
mization techniques suffer from low performance. To tackle this situation, Hu
et al. (2008) observed that if either the user-factors or item-factors were con-
stant, the objective function becomes quadratic and therefore “swiftly” globally
optimizable. Therefore, the author proposed an alternating least squares opti-
mization process (Zhou et al. 2008), where the iterations take turns between
computing user-factors and item-factors, guarantying the lowering of the cost
function in each step. Important is the fact that the process can be run in par-
allel, solving one feature vector at a time. Further details can be found in the
original work from Hu et al. (2008), namely the running computational com-
plexity which is is linear with the size of the input.

4 Tests and Validation

Traditional machine learning algorithms test and validate the trained models
using a set of data previously unseen to them. Many times, this is done by
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randomly splitting the initial dataset into a training set and a test/validation
set. In the collaborative filtering case this is not possible, since each user must be
present in the final user-factor matrix in order to make preferences predictions.
A solution is to mask a percentage of the user/item entries from the model
during the training phase and then, during the testing phase, verify which items
initially masked were suggest. Other testing and validation solutions might be
thought on other scenarios, such as dividing the observations in training and
validation by periods of time, if the users and item space does not change. We
adopted the first solution, mask some user/item entries, by setting rui = 0 with
probability pmask where rui > 0. The result was a masked observation matrix
R′, i.e., R′ = [r′

ui] where

r′
ui =

{
0 if rui = 0 or rand() < pmask

rui otherwise ,

and rand() ∈ [0, 1] is a randomly generated value. The optimization process
described in Sect. 3.2 was then applied to R′ in order to compute the users (U ′)
and items (V ′) factors matrices. Given that the product of line u of U ′ with
column i of V ′ should return an approximation to r′

ui, the computation of k
recommendations for user corresponding to line u, is done by multiplying line
u of U ′ by V ′ and returning the indexes of the k largest values in the resulting
vector.

Table 1 presents an example of a recommendation given by the method for
a certain user. The table contains 3 columns: Observed – presenting the “real”
observation associated with the user; Masked – the observations used to train the
model, i.e., after randomly masking/hiding observations; and Recommended –
the list of suggestions returned by the algorithm. In the example, 3 artists were
hidden in the mask phase (Bernard Tschumi, Giovanni Guerrini, and Mario
Romano). From those hidden artists, two were recommended by the method
(Giovanni Guerrini and Mario Romano) and one belonging to the original data
(Bernard Tschumi) was not recommended. In this case 10 suggestions were taken
from the method and therefore there are 8 other artists which were not in the
original data (Observed).

A systematic set of tests was made by varying parameters according with
the values in Table 2. Furthermore, the tests were supported on 100.000 obser-
vations from 17827 users/apps, corresponding to 994 artworks and 263 artists.
The sparsity of the observation matrices R (i.e., the observation matrix before
applying the mask) was of 99.5% for the user vs. artwork and 98.3% for the user
vs. artist.

Considering the probability of masking observations equal to 10% (pmask =
0.1), Table 3 shows the 10 best recommender results, ordered by the mean (μsug)
(standard deviation, σ, in parentheses) of correctly suggested artworks ratio,
between the masked ones, when fixing the number of items to recommend to
np = 10 (Table 3(a)) and np = 30 (Table 3(b)). Suggesting 10 artworks, the
method correctly suggests approximately 40% of the masked ones, rising to
approximately 50% when 30 artworks were suggested. About the parameters,
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Table 1. Example of recommendations made to an user: column Observed lists the
artist seen by the app (“user”), column Masked shows the set of artists after applying
the mask (training phase), and column Recommended the artists that are suggested by
the recommender system.

Observed Masked Recommended

Bernard Tschumi – –

Otto Schönthal Otto Schönthal –

Alessandro Mendini Alessandro Mendini –

Ernesto Bruno La Padula Ernesto Bruno La Padula –

Giovanni Guerrini – Giovanni Guerrini

Mario Romano – Mario Romano

Richard Meier Richard Meier –

– – Fumihiko Maki

– – Frank O. Gehry

– – Robert A. M. Stern

– – Alison Sky

– – Michelle Stone

– – Toyo Ito

– – Massimo Vignelli

– – David Jacob

Table 2. Parameter variation

Parameter Observation

α ∈ {103, 25000, 50000, 105} Equation (1)

λ ∈ {0.01, 0.1} Model regularization, Eq. (1)

nf ∈ {100, 200, 400} Number of latent factors, Sect. 3.2

Nit ∈ {50, 200} Number of iterations (alternating least
squares), Sect. 3.2

Np ∈ {10, 30} Number of preferences returned

pmask ∈ {0.1, 0.25} Probability of masking an element

although not completely conclusive from the presented results, a good set of
values seems to be α = 25000, nf = 400, and Nit ∈ {50, 200}. When the proba-
bility of masking is increased to 25% (pmask = 0.25) the percentages of correctly
suggested artwork decreases around 2% (Table 4). About the parameter values,
α = 25000, nf = 400, and Nit = 50 also seem a good set, from the ones tested.

Similar tests were made considering artist instead of artworks. Tables 5 and
6 summarizes the 10 best solutions (ordered by the mean of correctly suggested
ratio) considering pmask = 0.1 and pmask = 0.25, respectively. In this case,
the mean of the correct suggested ratio was slightly higher with values around
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Table 3. Ordered by mean value of correctly suggested artworks, the best 10 recom-
mender results considering pmask = 0.1.

(a) np = 10

α nf Nit λ μsug(σ)

25000 200 50 0.10 0.397 (0.5)

25000 400 50 0.01 0.397 (0.5)

1000 100 50 0.01 0.396 (0.5)

25000 400 50 0.10 0.396 (0.5)

25000 200 200 0.01 0.394 (0.5)

25000 400 200 0.01 0.391 (0.5)

25000 200 50 0.01 0.391 (0.5)

25000 200 200 0.10 0.390 (0.5)

25000 400 200 0.10 0.389 (0.5)

50000 400 200 0.01 0.389 (0.5)

(b) np = 30

α nf Nit λ μsug(σ)

25000 400 50 0.10 0.479 (0.5)

25000 400 50 0.01 0.478 (0.5)

25000 200 50 0.01 0.478 (0.5)

25000 200 50 0.10 0.477 (0.5)

50000 400 200 0.10 0.471 (0.5)

100000 400 200 0.01 0.470 (0.5)

50000 400 200 0.01 0.470 (0.5)

25000 400 200 0.01 0.470 (0.5)

25000 400 200 0.10 0.470 (0.5)

50000 200 200 0.10 0.469 (0.5)

Table 4. Ordered by mean value of correctly suggested artworks, the best 10 recom-
mender results considering pmask = 0.25.

(a) np = 10

α nf Nit λ μsug(σ)

25000 400 50 0.10 0.375 (0.4)

25000 400 50 0.01 0.373 (0.4)

25000 200 50 0.10 0.372 (0.4)

25000 200 50 0.01 0.371 (0.4)

25000 200 200 0.01 0.370 (0.4)

25000 200 200 0.10 0.366 (0.4)

50000 400 50 0.01 0.364 (0.4)

25000 400 200 0.10 0.364 (0.4)

50000 400 50 0.10 0.363 (0.4)

25000 100 50 0.10 0.362 (0.4)

(b) np = 30

α nf Nit λ μsug(σ)

25000 400 50 0.01 0.454 (0.4)

25000 200 50 0.10 0.45 (0.4)

25000 400 50 0.10 0.45 (0.4)

25000 200 50 0.01 0.446 (0.4)

25000 100 50 0.01 0.444 (0.4)

50000 400 50 0.10 0.440 (0.4)

25000 100 50 0.10 0.440 (0.4)

50000 400 50 0.01 0.437 (0.4)

50000 200 200 0.01 0.433 (0.4)

50000 200 50 0.10 0.433 (0.4)

65% and 80% when approximately 10% of the observations were masked and
the number of suggested artists were np = 10 and np = 30, respectively. When
the probability of masking observation rises to 25%, as expected, as lower infor-
mation is given, the referred mean value decreases to 58% when np = 10 and
74% when np = 30. About the parameters, considering the tested ones, again
α = 25000 and nf = 400 seem good choices. About the number of iteration,
Nit = 200 seems a reasonable choice as it ensures some of the best solution in
all the cases.

We should observe that, the higher percentage of correctly suggested items
associated with the artist (compared to artworks) seems to be related with the
reduction of items space (994 artworks vs. 263 artists). Another question is the
standard deviation value which is high. In this case, we should observe that
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Table 5. Ordered by mean value of correctly suggested artists, the best 10 recom-
mender results considering pmask = 0.1.

(a) np = 10

α nf Nit λ μsug(σ)

25000 400 200 0.10 0.643 (0.4)

25000 200 200 0.01 0.634 (0.5)

25000 400 200 0.01 0.632 (0.5)

25000 200 200 0.10 0.632 (0.5)

50000 400 200 0.01 0.624 (0.5)

50000 400 200 0.10 0.623 (0.5)

50000 200 200 0.10 0.618 (0.5)

25000 100 200 0.01 0.616 (0.5)

25000 100 200 0.10 0.614 (0.5)

50000 200 200 0.01 0.608 (0.5)

(b) np = 30

α nf Nit λ μsug(σ)

25000 100 50 0.01 0.803 (0.4)

25000 200 50 0.10 0.798 (0.4)

25000 400 50 0.10 0.797 (0.4)

25000 400 50 0.01 0.797 (0.4)

25000 200 50 0.01 0.796 (0.4)

25000 100 50 0.10 0.795 (0.4)

50000 400 200 0.01 0.788 (0.4)

50000 400 50 0.10 0.784 (0.4)

100000 200 200 0.01 0.784 (0.4)

50000 400 200 0.10 0.784 (0.4)

Table 6. Ordered by mean value of correctly suggested artists, the best 10 recom-
mender results considering pmask = 0.25.

(a) np = 10

α nf Nit λ μsug(σ)

25000 400 200 0.01 0.575 (0.4)

25000 400 200 0.10 0.569 (0.4)

50000 400 200 0.01 0.563 (0.4)

25000 200 200 0.10 0.554 (0.4)

25000 200 200 0.01 0.553 (0.4)

50000 400 200 0.10 0.548 (0.4)

50000 100 200 0.01 0.535 (0.4)

25000 400 50 0.01 0.533 (0.4)

100000 400 200 0.01 0.533 (0.4)

25000 100 200 0.01 0.531 (0.4)

(b) np = 30

α nf Nit λ μsug(σ)

25000 400 50 0.01 0.737 (0.4)

25000 100 50 0.01 0.736 (0.4)

25000 400 50 0.10 0.732 (0.4)

25000 200 50 0.01 0.723 (0.4)

25000 100 50 0.10 0.723 (0.4)

50000 400 50 0.01 0.719 (0.4)

25000 200 50 0.10 0.715 (0.4)

50000 400 200 0.01 0.711 (0.4)

50000 100 50 0.01 0.707 (0.4)

50000 100 200 0.01 0.703 (0.4)

each user has associated a relatively low number of observations, which results
in a great difference in the ratio of correctly suggested items value, e.g., if for
a certain user only 1 observation was masked then suggesting it would give a
correct suggestion ratio of 100% while not suggesting it would give a 0% correct
suggestion ratio.

5 Conclusions

The way people experience cultural heritage is taking advantage of the latest
technologies to improve the users experiences. Traditional visits, where everyone,
despite their interests or limitations, have to follow a predetermined route are
being replaced by a more interactive and dynamic approach. Furthermore, the
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overwhelming of the visitors is a risk, as many times the number of items is very
large, the time available to explore them is limited, or they are not of the user’s
interest.

This paper propose the use of a recommender system to help in the prepara-
tion and following visit of cultural heritage places. The recommender empowers
the use of a mobile application, by suggesting which items (e.g., museum objects,
interesting buildings, or buyable objects) the user should take into consideration,
according with its profile and historical actions. The used method belongs to the
class of implicit collaborative filtering, because users do not classify the items,
i.e., the system is only aware of the interaction between the users and the items.
The data acquisition is to be supported in the use of a mobile application, part
of the M5SAR project.

At the moment of writing, the recommender system runs on a server,
although efforts are being made to transpose it to mobile devices. Also in study
is the use of a mixed (implicit/explicit) collaborative filtering asking the users to
score the artwork and/or observing their interest in some of the artworks (e.g.,
by measuring the time they spend observing the items). Another objective is to
integrate the system with a route optimization method, capable of optimizing
the walks through cultural heritage places supported in several objectives (e.g.,
users’ preferences, items diversity, walked distance) and constraints (e.g., related
with the users mobility limitation).
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Abstract. This paper will discuss the requirements and environment sur-
rounding accessibility in Higher Ed institutions in the U.S., and their attempts to
tackle these challenges. We will go on a panorama tour of the structure and
culture of large universities and their constituents; touch on how accessibility fits
into teaching, research and administration responsibilities; cover perspectives
from legal, students, faculty, support staff; and take a look at policies, operations
and culture impacting accessibility efforts.
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1 Introduction

The 2015/2016 complaints brought against UC Berkeley [1], Harvard and MIT [2]
about captioning for their public online courses attracted much attention from the
media and Higher Ed. These cases are but a sample filed against education institutions,
with both having very limited scope compared some wide-reaching lawsuits.

Since the Americans with Disabilities Act of 1990 (ADA) was passed, the number of
cases against Higher Ed institutions has doubled between each decade (tabulated from
the cases listed on Higher Ed Accessibility Lawsuits, Complaints, and Settlements [3]):

1990–1999 1
2000–2010 16
2011–present 35

Most of the complaints against educational institutions are not captured by the
above website. There are a lot more complaints being resolved without high-profile
media coverage. For example, since 2014, Marcie Lipsitt (a Michigan civil rights
advocate) has filed 1,800 complaints across the country with the U.S. Department of
Education Office for Civil Rights (OCR) [4]. In addition, a search for “+web +ac-
cessibility” on the website of U.S. Department of Education Office for Civil Rights
(OCR) returned 1,292 resolutions reached since 1st of October 2013 [5]. And across all
industries, “[t]he number of website accessibility lawsuits filed in federal court since
the beginning of 2015 has surged to at least 751 as of 15th of August 2017, with at least
432 of those filed in just the first eight and a half months of 2017.” [6]

So what is web accessibility, and how does it come to affect the Higher Education
space?
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The Americans with Disabilities Act of 1990 (ADA) is a non-discrimination law in
the U.S. which covers both the Public sector and specific sections of the Private sector
[7]. Another non-discrimination law is Section 504 of the U.S. Rehabilitation Act of
1973 (Section 504) which covers programs and activities receiving Federal financial
assistance [8]. Universities in the U.S. are affected by both pieces of legislations, with
the U.S. Department of Justice (DOJ) and the OCR holding the responsibility for
enforcing these legislations.

Accessible, as defined by numerous lawsuits and agreements, means “a person with
a disability is afforded the opportunity to acquire the same information, engage in the
same interactions, and enjoy the same services as a person without a disability in an
equally effective and equally integrated manner, with substantially equivalent ease of
use” [9–14].

Many of these lawsuits and agreements were opened through complaints by
plaintiffs with disabilities, who were unable to use covered services provided by the
defendant, and were unable to find timely and acceptable resolutions. Most of the
complaints centered around the online services and content provided by the universi-
ties. These include public access pages such as information about the universities and
application forms, open course content, campus information, and a clear path to request
for assistance. For enrolled students, the complaint focused on the timely access of
course content for them to keep pace with their course schedule and assessments.

When the ADA was passed in 1990, accessibility of the Web was not specifically
called out. The Web has matured since the 90’s, and our society has become dependent
on its widespread use. Many services have shifted to web-first, conducting business
online, and requiring extra steps or compensation for using their phone or paper ser-
vices. As such, the DOJ issued Dear Colleague letters in 2010, 2011 and 2014 to clarify
that the Web is covered by ADA, “Requiring use of an emerging technology in a
classroom environment when the technology is inaccessible to an entire population of
individuals with disabilities – individuals with visual disabilities – is discrimination
prohibited by the Americans with Disabilities Act of 1990 (ADA) and Section 504 of
the Rehabilitation Act of 1973 (Section 504) unless those individuals are provided
accommodations or modifications that permit them to receive all the educational
benefits provided by the technology in an equally effective and equally integrated
manner.” [15–17]

However, in the absence of specific regulations regarding web content, there are
still cases being argued in the courts interpreting the applicability of ADA for the Web
[18]. And although both the DOJ and OCR have clarified their interpretations through
the Dear Colleague letters, universities are slow to address this requirement due to
various reasons, including: Increased demand and expectation, a plethora of content,
inaccessible tools, lack of knowledge, missing processes, and a culture of dismissing
accessibility for more appealing and more urgent topics.
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2 Current State

2.1 Increasing Demand and Expectation

The current generation of college-aged students have more than two decades of
growing up with the provisions of ADA—they know which accommodation to expect,
and know how to request them. And with the increasingly aging population, senior
citizens are also demanding their rights for accommodations under the provisions of
ADA. Since the availability of cheap computing machines as of the 1990s, and
interconnectedness as of the 2000s, the shift from business services from paper and
phone to online self-service has accelerated. It is expected nowadays that a service or
business has a online presence, and some businesses are even requiring customer to pay
extra for alternate in-person or phone services. The Web has matured from a hobbyist
toy to a ubiquitous mainstream mode of communication. Societies now demand and
depend on it. Nevertheless, when compared to those who build essentials such as
medical equipment, buildings, and vehicles, the designers and programmers for web-
sites and applications have yet to improve the rigor in their craft when constructing
websites and web services.

Universities spend years establishing smooth systems to support their work of
teaching and generating knowledge. As such, it is the nature of these long-running
processes to accumulate undetected accessibility debt in both the computing systems
they use and the content they published. Lawsuits targeted at one failure opens the door
for external investigations, identifying more areas with inaccessible functions. To fix
them, however, challenges a university’s setup. For example, a university has already
paid for the long-term investment of inaccessible systems such as a decade-old
financial system, hooked into multiple registration systems and personnel databases,
with the development completed years ago and only retaining a skeleton crew for
maintenance. In comparison, a fast-moving start-up company still has the original
software engineers actively developing its one-year-old product, making it easier to for
the start-up company to adjust their product to address changing accessibility concerns.
Also, the continuous expense of universities are typically focused on its faculty and
staff, teaching courses, and generating data to fulfill the teaching and research missions
of the university, rather than redevelopment of existing functional systems to address
the evolving requirements for Accessibility.

The demands for accessibility at universities are primarily on services related to

• Classes: Browsing its course catalog, registering, paying, attending the classes,
being assessed, and receiving credits;

• Activities: Attending student events, residential life, campus activities, as well as
student organisations;

• Public programs: Public lectures and events, access to its libraries, public areas,
building and facilities;

• Research: Participation in studies, and distribution of results;
• Administrative work to keep the university running, such as computing, dining,

financial, transportation, facilities, HR, security, and administrative support.
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Reviewing a sample of complaints listed on Higher Ed Accessibility Lawsuits,
Complaints, and Settlements [3], there is a full range of accessibility complaints
covering access to course syllabus, the availability of alt-format textbook and course
material, time extension for exams, accessible online open courseware, ability to enter
buildings, alternative methods for withdrawing money from ATMs, and payment
methods for classes and meals. Researchers are also scrambling to comply with
requirements of the funding agencies (usually the federal government) as accessibility
requirements make their way into submission guidelines and publication of their
research findings.

2.2 Content and Tools

Universities have served for centuries to learn and educate, to curate and create
knowledge through research, and to serve society. An artifact of these pillars is pub-
lished content, increasingly in electronic form. This electronic content is delivered via
content management systems (CMS) or learning management systems (LMS). These
publishing platforms shield the users from the need to be proficient with the technical
knowledge of constructing a web page, and let them concentrate on the actual subject
matter content of their publication. However, no matter how brilliant a CMS or LMS
system technologists build, this system cannot correct fundamentally problematic
content that was entered into the system—the creation of content is the responsibility of
subject matter experts. Typical causes of inaccessible content are: Incorrect use of
formatting settings, lack of captions for images and charts, and poor choice of colors
and fonts. All of which are due to human decisions during the process of editing, rather
than a programmable switch.

To compound the problem, universities output a large percentage of STEM content
(science, technology, engineering and mathematics), which are notoriously difficult to
make accessible and require specific Accessibility help pages [19, 20]. Libraries, in
support of research and teaching, also purchase equivalently inaccessible products
sourced from other universities and academic journals.

The other aspect contributing to accessibility issues is the use of tools like multi-
media, interactive learning modules, and emerging technologies. The availability of
tools lowering the production cost of videos overlaps with the resurgence of multi-
modal learning theories, making it easy to implement what used to be a rarity in class—
recorded lectures, screen captures, animations, podcasts, and flipped-classrooms—
where students are required to view the lectures prior to face-to-face class discussions.
However, most of these recordings are missing closed captioning or transcripts for their
audio track. And instructors, looking for the best up-to-date material to broaden their
students’ learning experience and making learning more interesting, are eager to adopt
interactive learning modules and learning games created by textbook publishers and
other educators, not realizing that the modules and games may not have undergone
rigorous assessment for accessibility. Faculty are also encouraged to experiment with
various learning solutions as new tools and platforms become available. However,
many of the tools and platforms start off as prototypes or start-ups, and were, by design,
developed with a limited audience in mind. While a lot of them end up failing in the
market, some garner sufficient adoption sufficiently to be picked up for use as
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university functions, and only then would the universities discover that these tools shut
out a portion of the population.

In addition, universities are connected to the world and the societies they serve. In
our interconnected world, faculty routinely need to use time-sensitive content not cre-
ated under their control, such as articles, media feeds, free video, discussion forums, and
social networks. These content help students stay relevant and engaged in the subjects.
Many of these content creators are not obligated to provide accessible content, and even
when they are willing to remediate, the delays impede the schedule of the classes. Even
if an instructor follows Universal Design for Learning (UDL) principles in course
preparation, we cannot expect them to be omniscient on handling a current event.

2.3 Knowledge and Skills

The lack of accessibility knowledge is not unique to Higher Ed. Technology companies
in Silicon Valley found that they have, on average, five accessibility specialists to 5,000
technical positions [21]. Universities main information technology (IT) organisations
draw from the same pool and mirror the same distribution as that of the industry.
Universities also face limited flexibility in staffing due to

• Limited budget to fully staff positions and so accessibility skills are either sidelined
or treated as a partial responsibility;

• Lower compensation leading to fewer selection of knowledgeable candidates, and
• Fewer turnovers leading to tendency to stay with the outmoded knowledge and

processes.

Often, the few accessibility specialists working at universities have are spread thin
resource-wise, and can afford only limited time for the high-profile IT projects. They
may only be available for participating in very selected development cycles, and are
only able to conduct the most critical tests. This means a lot projects and functions can
fall through the cracks.

Besides technical staff, universities also deploy a large army of content authors.
These authors can range from faculty writing course material, researchers publishing
findings, administrative staff circulating memos, communicators publicizing articles,
producers editing videos, and service staff updating schedules and menus. Accessibility
is not mentioned as a writing requirement, much less listed as one of their job
responsibilities, and many of them only play author on a part-time basis. Often, they are
not aware of the few steps and choices they can adopt in their processes to create
accessible content when authoring, and end up collectively contributing to a large
amount of inaccessible content.

The last group of university personnel who might contribute to accessibility issues is
the staff member who lacks knowledge on how to handle accessibility or accommo-
dation requests, or the staff member who knows how to proactively avoid such requests.
This covers people responding to help requests, as well as people selecting goods and
services. Having never heard of a screen reader, a help desk staff is unable to direct an
accessibility request to the correct office. Without checking for accessibility compliance,
the purchaser of computer systems would have put their universities in vulnerable
positions when accessibility features are needed. There is at least one lawsuit stemming
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from a faculty misunderstanding and failing to respond adequately to an accommodation
request, and the university having to remediate all their inaccessible systems and con-
tent. (See the complaints and agreements for Louisiana Tech University [22], Miami
University [23, 24], and Pennsylvania State University [25, 26].)

2.4 Policy and Practice

Documented procedures or instructions of how to get things done and moved through a
complex system is a proven method of coordinating standards and setting expectations
for a group, ensuring continuity despite staff turnover, and checking that details don’t
fall through the cracks. Documenting these procedures take effort, and often politics,
and thus is not attempted frequently, and rarely comprehensively.

Compared to other functions of a university, accessibility compliance is relatively
new. Following the process for Title IX and IT security, most universities are still in the
process of determining a policy; finding a way to detect, measure and monitor its
compliance; and planning and training its staff in the production of accessible content
and software, and on responding to requests. Additionally, the university has to plan for
remediating its existing inaccessible content and software. More often than not,
accessibility becomes a risk management issue rather than a civil rights issue, as
universities have to adhere to more than 200 compliance regulations, affecting equal
opportunity, research, financial, admissions, export control, copyrights, and IT [27].

As accessibility touches many parts of a university system, to integrate it into the
university processes means inserting procedures into existing budgeting, procurement,
production, publication, development, auditing, and reporting processes. Each of these
injections minimally requires identifying the appropriate processes, convincing the right
people, securing the funding, planning and writing the procedures, and training the
relevant staff. As a bigger challenge, these conversations have to occur separately at
multiple local levels (school, college, and department), as most large universities del-
egate most operational decision to the deans and unit managers. For example, outreach
messages and video lectures are generally produced by separate departments and
individual instructors, and each of these productions likely published on the individual’s
YouTube channel. While the university’s name may be included when posting, these
YouTube channels are associated with the respective department or instructor, and are
not official university channels that the university is able to supervise. Such is the
decentralised nature of university work. Stipulating that the productions now need to
pay a captioning service or investing five times the length of the video [28, 29] to self-
caption is a major disruption to the production process and budget.

Looking outwards, universities outsource a variety of services and to many vendor
software and personnel who do not need to conform to ADA requirements, and the
burden is on the universities to ensure that they only source from compliant suppliers.
Some of the suppliers have a monopoly in their niche markets and are reluctant to take
on accessibility responsibilities. Notable examples come from publishers of journals,
financial systems, and college applications software. The archives of a major Higher Ed
Accessibility mailing list, EDUCAUSE ITACCESS, indicates that conversations about
vendor product accessibility started in 2007, as early as the list’s inception [30].
Lacking accessible options for its core services, universities turn to managing
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accessibility with short-term workarounds, kicking the proverbial can down the road in
the hopes that there will be an accessible solution when someone really needs this
function. Dealing with large vendors also put universities in weak negotiation positions
—these companies have standard take-it-or-leave-it contracts and non-disclosure
agreements, leaving universities unable to compel the companies to produce accessible
software, nor share the findings of their accessibility tests with other universities.

2.5 Culture

Formalizing processes moves slowly. Changing the culture beneath moves even
slower.

We have discussed how, in a decentralised authority model used by universities,
there is no central gate where Accessibility may be detected and fixed. Unlike ethnics
or women’s studies, disability and accessibility awareness is not specifically introduced
in schools. Most of us are unfamiliar with persons with disability, do not know how to
interact with them, and end up treating them as outsiders or trying our best to ignore
this 19% [31] of the population. While both universities and companies face the similar
challenge of having to train staff, university trainings have to cover a wider spread of
topics compared to a company’s narrower focus on either technology or production.

When we talk about accessibility, the easiest example is, “to enable those who are
blind,” and, unfortunately, faculty has firmly connected “blind” to “disability services”,
with a typical response of, “We have an office to handle it. I don’t need to know nor
worry about it.” Although disability services have overlapping skills with Accessibility,
their main charge is towards individual accommodation, whereas Accessibility is to get
everyone’s material to a minimum standard so that these accommodations may be
made. These messages need to be adjusted to highlight the difference between
Accessibility and Accommodations, and that having accessible material benefits
beyond those who are willing to ask for help.

Other than changing the messaging, any established workflow has inertia and any
changes require overcoming this inherent resistance. It is understandable that adding
Accessibility requirements means learning new things and changing workflows,
thereby introducing complexity to a well-oiled routine. Contrary to what people have
come to believe, this change cannot be passed off wholesale to IT or disability services,
and includes explaining that Accessibility is a shared responsibility that requires
everyone to know and be aware of it. While many universities are working to undo this
established misconception by having supervisors issue directives, establishing peer
pressure, and providing skills training to enable people to be self-sufficient, they are
just taking the first steps towards building this momentum.

Accessibility, like plumbing in buildings or security in IT, is a hidden foundation,
not a shining star that attracts attention. Accessibility is working well when there are
minimal complaints that can be swiftly resolved, incurring no damage to the university’s
reputation. Unfortunately, there is usually not a lot of resources dedicated to support
accessibility work unless (negative) attention has been drawn to it. Accessibility coor-
dinators have to tightly balance resources allocated in each area, and maintain enough
visibility to be on the minds of university administrators and managers for their con-
tinual support.
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3 Short Term Solutions

The spate of lawsuits and settlements between 2014 and 2016 has increased the visi-
bility of Accessibility in the Higher Ed space. Those paying attention took to re-
examining their legal obligations and making decisions about scope and actions. Many
started enacting policies and allocating some resources, often in the form of shifting an
existing staff’s job scope to handle Accessibility part-time. While this quick-fix is a
step forward, often this staff member was left in an impossible position of not having
sufficient resources nor formal authority to be effective. Other universities chose to go
through the formal arduous process of creating official positions and assigning
reporting lines, resulting in the increased number of job postings for Accessibility
coordinator positions observed in 2016 and 2017. This coordinator usually reports to a
committee with representatives from high level of governance. For example, the most
recent settlement with Miami University [32] stipulated three positions to effectively
conduct business—a coordinator/lead, a technologist, and an assistive technology
(AT) specialist, reporting to a University Accessibility Committee, in addition to a
direct report to the Vice President of IT and the Office of Equity and Equal Oppor-
tunity. In other settlement agreements, the coordinators are to have “responsibility and
commensurate authority, to coordinate the University’s EIT Accessibility Policy and
procedures” [33, 26]. That said, it is normal for there to be just a one or two Acces-
sibility personnel covering the responsibilities for all these positions.

In a central position, one of the major projects of an Accessibility coordinator
would be to conduct an inventory of the electronic & IT (EIT) assets residing in both
central and decentralized units. These assets include websites, software applications,
digital documents, instructional material, library journals, and multimedia. The next
step is determining how much accessibility gap there is. This can be accomplished by
running automated scans as well as performing manual tests on said assets. Between
inventorying EIT assets and assessing the accessibility gap, the Accessibility coordi-
nator is able to provide information to each decentralised local unit so that they can
create remediation plans for their different mix of assets, with the understanding that all
current and future projects are to be developed as fully accessible projects.

Most central Accessibility units also act as a university-wide resource by moni-
toring compliance, coordinating training and outreach sessions, acting as consultants
for prioritizing remediation, answering technical questions, performing AT testing, and
helping with user reports of inaccessibility.

Another essential step towards addressing Accessibility issues is to set up a grie-
vance process and make this information publicly available. Having an Accessibility
policy and method for escalating a complaint posted on key university websites, allows
anyone having accessibility problems on any university webpage to quickly get help
and turn the remediation spotlight on these problem pages.

Having set up a way of reporting problems and a plan in place to fix them inter-
nally, the remaining major area which impacts Accessibility is procurement. As the IT
industry matures, universities become more dependent on externally sourced transac-
tional software and services, since it is no longer cost-efficient to maintain an in-house
development shop for something which industry can do cheaper and at scale. When
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Accessibility staff are able to work with various purchasing agents on evaluating the
compliance of each product, they can help strengthen the contract language to compel
the vendor to correct Accessibility defects. More often than not, the business unit
purchasing an inaccessible software has to provide a Equally Effective Alternative
Access Plan [34] on how it intends to respond to an accommodation request. This
makes the business unit aware of that they have a gap in their service and should
choose an accessible product if possible.

The above outlines similar approaches some universities have instituted. Univer-
sities are also pursuing additional separate efforts. For example, the University of
Illinois at Urbana/Champaign builds accessibility scanners [35] and runs both short
technical courses [36] and graduate certificate programs [37]; the University of Col-
orado Boulder has a Universal Design for Learning course [38]; and the Utah State
University has a center on disability, WebAIM, maintaining an extensive collection of
up-to-date information about web accessibility and also provides in-depth training [39].
The University of Washington has a HCI research center on accessible technology [40]
and an NSF funded program, Access Computing, which connect students projects to
persons with disability [41]. Michigan State University has a usability and accessibility
research center [42] and hosts student conferences [43]. Various universities are also
collaborating with their vendors to test vendor products as well as teach vendors how to
design and write accessible products. Yet others are collaborating within Higher Ed to
share product evaluations [44] and engage vendors collectively to have a stronger
negotiation position in securing vendor agreement in supplying accessible products.
EDUCAUSE, a Higher Ed technology association has produced an IT Accessibility
Risk Statements and Evidence paper [45] as an advisory to IT leaders as they make
planning and budgeting decisions.

4 Long Term Solutions

Imagine that we suddenly realize that we have to change our narrow doorway to
accommodate wheelchairs entering the building. We would need to rip out the existing
door, tear down part of the wall, maybe re-route electricals, re-certify the structural
integrity of the building, pay for and re-install a new door, and level or install a ramp in
the entrance area. If only our architect had known that and factored wheelchair access
into the original design and engineering.

We have unintentionally created a culture and system which produces inaccessible
products. It will take years to restructure and re-learn. There are discussions and pilot
projects started to explore viability. We have to address the people, the environment
and the system.

One of the causes we can easily identify is the lack of Accessibility knowledge in
people producing our web and electronic assets these days—programmers, designers
and content producers. It can be traced back to a lack of training and exposure during
their school years and environment. And their teachers were also unaware of this topic.
Currently, there is a joint effort by the high tech industry and Higher Ed called Teach
Access [46] that helps to insert Accessibility topics into the undergraduate curriculum.
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The goal is to train a lot of people to know a little, in addition to our existing method of
training a few people who know a lot. Teach Access is working with standards
committees to clarify accessibility statements in undergraduate curricula, training
faculty, organising student events, and participating in classes. Decentralising Acces-
sibility knowledge will put more eyes and minds in the production process, with a two-
fold benefit that Accessibility considerations may be identified early in the develop-
ment process, and be more effective in using the limited number of specialists for
solving really thorny problems.

Even if not taught as a skill, more exposure to Accessibility as a topic in ethics or
social studies classes will bring awareness and help the students feel comfortable in
talking and caring about the diverse needs of everyone. As institutions for learning,
universities have the obligation and the ideal environment and structure to introduce
social consciousness to both their student and staff.

Another way to make Accessibility widespread is to build it into the system,
making it automatic and thus invisible and natural. With planning and resources,
Accessibility checkpoints may be built into the development life cycle, requiring that
every project include a team member knowledgeable about Accessibility guidelines,
and to get a final Accessibility check before each version is released. Adding specific
Accessibility checklists to production processes will create habits on consistent alt-text
for images and closed captions (subtitles) for videos. Besides having individuals
manually add Accessibility into these processes through planning and checklists, the
tools used in development, project management and content production can have a
significant nudge effect if Accessibility affordances are built in. For example, if a
WYSIWYG editor automatically prompts for alt-text while explaining in its just-in-
time help the purpose of alt-text, it enables the user to consistently provide pertinent alt-
text immediately, rather than returning to add them later.

A third area where accessibility concerns can be addressed requires that universities
treat Accessibility as important as other compliance and risk management issue,
devoting the same executive support and resources to it as IT security, privacy, or
Title IX (discrimination). Moving beyond a single university, universities can also
commit to a collective goal of sharing product evaluation information and allocating a
small amount of resource to establish, manage, and maintain a central repository for the
shared information. Having product compliance information helps each other (a) put
pressure on vendors and, (b) avoid duplicating evaluation efforts. Most of the road
block is not the lack of information, but rather the lack of resources in maintaining a
central repository and the fear of lawsuits from vendors. Very lightweight contributions
from numerous institution will enable a consortium to devote resources in maintaining
a structure to host these findings that can be used by all as reference.

5 Conclusion

Web, mobile and other online electronic information, while still maturing, has already
become the vanguard of equity as our society progresses. Universities are in a prime
position to shape this progress for the better. Accessibility has come far in what it has
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achieved in the past 10 years. If universities keeping building on our awareness pro-
grams and actively including it into our teachings and processes, we are in good shape
towards a more inclusive and equitable society, where everyone of all ages and abilities
can benefit.
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Abstract. We present a first overview with regard to a set of users of inter-
active systems who, by some members of the social sciences, are regarded as
simple goods or customers because of the revenue they generate in R&D
pseudo-projects. Both in the EU as well as in America those “pseudo-projects”
are often totally financed by the public or private sector. Besides, we establish
the north of the compass, looking at a real crossroads that millions of users must
face daily in the view of pseudo scientists who do not have either the theoretical
and/or practical knowledge, nor the competence and human skills in the treat-
ment towards that kind of users. Finally, we explain a set of heuristic techniques
to discover those pseudo scientific investigations, such as the profile of those
professionals not capable of such research.

Keywords: HCI � Interactive systems � Users � ICT � Sociology
Software � Human factors � Evaluation

1 Introduction

Currently, one of the main problems inside of the field of HCI is to detect the real
motivations why certain types of research are carried out, and whether they respond to
scientific or commercial character. These two words are separated by an “or” and not an
“and” which from the point of view of logical programming are two different things and
mark flows that diverge (or) or converge (and). In the case of the field of HCI since the late
90s, there has always been a divergence between the activities onwhich the contents of the
first theoretical, experimental, research and development works should be grounded to
establish the foundations of the labs in the context ofHCI in Spain [1].A “natural”field for
their birth at the time was the multimedia sector with subjects pertaining to dynamic
and static media, usability engineering, hypermedia programming; the evaluation and

© Springer International Publishing AG, part of Springer Nature 2018
M. Antona and C. Stephanidis (Eds.): UAHCI 2018, LNCS 10908, pp. 450–462, 2018.
https://doi.org/10.1007/978-3-319-92052-8_35

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-92052-8_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-92052-8_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-92052-8_35&amp;domain=pdf


auditing of interactive systems; computer graphics and animation among others. These
are all natural domains where a balance between theories and experimental practices
existed [2].

However, in other “artificial” domains, such as a Department of Computer,
Architecture and Technology, in Basque Country, where fields of study range from
disability to the web accessibility, affective computation, augmentative communication,
mobility and manipulation; ubiquitous computing and ambient intelligence, user
modelling and adaptive interfaces, etc. Theoretically, they have a lab for special needs.
Therefore, all that which escaped the pattern of the special needs, had to be physically
destroyed, as the first HCI Lab in Barcelona (Ramon Llull University, 1997–1999)
was, because it didn’t accept the rulings of such pressure groups, having to digest the
“normal” contents to the disabled. This does not mean that the disabled, the children
and the elderly are not important as a subject of study, the very opposite is true. It is
“unnatural” and “ilogical” that they become just a source of revenue ad eternum for the
universities. Besides, it is the population without disabilities who have to work to
maintain all those who are disabled, for instance. When there are millions of unem-
ployed in the local communities, graduates who migrate en masse abroad, closing of
hospitals, cuts in the educational system and a long etcetera as consequence of the
worst financial crisis in the last decades, the priorities in the high centres of study are
others, the focus is, for example, the analysis of the failure of the industrial, business,
financial, educational models, etc. [3].

The first Barcelona lab, without any kind of subsidies, was starting to publish in the
main international congresses such as HCI International, and in the Spanish technical
press. They, after six years since their foundation, see their first works published in the
abc database, considering, on top of that, that they have in their history benefactors
such as banking entities, the ONCE (Organización Nacional de Ciegos Españoles –

National Organization of Spanish blind people), among many others, foundations,
organizations, associations. Faced with the appearance of the first Barcelona lab, rebel
to the dictates of the dictatorial regime of the Basque Country and Lerida, they acti-
vated a kind of national association where the members paid higher fees to the yearly
inscriptions to the ACM or IEEE. Since their beginnings, a retrograde character to the
principles of the sciences could be appreciated, since they were not only secluded in
their regions, as it can be seen in the venues of the congresses they carried out, but also
in the non-incorporation of foreigners at the top levels of the direction. Then, when
from the first Barcelona lab two other associations were activated, with a yearly fee
equal to zero cents of euro and with an international character, automatically they also
became an international association. Regrettably, since the 90s they have kept on
constantly attacking all that they can not control, disseminating in the four cardinal
points the Garduña –it is a mythical secret criminal society said to have been founded
in Spain in the late Middle Ages– Factor or “G” Factor.
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2 The Pink Color of the HCI

The “G” factor has found a great ally in the female sector, hired part-time (female
professors and researchers, etc.) inside the universities, especially in the field of the
European HCI. Although the reality of the feminine presence, according to the “Digital
Equality for Woman?” (www.rolandberger.com) study does not reach 17%, in the
context of the ICTs, in the domain of the HCI, the reality has other negative per-
spectives. In the first place, there is a kind of progressive concentration of powers,
generating a radial structure which transcends the limits of a city, province, region,
state, similar to other destructive structures. It is this kind of structure that allows to
connect with other radial structures of stars in the field of HCI with the European
peripheral areas from a geographical point of view such as the Scandinavian peninsula,
the Iberian Peninsula, Italian Peninsula, etc. Here is the reason why the interest towards
the disabled spreads quickly to other academic realities in the old continent. These
female researchers, professors, etc., have an interest in the underdog sectors of the
society; the poor, blind, elderly, children, etc., with their peers and colleagues, usually
have a radicalized source of exclusion, with which they slow down the obtainment of
neutral and objective results in the HCI. Besides, they favour the endless width of
topics that must be addressed in the disciplines related to the HCI, but they are always
related to the fashionable topics: smart cities, robotics, big data, etc., that is to say, the
goal is to be part of some paneuropean project for the financial resources. However,
those eventual advances can not solve the real problems that suffer millions of disabled
people in the Old Continent. For instance, the prehistoric equipment they have in the
Lombardy region to move ancient people with disabilities (elevator for the mobility
impaired, orthopaedic beds, etc.) where the term “electronic engine”, and its application
in the devices of the Fig. 1 do not exist yet neither for the manufacturers nor for the
health ministry.

The Fig. 1 denote that there is a gap between the daily reality of the disabled and
the solutions proposed from the ICTs sector. That gap is the European pink mirage that
exists between the HCI, ICTs, and all children, young people, adults, elderly people

Fig. 1. Elevator for disabled people (patients reject its use because of its discomfort), a
prehistoric orthopedic beds, with manual elevation, and walker for elderly people (they find it
impossible to use because of the weight and dimension of it, which does not fit the standard doors
of the rooms).
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with disabilities, accompanied by their families, who must face alone, a daily life where
the advances of the latest technologies are light years away, at the moment of making
simple physical movements, for example.

3 A Profitable Hexagon in Times of Crisis

At the end of the first decade of the new millennium erupted the global financial crisis,
where computer science in the bank management systems have only served to enhance
it, since the human controls haven’t worked [4, 5]. Since then, very little research has
been carried out in the main magazines, journals, proceedings, books, etc., related to
computer science, software engineering, systems engineering, human-computer inter-
action, etc., that has addressed the consequences of putting software and hardware
instruments with low costs and even free, to damage millions of human beings in the
Old Continent, after the two world wars of the 20th century [3, 4]. From then on, the
welfare state of the EU, founded on the pillars of education and healthcare, became the
target of constant cutbacks, of the local, provincial, regional, national authorities, etc.
A group of university professors, hired or not, with partial time dedication or full time,
graduated in mathematics, physics, fine arts, audiovisual, computer science, etc., see in
the disabled, the elderly and the children the panacea to obtain financial resources and
overcome the worst years in the context of R&D, research and teaching in Europe after
World War Two. They have focused their action on the HCI hexagon: HCI; Mass and
New Media; ICTs; Children, Older and Disabled Users; R&D Financing (banking
foundations, European social fund, national ministerial aids, etc.), and International
Events (Fig. 3).

Fig. 2. Electoral poster (pink) of the Italian health minister (2013–2018), main responsible for
the distribution of non-ergonomic and prehistoric devices for the physically disabled people.
(Color figure online)

Fig. 3. A Profitable hexagon in times of financial crisis.
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3.1 Human-Computer Interaction

One of the hypocritical sentences that are generally repeated in the context of the HCI
when something does not work correctly in an organization, association, foundation,
etc., is “we are working non-profit”. In that sense, the user must analyze if these entities
related to the HCI, user experience, virtual reality, computer and/or video art, etc.,
charge or not a monthly, quarterly or yearly fee to belong to such entities. If the answer
is affirmative, these entities are for profit, regardless of what their online by-laws,
ethical codes, and other masks establish to hide that their final purpose is not research.
For instance, when one of those members deposits one, two, three, four, five or more
millions euros received in European subsidies for an alleged R&D project in a bank
branch or a savings bank, axiomatically, those who sign such a project will enjoy a
myriad personal benefits from the financial entity, especially in the countries in the
south of Europe.

These financial benefits and economic advantages rank from the obtainment of
personal loans, credit cards, goods and/or services for the home, the office, etc. down to
holidays, health insurances, etc. Benefits that are increased exponentially if the leaders
of said projects reside a few kilometers away from tax havens such as: Andorra,
Cyprus, Gibraltar, Switzerland, Luxemburg, etc. Consequently, the term “non-profit” is
false.

3.2 Mass Media and New Media

The media are essential achieve a goal: “Everybody talks about them”. It is an
expression that allows to establish agreements with universities, research centres, etc.,
within and without the European borders, without paying attention to the curriculum of
the members. Simultaneously, that sentence shows the existence of an authoritarian
system in the management and control of the social information, emulating the
mechanisms and strategies used by Goebbels to generate unidirectional contents. These
mechanisms have been fostered for decades in public universities, such as UPF
(Pompeu Fabra University), UPC (Polytechnic University of Catalonia), URV (Rovira i
Virgili University), UAB (Autonomous University of Barcelona), etc. But some of their
professors in the areas of computer science, audiovisual, ICTs, etc., function as a
corporation of individual societies inside the university structure. Under that educa-
tional antimodel, as for example in UPF, the professionals of TV3 in Catalonia are
trained [6]. In other cases, those unidirectional, vertical, dictatorial mechanisms only
need a year, such as in the case of the Radio Télévision des Mille Collines (RTLM) in
Ruanda (1994). Those media, with only 12 months of functioning, was mainly
responsible for one of the greatest genocides within the African borders (the fratricide
between hutus and tutsis, caused almost a million of dead and wounded).

These mechanisms are present in some Catalan public universities when advertising
turns into propaganda [6] and invites the registration of students in their offices, since
they are guaranteed in advance the publication of their scientific works in journals,
books, conferences, etc., with “A” category. Besides, those students who contribute
more money to the coffers of those study centres, will have the possibility of publishing
even in the MIT (Massachusetts Institute of Technology). A way to synthetize that
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negative reality related to the HCI is the slogan that they use: “Study with us because
we offer you the possibility of publishing in ACM, IEEE, Elsevier, etc., and even
MIT”. This example of “propaganda strategy” inside the HCI is not only based on the
manipulation of information in the 21st century but also on Goebbels’ mechanisms [6].
Besides, the MIT and other entities, public, private or hybrid, are represented as a space
where “anything is HCI”, being related or not to the children, the elderly, the disabled,
the poor, among other groups of the marginalized or the socially excluded. The damage
inside the main and secondary goals of study as HCI discipline and their interrelations
in areas such as: ICT, Artificial Intelligence, Augmented Reality, Virtual Reality, etc.,
is immeasurable. The same happens to the future professionals in such academic units,
in which they have not been trained, but rather deformed. An iconic analysis in the
social networks of the authors of that deformation, such as Wikipedia, Facebook,
Linkedin, can be seen behind a microphone, a video camera, surrounded by students,
with their arms crossed to show their muscles, etc. In other words, it is the latent
manifestation of the dynamic persuader [1].

3.3 Information and Communication Technologies

ICTs are a constant source of changes which have spread throughout the university
centres of our planet. In some of them we have seen how some teachers have gone from
nuclear engineering to hypertext, from multimedia to usability engineering, from
museums to interactive communication, from smart cities to robots for autistic children,
blind, etc. This is a “weather vane” phenomenon, which shows the direction where
money is available in the Old and the New World, without being interested in estab-
lishing research lines or work teams that are serious and lasting in time.

They have seen in the HCI context an ideal territory to change as many times as
necessary. Regrettably, those patterns of behaviour that seriously damage the HCI
discipline and all its derivations are now exported within parochialism and foster the
Garduña factor in the education and the scientific research in the next decades. While in
many centres of technological excellence they require the presence of mathematicians,
computer scientists, electronic engineers, audiovisual artists, etc. [7], where the former
know how to create algorithms and solve equations, the latter are supposed to program
with the latest programming languages, and the third group knows how to create
electronic circuits, and the fourth group knows how to make computer animations, etc.,
in the centres related to HCI, User Centered Design, User Experience, Usability
Engineering, etc., in the south of Europe.

The members who hold the four previous degrees (graduates, engineers and PhDs)
do not know how to carry out in an autonomous way not a single one of said operations
[3]. They only try to be the heads of the technicians, directors of doctoral theses, to get
and manage the funds of the financial subsidies, etc. A reality which is represented in
the ads that appear on the online websites, requesting qualified staff (i.e., http://acm-
sigchi.1086187.n5.nabble.com, https://research.cs.wisc.edu/dbworld/ browse.html).
The problem is that these new centres grant fast degrees, without the future profes-
sionals having enough theoretical and/or technical knowledge, as it has happened in the
digital arts, multimedia engineering, usability engineering, etc. That is to say, “few
Indians and many chiefs”. The interested reader can consult the following bibliography
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[1, 2, 8] to learn the techniques used since the late 20th century. They remain in place
in the Catalonia university centres which are referenced in the bibliography.

Undoubtedly, it is complicated to be acquainted with the latest technologies, since
the changes that affect millions of potential users of the interactive systems are gen-
erated by the minute. Those who realize the projects related to a myriad of applications
in software and hardware (programmers, systems analysts, electronic engineers, etc.),
stem from the so called emerging countries, from the economic point of view, such as:
Argentina, Brasil, China, India, South Africa, Turkey, among others. In many uni-
versities in the south of Europe, that staff are hired on a limited time basis, and as a rule
their names do not appear in the works published in the format of papers, demos,
research-in-progress, theses, doctoral theses, etc. Just a few of those names are in the
acknowledgments section. However, it is those people who really turn the sketches
drawn on paper into accessible interactive systems.

3.4 Children, Older and Disabled Users

Traditionally, the profile of the end users of off-line hypermedia systems in the 90s,
where the disabled were not included, but the children, teenagers, young people, adults
and the elderly were, could be classified as occasional, intentional, expert, and inex-
perienced and intentional users [2]. Profiles, professional experience and preexisting
knowledge in the use of the multimedia systems can be summed up in the following
way:

• The eventual users consulted the system only once, as in the case of a catalogue
offering products or a tourist information point. The time it took them for the use of
the system was less than an hour and they had no prior experience in multimedia.

• The intentional users are interested in the subject of the application and seek to go
deeper into it, for instance, the scientific encyclopedias. The time available for the
use of the system was short (between 1 and 3 h) and they had previous experience
in the use of the multimedia systems.

• Experts, researchers on the content of the application, whose planned time was
unlimited, and with previous experience in the use of the multimedia systems, for
instance, educational contents for the learning of mathematics, chemistry, etc.

• Inexperienced and intentional, basically students who do not have previous expe-
rience in the use of computers but denote a great interest in learning, and therefore
the time for the use of the system was unlimited.

Starting from multimedia in mobile phones, this classification was rendered
obsolete, since the access was for all kinds of users. The disabled users, together with
children and the elderly, became, after the financial crisis of the new millennium, a
center for obtaining European subsidies, in a myriad of R&D pseudo projects. In order
to get these subsidies, it was necessary to establish the “good or ideal links”, or “la
cordata buona/ideale”, as they say in Italy. That is to say, an interrelation among
friends, in order to exchange favors, ranging from the approval without significant
controls of the works in the conferences, workshops, etc., in their doctoral students to
the obtaining of international scholarships within and without the European Union, to
mention an example. As a rule, departments from countries in the north of Europe
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interrelate with those in eastern and southern Europe. For instance, some research
centre from the Scandinavian peninsula, with some department of computer science,
audiovisual, systems, etc., of the Iberian Peninsula or Italy, with a sciences faculty in
the eastern European countries. This geographical triangulation is the source of a
myriad of financial resources in the euro zone, in order to, theoretically, allow access to
the new technologies for the blind, the autistic, the epileptic, etc. Some of these centres
are to be found in Barcelona, Milan, Trento, Turin, Pisa, Graz, Valencia, Palma de
Mallorca, etc., cities where finding non-transparent people for financial links or
“cordata buona/ideale” is a common denominator. An example of a pseudo project of
video games within the HCI context (zero aging projects), with the elderly, for “a
positive aging”, can be easily detected through the social networks, such as are the
Figs. 1 and 2 from YouTube. It has its genesis in the ICTs department (Universidad
Pompeu Fabra, in Barcelona), where the experiment is carried out in a neighbourhood
association of Barcelona (Fig. 4).

In the video it can be seen that not all the participants are elderly, since there are
adult and young people. Besides, the hardware is not homogeneous, that is, the
monitors, keyboards, computers, etc., are not all the same, with which the value of the
results of the experiment is equal to zero, although the goal is to carry out videogames
to improve the physical and psychosocial wellbeing. Besides, in Fig. 5 it can be seen
how the local research centres, their foundations and the banking entities interrelate
among each other to get resources. It would be interesting to analyze in the financial
entity all the disasters caused to thousands of families in Catalonia, with or without
disabled, by offering them money and credit cards without collaterals, before the crisis
and how, later, those families have been destroyed through the loss of jobs during the
financial crisis.

The issue of the video games has been, is and will be a kind of magnet to attract
financial funds from the off-line multimedia to the collapse of the virtual companies at
the start of the 20th century (the only sector which kept on growing in the field of the
multimedia firms in Europe), and now with artificial intelligence or the robots for the
autistic, as it is the case with the labs/centres HOC, and I3Lab of the Polytechnic of
Milan (Fig. 6). They, together with the UPF, make up two nexus of the “cordata ideale

Fig. 4. Different kinds of keyboards, monitors, mice, etc. where adults and elderly are mixed.
The results that can be obtained from the interaction with the computer are of zero value, since
the hardware is not homogenous. Besides, two users per computer where no innovation of the
project can be seen, since two adult people, not old, are interacting with Facebook.
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sui generis”, for the obtainment of European financial funds in pseudo projects, whose
results can already be read in their titles, “zero”, but with high costs for the community
that pays those officials for life, in the educational and banking institutions [3].

3.5 R&D Financing

Without any doubt, the elasticity now offered by the limits of the HCI sector, the new
technologies, joined to the disabled, elderly and children, for example, makes all these
interrelations, current and future, become a kind of crossroads of topics which are ideal
to get funds from the city councils, associations, foundations, universities, health,
education, science and technology ministries, European funds, international agreements
and a long etc. The interest does not lie in the content, the seriousness and the con-
tinuity in the lines of research, but in the constant flow of financial funds in the public
institutions such as the universities, even though some of them work like real corpo-
rations in the South of Europe.

This functioning is not a consequence of the financial crisis of the new millennium,
rather it already existed in the past century, principally, in those ex-university institutes
of the audiovisual (IUA – UPF), which nowadays are ICT departments, as it can be

Fig. 5. Research centres and foundations which collaborate in the whitewashing of the image of
the financial institutions (la Caixa or BankCaixa) who have caused a plethora of irreparable and
unforgivable damage to the neighbours of the community: children, elderly, families with
disabled people in their charge, unemployed, etc. Besides, the dynamic persuaders and their
eternal need to appear in all the media at their disposal (i.e., the portal of Catalan research).

Fig. 6. Just the same as in the UPF in Barcelona, in the I3Lab, Polytechnic of Milan (Italy), they
also need the media for the diffusion of the university agreements signed with the USA, EU, etc.,
when from the labs they refer to the autistic children and the making of the first experimental
prototypes of robots (www.ilfoglio.it).
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read in Catalan: “El finançament extern provindrà dels convenis i contractes que signin
l’Institut i els seus investigadors amb entitats públiques o privades per a la realització
de projectes d’investigació, de producció experimental, de docència o de serveis”,
which translates into English as: “External financing will come from the agreements
and contracts signed by the Institute and its researchers with public or private entities
for the realization of research projects, of experimental production, teaching, or ser-
vices.” This model of Catalan external financing has spread little by litle to those
centres that work with the elderly, children and disabled in the Basque Country,
Zaragoza, La Rioja, Castilla-La Mancha, Valencia, Majorca, Málaga, Madrid, Tenerife,
etc. Later on, through the agreements or research projects in topics related to the HCI in
Europe: Portugal, Italy, France, etc., in Latin America: Cauca (Colombia), Valparaíso
(Chile), Puebla (Mexico), La Plata (Argentina, LIFIA), Río de Janeiro (Brazil),
Asunción (Paraguay), etc., and in the USA: Indiana University, University of Iowa,
Georgia Institute of Technology, etc. In short, absolute freedom to sign agreements and
contracts, while the academic issue; the lines of research to be followed in the short,
middle and long term; the working future of the students, etc., were totally
marginalized. In the portal www.pirateando.net some of the main consequences of this
financing model can be seen. Besides, in the R&D pseudo projects where people with
disabilities are included who have as sponsors or partners the financial, banking,
government institutions, etc., the goal are not the scientific results, but rather an
institutional whitewashing (la Caixa, see Fig. 5) tending to recover the credibility of
their activities and/or functions with regard to the local population. A population that
has seen the digital divide increase in the last decade, due to the impossibility of
updating to the last generation technological devices for economic reasons.

3.6 International Events

One of the ways to reinforce the distortions in the context of the HCI and the disabled,
children and elderly is through the control of the associations, conferences, publica-
tions, etc. akin to those issues. We can see how a university department (ICT - UPF)
controls indirectly the actions of an association (AIPO, in Spain) obtaining, in
exchange, that every year, the works of their students receive awards. Obviously, these
are manipulated prizes, of which the results are known beforehand [8]. However, those
associations, universities, professors, students, etc., exert a despotic control inside the
national territory, with international interrelations through the influence exerted on the
final publications. These publications can derive from conferences, proceedings,
journals, books, etc. Everything that escapes the control of the pressure groups must be
destroyed. One of the sentences that rule those pressure groups is “Your enemy is my
friend” and/or “They quarrel with everybody”. The techniques used are variegated.
Some brief examples are:

• The Trojan Horse: inclusion in the scientific committees of people who do not
participate, promote, etc., the event they have joined but devote themselves to foster
rumours, circulation of false messages, smearing the members of the scientific
committees, etc. It is not easy to detect them since these are tasks that require
months or years of observation.
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• Send messages of false regrets to the members of the high scientific and/or pro-
fessional level, with the purpose of causing troubles and that those members drop
out of the committees.

• Duplication of the scientific committees. In Portugal, some associations belonging
to the ICTs (IADIS – www.iadis.org) dedicate themselves to sending messages to
the members of scientific committees of similar events so that they join their events,
with which clone committees are generated. The only solution is to eliminate from
the original committees the members who have been cloned.

• Agreed approval and unilateral disapproval to take part in the committees of the
events ad pc members, associate chairs, etc.

• Invitation to the keynotes to participate in seminars, informal talks, etc., on the same
days and places where the conferences, workshops, symposiums, etc. will take
place. The consequences are that the program of the event loses credibility because
the previously announced keynotes are not present.

• Inclusion of research works which will never be referenced and whose main topics
are related to sex, religion, marginalization, etc.

• Sending works for their evaluation and later publication in other events or scientific
publications in other events once the corrections are made.

• Emission of global messages in the specialized portals and in the social networks
instead of previously using the personal or private communication channels, such as
the electronic messages.

• Boycotting the participation of non-controlled events and without “G” factor of the
professors, researchers, students, etc., through a retaliation system which ranges
from the renewal of work contracts, scholarships, etc.

• Blocking access to universities for the celebration of congresses, symposiums,
workshops, etc., even paying rent for the use of the facilities.

• Raising the levels of human distance among the participants, organizers, secretaries,
etc., in view of the constant attacks received.

• Discouraging the organizers, secretaries, collaborators, etc., through constant jokes,
mockeries, and false victims of actions or non-existent situations, of the potential
participants, whether they are authors or not.

• Pursuing and replicating of promotional messages of calls for papers inserting
similar ads, often immediately. The authors of those illicit actions are rewarded
inside the group of the local and/or international Garduña, since they appear in the
scientific committees. Some examples are the cycles of events under the following
acronyms: Interacción (AIPO, Spain), AVI (Polytechnic of Milan, Italy), etc.
A study in depth of such delinquent actions can be checked in the following
website: www.pirateando.net.

• Disapproving the sponsorships, partnerships, etc., that are non-profit, such as those
coming from association such as ALAIPO (www.alaipo.net) and AinCI (www.
ainci.net), slandering and offending the members of the committee because theo-
retically they do not belong 100% to the HCI sector. This behaviour denotes the
presence of the Garduña factor as can be seen in the Fig. 7.

This “neutral” evaluator from ACM SIGCHI, appears as a committee member for
Interaction South America (ISA 2015), Córdoba, Argentina (November 18–21, 2015),
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carrying out a similar international event in the same place and on the same days: 6th
International Conference on ADNTIIC 2015, Córdoba, Argentina (November 18–20,
2015). Illegally, counteracting another that is carried out every year in the same city
and on the same dates. Besides, it is not feasible that the ACM association grants two
sponsorships when there are so many coincidences. This is an example of Garduña in
the HCI sector, immune to the scientific community and which in its multiple
destructive activities is also related to the disabled [8].

4 Conclusions

In the research work have been established the first contextual interrelations of the
studies carried out under the notion of HCI with children, older and disabled in the
south of Europe, and with links in the American continent. Besides, a new strategy has
been used of telling factual realities through the use of sentences, which have been
compiled through the direct and indirect observation in the works indexed in the online
databases. Simultaneously, the current role of the women who are involved, belonging
or not to the fields of the ICTs and HCI. The role of women has been verified in the
current study. Although the role of the European female workers in the companies
specialized in information technology, telecommunications, electronics, robotics,
among others, does not go beyond 30%, exceptionally, their power of influence and
decision in the field of the HCI such as: establishing the lines of research to be
followed, the granting of financial aid, the signing of agreements between centres of
higher education, is currently superior to masculine clout. Especially, when they have
the possibility of developing R&D, teaching activities, etc., part-time or temporarily
hired. Besides, it is easy to see how they switch from hypertext to children with autism,
from web engineering to robotics, from museums to HCI, etc. A first hexagon with real
and verifiable examples has been presented to be considered attentively, at the moment
of studying the triad of children, older and disabled. The current hexagon will be
transformed into a dodecagon in future research works, becoming a guide for students,
professors, researchers, experts in ICTs, designers of interactive systems, etc. Finally,
through the description of the analyzed real cases, it has been demonstrated how the G
factor distorts the domains of natural study belonging to the whole of the HCI and all
the elements that make it up.

Fig. 7. Who disapproves the sponsoring of the international association ACM (SIGCHI)
belongs to the aeronautic sector [9] but evidently he has received the order of the pressure group
that appears in the organization of AIPO - INTERACCION 2015, ISA 2015, etc.
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Abstract. We present the first results of a heuristic-diachronical evaluation in
the sector of the scientific publications related to human-computer interaction
and computer science, tending to distort the main goals of the formal and factual
sciences and the social communication in the scientific context of the new
millennium. We also present the human-social factors and the strategies used to
increase the gap between the sciences, the mercantilism and scientific elitism.
Finally, a first vademecum has been generated of the components that must be
considered at the moment of choosing a publisher and/or interrelating with an
editor of scientific information in the context of the new technologies, computer
science, human-computer interaction and all its derivations (i.e., big data,
semantic web, artificial intelligence, web of things, web composition and
mashup, etc.) in the next decades.

Keywords: HCI � ICT � Human factors � Editorial � Publishing
Mercantilism � User � Evaluation

1 Introduction

The last decade of the 20th century has brought a revolution in the publishing sector,
switching from the analogical support (paper) to the digital support (off-line and
on-line). During that timeframe, the publishers have had to adapt their manual work to
the use of computers, resorting to compact discs (CDs) as a means of information
storage. It is in the use of this new device where the intersection between the masters of
the graphic arts of the paper support with a long experience in typography, use of
colours, advertising, etc., and the computer science and electronics experts is generated.

In other words, the CD signaled the start of that revolution where for the umpteenth
time it was proven: “The hardware is always ahead of the software.” It was at the time
when there was a switch from hypertext to multimedia and hypermedia, across the
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different supports of off-line digital information, that the CD-ROM (Compact Disc –

Read-Only Memory) became the most widespread, i.e., homes, universities, industries,
etc. however, already at that time, wild mercantilism existed in the computer science
teaching environment [1]. That social factor made that in the European context the term
“multimedia” was often mistakenly linked to CD-ROM. From its origins not all the
interactive multimedia has the CD-ROM [1] as support. Annex #1 presents a short
technological-historical description of the CD-ROM with relation to other information
supports in the first half of the 1990s.

The different formats and devices in which analogical information could be stored
(drawings, graphics, maps, etc.) in digital format, for example through the use of
scanners, generated a split between the professional technicians/engineers (computer
science experts in the Iberian Peninsula and electronics in Italy) and the creators
(graphic arts). It is important to stress that the graphic arts are not a synonym of the fine
arts. Although the latter have also participated in the production processes of the
off-line interactive systems in the 90s, they erroneously, replaced the traditional masters
of the graphic arts with those who only devote themselves to video, bringing about a
destruction of originality and/or creativity, and a promotion of plagiarism in Spain and
Portugal.

This split would persist across time and entail having a large team of workers in the
same physical space but separated from each other, making the first interactive mul-
timedia systems in CD-ROM support aimed at education, culture, medicine, cartog-
raphy, entertainment, etc.

2 Editorial Work, Digitalization and Interactive Systems

Novel interactive systems, where the static media (texts, pictures, sketches, etc.)
dominated over the dynamic ones (audio, video, 3D animation, etc.) were mostly
shipped on CD-ROM. The access speed influences the quality of synchronicity of
audio and images of the animation and/or video. This is one of the reasons why the
display of the first contents of dynamic media (1995) only took a small space on the
screen.

In this digitalization process of the information, the graphic arts sector had to be
updated quickly in view of the momentum of the multimedia systems, not only in the
transfer of analog data to the digital ones for printing, but also for interactive
audio-visual experiences. That is, computer science had to be included in the pro-
duction process, and simultaneously, orient creativity towards the audio-visual. This
phenomenon brought about within the creative process of typography, for instance, the
need to learn the use of computers and their matching commercial applications to
generate images in 2D and 3D, such as Photoshop, Corel Draw, AutoCAD, 3D Studio
Max, Macromedia Director, etc. In that context, usability engineering [2] has been very
important, especially for the use of those applications, for users with scarce or no
knowledge in computer science.

However, not all the members of the graphic arts, with or without college educa-
tion, but with decades of working experience, went over quickly to the computer
science context. These changes entailed costs in the purchase of software, hardware,
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training of the staff, work space, etc. which had to be covered 100% by the small
graphic arts entrepreneurs. Costs that were shortly remarkably reduced with the
democratization of the Internet (1995–2000), which allowed the long distance work of
the designers, illustrators, writers, etc.; the adaptation of the design in 2D and 3D for
the group work online; the rise of free software; the reduction of costs of the com-
ponents of the multimedia hardware: audio cards, memories, storage units for the
digital information among other peripherals (input and/or output devices), etc.

Other specialists of the graphic arts, in contrast, resisted for years to the use of
computers and kept on working on paper, until they adapted to the digital demands of
the market or decided to change their working activity, thus losing an incalculable
human capital of experiences and knowledge in the domain of the graphic arts. Here is
one of the reasons why in our days there are myriads of containers of multimedia
information in different mobile and interactive communication supports, which go from
the iPhone to the PCs tablets, but they lack the contents, like those that were carried out
in the analog support, where creativity and originality were the common denominators,
especially in the educational and scientific fields, stemming from the sector of the
analog graphic arts.

3 Authentic Publisher Versus Mercantilist and Unqualified
Editor

One of the goals of the 90s was to turn every computer user into an editor of multi-
media content. In that sense, and within the evolution process of the hardware of the
personal computers, in the decade of the 90s, they incorporated graphics accelerator
cards, outputs for speakers, microphones, CD-ROM/DVD readers, etc. From that
moment on, the user had access to the multimedia/hypermedia interactive communi-
cation. The computer market opened to the demand for interactive multimedia prod-
ucts, such as encyclopedias, commercial catalogues, touristic information, videogames,
etc. That rise in demand entailed generating a new kind of professionals, where an
intersection between the formal and the factual sciences would be generated. That
novel professional profile was the result of quality attributes, metrics, techniques and
evaluation methods of interactive multimedia, etc., which allowed to set down the
theoretical bases and which opened a new stage in the evolution of the software, toward
quality in interactive communication or the era of communicability. In this regard the
interested reader can look up the following bibliographical references to know the
genesis of this new professional era in the sector of the quality assessment of software,
interaction and design, interactive systems and human-computer interaction.

This new professional field represented a balance between the formal and factual
sciences, and allowed to confirm the premise enunciated by Landow [3], that user left
its passive role in the communication process and went on to generate/edit multimedia
contents. In that process, the knowledge and/or experiences that editors had to gather
started from the principles of the traditional graphic arts, on to computer science,
passing through social communication. In the latter it went from literature, sociology,
psychology, cultural systems all the way to logical programming and the epistemology
of the sciences, to mention just a few examples. However, over time, in the new
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millennium, it is easy to see how the ideal of a balanced profile has been eliminated in
the context of the editorial management skills; improving authors satisfaction; index-
ing, marketing and production for scientific editions, operational supervision of con-
ference proceedings; development of the data publishing workflows; etc., into data and
software publishing; MOOCs (Massive Open Online Courses); computer sciences, HCI
(Human-Computer Interaction) and all its derivations, etc.

The wild mercantilism in the educational and scientific context of the computer
sciences, HCI, ICTs, (Information and Communication Technologies), etc., publishing
in the new millennium has generated new professionals within the field of the formal
sciences, where the mathematicians, physicists, industrial engineers, nuclear engineers,
aeronautical engineers, management engineers, etc., claim to stand at the top of the
disciplines that make up HCI – that is, superior to the specialists in social communi-
cation, sociologists, designers, etc. This distortion between the sciences contradicts
each one of the principles of scientific knowledge and factual sciences, such as: sci-
entific research is specialized; scientific knowledge is clear and precise; scientific
knowledge is systematic; scientific knowledge is predictive; science is analytical;
science is open; science is useful; science is explanatory; etc.

This phenomenon of the wild mercantilism in the European Union has been one of
the consequences of the reform of the university educational system in the new mil-
lennium where the macro statistic factor has prevailed. For instance, the total number of
graduates, engineers, PhDs, etc., from each one of the member states; the migratory
movements within the euro zone of the different graduates, etc. That is, there was a
need to quickly increase the number of college graduates, irrespective of the com-
patibility of the studies carried out, and then their future workplace. It is a phenomenon
of wild quantification to the detriment of the local and global society. Two examples
analized of those adulterations in the education and with its consequences in the
progress of the sciences for the common good of the global village. The first example is
to be found in Barcelona (Spain) and the second one in Trento (Italy).

In Barcelona a public university education antimodel, called: “Meteoric System in
University Degrees” (MSUD) [4], was created to obtain college degrees, bachelor’s
degrees, masters, doctorates. The model was situated between the formal and factual
sciences and allowed its graduates to get high positions in private companies (see
Annex 1#). The Department of Information, Engineering and Computer Science –

University of Trento, for instance, allows that the ex-URSS students, without knowl-
edge of the Italian language, earn the places for the realization of doctorates and
post-doctorates in an European record time: Six years between the university of Trento
and the Bruno Kessler Foundation (the top directors of both institutions are husband
and wife), and simultaneously, directing European projects, overseeing theses, teaching
subjects, etc. That is, the Italian and Belarussian version of MSUD.

The converging points of both cases are: The alleged belonging of those university
training centres to the national network of excellence; the overblown narcissism in the
social networking; the zero credibility of the contents of their CVs (since not even the
best robot could develop so many activities simultaneously); the interest towards the
publishing sector, in order to exploit from the personal and private commercial point of
view, leaving aside the sciences; the desire to destroy all that which escapes their
control; the need to access and manipulate the contents of the traditional

466 F. V. Cipolla Ficarra et al.



communication media, mainly the specialized press, educational television, etc., ori-
ented toward the new technologies, since they are sources of additional financial
resources, personal promotion, etc.

Clearly, those educational centres do not respect the constitutional rules of the state
where they are located, such as the minimum knowledge of the official language to
access the places of the university students of the third cycle as well as getting a
university degree, for instance. Apparently, these factors are not considered at the
moment of establishing the ranking of the universities, where many centennial athe-
naeums, which have Nobel Prizes among their members, occupy lower places to those
recently opened.

Besides, we have the negative aspect of the activities of editors of online contents,
since in both cases they enhance the scientific decay in the 21st century, such as the
attacks on international websites. [5] That is to say, those graduates of the Meteoric
System in University Degrees, instead of communicating through the private channels
(email, fax, phone, etc.) as in the case of the employees in the German publishing house
(Springer, computer science area), who in the summer vacations period and without
any warning, issue destructive messages on websites of the international computer
science community to eliminate the groups of scientists which, without any subsidies,
devote themselves to the dissemination of the sciences through symposiums. work-
shops, conferences, etc., for decades. Obviously, the main goal of that destructive
behavior is to gain quick visibility and free publicity in the social networks, both by
that who commits the vandalic act (who is immune to the current European legal
system), as those who support him/her. That is to say, the tiny university community
where they give out college degrees, and who allegedly belong to the educational
excellence of the Old World.

Although those facts are of public knowledge, the international community of
computer science and human-computer interaction professionals, for instance, accepts
that kind of behaviour, thus granting immunity to those who violate the freedom and
the dignity of the local, regional, national and international scientific community.
Historically, HCI is helpless to generate reactions in view of a degradation of the
quality of R&D (research and development), education, transfer of knowledge, etc.,
which are daily subdued by certain groups, anonymous or not. These negative
examples, which belong to the domain of the human and social factors, in the context
of the ICTs, not only have distorted the role of the scientific editor, but it also threatens
the future of the freedom of access to the online information, whether it is multimedia
or not.

4 Database Indexes, Queries and Business

One of the biggest current businesses of the publishing houses in the sector of the
sciences is the indexation of proceedings, journals, magazines, books, etc., in the
private, public and hybrid databases. That is to say, big data, web engineering, artificial
intelligence, security, hardware, etc. [6–12]. Many of the public databases work on the
servers of the European universities, for example, and they are maintained by the direct
and indirect taxes which are daily paid by all the citizens of those European
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communities. In some areas of the industrial sector, the top heads of the offices of
computer services dedicate themselves to make listings for the marketing department,
sales, general management, etc., through the queries. In other words, they work with
the logical programming and some applications such as: Access, Excel, etc., to print or
display on the computer screen the results obtained from the information stored in the
database. These operations have been going on for five decades, throughout the last
century.

The Internet and social networks have opened a new market to try to exert their
influence on the final user in the purchase of goods and services. Certainly, the
indexing services of scientific information are not excluded from such reality. Simul-
taneously, we find ourselves confronted with the fact that the university reforms of the
new millennium in the EU oblige professors, researchers, etc. to a minimal yearly
production to meet a series of final requisites, among them the indexation in academic
databases in the formal and factual sciences. However, this action in computer science
entails several rhetorical questions: Who controls those in charge for indexing? Is the
training of the controllers serious? What is the manifest behaviour in the social net-
working of those individuals? What is the cost of the publications per indexed pages? Is
all the scientific knowledge of the 20th and 21st centuries indexed? Is indexation
synonymous with quality and originality of the content? Is the freedom of the sciences
in danger? Who evaluates the editorial evaluators? Does indexation eliminate the
power groups in the academic context? What is the influence of the Meteoric System in
University Degrees on publishing houses? What to do if one receives attacks from the
members of the editorial team? How can one prevent and legally protect oneself from
the cyber destroyers in the context of the scientific editions? All these questions show
the existence of a new business in the context of the web engineering, foundational
models for big data, mashup quality assessment, smart cities, users with special needs,
aimed at scientific publications.

5 Towards to a First Vademecum

We are facing a phenomenon that grows exponentially and for which there is no legal
protection and where the law of silence prevails [13]. Given such reality, it is necessary
to take into account the following considerations which make up a kind of first
vademecum:

1. Analyze the CVs of those who are included by the publishing companies as heads
of the collections, especially in the computer science context, and the ICTs, when
higher education is carried out in the same college centre or organizations or
foundations related with each other. Usually, they musn’t be carried out within the
same educational structure, the training in masters, doctorates, and post doctorates,
since that shows the presence of a Meteoric System in University degrees. The
training trajectory should be carried out in other centres to enrich and increase the
different points of view about the topics on which the training of the future pro-
fessionals are focused.
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2. Investigate the working experience of the publisher in graphic arts. If the previous
experience in the sector of journals, newspapers, radio, tv, web, etc. is equal to zero,
then that function of publisher lacks any representative value in the editorial
context.

3. Examine the members of the scientific committee, steering committee, PC mem-
bers, chairs, associate chairs, etc. If these members are repeated over time, in
various conferences, workshops, etc. whether it is directly or indirectly, that is to
say, they are also the authors and/or co-authors who submit works in said events,
that means that the editorial control is equal to zero. Such is the case of the
proceedings of 17th International Conference on Web Engineering 2017 (ICWE
2017) Rome (Italy), and the 1st International Workshop on Hypermedia Design
(IWHD 1995) Montpellier (France). This is one of so many examples of academic
inbreeding which contradicts the main principles of the epistemology of the
sciences.

4. Avoid establishing work links or sign studies agreements, research agreements, etc.,
with those publishing companies where the managerial staff uses the universities as
bodies to get financial subsidies through R&D virtual projects, free labs for their
experiments, obtainment of labour at zero cost, under the precarious contracts of
interns, apprentices, continuous training, etc.; increasing the personal lists of sci-
entific publications in the indexed databases; algorithms and systems for big data
search, software applications, solutions for the management of the computer sys-
tems, etc., with a cost equal to zero and indoctrinate the future professionals in the
field of HCI, big data as a service, UX (user experience), interfaces, etc., to carry
out cyberattacks, camouflaged or not.

5. Investigate if there is a tendency to unlimited expansion of pseudo scientific editors
through dynamic persuasion to exert a dominion of contents of the scientific
databases. Some of the strategies used by the editorialist persuader is the rela-
tionship with digital libraries or not; associations, organizations, foundations, etc.,
those in charge of the indexation and distribution of the articles published in the
form of proceedings, journals, books, etc.; professors, university students,
researchers, etc., who are carrying out masters and/or doctorates with topics related
to online databases, algorithms for indexation, cloud computing for the semantic
web, guardianship of the copyright, etc.

Since the late 20th century, the limits of the field of HCI are constantly enlarged
with variegated professionals who do not belong to this field of scientific knowledge.
One of the direct consequences of this discipline is that quality decreases, and all of this
flurry of activity only serves to increase those algorithms that establish a pseudo
ranking of the alleged scientists in the computer science context, including those with
the ORCID label –Open Researcher and Contributor ID (www.orcid.org).

In the same way as wild mercantilism introduced elastic boundaries in the inter-
active multimedia studies of the 90s, the same has happened in the field of HCI,
because everything always revolves around the same individuals, who individually or
as a small group of people pressure the rest of the scientific community since their
academic training is not related to the HCI. Analyzing the databases of the indexation
of their works it can be seen how some switch from mathematics to usability; from
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cultural heritage to the disabled; from robotics to the interfaces, etc. [1]. Individuals are
destroying the formal and factual sciences, with a professional pattern of such beha-
viour, manifest or latent, which was unthinkable in the 20th century. However, they
appoint themselves today as the norm of university training norm. That is to say,
examples to be followed in the computer science field, HCI, machine learning, deep
learning, game theory, etc., since they are legally immune in the global village in spite
of the conflicts they provoke. These pseudo researcher, professors, students, etc., may
belong to the formal or factual sciences or to an intersection of both.

The five premises that make up our first vademecum are the result of five years of
direct and indirect observation online and each one of them is verifiable. Besides, it
constitutes a first stage towards the prevention and the reestablishment of the logical
and natural boundaries within the HCI, since “Not everything is HCI”. Those who
maintain that mistaken and machiavellian assertion only seek to boost the activity of
the dynamic persuader, online [1], with the direct goal of destroying the serious sci-
entific and academic community. Indirectly they also damage the rest of society, who
finance their works, hoping that their results raise the standard of living in the global
village, in the new millennium [19, 20].

6 Conclusions

This research work denotes the presence of publishing managers who do not only lack
the necessary knowledge of the digital graphic arts but also the correct functioning and
progress of the sciences through epistemology. There is a temporal constant in the field
of research and scientific publications to speed up and slow down those areas of
computer science which at certain times occupy the peak of scientific interest. For
instance, the multimedia systems of the 90s, joined to the democratization of the
Internet among the end-users, and the involvement of HCI in the new millennium. In
both cases there is a mercantilism in the research projects, experimental production,
academic teaching and the transfer service of knowledge between the universities and
the business community/industry.

Therefore, it is hard to understand why a publishing company that bills millions of
euros years per year, keeps an internal staff in the constant search of European
subisdies. Besides, free software for their services with high costs, such as the publi-
cation of proceedings, books, etc., in analog supports (proceedings in book form, for
instance) or digital (USB keys, access to the online databases, etc.) to draw attention to
the quantitative factor such as the ranking of the universities, overall publications of the
authors, cross-references among the different information supports such as journals,
books, etc. However, the qualitative factor is not considered, so how can it be that the
same authors, co-authors, chairs, pc members, etc., appear unchangeable, even if
almost a quarter of a century has gone by, and those works are still stored in the same
databases.

Faced with such reality, all the breakthroughs in big data are null and void, the
expansion of the use of the ORCID, the realization of conferences among librarians,
software developers for databases, the financers of the start-ups, librarians, scientific
foundations, copyright consultants, officials from the ministries of education, research,
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technological innovations, publishers, etc., because there is no editorial excellence, due
to the presence of the Garduña (it is a mythical secret criminal society said to have
been founded in Spain in the late Middle Ages) factor or “G” Factor.

A factor that must be eradicated from the sciences, before addressing the issues
related to the publications, indexation of the databases, inclusion of a digital identifier,
etc., under the premise that scientific work is recognized. It is important to know
beforehand what is the purpose of the data concentration of the research and who
controls the controllers of the editorial context of computer science and all its
derivations, starting with the HCI. Especially, when the publishers perform functions
outside the editorial context before the arrival of the new era called:
“Quantic-Nanotechnological-Self-Sufficient Era.”

Annex #1: Multimedia Off-Line and the Compact Disk Evolution

The origins of the different kinds of CD-ROMs are to be found in the late 60 s and
early 70 s with the appearance of the devices for television called laser vision or laser
disc (LV) [14]. These disks allowed to store as much as 60 min of programming, but
depending on the format and the running time they were broken down into:

• Thirty minutes: based on the CAC technology (Constant Angular Velocity),
admitting random reading.

• 60 min: called CLV (Constant Lineal Velocity) which had a sequential reading, for
which the disk turns at different speeds, being slower at the centre of the disk and
faster at the edges. There was the problem of slowness in the search of information,
since the shifting of the bolsters had to be syncrhonized with the speed of the disk.
Random access wasn’t possible.

In the mid 90s started the development of the DVD (Digital Video Disk), later
called Digital Versatile Disk. The format and the physical size is identical to a CD but it
has a storage capacity of 15,9 Gb. There are several models: DVD-Video for films:
DVD-ROM similar to the CD-ROM but with a storage capacity of 4 Gb. The DVD
would replace the CD-ROM; the DVD-RAM which allow the recording and erasing of
the information, similar to hard disk [15].

The compact disk (CD-Audio) was introduced in the market in 1982. It was the
result of a joint development between Sony and Philips, which, in short, were looking
for some homologation rules among manufacturers of compact disks readers, which are
enumerated in the “red book”. One of the main rules was the approximate limit of
640 Mb as storage capacity of the CDs (around 150.000 pages of text). The reason for
that size is due to the fact that at the time the director of Sony (Akio Morita) decided
that a new audio support had to be designed to carry the most popular work of classical
music in Japan, which at the time was Beethoven’s Choral Symphony which runs for
about 71–72 min, that is, approximately 640 Mb. In 1984 both firms. Sony and
Phillips, present the CD-ROM reader in the “yellow book” [16]. From that year on a
series of combinations and adaptations on the CD-ROM arise [17]:
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• The CD-ROM XA (Extended Architecture are an extension of the rules of the
CD-ROM and pertain to the formats of the graphic and sound data. These formats
allow to establish the compatibility between CD-I (the “I” stands for interactive).
Said rules were adopted by Philips, Sony and Microsoft (the main manufacturers of
that product).

• The CD-Graphics are the CD-Audio which are made up of graphic and textual data
readable in a CD-ROM or CD-I.

• In 1991 the “green book” for the CD-I is presented, which is an extension of the
yellow book. In the green book the formats of the CD-I data and the programming
languages are set.

• The WORM (Write Once Read Many) compact disks are for the reading and the
recording of the data, which are used for making information backups.

• The Photo-CD is a WORM disk which was defined by Kodak and Philips. Because
of the diversity of formats of the image files, the Photo-CD was adopted by the main
manufacturers of the sector: Apple, Agfa, Fuji, etc.

• Rewritable laser-read discs (created by Sony).

Annex #2: Meteoric System in University Degrees

Once the civil servant posts were covered for the engineering degrees and the B.A., the
problem arose of covering the professor posts for the masters and PhDs. For the former,
in the private institutions, it was not necessary to have any title to teach seminars or
mini-courses. An example of this were the masters related with multimedia engineering
in Ramon Llull University, and audio-visual degree in Pompeu Fabra University (late
90s and early 21st century) where the owners of small computer animation firms or the
members of the technical offices of the autonomic government (Generalitat de Cata-
lunya – autonomous government of Catalonia) competed in the same themes, with the
professors and collaborators of the alleged elitist universities and the educational
excellence, who worked under garbage contracts.

Obviously, the direction of those masters was in charge of the local professors,
inexperienced but endorsed by a strong campaign of commercial marketing in
private/public/hybrid education and in continuous training, especially in the
avant-garde sector of the new technologies. With regard to the PhDs, in principle, it
would be more complex, but it wasn’t at all for certain departments of the audio-visual,
software engineering, computer engineering, and systems or maths, etc., in those
educational centres generating educational antimodels. The solution consisted in
breeding PhDs in a record time, two or three years, and leaving them as life-long civil
servants in the same university department.

Currently, in cities such as Lleida, Girona, Bellaterra, Barcelona, Tarragona,
Valencia, Vic, Palma of Majorca, etc. it suffices with comparing the time used between
the attainment of the college degree and/or engineering degree and the PhD to detect
this academic anomaly. Many of them got their PhDs without any international sci-
entific publication or indexed in the databases of world prestige: EI Compendex,
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Thomson Reuters, Scopus, IET Inspec and Dblp.Uni-Trie.de. Oddly enough, some
patent in the USA of products and/or services which the potential users or experts of
the ICT sector would never use because they served to widen the digital gap.

Remarkably, those were times (decade of the 90s) where the research heads got
record figures in 100% subsidized European projects [4]. That is, that these PhDs had
plenty economic funds to present works in the scientific congresses, workshops, etc.
Exceptionally, if they did, we find articles with works of two or three pages, with over
ten authors. All of them in the same sector of scientific knowledge of which they
wanted the lifelong working post, once their doctoral thesis was presented.

The exception to this reality was made up by the foreign students who not only had
to pay the registration fees of the courses, but also the photocopies of the scientific
articles from the library, the corrections of the translations of the articles or chapters,
the inscription to the scientific congresses, the trip and the stay at the moment of
submitting the scientific works, etc. Of course, then those works merged in the pro-
duction of the department generating European antimodels to get new European sub-
sidies and foster the training of professionals or meteorite Catalan doctors or
post-doctors such as those in the following figure (Fig. 1):
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Abstract. Picturemarks is a proof-of-concept web platform that enables
annotation, curation, and augmentation of works. We investigate how a mining
media platform can browse a huge set of image objects along with their digital
object identifiers, leading to completely new mining media and automatic
bookmarking scenarios, eliminating the need of manual bookmarking and
repeated searching. Our web platform is entirely real-time and is designed to
work on any platforms. We present a detailed exploration in how the platform is
developing media-rich, shareable stories and forming augments about them,
both on individual and collective level.

Keywords: Annotation � Bookmarks � Digital object identifiers
Image search � Image browsing � Implicit bookmarking � Social bookmarking
Social media mining � Tagging � Visualization

1 Introduction

Web applications and platforms developed for image searching [1], media mining and
social bookmarking [2] are rising in popularity and importance. During an information
seeking process, users tend to revisit previously viewed images, data and locations,
repeat searchers, and hence, they often have to memorize or manually create book-
marks for their interests. In order to facilitate the faster returns to their previous
searching and views during image exploration process, the traditional bookmarks are
becoming less used, leading to more novel algorithms that automatically generates
image bookmarks on the basis of user interaction behavior. As per recent researches
and previous ones also, implicit bookmarking mechanisms, is efficient for image and
maps exploration, while their visual and interactive search [3] is quite intuitive to the
users.

A traditional or manual bookmark is a saved shortcut, directing the user’s browser
to a particular webpage. It stores page’s title, its URL and the favicon of corresponding
page. Saving these bookmarks enable access to desired locations on the web. The idea
of implicit bookmarking, which generates potential bookmarks on an auto basis for
revisiting while the user is viewing required information, has been shown to be suc-
cessfully in application domains like web browsing, image browsing, document
reading, location mapping, social network analysis and data mining [4]. With auto-
mated bookmarking in these fields, media rich stories can be generated and shared
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across the platforms, including social media sites such as Facebook, Twitter, LinkedIn,
Pinterest, Google Plus and more, giving a new dimension to social bookmarking [5].

1.1 Related Work

Previous research has explored methods for more effective and less repetitive book-
marking, with different techniques for supporting re-visitation, including user-operated
manual operations and automated interfaces relied on recorded interaction history [6].
Explicit bookmarks interfaces and techniques need a series of possible user actions to
save interesting information. For instance, in Adobe Reader, bookmark is added to
bookmarks panel, in Google Maps, users add pushpin to My Places, click “save a map”
link. In terms of document reading, Bookmark Scrollbar includes user-generated
bookmarks on a regular scrollbar [7]. Now these traditional explicit bookmarks are
faced with three basic downsides:

• Manual marking of operations, which needs exertion of more cognitive efforts by
the user

• Interrupted interaction flows
• Users must predict the sites they would be revisiting in future

These downsides have resulted in the need for new implicit bookmarking tech-
niques and novel platforms. These upgrades have improvised user interfaces especially
related to mining media techniques and tools as well as enhanced the efficiency of re-
visitation. However, an element of truly intuitive interaction in these upgrades is still
lacking [8]. These interfaces are deprived to show visiting history list, making users
confused about the Back operational purpose and thus leading to their frustration due to
inability to find the required item. Visited histories are usually hidden under other
controls like those requiring the users to go through Recent Documents tab in the Word
or a History tab given in a web browser. Current interfaces provide a higher degree of
institution for showing visited history by using paths, annotations and images, yet, such
tools are often limited to exploration tasks only in a discrete information scenario
(Fig. 1).

Fig. 1. Picturemarks is a proof-of-concept system that leverages the power of the crowd to
annotate, share and augment works with the aim to displace more meaningful interaction and
discoveries. (a) A collection of various film noir posters from the web platform Amazon.com and
(b) a collection of Homeless Paintings of the Italian Renaissance imported using a JSON file
provided by a museum. (c) Another collection of images related to a PhD dissertation through
custom image import and (d) a collection of surfing themed images imported from the web
platform Giphy.com. All of the images in this paper are unedited; showing the real-time, working
prototype.
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1.2 Task Model and Algorithm

The power of new algorithms for visualizing a plethora om images using implicit
bookmarks for enhanced media mining and digital storytelling [9], lies in its feature to
determine useful image sources users use or would like revisit in the future [10]. Here,
we have included a proposed conceptual model for information seeking interactions
with a large collection of images [11]. Picturemarks is a novel addition to the list of one
of the most useful and logical sites for generating implicit bookmarks that users would
re-visit. This is a bookmark in the dynamic and continuous information space that
includes keyword search [12], viewport locations, zoom level, saving image collec-
tions, annotation, spotlight mode, sharing, commenting and import interfaces [13].
A re-visit is defined as the visit to the last viewport with a similar search i.e. re-doing a
query. On this user interface model, our platform tends to exhibit three heuristic
opportunities in mining media and digital storytelling, based on its implicit bookmarks
generation:

• To develop a web platform when a user starts a new search (i.e. showing newly
requested search on the web)

• Implicit bookmarking occurrence at the time user visits various places, giving an
idea during multi-layered exploration. Long distance panning and zooming, saving
and sharing of images

• Generation during particular pauses, which is a time that shows that the user is more
interested in browsing a particular location in the image collection.

2 The Platform

Our vision for a fully developed Picturemarks is a platform that explores, evaluates and
makes arguments about image collections and images they contain. The platform
leverages the collections of images to generate digital storytelling by providing users
necessary tools including item level annotations to highly detailed, repository-wide
visualizations [14]. These effective tools enable users to integrate image objects with
communities to which they belong, so as to enable dialogue among one another. Digital
storytelling thus works here in this way (Fig. 2).

2.1 A Vast World of Visualization Tools

The platform shouldn’t be taken as an online exhibition platform. It is fundamentally a
system where users pursue and share collection-based images along with a digital
object identifier in a nimby, intuitive and iterative manner. The users can browse
through a large number of images based on implicit bookmarking by using an
increasing library of visualization tools for generating dynamic data portraits of the
image collections.

In addition, annotation, image tagging, image re-organizing to demonstrate juxta-
positions and relationships, are also enabled to provide new curatorial practice [15].
Users can then assemble these records in images and visualizations trays for sharing
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and working collaboratively with the people in their social circles. The custom col-
lection trays containing assembled records are transformed into such published spot-
lights that greatly help unlocking those stories and augments that are bound up in those
image collections or records.

2.2 The Exemplified Affordances

• Navigating fluidly from the macro to the micro: For the art historian to look
beyond the image object-level and the social scientist to look more intimately than
the image collection-level. Linking among these macro and micro tiers.

• Shadow collections: Museum visitors should be able to interact with image col-
lection pieces not in the gallery or how the pieces that are physically present
network to related works.

• Custom collections: Being able to pull images to construct arguments and tell
stories about a series of images and collections.

• Demystifying large-scale data with visualizations: How to make sense of and see
patterns in macro-level data.

• Enhancing the metadata: Being able to annotate image objects in a way that can
enhance and enrich the existing database, either through inherent expertise of users
or crowd-based identifications and gamified task-assigning or search. Palettes of
tags. Annotations beyond text i.e. with networked image objects, with audio, with
video, etc.

• Social dialogue: Being able to interact with current users and those of the past.
Having dialogues around images and collections either within groups (i.e. classes)
or in a broader public sense. View an image through another classmate or a friend’s
“eyes” with their annotations active. Dialogue between singular image with the
network of images.

Fig. 2. The layout of the Picturemarks canvas (Source: Picturemarks official website).
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• Dynamic program of things: Being able to create visual syllabi for programs from
database entries and images—being able to assign, organize, corral, and discuss
program assignments within that framework. Linking from program assignments to
user contributions and curator commentary.

3 User Interface

The first step is based on finding and following the desired or favorite image collections
from a popular social media platform like Pinterest, Giphy, Amazon, StackOverflow or
Instagram. As an alternative, users can import the collection by using “Import your own
collection” option. However, to use this option required import API, image files and/or
JSON files and offsite hosting and limited amount of metadata is included (Fig. 3).

In this step, the users can browse, filter, search and generate visualizations from any
saved or followed image collection. Annotations, tagging and editing in metadata is
also done in this step. The user can then save finalized individual images or collections
of images or visualizations to his custom image collection. Categorization of saved
records is also possible by using as many custom image collections as required (Fig. 4).

Once image collection(s) is explored, user can use the share function to work with
members for collecting and ordering images, in real-time.

In this step, the user starts visualizing interrelationship by pulling information
directly from the content in imported image collections or saving in the custom image
collection (Fig. 5).

Fig. 3. A screenshot of collecting files.
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Here, the user can also publish, share and export his/her spotlights. The user is able
to edit images or collections, custom them and also edit spotlights. The user can join or
initiate users for sharing and collaborating on work in particular image collections
(Fig. 6).

Fig. 4. A screenshot of exploring image collections.

Fig. 5. A screenshot of custom image collections.
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This step gives users two ways to search annotations and for tagging the images
(Fig. 7).

• The user can create annotations on the image spotlight page straightaway, where
public can choose to view annotations or hide them in the Spotlight mode.

• If annotations or tags are specific to certain groups or curators and an argument in
development, tags and annotations can be made directly in the spotlight editor.

Fig. 6. A screenshot of spotlight mode.

Fig. 7. A screenshot of search mode.
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4 Evaluation

The goal of our study is to evaluate the usefulness of Picturemarks for supporting
exploration of large sets of images with implicit bookmarks during users’ every day
browsing interactions. The objective of wider access to data and images is to make
them available to anyone, anytime, anywhere and for justified purposes. The enormous
amount of image data that is accessible publicly is likely to be related with numerous
sources irrespective of the publication date, impact factor and country of production.
In view of the need to enhance user’s access to image data, while avoiding repeated
search and revisited searching, a global data citing practice has now included digital
object identifier (DOI) protocol in its eco system. Data citations in image firms means
the way of giving a reference to image and relevant data in the same way as researches
generally give a bibliographic reference to some printed resource. The DOI-based
image bookmarking, annotation, curation, collaborative tagging [16, 17] that allow
users to actively engage in knowledge creation [18]. The sharing enables exploration of
huge data sets at a time in a globalized, standardized and widely applied manner,
leading to enhanced form of community-based storytelling.

5 Results

In the current version of the platform, a large number of images are displayed and since
the browser can load just two remote resources at the same time, a need might arise
sometimes to load an urgent image before huge queue of images. In order to manage
this, the platform includes an image loader for managing these queues, defined by the
cursor movement onto image grid. If one collection of images is to be placed onto the
grip, the system develops a series of these image objects for processing. This feature
informs what image object must be processed next and it is based on the upcoming
algorithm:

• It is to be checked if urgent queue holds an image and loads if value is found to be
true

• It is to be noted that when this queue doesn’t contain any image object, it takes the
image object from queue based on the nearest distance from cursor so as to make it
easier for the user to load selective images in collections

This has been developed in case the user wants to open of the images in spotlight
view and not enabling the image to get loaded until the whole collection is loaded. In a
more specific manner, the user puts a cursor over an image containing a specific value
and sort the value in the images queue. At present, the platform also supports
ascending, descending, alphabetical and chronological sorting of the image collections.

482 O. Goethe



6 Discussion

Picturemarks is the platform for fast learning of image objects and management of
image collection during the mining media and digital storytelling process for implicit
bookmarking. It is leveraged upon the unique interface of use interaction, viewing
thousands of images side by side, sorting huge collections in a faster manner, devel-
oping and sharing thematic trays of images, mapping annotations and tags based
around specific areas of relevance. Users can keep saving the selected images in the
custom collection mode for producing stories and social dialogue.

The platform lets users annotate and tag the images. Annotations expected to gain
high public’s interests, can be developed by the user on his image spotlight. This is the
place where annotations are visible to public. As an option, if annotation doesn’t seem
interesting to the users, they can hide them in their spotlight mode. Since our system is
aimed for curators and influences, it is seen that many of the uses’ annotations and tags
are directed towards certain groups only. Here, users can use the spotlight editor to
keep the audience specific. The interface also enabled editing images, or collections of
images, making them customized with edited spotlights. Tracking of all changes is
available.

User starts sharing and collaborating the image collections, once initiated by the
user. Specific image collections let user see history feed, updated annotations, and other
updates via notifications. Commenting is also enabled for leading towards effective
storytelling practices.

7 Conclusion and Future Work

In this paper we presented a proof-of-concept system for implicit bookmarking for
image information-oriented tasks, where the data space is dynamic, continuous and
multi-scale. The platform that explores, evaluates and makes arguments about large
image collections and images they contain. The platform leverages the collections of
images to generate digital storytelling by providing users necessary tools including
item level annotations to highly detailed, repository-wide visualizations. These effec-
tive tools enable users to integrate image objects with communities to which they
belong. The users, mostly curators and influencers, are actively seeking platforms for
their web-based image searches, and they are highly satisfied with the usefulness of this
implicit image bookmarking platform and its intuitive interaction and visualization,
which ensures a fluid and effective image exploration practices. While we explored
several points in the design space, there are many more left to be explored, for example
its algorithm usability and interface improvisation. Furthermore, the system can further
be adapted to higher compatibility with mobile versions in the wild. At present, the
platform supports users’ short-term history of searching and interests, with implicitly
generating bookmarks and visualization of source-name labels. Long term-history
based additional features can be worked upon in future.
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Abstract. Mooqita creates, delivers, and proctors a massively open online
course (MOOC) in conjunction with a regional homeless shelter and local
industry for people currently experiencing homelessness. It is estimated that
25% of the homeless are working or have worked within the past quarter.
Additionally, around 30% of homeless in the metro area have previously served
in the armed forces. Some number of the homeless are employed or employable:
still, these numbers are an indicator that the local homeless population is suf-
fering from a basic mismatch of skills and the local labor market. Mooqita
provides an ideal match because local companies face a shortage of workers,
while potential employees struggle with a variety of challenges that may
interfere with gaining the appropriate training and experience required by those
employers. By designing the program specifically to target this population, we
meet their needs for training and valuable job skills in a uniquely challenging
situation. The self-paced course will concentrate on three locally in-demand
technology skills. The value of this approach to learners is three-fold. Learners
will learn by doing with practical, near-to-real world challenges. They will
graduate from the MOOC with in-demand skillsets. Finally, tying learning
outcomes to small payments incentivizes course completion while gaining
financial stability. Local industry will also benefit from a stronger workforce
pipeline trained to their specific needs.

Keywords: MOOC � Online education � Computer science education
Workforce development � Homelessness

1 Connecting Vulnerable Learners with Technology Jobs

More and more, communities leverage information and communication technologies
(ICT) and infrastructure to empower themselves. Technology jobs support this, and are
becoming ever more foundational to the modern job market [1]. However, vulnerable
constituents (like the homeless) often lack access, adequate services, and institutional
support to foster participation in the processes of attaining (fully) integrated commu-
nities. Homeless populations are rarely able to (re-)train for the skills they need to
succeed in an increasingly science, technology, engineering, and mathematics (STEM)-
driven job market. Although online education resources and tools such as MOOCs are
available, some communities that could – under the right circumstances – benefit from
this content are not yet connected to the tools in a meaningful way [2].
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Disparities in accessing and completing online education are an example of how
disadvantaged people, such as those experiencing homelessness, do not benefit from
the opportunities of the digital age to the same degree as better-resourced individuals.
Economic, social, and educational disparities reinforce – and are reinforced by – a lack
of access to and knowledge about new ICTs. In addition to the more obvious chal-
lenges of their precarious situation, those experiencing homelessness may face a lack of
connectivity [3], and lack of agency in daily scheduling while they work with various
social and emergency services; this contributes to an atypical resume, which is a hurdle
for job applicants [4]. This situation is a byproduct of the missing social capital that
comes with not being firmly rooted in a community or work environment [4–6]. This
research presents a model to address that gap for individuals experiencing
homelessness.

This work proposes patching this missing social capital with sustainable education
in STEM skills, through a work-learn model of micro-internships [7, 8]. Participants1

complete small real-world tasks and are paid as they learn, simultaneously supporting
community connectivity and self-sufficiency. A key aspect of this model is the inter-
action of participants with online labor markets, and the ensuing transfer of credentials
from online to offline scenarios. In our model, participants gain an in-demand skill set
to bolster career prospects, and by working on real-world freelance tasks, they gain
financial rewards. We hypothesize that remuneration incentivizes sustained participa-
tion [2] and decreases the time of dependency on emergency services. By connecting
learning and assessments with well-known portals like UpWork and LinkedIn (which
are linked), learners (re-)build credentials and digital resumes.

A fundamental research task (and indeed the purpose of the work at hand) is the
operationalization of metrics that are both specific to homeless communities and
generalizable to under-represented learners. Both types of metrics will be grounded in
expert knowledge from community partners, data gathered from the community, and
prior work in the field. Early iterations of the research will focus on qualitative
research: descriptive metrics observing participants’ experiences in the program and
their mastery of program material, interviews with and observations of participants as
they proceed through the phases of the project, and information gathered from com-
munity partners about their experiences with participants and the project, and their
perceptions of the program’s success. Additionally, metrics from the learning sciences
will be used to gather information on attitudinal change such as increased interest and
confidence in pursuing computing careers and on learning gains in the program.

This work is structure as follows: Sect. 2 illustrates the problem at hand and
discusses and validates the proposed solution, the Mooqita learning platform. Section 3
describes how the program will be researched and evaluated. Section 4 addresses
limitations and future research and project deliverables.

1 This work uses ‘participants’ and ‘learners’ interchangeably.
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2 Problem-Solution Validation

Meaningful and sustainable employment is key to creating and maintaining financial
stability [9], high well-being [10], and social connectivity [11]. Unemployment,
underemployment, and low wages relative to cost of living are frequent causes of
homelessness [12]. At the same time, vulnerable individuals face obstacles far more
substantial than the general public at finding and maintaining meaningful employment
and education. Moreover, not all employment is created equal: an estimated 25% of
urban homeless are currently working or have worked in the recent past.2 ICT careers
have the potential to be more remunerative than the low-income jobs that are associated
with the working homeless.

Underprivileged students, those who are not already highly resourced and
well-educated, rarely succeed in MOOCs and often fail to complete courses. While
MOOCs have the potential to provide valuable skills and knowledge, they require a
consistent effort, time investment, and access to computing resources. Further, the
assignments can be theoretical and divorced from authentic practices Recent research in
online courses has shown that real world tasks increase retention and resilience even if
no monetary incentive is involved, and that the quality of work was comparable to
expert online freelancers [7]. Connecting learners with job training and a mechanism
for demonstrable skills is critical to ensure they have the tools they need for long-term
stability and success.

2.1 Barriers to Meaningful Employment

There are a number of pathways an individual may follow to employment. A standard
pathway to employment generally starts with the credentialing process [13]. An indi-
vidual is credentialed externally (i.e., by completing a school degree or certificate) or
in-house (i.e., on the job learning), and in some cases like technical training schools,
that process is combined. While in some number of career paths a combination of
experience and education are proxied for ability, in the knowledge sector a degree of
certificate is generally a minimum requirement. These credentials vouch that an indi-
vidual can be expected to have a certain set of skills (content-oriented and social skills)
[1]. The individual applies these skills, sometimes paired with others, in order to
maintain continuous employment. In the optimal case this combination is sufficient for
maintaining employment and financial security such that monthly salary is higher than
monthly expenses. This is in fact the case of many knowledge sector careers.
Underemployment occurs in the cases of over qualification (credential higher than
requirement for position) and involuntary part-time work when full-time is desired
(credential match but not employer/employee capacities). Underemployment can
generally be understood as a contributing factor to those experiencing homelessness
while currently in active the labor market [14, 15].

People experiencing homelessness often struggle with (untreated) mental illnesses,
substance abuse, and other life traumas that contribute to their circumstances [14, 15].

2 http://www.opendoormission.org/about-us/fast-facts/.
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Any individual factor is a known contributor to joblessness. Moreover, poor health
outcomes and joblessness are reinforcing: when one occurs, the other supports its
continuation [16]. Vulnerable constituents (e.g.: experiencing homelessness, former
convicts, those with chronic health problems or disabilities) already combat various
employment barriers [9]. In a competitive job market these barriers can become almost
insurmountable, thus making it difficult to exit homelessness [4, 12]. Combining skill
mismatch and/or low educational attainment with any of these factors is also a con-
tributing factor to homelessness. In addition, individuals have a generally chaotic
schedule while interacting with emergency or social services [12, 14], leaving many
people experiencing homelessness without the ability to invest in long-term high-skill
training opportunities. Such training is often time-intensive and requires a regular time
commitment. The training opportunities which fit in well with a frequently-changing
schedule are generally for service sector or labor-intensive jobs which tend to pay less
than living wages.

The requirements to lowering barriers and increasing participation in knowledge
sector work can be understood as the following:

– The materials closely match in-demand skills of (local) industry such that a pathway
to sustainable employment exists.

– The learning materials are organized in a way that can flexibly meet individuals’
scheduling requirements.

– The materials are broadly accessible in terms of time commitments, resources
required for completion, and previous educational attainment.

– Some sort of recognized credential is granted with successful completion.

We specifically focus on creating a solution addressing these points. The learning
platform hosts content on the most up to date technological skills in demand, and is
extendible to match niche market demands. Other than basic personal login data for
credentialing purposes, Mooqita is open to any interested learner. The content is written
in such a way that the minimum requirement is basic language and computer literacy.
Finally, Mooqita links with internationally recognized services like UpWork and
LinkedIn to provide learners with a digital portfolio. The platform aspects which fulfill
the requirements are discussed in the coming sections.

2.2 Mooqita: A Tool to Support Online Learning on a Job

We lay out a four-phase plan to support participants in overcoming the aforementioned
barriers to sustainable employment. The process helps participants gain self-efficacy,
learn in-demand skill sets, engage with groups, and make initial steps in building a
demonstrable work portfolio. Details about the Mooqita system can be found here [17].

The participants progress is documented online that allows tracking of learning
success and display work samples [17]. Based on participant’s successes, Mooqita
compiles a digital resume for participants highlighting and validating their abilities and
achievements. This resume will ultimately be helpful in gaining job opportunities. The
system also provides a peer review system to improve learning outcomes and assess the
quality of individual assignments. An essential benefit of peer reviews is that students
learn by providing feedback to peers [18]. Learners practicing revision skills strengthen
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their ability to identify and solve problems [19]. Feedback and practice are key ele-
ments in developing new skills [20] and gaining insight to better understand how one’s
work is perceived by others [21]. This additional practice helps learners build their
resume as the solutions and reviews are persisted and evaluated.

The first phase of the course focuses on igniting participants’ interest in the relevant
topics while laying the foundation for learning computer science skills. Activities will
provide opportunities for participants to establish self-efficacy and mastery orientation.
Broadly concentrating on computational thinking skills, learners also gain the ability to
analyze and problem solve in the future. In the second phase, we introduce technical
skills such as the Python programming language. In the third phase, participants work
on simulated real-world tasks from UpWork, such as implementing a provided design
in HTML. Thus they will practice the gained skills within an online freelancing plat-
form and with structuring a work schedule appropriate to such a platform, while
continuing to learn. During these simulations, participants will be paid for their work.
The specifics of the payment schemes are structured to match as closely as possible
other career training or internship programs offered by our partners, to avoid providing
an unfair incentive to participate.

In the last phase, participants will work independently on UpWork, receiving
support from the project in finding and applying for the jobs. They can thus gain
validated credentials from UpWork, improving their chances of getting future freelance
jobs, and start building a resume that will be valuable in traditional job markets.
Participants will also be encouraged to import their credentials to professional social
networks as digital resumes; for example, LinkedIn and UpWork profiles can be linked
directly.

The model is iterative, integrating feedback from our partners and learning com-
munity into necessary modifications for learning pathways. The Mooqita platform
provides participants with an online environment that is able to persist and publish
learning outcomes, achievements, and work experience. Every homework assignment
is available in the system and participants can decide individually which assignment
will be shown to employers. Together with the assignments and solutions, the system
also stores peer reviews. The review process can be seen in Fig. 1.

In the current job market certain social skills are of grave importance. A core
component of Mooqita is online team work. This helps participants to develop and
demonstrate required social skills e.g., reliability, cooperation, or mentoring abilities. In
contrast to other peer review systems Mooqita also allows to assess the quality of
reviews. The system asks participants to provide feedback and ratings of reviews they
received. As participants will write peer reviews for each other and rate the reviews
they receive the system can aggregate indicators for these social skills. Additionally,
participants perform group tasks in teams. For these group tasks the system provides an
interface to collect feedback on the group experience of each participant.

2.3 Simulating Work

In the second phase, we select learning material from existing, validated online content
and courseware, for example, Khan Academy for the basics, and edX and Coursera
when participants are ready for more advanced training. This will allow participants to
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establish recognizable credentials, and will provide a known benchmark for learning
outcomes. While learning relevant skills is important we want to provide a more
holistic experience to participants. For that reason, we simulate the situation of online
work environments. In the third phase, participants will start to work on real-world
tasks on UpWork, to get practice with online freelancing, and with structuring a work
schedule appropriate to such a platform.

Participants are using the Mooqita platform to post and work on tasks as described
above. In the group setting participants will still provide reviews individually but
submit solutions as a team. After the group assignment participants will reflect on their
experience in the group assignment. They are asked to fill out a questionnaire on the
platform.

Our team will identify typical freelance tasks that correspond to the course material.
The team will select these tasks from online labor markets such as UpWork. Such tasks
tend to be underspecified and require more detailed explanations to be useful as
learning material. The onsite team will therefore provide additional information on how
to solve tasks in this phase. Participants will work individually on their tasks and
submit solutions to the Mooqita platform. They also provide reviews for their peers and
rate the reviews they received (Fig. 2).

2.4 Linking Learning to Careers

In the last phase, participants will work on their own on UpWork, receiving support
from the project in finding and applying for the jobs. They can utilize the resume they
created over the course to find jobs on UpWork. They can thus gain additional
experience with actual work on online labor markets, improving their chances of
getting future freelance jobs, and also start building a resume that will be valuable in
more traditional job markets. Participants will also be encouraged to port their
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Fig. 1. Mooqita’s review process
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credentials to other professional social networks; for example, LinkedIn profiles can
link directly to UpWork. While participants still continue building their skill set taking
online courses using the Mooqita platform to persist their achievements. They also
have an income through online freelance work. Participants now have the chance to
transition between education and work as required.

3 Evaluation Criteria

A variety of tools will be implemented to evaluate the success of the program, par-
ticularly focusing on the challenges and progress of learners at each stage of the
project. The effectiveness of each phase will be evaluated separately, collecting
information from relevant stakeholders as to the effectiveness of the program and
participants’ mastery of the material.

Each stage will include platform-internal metrics of participants’ progress through
the program. In this way, time on task, success in completing in-platform activities and
tasks, and overall progress and completion can be measured, as well as compared
between participants in order to understand how differences in prior experience, atti-
tudes, and demographics might impact learner success. Further, these metrics will
allow revision and refinement to the curricular materials and supports. For example, if
certain topics or assignments are proving challenging, extra help can be provided in the
system, or the materials may be revised to address learner misconceptions and con-
fusion. Overall success will be evaluated by participants’ overall completion of the
modules and phases of the program. While students do not have to perform perfectly,
minimum standards of mastery will be required for program success. Metrics of learner
performance on the performance task will be the greatest measures of success – are
students persisting to learn the material and to what extent are they successful in
learning the material? Does success or failure in some elements affect persistence and
mastery of other material? For example, success at the computational thinking skill of
problem decomposition is likely to positively predict success in certain programming
tasks. However, success in learning one language or environment, such as HTML or
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Fig. 2. Real-work tasks for learning in-demand skills
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COBOL would not necessarily predict success in another such as Python. Under-
standing the paths and performance of learners will inform future work on the system.

Surveys will be used to assess participants’ interest, confidence, and attitudes
towards computing, programming, and computing careers [22]. These will be dis-
tributed at the beginning of the project, and at the completion of each phase. In this
way, the impact of the activities and project can be determined. In particular, it is
expected that participants will have a greater increase in positive affect following the
initial phase, designed to increase their self-efficacy. As participants continue through
phase two and encounter challenges in learning the material, it is expected that their
positive attitudes may decrease, though perseverance and success at tasks should
mediate the impact of learning challenges.

A more in-depth form of data collection will be in the form of observations and
interviews with participants. In-person observation will provide information about how
participants interact with each other as well as non-verbal and other information about
their interaction with the learning modules. For example, as a person proceeds through
the materials, they may have times when they do not appear to be actively interacting
with the system. This can be for many reasons. On-topic reasons include switching to a
different window out of the system to look up additional information in more depth or
discussion with other participants about the work. Off-topic reasons include distractions
in or out of the room such as off-task discussions with other people or off-topic web
browsing. Even off-topic distractions may serve useful if, for example, they serve to
create a sense of community between learners and promote greater engagement. This
can be measured through observation by researchers. Interviews will focus on partic-
ipants’ expectations of the program and how well the program met their needs, as well
as what they perceive as strengths and weaknesses and recommendations for change as
well as elements of the program to keep the same. Understanding how participants
experience the program, particularly what motivates them and what challenges they
perceive will help inform future iterations.

In addition to participant evaluation, it is crucial to understand and evaluate the
program in terms of outside stakeholders, specifically the site at which the program
runs and the job-placement partners. Metrics will be collected on job placement for
participants in the program – when and where they are placed and how successful they
are at filling roles into which they are hired. The success metrics will be measured
through post-program interviews with participants and also interviews or surveys of the
job partners, to determine their impressions of the program, the qualifications of par-
ticipants, and how the participants perform in the job. Surveys and interviews will also
be developed and used with the service providers who host the trainings, to understand
their perspective on challenges and successes, and inform future iterations of the
project in how to collaborate with community partners to ensure the best outcomes for
vulnerable populations.

Establishing appropriate metrics will allow the research to expand to other
underserved populations. The metrics can also deliver insights into structural differ-
ences in skill development between vulnerable youth and adult learners. Understanding
and contextualizing the data we collect via the platform, interviews and feedback, and
job-placement tracking draws on multiple fields, including educational psychology,
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HCI, and social and cognitive science, along with community expertise harvested via
participatory action research.

4 Limitations and Future Work

Recent research in online courses has shown that real world tasks increase retention
even if no monetary incentive is involved [2]. Those results were obtained in an
uncontrolled online setting without pay. We hypothesize that with monetary incentives
effects will likely be much stronger. As we gain a better understanding of possible
designs and parameters for future programs, we will explore approaches to making the
model cost neutral, so it can scale effectively.
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Abstract. The current proliferation of 3-d representations of cultural heritage
objects presents a new category of challenges for the curation and search
methods used to access the growing amount spatial data-sets. Spatial data will
soon be a new standard in the representation of object collections as the methods
and technologies are quickly improving. The LibraryMachine project investi-
gates how spatial data can be leveraged to improve the search experience and to
integrate new qualities of object representation. It is tailored to the needs of
Special Collections, a type of collection with particularly heterogeneous hold-
ings ranging from books, archival documents to tangible objects and dynamic
objects, making it the ideal testbed to investigate new forms of access and
dissemination for cultural heritage resources. We are reporting on the first phase
of a research endeavor consisting of three phases, iterating our research ques-
tions through various forms of representation and viewing frameworks including
public touch-screen installations, mobile tablet and VR deployment.

Keywords: Haptic interfaces � Multi-modal interaction � Object search
3d meta-data � Virtual reality � Image-based rendering
Cultural heritage collections

1 Introduction

Thanks to digital reproduction techniques the landscape of cultural heritage preservation
has changed significantly. With the efforts of mass-scanning of books and digital image
reproduction the possibilities of documenting and disseminating cultural heritage
resources have massively improved. In the past ten years the technologies of text and
image capture have been extended to include 3-dimensional objects through 3-d scan-
ning and photogrammetry. The recent development of scanning technology has made it
possible for many museums to explore the scanning of their 3-dimensional artifact
collections. What used to be an expensive and time-consuming process, requiring
extensive custom-made equipment and lengthy calibration [17], is now done in an
assembly-line style for mass-digitization of objects as demonstrated by the Fraunhofer
Institutes Cultlab3D system [7]. The Cultlab3D system has been tested scanning
sculptures from the collection of the Liebieghaus Museum in Frankfurt, Germany, and
the Museum of Natural History in Berlin, Germany [11], which indicates that soon the
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presentation of objects with 3d data-sets will be a common way of viewing this type of
resource. The technology use in cultural heritage institutions has constantly increased
the surveys of the Institute for Museum and Library Services [31, 32] show. In particular
museums are embracing 3d-scanning to showcase the objects they cannot put on display
in their normal exhibitions [30]. Several institutes such as the Metropolitan Museum of
Art in New York [24] or the British Museum in London [6] are even publicly providing
printable 3d data-sets of their object suitable for 3d-printing. Interested viewers, who
dispose of a 3d printer can print them for their own use at home, without having to go to
the museum. Similar efforts are being made in the capture and representation of exca-
vation sites [8, 37], monuments and in-situ artifacts such as the Million Image Database
of the Institute for Digital Archaeology, which aims to preserve cultural heritage sites
with a special emphasis on at-risk sites in the Middle East and North Africa [25].

The proliferation of 3d data acquisition redefines the possibilities for preserving and
exhibiting objects in different frameworks beyond the classic display situation in the
exhibition. It allows to formulate responses to immediate threats to cultural sites and
object holdings become available to a much broader audience than cultural heritage
institutions are able to show a higher percentage of their holdings even with limited
exhibition space. This shift also presents a new category of challenges for the curation
and search methods used to access the growing amount 3d data. Museums usually
follow the traditional exhibition approach based on the “techniques and rhetorics of
display.” [3: 73] From the perspective of the viewers this means that they are in an
explorative mindset and trust that the objects on display are curated in a way that
enables them to learn a meaningful ‘lesson’ about the theme constituted by those
objects. Similar rhetorics of display translated from the real-world display case to the
online displays of virtual objects, a translation that works rather well for the museum
context. But not all cultural heritage institutions function according to the principle of
the curated show. In libraries, for example, the process of finding relevant objects out of
a enormous pool of holdings is solely the responsibility of the patron. Providing search
tools and cataloguing techniques that enable patrons to find the resources they are
interested in is a necessity, which made the development of appropriate tools a strong
focus of research in the library domain. The development of search tools for libraries
dates far back to pre-computational time but for mechanized search we can situate tools
like Calvin Mooers’ Zatocode system as early instances in an ongoing line of research
[26]. The development of similar search-oriented tools developed more recently in the
museum domain as object access through databases of digital object representations
became more important. As an early example we can regard the effort of the French
Ministry of Culture to create and link databases of museum objects and digital rep-
resentations [21]. The development approaches for search tools differ in the amount of
expertise and responsibility for the effectiveness of search is expected from the user.
The library tools are more efficiency driven and assume a certain amount of specialized
knowledge [23, 33, 36], while museum search aims to implement the explorative aspect
of the viewers mindset towards the display case [13, 20, 22] acknowledging a gap in
the expertise between user and curator. We can predict that in the near future both lines
of research will be converging, facing similar challenges. The effort of museums to
make the part of their holdings that is normally hidden in storage accessible through 3d
representations will, given the extent of objects (the Smithsonian Institution states that
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99% of their holdings are not on display [1]), have to rely on search tools, rather than
curated exhibitions.

As both libraries and museums are increasingly using digital data representations –
and in particular 3d data-sets – it is important to develop appropriate search tools that
include the spatial aspect of the data in meaningful ways. In the following we present the
LibraryMachine research project, which engages with several of the core questions
relating to access and representation of spatial objects. Our effort is situated in the context
of the special collections of the libraries of the University of Southern California. The
LibraryMachine project explores the implications and possibilities of working with
spatial data at the intersection between library and museum collections. Special collec-
tions generally have a wide range of different object types, ranging from books and
archival documents to 3-dimensional objects, to moving, manipulable objects, which we
will call dynamic objects in the following. In this sense they are the ideal object of study in
the investigation of how spatial data can be leveraged to improve the search experience
and results and integrate new qualities of object representation. Looking at the holdings of
special collections we are examining the types of objects that are typical for this kind of
collection and which forms of representation and search are most appropriate for them.

2 Heterogeneous Collections and Complex Object Types

Our choice to work with special collections was based on the large number of different
object types they hold, providing us with a framework to investigate questions of object
capture, representation and search that pertains to a wide range of cultural heritage
institutions. The LibraryMachine works with the special collections of the University
of Southern California, which contain rare books, artist books, images, audio docu-
ments, costumes, tools, stereo-slides, archaeological objects and many other objects
that cannot easily be represented by one consistent form of value attribution and
representation. While library holdings generally are valuable for their textual content,
the way special collections items are valuable to scholars vary [28]. Rather than for
their content, which may be released in revised, newer editions, rare books are often
important for their marginalia, special printing or binding techniques. In these cases
scholars need to examine their qualities as objects, the construction of leather hinges
and metalwork, the operation of clasps, materials of treasure bindings and the texture of
the pages and the writing or printing on them. Artist books may be important for their
art historic value and their sculptural or dynamic properties or they may be viewed for
how they embody discursive processes like a particular way of unfolding or of
recombining their component parts in the process of viewing the item. Ephemera
collections are interesting for the variety of materials, purposes, historic handling traces
etc.; archaeological objects may be important for their shapes, surface structures etc.

The varied qualities of special collections items make them particularly interesting
for humanities research, but they are currently underrepresented in the discourse about
3d-digitizing due to the wide range of challenges they present. Capture methods such as
text and image scanning, optical character recognition and 3d-scanning are currently
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mostly administered separately and exclusive to defined object types. High quality
image scanning is reserved for images, while books are treated with lower resolution
high contrast scans for optical character recognition. 3-dimensional objects are mostly
represented as polygon meshes with color information. Representing the varied qual-
ities of objects like those found in special collections in representation and reference
systems structured according to these rather rigid type classifications and representation
techniques means that their value as a resource is often not represented and therefore
not accessible to patrons and users. While the established techniques give adequate
representations for many of the demands brought to cultural heritage objects by
researchers and specialists they leave a whole range of questions that can also be asked
of these objects uncovered.

In the special collection context this problem comes to the foreground for two
reasons. The heterogeneous holdings that largely go across all of the different forms of
representations intensify the fact that objects cannot satisfactorily be classified into
groups of those objects that are represented through high-quality image scans, those
that are 3d-scanned and those that are going through optical character recognition,
without omitting some of their aspects that may be important for certain researchers.
Just like the special collections holdings, the field of the humanities has a very
heterogeneous range of methodologies and inquiries that can be effectively supported
by reshaping the established forms of representation and classification. The other
reason is that special collections have to solely rely on search tools in order to make
their holdings discoverable and accessible. Items do not circulate due to safety and
security measures and while other object collections can showcase their objects in
exhibitions, special collections are normally hidden in vaults.

In preparation of the LibraryMachine project surveys have been administered
post-instruction and at the occasion of special outreach events at the University of
Southern California and they indicate that patrons engage quickly with the collection
objects once they encounter them and are impressed by their qualities such as age,
aesthetic value and rarity. But most patrons are not aware of the special collections
holdings and would not seek to find them. This is due to the fact that the objects are
locked up in the vault, but it also has to do with the way they are currently referenced in
the general catalogue. From the text entries in the database it is very hard to evaluate if
an object has potential value for a specific research question if the patron is not already
familiar with the object. For images and archival documents, the digitizing efforts have
helped to increase accessibility even though search still has to rely on text entry and
keywords. The one-sided accessibility of the digitized items isolates them from the rest
of the collection and puts them into the separate group of digital collections.

The LibraryMachine project aims to create a comprehensive search experience
across all aspects of the heterogeneous collections through a search interface that
allows the user to move fluidly between different object types and forms of repre-
sentation. The project tackles the problems of search on three different levels: (a) It
formulates new methods of item representation that cross the boundaries between the
currently established methods and add support for dynamic objects and better rendering
of surface and detail characteristics. (b) It develops methods of object capture that can
extract information about object properties serving as meta-data. And (c) it creates a
new search interface that integrates all types and representations forms of objects and
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realizes an interaction pattern that caters to the spatial and tactile qualities of objects
acquired with the new methods of 3d-scanning.

3 Modes of Representation, Image-Based Rendering

Based on the analysis of different object types in special collections we have deter-
mined several capture methods that deliver the specific qualities of a rather wide range
of objects. In the current first stage of the project we have realized two main form of
image-based rendering representations which we will discuss in the following. As the
main component of the LibraryMachine project is to develop a search infrastructure
that allows patrons of the collections to more efficiently locate the resources they need,
our focus is on how to support their efforts through effective object descriptions and
representations. We are not aiming to replace the objects, rather to communicate their
core qualities in the search interface to enable the patron to evaluate whether an object
is worthwhile paging and investigating in original. Making query evaluation more
efficient in this way reduces the strain on the resources items because they do not need
to be paged in order to determine their value for a certain research question, it makes
the search experience for the user more efficient and satisfactory and alleviates the
burden on the collection staff who do not have to retrieve and file objects that upon
retrieval turned out not to have the expected qualities.

Despite the focus on search our digitizing efforts are designed such that they can
support other cultural heritage applications such as curation, display and remote
investigation of specific resources. For curation and exhibition purposes it is often
desirable to have high quality data at hand which – within limits – exhaustive account
of certain aspects of cultural heritage resources to support exhibitions in digital format
online or in other digitally mediated contexts. In particular if we understand the task of
digital curation in the sense that has developed in the increasing interdisciplinary
collaboration between the sciences and humanities, as a discipline that plays an active
role in the creation of interdisciplinary thematic collections, new interpretations, the-
oretical frameworks, and knowledge [29: 11], we need to support not only the selection
and preservation of cultural heritage resources, but also their development and val-
orization as well as the technical means of interpretation and representation. The
development of search methods and new forms of representation becomes an inter-
pretive and curatorial act of knowledge creation. In a similar sense, the creation of high
quality forms of object representation is of great value to support remote investigation
of cultural heritage resources in cases where it is easier for researchers to remotely
access and investigate an object rather than traveling to the object or making the object
travel to the researcher.

To satisfy these different requirements of object representation the LibraryMachine
uses an image-based rendering approach that allows us to integrate different forms of
object representation tailored to various objects originating from a standard set of
images taken of the objects. For the current phase of the LibraryMachine we captured
objects with cinema cameras with a resolution of 4K and a dynamic range of 12 stops
in uncompressed RAW format in two different set-ups. From these image sets we
derived several types of representation as shown in the capture matrix in Table 1.
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The established representation methods make a strong separation between
high-quality 2d image capture (2d-scan), polygon mesh representations (3d-scan) and
content data extraction either through manual meta-data annotation or through OCR.
The input data for these three types of representation differ substantially and require
very different production pipelines. The LibraryMachine uses an integrated pipeline
based on 4K images, which are the basis for four different methods of representation.
The 4K-based approach delivers an image quality that satisfies most requirements for
2d representations in search and general display purposes, nevertheless, it can be
assumed that the image quality of cinema cameras will soon be increasing (8K and 15
stops of dynamic range already exist, albeit in a comparatively high price range) to
deliver better, nearly archive quality representations. 4K resolution is also enough for
most optical character recognition tasks.

4 Near-Field Capture

The same 4K images produced in a sequence that surrounds an object in a full 360°
circle is used to generate a 3-dimensional representation of spatial objects. We are using
a 3d capture method that has been developed by the MxR lab at the University of
Southern California, employing a simplified image-based light-field rendering technique
of spatial images [5]. The technology is based on the light-field rendering method
developed by Levoy and Hanrahan [18] but introduces several simplifications that make
the process work efficiently within our pipeline for cultural heritage object representa-
tion. The light field rendering method replaces the polygon mesh data as the basis for the
computation of visual representations of 3d object with images computed from arrays of
light field samples captured with a digital cinema camera. Based on the samples of
light-ray flow patterns images corresponding to variable viewpoints can be calculated,
that show correct perspective and surface qualities of the object. The image-based
approach results in a efficient computational model that is independent from the com-
plexity of the object. In particular objects with complex geometry tend to produce very
large datasets containing many polygons, which are dependent on high computation
power and to calculate the representation. The image-based method can be deliver with
high-quality representations also to systems with less graphics-computation power.

Table 1. Capture matrix for object representation

Resource type Traditional object representation Integrated representation
approach

2-dimensional
resource

High quality image scan (2d-scan) High quality image
capture

3-dimensional
resource

Shape representation as polygon mesh
(3d-scan)

Image-based rendering

Content data
extraction

Optical character recognition (OCR);
meta-data annotation

Image analysis, meta-data
annotation

Dynamic objects – Stop-motion and
manipulation sequences
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While normal light field capture requires special camera set-ups, the simplified method
of the MxR lab, can be generated with a rather simple capture setup using one or more
off-the-self cameras and is computationally light. The simplification uses a reduced
amount of light field samples, resulting in a limitation of possible viewpoints, a draw-
back that is acceptable for our purpose. The method is tailored to capture objects at a
close distance and deliver the full shape and surface complexity of the object. As the
samples are acquired photographically, surfaces with complex reflectance patterns,
sub-surface scattering can be represented in photo-realistic quality, which generally is a
challenge for geometry-based representations as they have to recompute the illumination
and reflectance through calculated shading. When we observe objects up close, as we
would normally do when examining a collection object or a rare book all the minute
details of surface and material qualities of the object play an important role and our
image-based rendering technique is specializing in this near-field zone.

For the first phase of the project we captured several 360° circles of images around
each object with one image at every degree step, which allows us to calculate all
viewpoints close to the object on a horizontal plane. Users can zoom into the object and
rotate it, necessary additional viewpoints by combining information from the different
image samples. The captured data also allows us to calculate stereoscopic represen-
tations of the object for use in for example virtual reality applications, which we will
explore in a later stage of the project (Fig. 1).

Capturing a 360° ring for each object results in a matrix of that we use to represent
both the spatial as well as the dynamic qualities of an object. Each ring of images
corresponds to one spatially resolved phase of a stop motion animation sequence that
displays a select phases of an operation or manipulation sequence of the object. Using
moving image sequences allows us to go beyond the static 2d or 3d representations
employed normally.

Fig. 1. Schematic of near-field image capture.
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5 Dynamic Objects

The established set of capture methods for the representation of cultural heritage objects
focuses on static representations and dynamic characteristics are omitted. Dynamic
objects are objects that have time-based characteristics, for example moveable parts, or
objects that need to be manipulated to be perceived in their actual form and full purpose.
Examples for dynamic objects are tools, enclosures, or art objects. Defining a category
of dynamic objects is useful to capture objects to which the movement aspect is char-
acteristic. The category is close to the notion of intangible cultural heritage (ICH), and
extends what is considered as cultural heritage. As the UNESCO states “cultural her-
itage does not end at monuments and collections of objects. It also includes traditions or
living expressions inherited from our ancestors and passed on to our descendants, such
as oral traditions, performing arts, social practices, rituals, festive events, knowledge and
practices concerning nature and the universe or the knowledge and skills to produce
traditional crafts [35].” The ICH category as in this definition is very large and includes
many very different forms of cultural heritage practices, looking only at the dynamic
characteristics of collection objects is in this sense a very small subset, but it allows us to
extend our understanding of cultural heritage resources and include aspects that, even
though the objects are part of a well-established workflow and collecting practice,
generally omitted. Our approach is closely connected to existing workflows and thus
easily integrated and tested. The rapid development of viewing frameworks for digitized
cultural heritage resources promises that in the near future mobile devices or virtual
reality systems may be common platforms for the engagement with CH resources,
opening up new opportunities to reframe what is preserved and which aspects of objects
are represented. We have designed the LibraryMachine project with the perspective of
prototyping such platforms and to develop solid workflows and practices for the rep-
resentation and preservation of CH resources.

Our current approach for the inclusion of dynamic object qualities is focused on the
aspects of movement and manipulation of collection objects. The spatio-temporal
representation matrix of our near-field capture technique is one of the possibilities
explored in this first phase of the project (Fig. 2).

Matching the aesthetic of the near-filed representations we have developed another
dynamic capture method, which, also in the style of stop motion animation, displays
select characteristic states of an object including the manipulation processes connecting
them. Since real stop motion animation would be too time and labor consuming, we
chose to film demonstrations of the objects, in which a curator shows the handling of
the object. With a similar 4K cinema camera set-up these sequences are captured and
assembled as a linear stream images with several nodes of characteristic states of the
object that can be examined in detail (Fig. 3).

The selection of objects to be treated in this way was guided by the how central the
dynamic aspect is to a given object. One could of course consider books in general as
dynamic objects since they have to be opened and the reading process is a progressive
movement through the body of the book, nevertheless, we decided to keep the definition
narrower and limit it for example to the items in the artist-book collections, of which
many rely on a procedural unfolding and revealing to communicate their content and
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artistic value. Artist books are a particular example for the category of dynamic objects,
but many of the qualities at play in artist books equally apply to other objects. We worked
in similar ways with archival objects, objects from a costume collection and others. The
dynamic characteristics of many of these object types is important and a great value for
scholars. Having the possibility to display these qualities in the digitized representation
makes search and evaluation of the object easier and it helps the preservation by reducing
the strain that is put on sometimes century-old paper hinges (Fig. 4).

Fig. 2. Schematic of near-field image capture of dynamic objects

Fig. 3. Excerpts from the unfolding of an artist book

Fig. 4. Excerpts from the unfolding of a “telescopic” catalogue of the “Crystal Palace” of the
1851 Great Exhibition in London
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6 Automated Meta-data Extraction

In the current cataloguing practice the creation of meta-data is a time-staking and
resource-intense process. Every object has to be manually classified according to
established meta-data standards. Improving computer vision algorithms make it pos-
sible to explore methods for the computational extraction of meta-data for object
annotation [4]. Among the properties explored are morphometric analysis, which
possibly can support besides shape classification of objects for example art-historical
classification in the sense Carlo Ginzburg was describing it in his essay on the evi-
dential paradigm [12].

The LibraryMachine project is investigating how data-sets acquired for spatial and
temporal representation of objects can be used to infer additional qualifiers for objects.
Information regarding the shape, volume and surface qualities can potentially be
extracted in the course of data acquisition. Even though the first phase of the
LibraryMachine project does not present a workflow solution, several options have
been explored and will continue to be investigated. In collaboration with the Institute
for Creative Technologies of the University of Southern California we are exploring the
use of camera-based capture of objects under illumination with spherical harmonics,
allowing to acquire and calculate complex reflectance patterns of object surfaces [34].
This technique is promising in several ways because, besides opening the possibility to
infer material and surface qualities of objects, it provides another form of object rep-
resentation through a relighting interface (Fig. 5). Users can control the incident light
of a digitized object revealing the detail structure of the surface. We have explored this
option with relief objects, which are nearly flat objects but have a complex sculpted
surface (see Fig. 6).

Fig. 5. Relighting interface to interactively explore the surface relief of a page of an artist-book
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7 Haptic Search

As more collection items are digitized and put on display in digital frameworks
accessing these objects will be done through search tools. While the exhibition of real,
tangible objects allows the viewer to browse the collection and engage in serendipitous
encounters and findings, in collections that make their holdings available through
search interfaces this form of serendipity is difficult to establish. In particular in the
library context the serendipitous search has mostly been replaced by search term driven
interfaces that rely on abstract description of the desired items. The importance of
serendipity for innovative and creative thinking has been highlighted basically since
cataloguing and reference systems have begun to replace the real physical walk through
the rows of shelves [16]. The same desire for accidental findings and surprises moti-
vated information science pioneers like Vannevar Bush, Ted Nelson and Douglas
Engelbart who aimed to foster serendipity in the computational tools the built. The
importance of serendipity as a design goal in the interface design for search tools was
renewed through more recent studies [9].

Nevertheless, most current search methods for collections are relying on the textual
processing of meta-data. The search interfaces normally demand the entry of search
terms to describe the objects of interest and an increasing move towards digitized
cultural heritage holdings will introduce the same movement away from the pleasures
and rewards of working with physical object collections. The LibraryMachine project
is therefore dedicated to rethink the search approaches and to integrate the qualities of
abstract search and concrete browsing into its toolset. The use of spatial and temporal
object representations provides an opportunity to restore some of the associative and
haptic qualities that the encounter with real objects has to the abstract search of digital
resources. The salient qualities involved into the work with real tangible objects in a

Fig. 6. Touch-screen interaction with the “whirlwind” representation of search results.
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museum setting are the sensual concreteness of the objects and their real spatial
proximity. The concrete presence of the object allows a comprehensive and conclusive
grasp of the object and its qualities, which, compared to an abstract description through
search terms, is more efficient and intuitive. It activates the same perceptual propen-
sities that are at work in data visualization and are responsible for its cognitive effi-
ciency [10: 30].

Visual perception is to a great extent supported through our haptic sense. Even if
we do not touch an object prior haptic experiences allow our perception inferences
about the haptic aspects of an object that is only perceived visually. The visual stimulus
is associated with a certain sensory-motor action and evokes a feeling as if the haptic
stimulus was perceived. This effect is referred to as pseudo-haptic sensation and is
close to a form of sensory illusion [19]. The effects of pseudo-haptic sensation have
been found to be effective in the execution of shape identification and interaction tasks
[2]. Leveraging these pseudo-haptic effects is one of the strategies of the search
interface concept of the LibraryMachine. The information display is predominantly
visual and uses a spatial setting based on the metaphor of a library or museum building
housing the objects that displayed. The spatial qualities of the display support the visual
processing and pseudo-haptic clues. In addition to the visual focus we are using a large
format touch screen as display device for the search interface, which allows us to
implement gestural interactions with the objects. Search hits are displayed as a
“whirlwind” containing the objects. The “whirlwind” can be navigated by rotating and
scrolling it. In this way the user is able to ‘pseudo-tangibly’ interact with the objects
and locate those that attract interest.

The “whirlwind” (WW) can be populated in two ways, either by entering search
terms in a classical directed search, or by gradual refinement of its content. When the
user approaches the screen, the WW begins to spin and pick up objects from various
thematic areas. As the user approaches the WW slows down and stops once the user is
at the touch screen at a distance to interact with the screen. At this stage the user can
navigate the WW and refine its content. The approach phase during which the user is
tracked by a Microsoft Kinect depth camera extends the interaction sequence with the
interface to include full body movement. Gestures and body movement are important
aspects in parsing the spatial information provided by the 3d object representations and
developing a ‘feeling’ for the objects.

The hypothesis of the LibraryMachine project is that with the inclusion of
spatio-temporal data we need to rethink the design and interaction strategies used to
search for collection items. Similar to the research that began when large scale image
scanning became available and new interface designs for image search were developed
and tested. New interaction methodologies and meta-information requirements relevant
to image search had to be developed [27]. This first phase of the project makes a
contribution to formulating and testing methods of object representation and associated
search and retrieval methods.
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8 Discussion and Future Perspectives

In this article we discussed the first phase of the LibraryMachine project, which
explores methods of 3d and dynamic object capture for cultural heritage resources. The
first phase is a proof of concept implementation that developed a foundational set of
techniques of capture, search and interaction. We have developed a workflow of object
capture techniques and a data management and search infrastructure to handle and
display the data. These techniques are in a first user testing stage now and will serve as
the basis for the second phase of the project. The second phase will scale the number of
represented objects to include a representative set of the USC libraries special col-
lections that will be large enough to do real world search task assessment. In parallel
we are planning to develop an immersive version of the search and display interface
using a virtual reality system.

Another research vector of the second phase will be the extension of search
methods of the project phase discussed in this article. People often use gestures to
describe the shapes or sizes of objects. These non-verbal gestures form an important
part of how we communicate, and we are often better at describing an object through
gestures rather than through words. Neuroscientists regard gestures as an integrated
system of language production and comprehension [15]. Investigating how gestures
can be captured, analyzed and used in the search process will be an important part of
creating medium-specific search approaches. The computational analysis of gestures
[14] and the creation of gestural interfaces are active fields of research.

The third phase of the project will consist of a full-scale implementation of the
system to support real-world user traffic in the special collections. The focus of this
phase will be on the solid implementation of the methods and techniques developed in
the first two phases and on the extensive capture of collection objects.

The LibraryMachine project is a collaboration of members of the Media Arts and
Practice Division, the Interactive Media and Games Division of the School of Cine-
matic Arts and the Libraries of the University of Southern California.

We would like to thank the MxR lab of the University of Southern California for
their support with the near-field capture technique.
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Abstract. Creating an accessible environment, whether in the digital or built
landscape, is a goal to which we all aspire. Getting there can be somewhat
daunting and hard to envision. We certainly have guidance from the regulatory
world to begin the journey towards greater inclusion and accessibility (e.g.
Americans with Disabilities Act of 1990 [1], W3C Web Content Accessibility
Guidelines [2], Section 508 of the Rehabilitation Act of 1972 [3]), but how to
address those situations that we don’t know exist? What are the pressing issues
right now?
Following the lead of peer institutions and the direction given in various U.S.

Department of Justice and Office of Civil Rights resolution agreements, the
University of Virginia has created an online reporting mechanism involving key
functional areas across the campus to address and remediate accessibility issues
ranging from those with immediate solutions to long-term capital projects.
Based on a distributed responsibility model and built by University of Virginia
(UVA) developers, “Report A Barrier” is designed to allow anyone (university
community members and guests) to report what they may consider a barrier to
access.

Keywords: Accessibility � Reporting � Compliance

1 Assessing the Need and Requirements

1.1 What We Don’t Know

Providing a diverse and inclusive experience for all members of the UVA community
and guests has been a long-standing goal at the highest levels of the University.
Because of the historic nature of our built environment, the topography of our setting,
and the increased dependence on the digital world, assuring inclusion for individuals
with disabilities has been challenging. A number of committees and individuals have
worked diligently over the years to identify and address these barriers. However, a lack
of resources combined with the lack of a reporting process or mechanism have resulted
in many barriers remaining unknown or unreported.

Due to the lack of formal reporting mechanisms those issues brought to the
attention of these committees or individuals were not properly tracked to assure an
issue was addressed.
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In addition to the lack of tracking, oftentimes the wrong individual was initially
notified. It sometimes took many attempts to locate the appropriate office or individual
equipped to address the situation. Because of the amount of extra time and effort
involved, it was not uncommon for issues to become buried in the mounting list of
daily tasks, resulting in an issue being addressed after a lengthy time or not at all.

2 Recent Consent Decrees and Resolution Agreements

As we saw peer institutions enter into consent decrees and resolution agreements with
regulatory agencies, UVA understood it was in our best interest to review these doc-
uments, assess the requirements presented, and determine the direction we should take.

Within the past five years, the necessity for some type of reporting or survey
mechanism was either indirectly or directly stated in the documents reviewed and
referenced [4–7] as well as in other agreements. In short, the tool required by the
regulatory agencies needed to assist the institution in identifying barriers to access,
provide tracking on the remediation of these discoveries, and offer sufficient infor-
mation to deliver requisite reports.

Based on this review the decision was made to move forward with the creation of a
pan-university online reporting system, addressing barriers in both the digital and built
environments. Since UVA was not under review by any regulatory agency at the time,
this would be a proactive approach to identifying barriers and incorporate similar to the
approaches envisioned in the documents reviewed.

3 Proactive Holistic Approach

3.1 Review of Peer Institution Reporting Methods

Our first step involved a review of how our peers were addressing this challenge. Many
of the websites of institutions highlighted in the EDUCAUSE document [7] were
reviewed. Those institutions that did have a reporting tool in place most commonly
offered a basic web-based form, linked from their disability services office page or
ADA Coordinator office, with the information provided going back to a single person.
These forms also tended to address only the digital environment or only the built
environment. In some situations, there were two separate forms - one for each envi-
ronment and each located through different web paths.

Some of the forms that focused on the built environment provided a complete list of
campus facilities to choose from. In one instance the list included over 75 facilities. The
person reporting the issue would then choose the location with the barrier from a
dropdown list.

Those forms that were specific to the digital environment often automatically filled
in the web address of the web page that was being reviewed at the time the form was
activated.

Although these processes and methods of obtaining information regarding acces-
sibility barriers would result in the identification of certain issues, auto-completion of
information sometimes created more of a problem by indicating the wrong source of
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the issue. For instance, if we offered a dropdown list of facilities, the number of
facilities needing to be listed would make the selection process untenable. If we
auto-filled the location of a webpage, the issue may have actually been found in another
location and the reporting page would be incorrect.

3.2 Drivers and Intention

Identification, prioritization and remediation of accessibility barriers coupled with
centralization and coordination of effort were the primary drivers in moving forward
the creation of the reporting tool for UVA.

It was clear that models our peers installed in their environments would not work at
UVA. One of our first priorities was to identify key stakeholders who are commonly
associated with accessibility issues within the University environment and enlist the
support and participation of these offices and individuals.

Before moving forward, a meeting was held with University Counsel’s Office, to
ensure the direction and process of this initiative met with their approval, ask for
suggestions and answer any questions they may have.

3.3 Identification of Key Stakeholders

To begin the process of enlisting support and participation, we met with key individuals
in areas common to accessibility barriers. In addition, meetings were held with areas
that provide support to persons with disabilities at UVA. These areas included:

• Parking and Transportation
• Facilities Management
• Information Technology Services
• Student Disability Access Center
• Office of the Executive Vice President and Provost
• Department of Athletics
• Intramurals and Recreational Sports
• Equal Opportunity and Civil Rights Office.

These offices were cautiously enthusiastic about the idea of a reporting structure,
not knowing what the additional workload may entail. Even with the unknown factors,
each agreed to participate and appointed at least two members of their staff to par-
ticipate in the effort, with one of these individuals being appointed the primary contact
for their office.

3.4 Distributed Responsibility Model

Outside of the Student Disability Access Center, the number of individuals whose
position is fully dedicated to accessibility in some way at UVA – regardless of envi-
ronment – totals two; the ADA Coordinator, who reports through the Equal Oppor-
tunity and Civil Rights Office, and the Coordinator of Academic Accessibility, who
reports through the Office of the Executive Vice President and Provost. Neither of these
positions have time in their workday to address issues presented through the reporting
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mechanism. Instead of directing all reports to one person as our peers have done, it was
decided to develop a distributed responsibility model to address the issues presented.

Eight teams were created from the stakeholders group. These teams were comprised
of individuals across departments and units who could best address an issue based on
the barrier type selected. For instance, the team responsible for addressing classroom or
instructional barriers is comprised of individuals from Facilities Management, the
Office of the Provost, Information Technology Services, and the Student Disability
Access Center. This team then assigns tasks to members of their units to assist in
addressing the situation presented (Fig. 1).

Even with the distributed model, one department must “own” the tool as well as the
process. The Equal Opportunity and Civil Rights office provides this oversight with the
ADA Coordinator serving as the administrator of the tool.

4 Implementation of the Idea

4.1 In-House Development

Review of the process by the key stakeholders and Report A Barrier (RAB) Review
Teams helped define necessary steps and workflow. Development of the tool was done
by the Custom Application & Consulting Services group within UVA’s Information
Technology Services unit using Drupal. It was important the tool’s format be
responsive so input could easily be accomplished with a hand-held device such as a
smartphone or tablet as well as a desktop or laptop computer. Functionality was also
built-in allowing for the submission of a photo when an issue is reported.

Fig. 1. The distributed model of addressing reports through the Report A Barrier tool
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It was also important the tool be easy to find and remember. Working with
Information Technology Service and UVA Communications, the URL reportabarrier.
virginia.edu was obtained as well as the reportabarrier@virginia.edu email address.
Simple in form and easy to remember.

4.2 Basic Structure

Processes inherent to the tool all key off of the barrier type selected by the person
reporting the issue. These types of barriers are not specific to a department or unit, but
as was mentioned earlier, are more of an “area of concern” from the perspective of the
person making the report. The barrier types currently in use are:

• Parking & Transportation
• Physical Environment/Facilities
• Classroom/Instruction
• Online Environment
• Technology Related
• Event/Program Access
• Athletics/IMRec Facilities & Events
• Other.

Each of these barrier types has a cross-department/unit team assigned to respond,
determine if the correct barrier type has been selected, and address as appropriate.

In addition to the barrier types, a series of statuses has been developed to properly
track the current state as an issue is being addressed. Each status may have a time
trigger attached. As an example, the “New” status must be address by the corre-
sponding RAB Review Team within three business days. If that target is not met, a
reminder email is sent to the group (Table 1).

Table 1. Explanation of RAB statuses

Status When used

New The default status when an issue is first submitted
Under review When the case is first being explored
Forwarded within UVA A case may need to be assigned to a unit outside of the RAB

Review Team, but within UVA
Referred outside of UVA When an issue is under the purview of the City of

Charlottesville or other non-University governing body
In process A solution has been determined and remediation is underway
Closed An issue has been addressed and no further action is

necessary
On hold pending further
institutional action

When extended time is needed to address the issue such as a
capital project or large-scale funding is needed

Reviewed and closed
without resolution

It is not possible to address the situation

Case info tracked in another
system

When details of the case are tracked in a departmental
tracking system/database
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4.3 Process

In addition to the creation of the RAB Review Teams and the series of statuses, a
number of email notifications are automatically generated and other processes behind
the scenes are started when an issue is first submitted. There are four components to
Report A Barrier:

• Front-facing submission form
• Back-end routing and tracking processes
• Follow-up and response
• Audit and records management.

Front-Facing Submission Form. In an attempt to again keep things simple, the
front-facing form has only three required fields with the remaining being optional,
allowing for anonymous submission. A person must indicate their affiliation with the
University (Student, Fac/Staff, or Guest), select a Type of Barrier, and enter a
description of the issue in their own words. Other fields available for input are:

• Location
• Photo
• Name
• Email Address
• UVA Computing ID (for those with UVA affiliation)
• Phone Number.

Back-End Routing and Tracking Processes. When a report is submitted, a series of
email notifications are sent to the person submitting the case, the RAB Review Team
assigned to the barrier type, and to the oversight team. Time triggers based on status are
also started.

Follow-Up and Response. All members of the RAB Review Teams have the ability to
see and update any case submitted. These updates include notes that will be sent to the
person submitting the report, internal notes that will be visible only to team members,
and status updates. Authentication is needed to access these update screens and that
access is controlled by the RAB administrator. If the person submitting the issue
includes their email address, they will be notified of any updates (except for internal
only updates) and status changes.

Audit and Records Management. On an annual basis, or as request by senior
leadership, a review of all cases not assigned a “Closed” status is performed and
appropriate action taken to move them towards closure. An annual report is created
providing a narrative of the number of issues identified and the response and reme-
diation efforts undertaken. “Closed” cases are moved out of the active database, to an
archive. Archived records can still be reviewed and updated when necessary but are out
of the active group of cases. According to the Virginia Public Records Act [8],
“Closed” cases must be destroyed three years after last action. This is done on an
annual basis following UVA records retention policies.
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5 Results and Lessons Learned

5.1 Results

A soft rollout occurred January through mid-April 2016. During that time, 13 viable
cases were submitted. On April 18, 2016 communications were sent to the whole of the
university under the signatures of the Executive VP and COO, Executive VP and
Provost, and Vice President for Student Affairs. That day alone, 68 viable reports were
submitted. Looking at January through December 2016, 148 viable cases were sub-
mitted. During 2017, 46 cases and January–March 1, 2018 only 11 cases have been
submitted.

These numbers tend to indicate there was a pent-up demand for a vehicle to report
such issues. Over half of the issues reported are in the built environment with just under
half being reported by faculty or staff members.

The decrease in submissions can be attributed somewhat to a more proactive
approach being consciously implemented when projects begin – in both the built and
digital environments. More likely is the need for a renewed communications plan to
alert the University community of the tool’s existence and how to use it.

5.2 Lessons Learned

By implementing the distributed responsibility model, greater awareness of accessi-
bility issues in both the built and digital environments has been produced. It is not
unusual to now hear our concrete sub-contractors discussing the need for curb cuts and
the best way to install them. Or, listen to our digital environment developers discussing
the need for captioning or alternative text during the production of a new tool. This
awareness was not a planned outcome but it is certainly a welcome benefit.

Going forward, it is in our best interest to alert the University community to the
availability of this tool, and other accessibility tools, at the beginning of each semester.

It is also important to keep the RAB Review Team engaged as the tool matures and
processes need review. As the submission numbers have decreased over time, the
hands-on involvement by team members has also decreased. It is important to keep
everyone involved, learning from each other throughout the process, and build on the
progress towards a more inclusive University this tool is helping us to create.
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Abstract. The processes of formulation, implementation and political deliber-
ation for the correct operationalization of public administrations has transformed
into a complex endeavour at a time where the idea of representative democracy
is going through important changes and future challenges. The idea of public
administration and governance has become increasingly decentralized and
overloaded with new interactive processes which involve a greater number of
political and social actors. This has given rise to new collaborative, interactive,
and participatory governance strategies to create new public and social value.
Moreover, this has opened the gate for the emergence of new digital platforms of
participatory democracy, clearing the path for public and digital social inno-
vation. This paper is focused on an open participatory initiative developed by
the Provincial Government of Gipuzkoa in the Basque Country, to develop a
digital platform Public Budgeting for the year 2018. This strategy was devel-
oped along 2017 to redefine public budgeting through agile platforms of citizen
participation.

Keywords: Collaborative governance � Public budgeting � Digital platforms
Citizen participation � Public sector innovation

1 Introduction

Citizen participation in the public agenda has become key for the creation of public and
social value by contributing to the legitimation of public policies, favoring social
plurality and strengthening the role of the civil society. Moreover, in this particular
arena of new public and collaborative governance (Torfing et al. 2012a, b; Sorensen
and Torfing 2012; Osborne 2010a, b; Rhodes 1996; Kooiman 1993, 2002), public
budgeting has contributed to direct participation of citizens in the decision making
process of resource and public finance allocation, (Gilman 2016; Sintomer et al. 2008;
Novy and Leubolt 2005; Ebdon 2002; Ebdon and Franklin 2006) by empowering them
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through bottom-up channels of communication to define strategic socioeconomic
challenges of cities and regions.

In this context, the Provincial Government of Gipuzkoa in the Basque Country1 has
introduced a new process of public budgeting (PB) as a central pillar of its regional
collaborative and good governance program. This process is framed inside the Strategic
Management Plan for 2015–2019 for the province of Gipuzkoa, which is based on a
new Open and Collaborative Governance Model. Consolidating an open government
approach for the province of Gipuzkoa implies the generation of trust between citizens
and public representatives providing increasing transparency and effective account-
ability in the allocation of public resources and design of public policies. To achieve
this goal the Provincial Government implemented a participatory budgeting program
open to regional citizens to co-decide on the key socioeconomic challenges of the
province for public finance allocation in 2018.

This paper illustrates the context in which this strategy was developed by focusing
on the analysis of its channels of participation and communication and the description
of the achieved main results by following five important objectives:

• Describe how new public structures can play a major role in the creation of an
innovative participatory culture which is able to scale and implement PB from a
bottom-up approach.

• Analyse how the systemic employment of social and technological tools can
improve citizen participation.

• Acknowledge the social priorities and social needs of citizens by attending real
demands that can be included into the development of future public policies.

• Open new channels of active reflection and debate, which contribute to improve the
ways in which public administrations engage with citizens.

• Describe how the process of open public budgeting through citizen participation can
be approved and scaled by public representatives and technical staff.

This paper is divided into four different sections. We will first analyze the impli-
cations of collaborative governance and participatory budgeting in contemporary
societies. The second section is focused on the methodological approach we have
followed during this process. The third section will described the main results and
reflections of the PB process leading to a concluding final section.

1 The Basque Autonomous Community (CAPV) (2,173,210 inhabitants) is located in northern Spain
and is divided into the Historical Territories of Bizkaia (1,141,442 inhabitants), Alava (321,777
inhabitants) and Gipuzkoa (709,991 inhabitants). Each of these territories has its own provincial
government, organized around their Provincial Councils and Regional Laws, with broad powers for
the administration and socio-economic and political management of each region. The Territory of
Gipuzkoa, which this analysis focuses on, is a province that borders with the Southeast
Basque-French region and has 11 districts and 88 municipalities.
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2 Understanding Collaborative Governance
and Participatory Budgeting

Collaborative governance has been institutionalized as an innovative approach for the
management and design of public policies in contemporary democratic systems (Jun
2002; Kettl 2002; Klijn and Koopenjan 2016). Its articulation is based on shared
motivation structures oriented to the improvement of the capacities of policy action,
fostering shared knowledge and adaptation to specific political and socioeconomic
challenges. The nature of this collaboration has to be sustainable over time for the
effective management of different resources from a series of reciprocal protocols and
institutionalized procedures. In this context, collaborative governance is defined as “the
structures of public policy decision making and management that engage people
constructively across the boundaries of public agencies, levels of government, and/or
the public, private and civic spheres in order to carry out a public purpose that could
not otherwise be accomplished” (Emerson et al. 2011:2).

Likewise, this collaboration needs to enhance leadership and responsibility of the
interested parties in the process of participation in order to generate new knowledge that
can be later pragmatically applied. Frequently, these collaborative processes face dif-
ferent difficulties when translated into specific political responses and measures,
resulting in the dissolution of citizen participation into simple proposals which never get
to be applied or scaled. In this respect, the methodologies and resources for participation
need to be correctly defined and delimited and, therefore, they need to be publicly
planned and regulated with pragmatic purposes (Jessop 1998; Ansell and Gash 2007).

The most important challenge faced by these structures of collaboration is the
unbalance between the power and knowledge that is generated between the actors,
agents and institutions that hold power and civil society organizations; that is to say,
between the expert knowledge coming from actors and agents that are more or less
institutionally legitimized (academia, political advisers, experts, etc.), and the tacit
knowledge coming from citizens and the civil society. This tacit knowledge is con-
nected to the pragmatic nature of the social and economic problems that want to be
addressed and that citizens’ face in their daily lives. This unbalance may have an effect
in the accomplishment of real social responses because the knowledge acquired
through bottom-up structures, may not be integrated in the more general public man-
agement dynamics, or may be simply lost in the process of political and policy
implementation.

From this point of view, the most important value attributed to the different forms
of collaborative governance is the assigned significance of participatory processes, that
is, the capacity to generate structures of opportunity for participation, regardless of the
benefits and obtained results inside the public consulting process. However, this col-
laborative and participatory process requires a deeper integration in relation to the
objectives and strategies that look to be accomplished by the interested or affected
parties in this relation. In the case of the participatory budgeting process described in
this paper, the Provincial Government of Gipuzkoa previously designed and agreed to
and strategic policy plan (Strategic Management Plan for 2015–2019) that could be
aligned with the described relation.
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In this framework, according to Ebdon (2002) the goal of citizen participation is to
provide the necessary political and policy mechanisms that guarantee the citizens’
active role in the process of public decision making by acknowledging this active role
in the provision of government services, and therefore recognizing their value not just
as “service consumers” but as legitimized stakeholders in this public decision making
process (Ebdon 2002:274). Concerning PB, Novy and Leubolt (2005) see this process
as a social innovation that has been capable of creating and intertwined relation
between the state and civil society (Novy and Leubolt 2005:23). As a result, PB is
perceived as just piece of the puzzle, it’s a mean to an end, being contextualized in a
much extensive social experimentation approach that looks to institutionalize and
promote a broader participation culture among citizens. In order to achieve this goal PB
is usually implemented annually and redefined every time it is applied. Following Novy
and Leubolt (2005) “participatory budgeting is an instrument of decentralization that
successfully avoids spatial fragmentation” (…) “the participants not only make sug-
gestions but are also responsible for the ranking of the proposed projects that takes
place both on a regional and thematic basis” (Novy and Leubolt 2005:28).

PB first emerged in Brazil in the 1980s and has later been adapted to other Latin
American and Western European countries. According to Sintomer et al. (2008), PB
has followed different methodological approaches, being context dependent. This has
had an effect in how we define public budgeting, not being able to agree on a common
definition that can be applied to every case. Nevertheless, these authors recognize five
important factors when we approach PB: (1) the limited access to resources and funds
by public authorities confines restricted possibilities on how these public funds are
spend and implemented; (2) local or decentralized authorities need to be involved in the
public regulation of the PB process with enough power and legitimation to manage and
direct this process; (3) PB requires a sustained strategy over time that grants its future
institutionalization; (4) a certain form or mechanism of public deliberation (sustained
meetings or assemblies) within its applied collaborative framework is needed; and
(5) effective and efficient results to generate trust between citizens and public bodies
requires some level of accountability and result materialization once PB is finalized
(Sintomer et al. 2008:168).

3 Methodological Context

Having defined the governance context where PB is enclosed, this section looks to
describe how this particular collaborative approach was contextualized and applied in
the Basque province of Gipuzkoa.

As already stated in the introduction to this paper, the PB initiative is part of the
Strategic Management Plan for 2015–2019 developed by the provincial government of
Gipuzkoa, and it is therefore framed as an specific action inside a wider public insti-
tutional process. The first approach to PB was developed in 2016, and the mentioned
plan looks to repeat this process in 2017 and 2018. This paper only describes the
actions that took place in 2017 and its implications in the public budgets for 2018.

The Strategic Management Plan for 2015–2019 establishes the foundations for the
development of a series of projects, among which we could highlight for our analysis,
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a “Good Governance Strategy and a Programme for Political Culture and Deepening
Democracy”, made specific in the following objectives (DFG 2016:20):

• The transformation of the ways of governing and making Good Governance a
hallmark of the Provincial Government of Gipuzkoa.

• To explore in more depth the attitudes, values and democratic behaviour of citizens,
institutional representatives and organised society.

These projects are reflected in the most important general objectives of the Plan,
among which we should highlight the Reinvention of the Government of Gipuzkoa “as
the driving force that promotes the development and transformation of the territory,
establishing a corporate and crosscutting commitment to the cultural and organisational
change by each person and department of the provincial government of Gipuzkoa;
opening active channels for citizen participation, multiagent collaboration and trans-
parency” (…) “…extending and homogenising new advanced practices of planning,
management and evaluation applicable to each one of its public policies…” (DFG
2016:15).

As a result, in this case PB is only a part of a wider governance model that is
methodologically articulated inside a PDCA cycle (Plan-Do-Check-Act) (Matsuo and
Nakhara 2013; Moen and Norman (2006); Johnson 2002). The PDCA cycle is based on
a multiyear framework of action (2015–2019) that is annually revised involving a series
of steps:

• Development of a Strategic Governance Plan by the Provincial Government of
Gipuzkoa for the period (2015–2019) (PLAN).

• Implementation of first actions within the plan which look to deliver a series of
products and public services, in this case related to the participatory budgeting
process (DO) inside the following public policy fields: employment, active aging,
workplace participation, education, sustainable environment and transport infras-
tructure, and poverty reduction.

• Revision of first results and steps, which are organized into different programs and
public actions where PB is framed (CHECK).

• Application and scaling of results through the creation of a sustained and partici-
patory culture in the long-term, by fomenting collective learning within the pro-
vince, that is, what has been learned and how we can apply and sustain future
actions (ACT).

In this particular case, the PB initiative for 2017 involves a broader and new
communication and socialization strategy with citizens different from the one imple-
mented in 2016. It is intended to answer with coherence and transparency to citizens’
proposals through the combination of face-to-face actions as well as virtual and digital
channels of attention and citizen participation. The rise and diffusion of social networks
and mass media through the ICT revolution has facilitated the acceleration and creation
of a new relational universe that is more connected and accessible, where citizens and
the civil society can express themselves more freely. This resource is now part of our
social and public imaginary and of our daily lives, as a mean that is used by all types of
actors and agents, from policymakers to third sector organizations, companies, NGOs,
citizens, etc. (Gilman 2016; Longo 2011; West 2005). As stated by Hollie Russon
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Gilman in her book “Democracy Reinvented. Participatory Budgeting and Civic
Innovation in America”, “digital technologies have accelerated the flow of communi-
cation and reduced barriers to entry for collective action, introducing new possibilities
for organization and activism in a networked world (Gilman 2016:4).

The channels of communication and socialization of this PB process where based in
the complex and combined application of different measures:

• Diffusion in the Media and Social Networks of the strategic plan and PB initiative
• Online and physical mailing campaigns
• Virtual participation based on simple and agile digital platform where citizens could

alternatively answer to the questionnaire and post their different opinions and
concerns (https://www.gipuzkoa.eus/es/web/partaidetza/)

• HERRIZ-HERRI (From Village to Village Campaign): This campaign was based
on face to face interactions with citizens of 38 municipalities in Gipuzkoa pro-
moting active participation during 40 days. Physical tents were build in these
municipalities where the government explained what PB is, what are the channels of
participation. This campaign also offered the chance to answer the questionnaire
physically (see Table 1 below)

• Thematic meeting with the civil society which involved third sector organizations
and civil associations (see Table 2 below).

The online questionnaire that was distributed both physically and through the
digital platform was based in two open and one closed question: (1) What are your
proposals for the 2018 budget? (Open); (2) What do you think is the main future
challenge of the province of Gipuzkoa? (Open); (3) In which three areas would you like
the provincial government to invest? (Closed). Each question was formulated for the
following thematic areas: social services, employment and economic promotion,
infrastructures, public transportation, culture, tourism, environment, corruption, agri-
culture, equality conciliation policies, promotion of regional language (euskera).

This process was conducted through the months of May to June 2017 and involved
a sample of 2,859 people from a population universe of 618,256 (people over 16 years
old registered in Gipuzkoa. 318, 054 women and 300, 202 men). The confidence level
was of 95% with a margin error of 1.8%.

As part of the PDCA cycle, the revision process (CHECK) looks to improve the
actions developed in previous years. As a result the PB initiative in 2017 increased the
dates for participation (from 44 in 2016 to 60 in 2017), its presence in local munici-
palities (from 16 localities in 2016 to 38 in 2017) which amplified its impact potential
to 81,7% of the total population, and most significantly, the design of an online digital
platform to facilitate both the recollection of answers and the analysis of results, by
improving transparency and promoting more efficiency to the recollection process.

The online participant portal was key and played two important roles: on the one
hand, citizens could have access and participate directly through the virtual platform to
design the new public budgets for 2018; on the other hand, all the channels of com-
munication and participation were monitored through this online platform and weekly
updated so that citizens could follow in real time the evolution and priorities of other
citizens for public budget allocation.
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Table 1. Municipalities and geographic locations of the ‘Village to Village’ campaign.

Date Municipality Location Population

02/05/2017 Urnieta Udaletxeko Plaza 6.247
03/05/2017 Donostia Katalunia Plaza 186.064
04/05/2017 Donostia Gaskuña Plaza 186.064
05/05/2017 Donostia San Martin kalea 186.064
08/05/2017 Hernani Plaza Berria 19.712
10/05/2017 Pasaia Euskadi Etorbidea 16.207
11/05/2017 Irun Ensantxe Plaza 61.608
12/05/2017 Astigarraga Foru Enparantzan 5.880
15/05/2017 Andoain Goiko Plaza 14.613
19/05/2017 Zarautz Lege Zaharren Enparantza 23.117
22/05/2017 Azpeitia Enparantza Nagusia 14.666
23/05/2017 Zumaia Eusebio Gurrutxaga Plaza 9.840
24/05/2017 Deba Foruen Plaza 5.480
25/05/2017 Eibar Untzaga Plaza 27.380
26/05/2017 Elgoibar Foru Enparantzan 11.594
29/05/2017 Mutriku Txurruka Plaza 5.329
30/05/2017 Mendaro Herriko Enparantza 2.031
31/05/2017 Aretxabaleta Herriko Plaza 6.993
01/06/2017 Antzuola Herriko Plaza 2.176
02/06/2017 Arrasate Biteri Plaza 21.987
06/06/2017 Eskoriatza Fernando Eskoriatza Plaza 4.080
07/06/2017 Segura Juan Deuna Plaza 1.472
08/06/2017 Urretxu Iparragirre Plaza 6.805
09/06/2017 Beasain Zubimuzu Plaza 13.949
12/06/2017 Zegama Jose Maiora Plaza 1.514
13/06/2017 Zalbidia Santa Fe Plaza 1.575
14/06/2017 Zumarraga Euskadi Plaza 9.918
15/06/2017 Legazpi Euskal Herria Plaza 8.485
16/06/2017 Bergara San Martin Agirre Plaza 14.743
19/06/2017 Irura San Miguel Plaza 1.785
20/06/2017 Asteasu Lege Zaharren Enparantza 1.505
21/06/2017 Villabona Berdura Plaza 5.891
22/06/2017 Legorreta Korta eta Zapas Plaza 1.443
26/06/2017 Lezo Gurutze Santuaren Plaza 5.960
27/06/2017 Hondarribia San Pedro Kalea 16.950
30/06/2017 Tolosa Foruen Enparantzan 19.175
Total 586.605

Source: own elaboration
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Methodologically, for those citizens that wanted to participate online, the platform
offered a budget simulator where participants could compare the budgets of previous
years (2016, 2017) and introduce new modifications. For this particular case, the
budget was divided into 10 different lines of action in the Provincial Government where
citizens could ‘play’ and ‘experiment’ with the simulator to create their own public
budget or modify the previous ones with a +/–5% range. For every line of action,
participants could also make new proposals or comment on previous budget alloca-
tions. This was a very interesting and dynamic process from a user-centered approach,
since citizens faced the complex and real challenge of public budget allocation, the
simulator would not allow the budget to be finalized until a balance between all the

Table 2. Thematic meetings with civil society organizations

Municipality Date Nature of the organization #People

Andoain 15/05/2017 Third sector – Social collectives 14
Antzuola 01/06/2017 Citizens 21
Aratxabaleta 26/05/2017 Education and training centres 21
Arrasate 26/05/2017 Mondragon University 16
Astigarraga 08/06/2017 First sector 15
Azkoitia 18/05/2017 Education and training centres 33
Azpeitia 22/05/2017 Local commerce 12
Deba 24/05/2017 Cultural Associations 21
Donostia 05/05/2017 University of Deusto 43
Donostia 03/05/2017 Schools 56
Eibar 25/05/2017 Retirement Associations 41
Elgoibar 26/05/2017 Schools 15
Getaria 17/05/2017 Retirement Associations 23
Hernani 08/05/2017 Education and training centres 11
Idiazabal 16/06/2017 First sector 10
Irun 11/05/2017 Third sector – Social collectives 15
Legazpi 15/06/2017 Retirement Associations 12
Lezo 26/06/2017 Local Citizens 10
Oiartzun 09/05/2017 Cultural and Sport Associations 8
Ordizia 09/06/2017 Economic Development Agency 13
Orio 16/05/2017 School parents Association 12
Pasaia 10/05/2017 School 21
Tolosa 30/06/2017 Economic development Agency 4
Tolosa 22/06/2017 Third Sector 12
Urretxu 08/06/2017 Economic development Agency 9
Zarautz 29/05/2017 Education and training centers 25
Zumaia 23/05/2017 Retirement Association 23
Zumarraga 15/06/2017 Retirement Association 11
Total 527

Source: own elaboration
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action lines was reached. They had the chance to experiment how complex and difficult
public budget allocation is when having to consider multivariable approaches to the
policymaking process.

4 Results

The PB process received 7,683 contributions, 83% of which were recollected through
the ‘village to village’ campaign. Only 8% of the total contributions were received
through the digital platform, favoring face-to-face interaction over other modes of
participation. Citizens acknowledged the complex and difficult task of reaching a
budget balance through the online simulator, opting for direct participation and general
budget estimations in the ‘village to village’ campaign. The average age of partici-
pation was of 48 years old but younger generations were more open to contribute
through the different transversal and thematic approaches (almost 44% of the contri-
butions were done by people between 16–45 years old, showing an important gener-
ational gap in citizen participation). Also, from a gender perspective, more women than
men were involved (58% women over 42% men) in this process.

From a thematic point of view, two were the main concerns manifested through the
PB process. Firstly, allocation of resources and funds to support economic promotion
in job creation (19.7% of total contributions) –stable, worthy and of quality– specially
in younger generations, was a demand which was emphasized transversally through
three main participatory processes. The request for specific public policies in this arena
was significantly important, particularly for ages over 35 years old and self employed
workers. Also, public support of companies and local industry was another significant
area of interest with respect to public training and life-long learning programs (par-
ticularly in the technological and digital sectors), entrepreneurial public funding and
R&D investment.

Secondly, support for social policies is highlighted over other areas (19.3%). The
need to advance in the extension of network residences for the aged population, eco-
nomic household support, rising inequality, and daily care centers to fight poverty and
support social integration are revealed as priority areas. The extension of social services
and coverage for the aged population and vulnerable people was also a recurrent topic
in the PB process.

The third area that received more contributions was the need for sustained public
policies and procurement to fight public and private corruption, mainly in the public
sector and the migrant population. In this context, it was worrying to see that many of
these contributions were focused on demands which were critically addressed to the
migrant population, as a social group that is benefiting from social policies in a
fraudulent manner. More control and vigilance was directed towards this issue, which
particularly worries public administrations indicating that there are rising xenophobic
attitudes in certain segments of the population.

Finally, 9,2% of all contributions were addressed towards environmental problems
that revealed massive opposition to a public incinerator that is planned to be built in the
region. These complaints were directed to the Environment Department of the
provincial government through a negative assessment of the possible impacts it will
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have in the populations’ health, the insecurity it generated and the high costs that would
be needed for its support. Others issues emphasized in this particular area were focused
on the need for sustainable tourism policies, sustainable transport and cleaning of
mountains and rivers.

5 Conclusions

Although this paper has not been able to reflect on the future steps that will be taken to
answer some of the mentioned concerns described in the results section, it successfully
reveals how PB can contribute to improve the social problems and needs of regional
and local populations through citizen participation and social experimentation. The
experimentation process is a measure that needs to be acknowledged because citizens
were reluctant to use the online simulator when they faced the difficult task of having to
calculate and reach a clear budget balance for all their budget proposals.

The application and scaling of results through the creation of a sustained and
participatory culture in the long-term is therefore difficult to assess at this stage of the
process, but the importance of collective learning between citizens’ and the public
government is reflected through the different concerns that were addressed in the PB
process. Although it is still early to assess the impact that this strategic policy programe
will have on the future of the province, we should acknowledge it is part of a more
ambitious and complex endeavor that should enable in the medium-long terms, a new
process of institutionalization based on broader public models of action. The rooting
and necessary implementation of a new political culture is fundamental for the insti-
tutional future of the territory, both from a discursive and practical point of view.

The rules and the values that guide the different social actions, deciding which of
them are relevant and which of them can be discarded and, therefore, creating dynamics
of hegemonic power that govern the regulatory and conceptual factors through which
the policies are built, applying each discourse to its specific spatial practice, is complex
and difficult to implement from a bottom-up approach. In this case, exhaustive public
monitoring of all of the contributions is needed, and not all citizens’ understand the
difficulty and the procurement process public decisions face when scaling public
proposals to specific policy measures.

In this context, each social structure raises thoughts about the reasons for its
existence, its mechanisms of action and communication, the organization of its power
frameworks, and the effect of all these, when building policies and scenarios focused on
strengthening organized society and enhancing the process of political legitimization.
All of which are faced through new mechanisms of political collaboration and public
representation oriented towards solving the problems of Gipuzkoa’s society, creating
the necessary tools to guide and decide its future.
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Abstract. Portugal, as part of the European Union, has general legislation
regarding accessibility and inclusion for general purposes, particularly for
education. There are several international and national initiatives, including
some projects. However, disabled and non-disabled people still do not share
equal opportunities. In this project a proposal for a remote class system is
presented, which includes sign language interpretation, targeted at those students
who cannot be physically present in the classroom and/or need sign language
interpretation. The system is based on audio and video communication between
the classroom, the student and an interpreter, so that the student can access and
understand the content of the class in real-time, as well as be able to interact with
the professor and classmates. A prototype is being developed in conjunction
with the Portugal Telecom Foundation, which should be a step forward to a new
full-featured service targeted at educational institutions and disabled students.

Keywords: Sign Language � Remote class � Deaf � Disabled � Education
Accessibility � Human-Computer interaction

1 Introduction

In the European Union (EU) there are about 80 million people affected by some sort of
disability and in Portugal alone that number is about 1 million people [1]. In the EU in
general, and particularly in Portugal, opportunities are unevenly distributed between
people with disabilities and the general population. Throughout history there have not
been enough practices and policies to address this problem in order to cancel and repeal
the unevenness, social injustices and exclusion that affect the disabled population
within the different social realms. One of those areas is education, where this problem
is well present from the beginning in terms of access to education, as well as later, in
the dropout rate when attendance requirements are not met [2].

The Portuguese state has subscribed to the United Nations Standard Rules on the
Equalization of Opportunities for Persons with Disabilities [3], the Salamanca Decla-
ration [4] and the International Convention on the Rights of Persons with Disabilities
[5]. These agreements are international juridical instruments that bind the government
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to assure dignity in the life of those with a disability, including equal rights and
opportunities to access education for all disabled children, teenagers and adults.

The number of students with Special Education Needs (SEN) registered in schools
has grown in the last years, although in Higher Education (HE) it is still a very small
percentage of the population when compared with the total number of students in
Higher Education Institutions (HEI). The Workgroup to Support Higher Education
Students with Disability (WSHESD), hosted by the Portuguese Ministry of Science,
Technology and Higher Education (MCTES), conducted a national survey regarding
the support provided to students with SEN in HE. According to this survey, the
percentage of students with SEN in Portuguese HEI is about 0,36% and only about 1%
of the high school students with SEN will attempt to continue their studies in a HEI [6].
These numbers reveal a very dramatic scenario.

From a technical perspective, several projects have been developed to assure dis-
abled students physical access to HE classes and digital access to the contents [7–14].
Unfortunately, these initiatives have a limited impact, as different types of disabilities
need specific and integrated approaches, or the solutions must be broader then the
technical perspective. Another important aspect is related to the adoption of technol-
ogy, in particular systems design and user motivation as we have argued in other
projects, in the fields of healthcare and rehabilitation [15–18].

Currently, there is a lack of answers and solutions to allow SEN students to attend
HE in an inclusive and equal manner. Consequently: (1) The majority of the students
with SEN will not apply to HE; (2) A significative number of students with SEN that
get accepted into a HEI will drop out shortly after; (3) There is a very tiny percentage of
students with SEN attending HE. Therefore, it is of the utmost importance to create and
adopt solutions that might encourage and enable students with SEN or any other
permanent or temporary disability to attend HE.

Due to several temporary or permanent reasons, a significant number of SEN
students, as well as a small number of regular students, are unable to attend classes in
the same terms as their colleagues. In this context, two important issues are the
impossibility of these students to be physically present in the classroom, as well as the
unavailability of class translation to Portuguese Sign Language (PSL) targeted at deaf
students.

Sign Language interpretation services can effectively communicate the content of
HE classes and it is the preferred way for deaf students to have access to the content of
their classes [19]. Sign Language (SL) must be acknowledged as a paralinguistic
element, currently used as an instrument to support oral communication, highly con-
tributing to the speaker’s expressiveness, which is related to the receptor’s point of
view, as well as to the context of communication. SL are the mother languages of the
deaf communities and must be accounted as human languages in the sense that they
obey universal linguistic parameters, e.g., randomness, conventionality, recursion, and
creativity [20–23].

For students who cannot be physically present in the classroom, remote class
systems can provide features which allow these students to watch the classes, to access
the content of the classes, as well as to communicate and interact with the professors
and classmates. The usage of telepresence robots can further enhance this concept by
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allowing the telepresent student to watch, listen, move, join, and interact in a more
realistic and independent way [24].

The main goal of this project is to promote a more inclusive and diverse form of
teaching by implementing an interactive remote class system with PSL interpretation,
in the University of Trás-os-Montes e Alto Douro (UTAD).

2 State of the Art

Technology offers the potential to provide access for all learners and the ability to
access general education. An important field is assistive technologies, which can help
individuals with many types of disabilities, ranging from cognitive problems to
physical impairment [25].

Assistive technology is a generic term that includes assistive, adaptive, and reha-
bilitative devices for individuals with disabilities and encompasses ‘virtually anything
that might be used to compensate for lack of certain abilities’ [26]. Assistive tech-
nology also involves information and communication technologies, better known as
ICT. It ranges from low-tech devices, such as crutches or a special grip for a pen, to
more advanced items such as telepresence robots or even distance learning.

For Burgstahler [27], if used correctly, distance learning options create learning
opportunities for students with a broad range of abilities and disabilities. Otherwise,
they can erect new barriers to equal participation in academics.

According to Herring [28], telepresence robotics is a sophisticated form of robotic
remote control in which a human operator has a sense of being on location – that is, of
being “telepresent”. For Bloss [24], a service with a telepresence robot can really
enhance the educational experience of students by allowing them to be “at school”.
Bloss also affirms that these kinds of robots give humans the ability to independently
see, hear, join in and move about the school or business situations when otherwise they
might not be able to be present or are needed somewhere else.

In this context, these robots usually use videotape or televised presentations.
Besides that, Burgstahler [27] says that whenever a videotape or televised presentation
is used in a distance learning course, captioning and sign language should be provided
for the deaf and those who have hearing impairments. According to Burgstahler, if the
institutions want to implement this kind of ICT, they must hire someone to sign the
alternative to the audio material for a student who is deaf.

For Schick et al. [29] access to the general education curriculum is provided for
deaf and hard-of-hearing students by using the services of a sign language interpreter.
Burgstahler [27] also adds that real-time captioning or sign language interpreting
should be provided when requested by the students who are deaf. However, Viera and
Stauffer [30] report that deaf university students would also like to receive information
through a more specific text than exclusively from the interpretation of the sign lan-
guage, so that they can access and understand a specific subject with the academic
terminology used in the university.

Therefore, considering that this study focuses on a proposal for the implementation
of an Interactive Tele-System with Portuguese Sign Language, in order to research the
influence of ICT on students with special needs, the research was mainly based on case
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studies with technologies for deaf students and students with physical impairments who
cannot physically attend classes. In other words, the research was based on potential
technologies for distance education, as well as with sign language.

According to Burgstahler et al. [31], distance education options create learning
opportunities for everyone if accessibility considerations are made in the design pro-
cess. Otherwise, they can impose needless barriers to equal participation in academics
and careers for potential students and even instructors with disabilities. Burgstahler
[27] even states that distance education is designed to reach students from anywhere.
Burgstahler affirms that if universal design principles are used for increasing these
classes, they will be accessible to any student. Burgstahler et al. [31] also mention that
online courses can inadvertently erect barriers for students and instructors with
disabilities.

Drigas et al. [32] presented a Learning System (LS) offering Greek Sign Language
videos in correspondence to every text in the learning environment. The system was
designed particularly for the deaf with the purpose of providing lifelong vocational and
educational training. According to them the choice of the advanced technical video in
the e-Learning system plays an important role. Video technologies offer great possi-
bilities for better telecommunication between the Deaf people whose first language is
sign language.

The system provides the choice of selecting the speed of the video depending on
the line capacity allocated to the student. This is performed by selecting the quality of
graphics and video. The system also allows offline downloading of the Sign language
content for better real time quality. There are three user levels in the system, namely
teacher, student and administrator [32]. According to the study, it is important to note
that every student has his or her own individual needs. According to them the devel-
opment of the educational material must respect the following questions and principles:

• How does the student learn and what are the student’s needs and special
characteristics?

• How does the professor teach?
• How is the educational process evaluated?
• What is the student supposed to do in order to learn?

Napier and Barker [19] present a study in Australia where they focus on four deaf
Australian university students’ perceptions of university interpreting, responses to
videotaped interpretation and stated preference of translation style, as well as their
expectations of university interpreters in terms of qualifications. The study was mainly
based on the viewing of two videotaped segments of university lecture interpretations,
one demonstrating a predominantly free approach and the other a predominantly literal
approach. This study also discussed the expectations of deaf students in relation to
education, as well as the qualifications and knowledge of interpreters in a university
context.

According to the study by Napier and Barker [19] deaf students prefer interpreters
to combine both interpretation styles, switching between literal and free approaches
when appropriate. However, the preferences of each deaf student are essential, as well
as the relationship between the students and the interpreters. In terms of qualifications,
the students advocated for interpreters having a university qualification in general,
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especially if they are working in a university context. The same study shows that deaf
students are increasingly using sign language to communicate.

As previously mentioned by Viera and Stauffer [30], deaf university students may
also prefer to receive information through text in addition to interpretation in Sign
language, so that they can access and understand a specific subject with the academic
terminology used at the university. Sometimes they cannot understand all the infor-
mation, so additional reading and further study may be needed. Students also argue
that, whenever possible, interpreters should have access to the content to be treated.

From their study, Napier and Barker [19] suggested the following questions should
be considered in relation to the provision of university interpreting services:

• Should universities hire only interpreters with university qualifications and
subject-specific knowledge?

• Should interpreters be assessed on their ability to provide free and/or literal inter-
pretations in the university context?

• Are deaf students’ perceptions of translation styles accurate?
• Should deaf students be asked about their preferences for interpreters?
• Do deaf university students need to be educated on how to work with interpreters

specifically in this setting?
• Should interpreters receive specific training prior to working in higher education?

For Napier and Barker [19], one of the key issues identified by the study is the fact
that deaf students readily acknowledge that they do not receive full access to infor-
mation in university lectures.

Schick et al. [29] carried out a study in the USA to investigate the performance
skills of educational interpreters. This study was based on EIPA. EIPA is a tool
designed to evaluate the interpreting skills of educational interpreters in a classroom
setting. This study affirms that despite the important role that educational interpreters
have in the education of deaf/hoh children, it is clear that many of them do not have the
interpreting skills necessary to work effectively in classrooms.

Similarly, Marschark et al. [33], performed a study in the USA to examine the
utility of real-time text in supporting deaf students’ learning from lectures in school
classrooms, comparing the effects on learning of sign language interpreting, real-time
text (C-Print), and both at same time. As expected, there is no inherent advantage or
disadvantage of printed materials (C-Print or CART) relative to high-quality sign
language in the classroom.

Herring [28], also in the USA, proposes a demonstration of two telepresence robots.
The research focused on the telepresence needs of a mobility-impaired academic and
included a user study. Two different models of Robot, one floor model (VGo) and one
tabletop model (KUBI) were used. This study allowed the researcher to identify several
basic desiderata for a telepresence robot for academic use:

• Navigation: It should have an easy-to-use interface; smooth movement; variable
speeds; obstacle indicator;

• Camera should show a wide angle and allow zooming;
• Audio should be able to receive wide-range input;
• Output should be loud enough to be heard by an audience;
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• Video display should show the user’s face close to actual size;
• Robot height should be close to human-like sitting and/or standing;
• It should be packable (able to be dis-assembled; lightweight);
• It should be robust and durable;
• It should be affordable.

3 System Architecture

The system proposal has the main objective of creating a system to provide remote
access to classes, including the option of online sign language interpretation, in order to
overcome the limitations of a student that for some reason can’t physically attend the
classes, including deaf students. The system can also be used by students, physically
present in the classroom, to receive the online sign language interpretation, thus pro-
viding a solution for deaf students to properly understand the class.

Two scenarios are described: (1) a student attending the class remotely; (2) a
student present in the classroom and simultaneously watching the online sign language
interpretation.

3.1 A Student Attending the Class Remotely

In this scenario, illustrated in Fig. 1, a student receives a video and audio feed from the
classroom, as well as a video feed from a sign language interpreter. The student can
communicate with the classroom as well as with the sign language interpreter, who will
relay any messages to the classroom. This way, there is a direct link between all the
parts (student, SL interpreter, and classroom) so the student can interact directly with
the classroom or can use the interpreter’s mediation.

This scenario can be established for hearing students, as well as for deaf students
who will use the SL mediation.

3.2 A Student Present in the Classroom, While Simultaneously Watching
the Online Sign Language Interpretation

This scenario, illustrated in Fig. 2, is targeted at deaf students, who will physically
attend the class and use the online SL interpretation. There is a video and audio feed
between the classroom and the interpreter, as well as between the student and the
interpreter, thus creating the conditions for the SL mediation to occur.

4 The Case Study Based on PT Teleaula

The University of Trás-os-Montes e Alto Douro (UTAD) is currently developing the
“UTAD for all” project, which includes a partnership with the Portugal Telecom
Foundation (FPT), which provides “Teleaula” – a remote class videoconferencing
system that will be available for the UTAD and its students. Portugal Telecom holding
is a former national telecom incumbent, of which the FPT is a part dedicated to
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developing the company’s social responsibility by providing special solutions, based
on the company’s consumer and enterprise products. The FPT uses the holding’s
resources to provide Teleaula, a service targeted at students who cannot be physically
present in the classroom, so they can watch the class using a videoconference system.
Cases have been implemented in which the students watched the classes from their
homes, a hospital, etc. The Teleaula solution is based on a high quality full-feature
videoconferencing system, allowing a two-way interaction between the student and the
classroom, and acting as an inclusion solution for SEN students.

Fig. 1. Attending the class remotely with SL mediation option.

Fig. 2. Physically attending the class while using online SL mediation.
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According to the Teleaula specs, the solution has two modules, based on the usage
environment: a module to be used in the classroom; and another module to be used by
the student in their home or other place. There are two hardware kits for each of these
usage environments [34]:

• The student kit, to establish video and audio contact with the classroom, to visualize
the video captured and produced from the cameras installed in the classroom. It
contains: a webcam; headphones with microphone; a multimedia PC with internet
connection.

• The university kit, to capture the video and sound of the classroom and provide the
student’s feedback. It is designed so the student feels part of the classroom although
communicating remotely. It contains: an IP router; a multimedia PC with internet
connection, a Bluetooth earphone and microphone; a sound system; a video capture
board; and a pan-tilt-zoom (PTZ) camera.

In this project we will develop a Teleaula solution, based on the current Teleaula,
with the support from FPT, by adding new functionalities in order to enhance the SEN
students’ participation, interaction, and inclusion. The ultimate goal is to improve their
academic success. The solution will be implemented at UTAD, as a pilot-project, so it
can be validated and used by the education system. The specific objectives are:

• To provide the Teleaula solution to students that are unable to physically attend
classes, due to long term sickness, moving limitations, or other justified reason.

• To provide the Teleaula solution with the SL interpretation option, so it can be used
by deaf students to attend the classes and have access to online interpretation in SL,
according to the scenario previously presented.

• To provide the Teleaula solution to deaf students who cannot be physically present
in the classroom but can use the SL mediation to communicate with the professor
and the other students.

• To provide de Teleaula solution, as previously described, but with other technical
enhancements, including a telepresence robot for the remote student to have a richer
interaction experience by introducing the concepts of augmented presence and
telepresence.

The new Teleaula solution will have a new kit – the interpreter kit, to be used by the
SL interpreter, so it can communicate with the classroom and with the student, and thus
act as mediator between the classroom and the student.

5 Final Considerations

Considering the fast-growing advances and adoptions of technology, as well as the
unevenness of its usage and how it affects different population groups, e.g., disabled
and non-disabled people, it is paramount to study and research the application of
technology in specific contexts, such as the one addressed in this study. We think that
with the lessons learned in this pilot-project, including both successes and failures, we
will be a step closer to having a full feature product and service able to fulfil the needs
of disabled students, including the deaf community. This solution, as a distributed
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communications technology, will be an important tool to help SEN students without
access to the schoolroom or without access to SL interpretation, which cause them to
have poor academic performance mainly by repeatedly missing classes or not under-
standing a major part of the content taught. We hope this type of system will improve
the academic performance of these students.

We also hope that the pilot-project, besides providing a case study for technological
validation, can also be a social and educational case study, by recognizing the problems
SEN students encounter and the urgent need to address them.
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Abstract. Sociable robots are being used increasingly as interfaces for various
services. Children born after 2010, i.e., the “artificial intelligence generation,”
are familiar with social robotic interfaces, and such interfaces can be an essential
factor in their mental development. In this case study, the NAO humanoid robot
was introduced to elementary school students, where the topic focused on the
question “What is life for me?” Learning activities involved collaborative dis-
cussions with NAO, questioning a NAO programmer, watching a movie about a
care robot, group discussions, activities in which the students pretended to be
NAO while speaking to a human, and individual reflective writing. The learning
activities did not involve lectures. Changes in student awareness were tracked
based on their writings and recorded discussions.
Initially, the students were interested in the robot’s mechanical functions.

However, over time, following programming activities, consideration of NAO’s
commonalities with humans, and discussions about the life of NAO, the students
became aware that it was natural to feel that NAO possessed life while simul-
taneously understanding its mechanical nature. It is considered that the students
projected their own consciousness onto NAO and expected NAO and expected
it to feel happiness when working together.

Keywords: Humanoid robot � Classroom � Elementary school
AI generation

1 Introduction

Recently, using robots as assistive elements in the classrooms has been investigated [1,
2]. Several studies have investigated using robots for various purpose, e.g., telepres-
ence [3], social interactions between robots and students [4, 5], and addressing the
special needs of students [6]. However, few studies have investigated dialogue with a
humanoid robot to stimulate children thinking about human life. Since communication
robots are becoming increasingly common, it will be essential material for the “artificial
intelligence generation,” i.e., those born after 2010 [7].

In this study, one of the authors introduced NAO (Softbank Robotics) [8], a social
humanoid robot, to her classroom (Japanese elementary school students; approximately
seven years old) to discuss the preciousness of life. Here, the robot generally
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represented an interface for intelligent artificial machines. This case study describes the
development of students’ notions about life under a constructivism educational method
based on analyses of the students’ texts and discussions.

The purpose of this study was to reveal the development of student notions about
life based on collaborative discussions and the dialogs between the teacher and the
students, the teacher and the robot, and the students and the robot. Then, it is to reveal
the process of accepting an intelligent machine through the robot interface. The process
was tracked by analyzing the students’ written work and utterances in the classroom.

2 Method

2.1 Classroom

Thirty-five second grade students (18 males and 17 females) participated in an inte-
grated studies unit that involved elements of moral education related to human life.
This unit began in October 2017 and continued until February 2018. One of the authors
was the homeroom teacher and taught all subjects, including the integrated study.

In this school, a humanoid NAO robot works as a sub-principal and is used as the
principal’s talking partner at school ceremonies. The current class developed a stage
play for the school’s cultural festival in October 2017. The case study began when the
NAO came to the class to talk about its impressions of the play. The syllabus for this
case study is summarized in Table 1. Each session took one or two unit times, where
one unit time is approximately 45 min.

2.2 Data Acquisition

Changes in the students’ awareness regarding the humanoid robot and the notion of life
were tracked based on student utterances and written texts. Students utterances were
collected as follows. Initially, the teacher called on a student who has raised their hand.
Then, that student selected another student who had raised their hand and so on. Since
students paid attention to each speaker’s remark, duplicated remarks were generally
avoided. Thus, the tendency of opinion distribution was difficult to detect from the
video data; however, it appeared that the emotional impressions were better expressed
than the writings.

The distribution of awareness was inferred from the written texts and paper labels.
To determine the tendency of awareness, the individual texts were categorized and
counted. Note that a Likert scale type questionnaire was not used in this study.

2.3 Humanoid Robot NAO

We used the NAO humanoid robot [8] with the NAOqi operating system (version
2.1.4.13). The development environment was the Choregraphe version 2.1.4. We
created the following types of communication applications.
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(1) Simple dialogues to respond to student questions to the robots.

In the sessions L1, L2, and L3, in addition to general daily conversation, the robot’s
answers to assumed questions were prepared. In these sessions, to make the robot more
responsive to the students’ words (to encourage interest and participation), the speech
recognition rate was set low (30%). This caused frequent misrecognitions; conse-
quently, the robot’s responses were frequently unexpected.

(2) Shiritori (Japanese word-chain game).

In the session L7, the students and NAO played Shiritori using animal names.
Shiritori is a word-chain game in which the next word must start with the last letter of
the previous word. Note that words that end with the “n” sound were not allowed.
Close to 300 animal names were registered for NAO. In session L6, students proposed
playing Shiritori to comfort NAO because it had broken its legs.

Table 1. Syllabus of the class concerning with the current study.

Session
index

Title Activities

L1 Interview with teachers: the
small principal NAO

NAO talks about the class’ stage play

L2 NAO answers the students’
questions

Dialogues between NAO and the students

L3 Program NAO and find the
characteristics of NAO

Programming simple NAO dialogues of NAO and
try these dialogues

L4 Find similarities and differences
between humans and NAO

Group discussion using paper labels

L5 Ask the principal about NAO Students ask the principal questions about NAO
L6 Does NAO have a life? Collect students’ opinions whether NAO has a life

or not
L7 Remote control robot and

autonomous NAO
Play Shiritori with NAO

Compare remote control robots and NAO
Play Shiritori with NAO to please it

L8 Review of activities. What is
the true life?

Review and preparatory discussions

L9 What is the life for me? Pretend to be a robot and play Shiritori with a
friend. Think about what makes you comfortable
and uncomfortable as a robot. Discuss what life is
and when to feel life

L10 When do you feel life? Discuss the moment when people feel the true life
L11 What do you want NAO to

feel?
Discuss what the students want NAO to feel when
excited
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(3) Dialogues about the notions of life and the role of the robot was considered from
the perspective of a machine.

In sessions L2 and L9, NAO was asked to talk about its opinion about the notion of
life. Here, the speech recognition was set to 55% to avoid disordered responses because
the explanations were longer that the simple conversations (point 1).

The robot showed some human-like behaviors when talking, which were noticed by
the students. Note that, after breaking its legs, NAO was restricted to a sitting position
with limited arm and head actions.

3 Results and Discussion

3.1 The First Talk with NAO

In the session L1, the students talked with NAO primarily about its impression of their
stage play. The students raised their hands and asked their questions. However, as the
students responded to NAO’s speech and sometimes spoke simultaneously, NAO
tended to misrecognize what was being said and, as a result, responded irregularly.
After this activity, the students wrote about their impressions, their questions to NAO,
and what they wanted to do with NAO.

The students’ written texts were sorted into five categories (Fig. 1). Nearly 30% of
the students wondered about the inconsistencies in NAO’s speech (i.e., misrecogni-
tions), and 26% of the students admired the extent of NAO’s vocabulary and knowl-
edge. In addition, at this early stage, 12% of students indicated that they already felt
emotion and heart in NAO’s behaviors.

The students were asked to write the questions they would like to ask NAO. Their
questions were sorted into six categories, as shown in Fig. 2. Note that many students
wrote more than one question. Here, the percentage was calculated as the number of
questions per category over the total number of students.

0 10 20 30 40

Inconsistencies in the dialogue.

Abundance of Nao's knowledge
and words.

Enjoyed conversation with Nao.
Want to talk more.

Feel emortion and heart.

Admired NAO's effort to talk
much.

Percentage of students [%]

Fig. 1. Categorized impressions of talks with NAO
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Most questions related to the robot’s mechanisms, e.g., “the way the robot
expresses” (51%) and “the way the robot works” (37%). The students also wondered
why NAO knew about their stage play and how they prepared it in the school, as
indicated by “the topics of the class’ stage” (43%). In addition, they wondered why
NAO spoke irregularly, as indicated by “the context of the robot’s speech” (37%). The
second and third types of questions imply that the students somewhat regarded the
robot as a human and thought that the robot could behave as if it were human. The
remaining categorized questions related to how the students anthropomorphized NAO,
as in “the robot’s experience” (26%) and “the relations with a human” (17%).

What the students wanted to do with NAO is shown in Fig. 3. Overwhelmingly, the
responses were about behaviors and exercises with NAO (69%). They wanted to do
normal every day activities, such as walking, going to the park, sports, drawing, and
playing piano. Engaging in “communication and learning” (20%) was a miner request
even though NAO was designed for communication rather than physical activities.

0 20 40 60

The way the robot expresses.

The topics of the class' stage.

The way the robot works.

The contexts of  the robot's
speech.

The robot's experience.

The relations with a humans.

Not mentioned.
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Fig. 2. Questions student wanted to ask after talking with NAO
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Fig. 3. What students want to do with NAO by category. The nominators of the percentage are
the total number of students.
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As described above, after initially talking with NAO, the students’ acceptance of
NAO began with the anthropomorphism of the robot while paying attention to robot
behaviors.

3.2 Comparing NAO with Humans

Session L4 and L5 were conducted to consider the features of NAO. In session L4, the
students performed group work to compare NAO and humans, and created a table of
their commonalities and differences. Here, the students wrote down their ideas on the
paper labels and placed them on poster paper. They discussed the features of NAO and
rearranged the labels to clearly identify commonalities and differences. The total
numbers of commonality and difference labels were 59 and 71, respectively.

Figure 4 shows the number of commonalities and the differences in four categories.
As can be seen, the students primarily noticed the mechanical features, shown as the
“operation and function” category, in which commonalities exceeded differences. The
students noticed detailed differences about the basic common mechanisms. For

Table 2. Students’ idea of commonalities and differences between NAO and human. The words
written in Italic indicate the machine parts that imitate the corresponding human body parts.
Numbers in parentheses are the number of labels.

Category Commonality Difference

Shape Has a body (1), a face (1), two eyes (3),
and a similar whole-body shape (2)

The shape of the face (1). Has no hair
(1). Not heard in the ears (2). Does not
close eyes (2). Smallmouth (2) and eyes
(1). Has lighs (2) and a switch (1). Does
not wear clothes (1). Body colors (1)

Operation
and function

It moves (7), sits (1), stands (1), falls
(1), and moves its fingers (1). It hears
(4). It eats (consumes electricity) (9),
laughs (1), talks (5), thinks (4), takes
time to think (1), enjoys (1), is
surprised (1), rests (1), breaks its legs
(3), sleeps and gets up (3), bends its
knees (1)

It needs (to eat) electricity (10), has a
power supply (1) and gets electricity
through its back (3). It does not run fast
(1), does not see using eyes (3), does
not speak using a mouth (1), and does
not sleep like a human (1). It makes a
variety of sounds (1) from its ears (4),
has a hard body (2) and bends its knees
while talking (1). It cannot talk without
a program (4), and its brain is a
computer (1)

Intelligence
and
expression

It makes an effort (1) and moves its
hands to express (1).
It cannot catch when students speak at
the same time (2)

It has trouble when many people speak
at once (2). It misunderstands others’
talks (2). It is controlled by a computer
(3). It can speak what it is taught by
humans (1). It gestures while talking
(3), and changes its eye color to
express (7)

Others It ages (3) It falls by fatigue (4) and cannot get up
after it falls (1). It cannot take a bath (1)
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example, NAO talks like a human, but the sound comes from the speakers positioned at
the ears.

On the other hand, for the “intelligence and expression” category, the students noticed
considerably more differences than commonalities. It is remarkable that the students
indicated that the robot was driven by a computer. The robot’s behaviors were determined
by a human-coded program and not by the “robot’s will.” The simple programming
experience in the previous session may have resulted in this understanding.

In session L5, the students questioned one of the authors who programmed NAO’s
speech. Prior to conducting this session, the students watched “Big Hero 6,” which has
a robot character named Baymax. In this movie, Baymax is a machine programmed by
a human.

Figure 5 shows the numbers of questions sorted into three categories: functional
mechanisms, general mechanisms, and mind and emotion. The summarized questions
are shown in Table 3.

Although many of the questions were about the mechanical and functional features
of the robot, four questions were related to its emotional characteristics. This indicates
that the students began to notice emotional aspects from the robot’s knowledge and
verbal interaction.
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Fig. 4. Commonalities and differences between NAO and human beings
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Fig. 5. Number of questions sorted into three categories
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3.3 NAO: Animate or Inanimate?

The students proceeded to discuss whether NAO is animate or inanimate in session L6.
The teacher gathered the students’ opinions five times throughout the discussions.
Figure 6 shows the changes across the five votes. In the final vote, the students were
urged to choose either for or against. As can be seen, 22 students voted that NAO was
animate, while only three students indicated that NAO was inanimate. Then, as the
discussion proceeded, the three opinions, i.e., animate, inanimate, and neither, received
nearly equivalent numbers of votes. The final ratio was 3:2 (animate vs. inanimate).

Table 3. Students’ questions to the programmer of NAO. Numbers in parentheses indicate the
number of questions.

Mechanism (function) Mechanism (general) Mind and emotion

Why can it keep its mouth
shut (1)? Why does Baymax
have short legs (1)? When it
gets hooked it does not see
the surroundings (1)? Does it
care about people (1)? Does
it try to do anything for
humans (1)? Why is
Baymax inflated with air
(1)? Can it accept additional
parts (1)? Does it work
autonomously (1)?

How does it memorize (1)?
Why does it run slowly (1)?
Can it fly (1)? Is it tired
when the battery runs out
(2)? How much work can it
do with only a battery (1)?
Does it breathe the air (1)?

Does it have emotion (1)?
Does it have a heart (1)?
Does it know the human
(1)? Can it be aware of
human sorrow (1)?
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Fig. 6. Changes in the number of students who consider NAO animate/inanimate.
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Table 4 shows the students’ remarks given between the successive votes. Since one
student indicated that NAO was programmed by a human and could only speak as
programmed, some students changed their votes from animate to inanimate. Those who
thought NAO was animate and possessed consciousness could not describe their rea-
soning. In addition, these students could not define these concepts or where they are
located. As discussed in the previous section, the students understood NAO’s mech-
anisms, which were different from the human in detail. By such different mechanisms,
it realizes the functions similar to the humans. Thus, the students understood the
similarities beyond the differences in the mechanical functions.

In session L7, the i-SOBOT (Takara Tomy Co. Ltd.) remote-controlled toy robot
was introduced and briefly demonstrated by a student. This bipedal toy robot
demonstrates several poses and can speak prerecorded phrases. The students were able
to recognize the differences between autonomous and remote-controlled robots.

In addition, Shiritori was played between the students and NAO in session L7. This
activity was proposed by the students to cheer up NAO because it had broken its legs
and likes talking. This reflects that the students thought that a social robot would enjoy
using its particularly abilities, i.e., talking.

In session L8, by considering whether NAO is animate, the students became aware
of the difficulty recognizing what life is and where life is located. Many students
admitted that life is difficult to define although one can feel life in their mind. Thus, the
classroom decided to proceed to a discussion about when they feel life.

3.4 Feeling Life

In session L9, the students performed an activity in which they pretended to be NAO
and played Shiritori with a partner. The intent of this activity was to remind the
students that knowledge is provided to the robot and that the robot can only function
toward a specific goal.

Table 4. Students’ remarks between successive voting.

Does NAO have
life?

Does NAO have mind? Mind and life

The battery
Mechanical parts
External PC
Internal PC
PC is a brain, and
there may be a soul
If it does not have a
mind, it has no life

Since NAO is programmed, it
does not think by itself
Since NAO decide
autonomously, it can be said to
think by itself
NAO may have a soul that is
different from human
NAO has mind but has no real
life
Since NAO do not have mind, it
has no real life

Humans feel their lives in an
emergency. But the robots do not
feel
If it has a mind, does it have life,
too?
Programmed dialogues are what
the humans want to say
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After exchanging ideas, the teacher asked about when these students feel life. The
number of answers sorted into four categories are shown in Fig. 7. The heartbeat
category overlaps the other three categories, i.e., the word heart-beat was included in
the sentences of other three categories.

As shown in Fig. 7, the tension factor dominated the other factors. The students felt
the existence of their own life in tense situations. This in turn means that the students
are aware of the preciousness of life. The category with the next highest number of
answers was “Joy and peace of mind,” which includes a feeling that they received their
mother’s life and were raised carefully. In addition to tense situations, feeling life in a
peaceful mind appeared to be convincing for many students. Note that the heartbeat
was mentioned relative to both tension and joy.

At the end of session L9, NAO expressed its thanks to the students for giving it an
opportunity to “feel life” and talked about a possible notion of life for humanoid robots.
Session L10 was conducted to reflect on session L9, and the students wrote about their
ideas or experiences when they felt life. From this discussion, in session L11, the class
discussed what they want NAO to feel. At this stage, NAO had been sent to the factory
to repair its broken legs.

Until the previous session, the students found one might feel life even though one
cannot describe what life truly is. The students were aware of the mechanical nature of
NAO and were able to feel life through speaking with NAO. Then, in session L11, the
teacher asked, “We noticed that the life is difficult to determine. But, we found that we
feel life a lot. What do you want NAO to feel?”

The students’ answers were sorted into the four categories shown in Fig. 8. The
total number of answers was 42. In contrast to Fig. 7, the students wanted NAO to feel
happy rather than tense. In addition, the students referred to the phrase “together,”
which means that they wanted the humanoid robot to feel happiness together with
humans. This implies that the students began to project their own minds onto NAO and
expected NAO to feel happiness with them. This reflection is considered to have come
about through the findings of commonalities, experiences when pretending to be the
humanoid robot, and recognizing the feeling of life.
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Fig. 7. Numbers of students’ answers about the occasions to feel life.
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4 Concluding Remarks

This paper has presented a case study of classroom interaction between a humanoid
robot and second grade elementary school students relative to the theme of “what is life
for me?” The class involved collaborative discussions with the humanoid NAO robot,
questioning to the principal who programmed NAO, watching a movie about a care
robot, group discussions, pretending to be NAO while talking to a human, and indi-
vidual writings. Note that no lectures were given during this class.

The class began with the reflection of the students’ stage play, questioning to NAO
in order to understand it, programming NAO to speak, finding commonalities and
differences between humans and NAO, questioning the mechanisms of NAO, dis-
cussing the life of NAO, their own life, feeling life, and what the students wanted NAO
to feel.

From the students’ writings and discussions, it was found that they were initially
interested in NAO’s mechanical functions. Through the programming experience,
consideration of commonalities, and NAO’s life, they recognized that it was rather
natural for a human to perceive life in a humanoid robot, in addition to understanding
its mechanical nature. At the end of the sessions, the students began to project their
own minds onto NAO and expected it to feel happiness like they do.

This case study implies that a social humanoid robot can work as an interface
through which younger generations can project their minds even though they under-
stand the robot is merely a mechanical system. The students wish that the robot would
feel happiness when working together with humans may provide some suggestions for
the future technology development.
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Fig. 8. Numbers of students’ answers about what they want NAO to feel.

Development of Thought Using a Humanoid Robot 551



References

1. Causo, A., et al.: Deploying social robots as teaching aid in pre-school K2 classes: a
proof-of-concept study. In: 2017 IEEE ICRA, pp. 4264–4269 (2017)

2. Hughes-Roberts, T., Brown, D.: Implementing a robot-based pedagogy in the classroom:
initial results from stakeholder interviews. In: 2015 International Conference on Interactive
Technologies and Games, pp. 49–54 (2015)

3. Cha, E., Chen, S., Mataric M.: Designing telepresence robots for K-12 education. In: 2017
26th IEEE International Symposium on Robot and Human Interactive Communication,
pp. 683–688 (2017)

4. Tanaka, F., Movellan, J.R.: Behavior analysis of children’s touch on a small humanoid robot:
long-term observation at a daily classroom over three months. In: 15th IEEE International
Symposium on Robot and Human Interactive Communication, pp. 753–756 (2006)

5. Alkhalifah, A., Alsalman, B., Alnuhait, D., Meldah, O., Aloud, S., Al-Khalifa, H.S.,
Al-Otaibi, H.M.: Using NAO humanoid robot in kindergarten: a proposed system. In: 2015
IEEE 15th International Conference on Advanced Learning Technologies, pp. 166–167 (2015)

6. Hashim, R., Yussof, H.: Feasibility of care robots for children with special needs: a review.
In: 2017 IEEE International Symposium on Robotics and Intelligent Sensors, pp. 379–382
(2017)

7. Gartner Inc.: Generation AI: Creative, Empowered, Radical. In: Forbs Technology,
November 29 2017

8. Softbank Robotics: https://www.ald.softbankrobotics.com/en. Accessed 20 Feb 2018

552 R. Omokawa and S. Matsuura

https://www.ald.softbankrobotics.com/en


A Panorama on Selection and Use
of Bioinformatics Tools in the Brazilian

University Context

Vanessa Stangherlin Machado Paixão-Côrtes, Walter Ritzel Paixão-Côrtes,
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Abstract. Bioinformatics is an interdisciplinary area that uses com-
putational tools to process large amounts of biological data, such as
sequence and structures of biological macromolecules, often derived from
experimental methods. To manipulate these data and obtain meaning-
ful results, bioinformatics employs a variety of databases and software
tools based on complex interfaces, command line tools, task integra-
tion, abstract information, and jargons of a specific knowledge domain.
Human-computer interaction issues, such as usability, ergonomics, sat-
isfaction of use, and accessibility may hinder the efficient exploration of
the multidimensional nature of biological information. In an educational
context, these issues constitute barriers to the use of these tools, partic-
ularly by visually impaired users. In this artic, we investigate the tech-
nological/pedagogical resources used for teaching bioinformatics in the
Brazilian context and the perceptions of educators about the inclusion of
the visually impaired. A quantitative-qualitative methodology was used
for data collection and analysis. The study shows the tools and proce-
dures most commonly used to support the teaching of bioinformatics in
Brazilian universities. Also, it reveals that most bioinformatics teachers
are not prepared to work with visually impaired students, evidencing the
lack of information on assistive/inclusive technologies and/or their use.

Keywords: Human-Computer Interaction · Bioinformatics tools
Bioinformatics teaching · Visually impaired users

1 Introduction

Bioinformatics employs computational techniques for extraction, analysis, stor-
age and visualization of biological data on a large scale [19,24]. Studies have
shown that bioinformatics has been growing rapidly and that career in bioinfor-
matics will be one of the professions of the future [19,20,24]. There are several
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tools for bioinformatics [1,19,24], which requires different types of user expe-
rience to extract the best computational results and often, specialized knowl-
edge, skills to interact in three-dimensional spaces and to manipulate and
interpret massive amounts of data. Studies point to tools that have limita-
tions related to usability, ergonomics, user satisfaction and accessibility crite-
ria [1,5,14,23,23,27,37,39].

This work is part of a larger project, which main objective is to design meth-
ods to represent information from structural bioinformatics that can be accessed
and manipulated by blind students. For that, two studies were carried out, hav-
ing bioinformatics professors from Brazilian higher education institutions as the
sample population. Study 1 [23] aimed to identify which aspects make a bioinfor-
matics resource to be chosen instead of others and compare them with ergonomic,
user satisfaction and usability criteria [11,33]. It was conducted with a bioinfor-
matics specialist through interviews, classroom observations and semi-structured
questionnaires. The results indicated that the prioritized software were the ones
that best meets the Human-Computer Interaction (HCI) criteria. The partici-
pant did not have formal knowledge in the area of HCI. However, he had 25 years
of experience in bioinformatics research, with over 15 years in higher education.
Study 1 confirmed that design principles are derived from knowledge based on
theory, experience and common sense [33] and indicated criteria to be used or
not in software interfaces for bioinformatics.

This article presents and discusses Study 2, which aims to build a panorama
of bioinformatics teaching based on the following HCI criteria: selection and use
of computational tools, and how and under what circumstances these pedagog-
ical tools and strategies can be applied to visually impaired (VI) students. The
study is based on qualitative and quantitative data from a nationwide survey
conducted in December 2016. It was attended by 29 university professors (45% of
the invited), who answered an online questionnaire, generating initial qualitative
data that can serve as input to design interactive bioinformatics systems. Pro-
fessors were selected from the Lattes platform of the Brazilian National Council
for Scientific and Technological Development (CNPq)1. The questionnaire, elab-
orated from results of Study 1 [23], was organized into 4 sections with a total
of 27 questions. The questions considered the professors’ profile; the teaching
methodology and computational resources; the HCI criteria for selection and
use of software in bioinformatics disciplines; and the teaching of VI students
with/without assistive technologies (AT).
Among the criteria for selecting tools were:

– to be freely available,
– to allow information to be saved, in many different formats, like text,
– to have help, documentation, tutorials, list of exercises and video-lessons,
– to be constantly updated,
– to have an intuitive and compelling interface that help beginners learn basic

features and experienced users to work on a wide variety of tasks,
– to integrate with other software,

1 http://lattes.cnpq.br/web/dgp.

http://lattes.cnpq.br/web/dgp


A Panorama on Bioinformatics Tools in the Brazilian University Context 555

– to be configurable,
– to be available online,
– to have option of execution via command line and
– to be recognized by the scientific community.

Just a small number of professors from the sample have considered relevant to
have feedback for user actions. Most of them stated that they were not familiar
with the use of AT and that they did not know about strategies for teaching
bioinformatics to VI students.

2 Background

The large amount of data generated by new technologies such as the next gener-
ation sequencing appliances requires that today’s life scientists not only keep up
with their fields of study, but also with the rapidly evolving tools and databases
used to collect, store and analyze biological data [42]. In this context originated
bioinformatics, an interdisciplinary area that involves the development of compu-
tational methods, including models, algorithms and data mining, for the solution
of biological problems [12,13,24].

Historically, bioinformatics education began to emerge in the late 1990s. After
almost a decade of short-term training for students, professors, and scientists
on discrete bioinformatics, the drive to formalize bioinformatics education hap-
pened with Altman’s article [2], who described the area and studied the dis-
cipline curriculum [31]. In 2001, the International Society for Computational
Biology (ISCB)2 produced a document suggesting core support to the contents
of bioinformatics programs. The ISCB also created the Education Committee -
ISCB Education Committee (EduComm) - to promote education and training in
Computational Biology and provide resources and advice to organizations inter-
ested in the development of educational programs [31,41]. According to Welch et
al. [40], this committee realized that due to the rapid advances in bioinformatics,
its expansion and maturation as a discipline, educational programs in the field
should constantly be refined and updated, to maintain relevance.

Also, the recent surge of genomics, proteomics, and structural biology in
the potential advancement of research and development in complex biomedical
systems has created a need for a bioinformatics educated workforce [24].

Big data is everywhere, and its influence and omnipresence across multiple
industries will just continue to grow [20]. For life scientists with expertise and
interest in bioinformatics, computer science, statistics, and related skill sets,
the job outlook could not be more favorable. Big pharmaceutical, biotech, and
software companies are clamoring to hire professionals with experience in bioin-
formatics and in the identification, compilation, analysis, and visualization of
large amounts of biological and healthcare information [20].

Therefore, as the disciplines of bioinformatics and computational biology
expand and mature, it is critical to identify the elements that contribute to the
success of professionals in this field [40].
2 https://www.iscb.org/.
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In Brazil, for example, there are several initiatives to promote bioinformat-
ics. In 2002, we have the first Brazilian Symposium on Bioinformatics (BSB), an
international conference covering all aspects of bioinformatics and computational
biology. In 2004, the Brazilian Association of Bioinformatics and Computational
Biology (AB3C) was created and later associated to ISCB 3. AB3C is a scien-
tific society that seeks to advance science and biology through large-scale formal,
multidisciplinary and quantitative methods and interaction among bioinformat-
ics specialists. In October 2005, AB3C promoted the first X-meeting, a Brazilian
event to promote bioinformatics nationwide, becoming an event for dissemina-
tion, training and exchange of experiences among researchers. Its last edition
occurred in 2017, in São Pedro, São Paulo.

In 2014, with the objective of strengthening bioinformatics research in Brazil,
the National Bioinformatics Network (RNBio) was created as a result of the
Structuring Program of the Ministry of Science and Technology and Innovation
(MCTI) [17]. The founding nucleus of RNBio is formed by researchers linked
to three Brazilian institutions with a strong tradition in genomics, proteomics,
and bioinformatics research, namely: National Laboratory of Scientific Com-
putation (LNCC); National Laboratory of Biosciences (LNBio/CNPEM); and
Federal University of Minas Gerais (UFMG). This network aims to foster the
development of research projects in a multicentric format and the formation of
resources in bioinformatics areas, such as genome sequencing, transcriptomics
and proteomics analysis, systems biology and interatomic studies [17].

Also, there are papers describing the Brazilian bioinformatics scenario [6,
12,21,29]. Some present the history of the field in Brazil [6,29] and the influ-
ence of computational biology on the development of the national economy [29].
Others report on education in bioinformatics and present the major universi-
ties providing it [12,29]; the management of people and research laboratories in
bioinformatics [6,29]; the training courses at the graduate level [12]; the training
of human resources [6,16]; the theoretical and practical activities carried out in
undergraduate [21] and extension courses [30] in biological sciences.

Collaboration between Brazilian research groups in bioinformatics was dis-
cussed by Bongiolo [6] and Melo-Minardi et al. [12]. These studies demonstrate
how cooperation, research and standardization between research groups [12] were
carried out, as well as present limitations in the national context and elaborate
proposals for training human resources [6]. In this sense, there are reports about
the need to produce human resources in the area in Brazil, in order to facilitate
the development of scientific research and the dissemination of bioinformatics
in the Brazilian context [16,21]. Other works describe bioinformatics applied to
biology and biological sciences [21,32], molecular biology [32] and biotechnol-
ogy [30] and also demonstrate that bioinformatics classes were already incorpo-
rated in the curriculum of the biology and other areas, especially in the degrees
of biology, biomedicine, chemistry, biotechnology, and similar courses [21].

In Brazil, the first bioinformatics courses were created at graduate level, espe-
cially in doctoral studies, and were promoted by the Biomicro grant call, from

3 http://www.ab3c.org.br/site/atas/4-ata-de-fundacao.
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the Coordination for the Improvement of Higher Education Personnel (CAPES),
in 2003. This call offered 5 years of financial resources support, including grants
and costing resources for the creation of courses in bioinformatics and microelec-
tronics [12]. At that time, two (2) universities were contemplated: the Federal
University of Minas Gerais (UFMG) and the University of São Paulo (USP).

In a search carried out with the keyword “bioinformatics” in the Portal of
Higher Education Institutions and Registered Courses of the Ministry of Edu-
cation (MEC) - e-MEC4 - brought only two graduate courses in bioinformatics,
with no indication of undergraduate courses. They are the graduate courses in
bioinformatics of the Federal Technological University of Paraná (UTFPR) and
the Pontifical Catholic University of Rio Grande do Sul (PUCRS). In addition
to these courses, according to the Sucupira platform5, there are another 3 rec-
ommended and recognized graduate courses, presented in Table 1.

Table 1. Graduate courses stricto sensu recognized by MEC-Brazil

State University Degree level

PR Federal University of Paraná Master

PR Federal Technological University of Paraná Master

MG Federal University of Minas Gerais Master/Doctorate

SP University of São Paulo Master/Doctorate

RS Pontifical Catholic University of Rio Grande do Sul Postgraduate

Additionally, the National Laboratory of Scientific Computation (LNCC)6, a
nationwide reference institution in scientific computing and computational mod-
eling, has a well established program for training in bioinformatics - the graduate
program in computational modeling7. LNCC provides a high performance com-
puting infrastructure for the national scientific and technological community to
conduct research in this field. Another reference institution is the Oswaldo Cruz
Institute8, with the graduate program in computational and systems biology [12].
In addition to the courses, there are bioinformatics research groups registered
at the National Council for Scientific and Technological Development (CNPq),
which carry out studies in the area. Using the search term “bioinformatics” in
the Lattes platform, including only the certified groups and excluding the non-
updated ones, we can find 399 research groups that have this keyword in the
group name (15), as a line of research (174) or list of keywords (180).

Some studies involve the pedagogical training of teachers and students in the
area, both in higher education (undergraduate and graduate) and in secondary

4 http://emec.mec.gov.br.
5 https://sucupira.capes.gov.br/sucupira/public/index.xhtml.
6 http://www.lncc.br/estrutura/default.php.
7 http://posgrad.lncc.br/en.
8 https://portal.fiocruz.br/en.
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and professional education. The focus is not a bioinformatics curriculum, but
the characterization of didactic-pedagogical experiences, the description of the
teaching and learning process and the contents of bioinformatics. There are prac-
tical activities applied to the teaching of Molecular Biology and Genetics in the
undergraduate course of Biological Sciences [21], the creation of university exten-
sion courses aimed at technical school students, high school and undergraduate
students [30] and also for higher education students and for the academic com-
munity [16]. At the secondary level, Andrade [3] carried out a study on the
importance and application of bioinformatics in the learning of sciences.

Practical activities were applied to the teaching of Molecular Biology and
Genetics, creation of university extension courses, aimed at technical school stu-
dents, high school students, university students and academic community. The
methodology used was the application of questions to students, lectures, man-
ual and practical in silica classes, and theoretical-practical classes. The contents
were more introductory, providing the basic concepts and the necessary subsidies
for the initiation in the research field of bioinformatics. We sought to approach
from the basic fundamentals, involving genomics, transcriptomics, proteomics,
general notions about biological databases, sequence alignment, molecular mod-
eling, introduction to computation, programming and the use of specific bioin-
formatics tools.

However, none of these papers contribute to the teaching of the discipline
with a focus on the visually impaired (VI). There is a lack of studies that relate
bioinformatics and the inclusion of people with disabilities, especially when it
comes to VI students.

3 Difficulties in Teaching Bioinformatics to the Visually
Impaired

There are researches dealing with perspectives and challenges in bioinformatics
training [9,13,24,31,38] and others that present the multidisciplinary character
of this discipline [7,12,16]. They suggest that bioinformaticians should develop
different skills and competencies. Bruhn and Jennings [7], for example, emphasize
that students must demonstrate the ability to work in a multidisciplinary field and
apply the acquired knowledge in solving relevant problems. Welch et al. [40] state
that in order to successfully perform the duties of a bioinformatics researcher, it
is necessary to have a series of skills, such as the ability to manage, interpret, and
analyze large data sets; broad knowledge of bioinformatics analysis methodologies;
familiarity with functional genetic and genomic data; and expertise in common
bioinformatics software packages and algorithms.

However, bioinformatics students often do not receive formal training on
how to make the most of bioinformatics resources and tools available in the
public domain [42]. Cattley and Arthur [8] point out that, when teaching bioin-
formatics, there is a difficulty related to the full number of resources needed to
provide a solid foundation to the students. These range from repositories of pub-
licly available information - such as databases - to complex tools for analyzing
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data obtained through experimental methods. These tools are very important
in the process of knowledge construction, but in order to be really effective in
the teaching and learning process, teachers need to know how to use them in
a pedagogically appropriate way, how to select them from the large amount of
available resources and evaluate the use of these tools in different teaching con-
texts. Still, the teacher needs to be up-to-date on the new available resources
due to the progress in scientific research and the growth of the area.

Another important feature is the ease of access of these resources by students.
Consideration should be given to technological infrastructure in high schools,
courses and colleges. The use of these tools may depend on good internet con-
nection, sufficient capacity to handle multiple simultaneous requests, quality
computational resources, installation of all necessary software and also, integra-
tion of tools [8,21].

There are also difficulties related to HCI criteria such as usability, user sat-
isfaction, ergonomics and accessibility [1,5,27,37–39]. Additionally, there is the
complexity of the existing data available [6,10,28].

The union of areas such as computer science, mathematics, chemistry, soft-
ware engineering, statistics and biology, present in bioinformatics bring many
difficult and abstract concepts to students’ comprehension [26,32,34]. Often,
these contents are not available in an easily accessible format [25,34], requiring
design or explanatory scheme for their understanding [26] and depending mainly
on visual instruction [34]. Thus, it may be a challenge for bioinformatics faculty
to teach these contents to VI students, to select bioinformatics tools that con-
form to accessibility standards, such as the W3C, and to be adapted to the use
of AT. In this sense, we verified the importance of the teacher’s commitment to
the choice of the tools to be used, that are adequate to the profile of the student
population.

Another point to consider is that one of the main difficulties in teaching
molecular biology and bioinformatics lies in the fact that its content is related
to microscopic aspects, which make a visual representation challenging. This
difficulty is usually related to the large amount of information and structural
details contained in the molecules, which involve shape changes, chemical reac-
tions, cellular motions, molecular modifications, and events, which often occur
simultaneously, making it even more difficult to understand and assimilate. This
is even more complex when students are VI, especially total blind students, since
they can not observe microscopic, digital images or didactic schemes [35].

Therefore, it can be said that certain bioinformatics concepts require a great
capacity of abstraction from the students. Stimulating abstraction by VI students
requires the exploration of other resources, often not available to the teacher.
There is an opportunity on the development of supporting didactic resources so
that students with visual impairment have access to these concepts [21]. Thus,
bioinformatics teachers must be incentivated to update their teaching practice
to include the use of AT resources.

In this sense, there is a vast field of research being developed for teaching
the VI and, due to this diversity of works, there is a great need for knowledge
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integration. There are studies related to the teaching of areas such as natural
sciences [25,34] and computer science [22,36]. Some of these studies corroborate
that the main difficulties of DVs are in relation to content concepts and learn-
ing [34], mainly in the understanding of the drawings and schemes [26], besides
the students demonstrate lack of confidence, lack of motivation, etc. in learning
this content [25].

These works point out that the teaching of sciences has been depended mostly
on visual instruction. This makes it difficult for VI students included in regular
classrooms to learn the science concepts [34], such as those of the bioinformat-
ics. The lack of accessibility in the physical and computational environment is
other aspect mentioned. They report that classrooms should be adapted and
instruction methodology should be adjusted for a better experience from VI stu-
dents [34]. Many computational tools are still inaccessible, because the graphical
nature of such tools, which prevents the inclusion of VI students in school activ-
ities [22].

Maguvhe [25] points out that teachers still lack the requisite skills in special
education to harness learner potential. There are missing teacher motivation
and mentorship in education methodologies and the use of tools for learner
empowerment. This situation requires that there is an action in the training of
bioinformatics teachers so that they are prepared for an adequate attendance to
this student public.

4 Methodology

In this study, we conducted an exploratory, quantitative-qualitative study to
identify the tools used in teaching bioinformatics in the Brazilian context. The
data collection have been carried out with a questionnaire created to help us to
understand the following research questions: (RQ1) What is the teaching pro-
file of the professors of the discipline of bioinformatics in undergraduate and
graduate courses? (RQ2) What are the computational resources that are used
as support in teaching bioinformatics? (RQ3) What are the main tools used to
introduce the basic bioinformatics concepts; the primary, secondary and scien-
tific literature databases; tools for visualization and manipulation of sequences
and biological macromolecules; alignment tools coupled with multiple alignment;
tools for secondary and tertiary protein prediction. (RQ4) What are the qual-
ity characteristics of software that teachers consider relevant in a bioinformatics
tool? (RQ5) What is the experience of teachers with students with Visual Impair-
ment? (RQ6) What strategies and assistive technologies do teachers use to teach
bioinformatics to a student with Visual Impairment?

With these questions, we aim to contribute to teachers’ pedagogical practice
in relation to the selection of tools and HCI criteria considered relevant for their
selection. Also, our objective is to collect the educators’ perceptions about the
teaching and the use of interactive systems of the area with students with VI
and the use of AT resources.
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Study 1, previously performed [23], contributed to the understanding of two
types of tools in teaching bioinformatics, databases and visualizers of three-
dimensional protein structures. The analysis of experiences lived by this professor
indicated HCI criteria to be used, or not, in the design of software interfaces for
bioinformatics. In this study, we sought to broaden the scope of the study to
other educational institutions.

4.1 Data Collection Instrument

The development of the data collection instrument was based on a case study
(Study 1) [23], held in the discipline of bioinformatics that is part of the curricu-
lum of an undergraduate course in biological sciences held by PUCRS university,
Brazil. Semi-structured interviews were conducted with a professor specialized in
bioinformatics, with 27 years of experience in research and 15 years in teaching,
both at undergraduate and graduate levels. Also, we’ve performed documental
analysis of the books, tools and materials used in the classroom by the teacher.

The data collection instrument sought to address the research questions pre-
viously reported. It comprises 48 items, divided into 5 sections:

1. The professors’ profile (5 questions): age group, academic training, teaching
experience in bioinformatics disciplines, taught subjects, disciplines offered,
institutions in which he/she taught the disciplines, average students per class.

2. The teaching methodology and computational resources: tools for working
on basic concepts, biological databases, visualization and manipulation of
sequences and structures of biological molecules; The questions included the
experience of teachers in undergraduate courses (16 questions) and graduate
courses (17 questions);

3. The HCI criteria for selection and use of software in bioinformatics disciplines
(1 question): includes usability, ergonomics, user satisfaction and accessibility,
as well as aspects of learning-related tools.

4. Teaching of blind students with/without assistive technologies (5 questions).
5. Contact information (1 question): finally, we provided a field for the partici-

pant to provide e-mail data to participate in future studies.

An online questionnaire was made available to participants through Google
Forms9. We followed the basic protocols of ethical research and sent to all the
participants the Informed Consent Form (TCLE). This document clarifies clearly
the research protocols and is also the manifestation of agreement with the par-
ticipation in the research. We also ask the teachers to confirm that they teach or
have already taught bioinformatics content, in undergraduate and/or graduate
courses, in order to be able to compose the sample.

4.2 Sample

The sample, non-probabilistic for convenience, was obtained by searching 10 the
Directory of Research Groups of CNPq, Brazil.
9 https://www.google.com/forms/about/.

10 search held on 05/22/2017.

https://www.google.com/forms/about/
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The search keyword used was “bioinformatics”. We only have included certi-
fied research groups on the search. As a result we have obtained: 45 groups that
have the keyword in the name of the group; 174 groups report “bioinformatics”
as the name of their research line; and 180 groups that have declared “bioinfor-
matics” as one of their keywords in their line of research. In addition, we have
supplemented the search results with a Google search by entering the keywords
“bioinformatics” and “discipline”.

In both cases only teachers who reported in their Lattes curriculum to teach
the discipline of bioinformatics specifically were selected. We take into account
that bioinformatics is an interdisciplinary area, and as such, it can be inserted in
other disciplines such as molecular biology, computational biology, biochemistry,
etc. We chose to include in the sample only teachers who indicated in their
curriculum teaching the discipline, limiting the search scope so that the results
were referring especially to this discipline. In total, 61 teachers were invited to
participate of the study. Only 29 (4̃6%) agreed to participate.

5 Results

This section brings the results of data collection, based on the research questions
stated in the previous section. To visualize the results, we chose to follow a
standard protocol to better present the data and facilitate its understanding:

– The information presented is related to the discipline of bioinformatics taught
both in undergraduate and graduate courses.

– Throughout this section, the letter U will be used to indicate the answers
referring to undergraduate and G for graduate.

– The responses of the teachers involved both the bioinformatics discipline given
at the time of application of the questionnaire and the other disciplines of
bioinformatics that they taught in the past, taking into account their experi-
ence as a teacher.

– When referring to number of citations, the value will be formatted as (x),
where x is the value;

– When referring to number of subjects that have answered a question, the
value will be formatted as (x/y%), where x is the number of subjects and y
is the percentage of total.

5.1 The Teachers’ Profiles

Responding to RQ1, it was found that the majority of respondents were male
(21/72%), age between 25 and 64 years, with 17 participants between 35 and
44 years old (59%), 5 participants from 45 up to 54 years (17%), 5 over 55 years
(17%) and 2 aged 25–34 years (7%).

When asked about their highest educational level, the majority (22/76%) had
a postdoctoral training as a maximum qualification and the others had doctoral
degrees (7/24%). These teachers also came from different areas of formation



A Panorama on Bioinformatics Tools in the Brazilian University Context 563

(Fig. 1). As we can see, most teachers have some training in the area of biological
sciences (21/72%), with approximately half (10/34%) having only formation in
this area and others (11/38%) adding this formation to others areas. In addition,
some (6/21%) have formation only in the area of applied sciences.

Fig. 1. Training areas of bioinformatics teachers

In Brazil, teachers taught the discipline of bioinformatics in the following
institutions: (U,G): FIOCRUZ, FURG, LNCC, Promove, UEL, UENF, UFC-
SPA, UFGD, UFJF, UFMG, UFRJ, UFSC, UFSJ, UNIFAL, USP; (U): UCB,
UFBA, UFRGS, UFSCar, UFSM, UFV, UMA, UNESP, UNIFAN, UNIPAMPA,
UNIRIO; (G): INCURSOS, IAC, UFPR, UNICAMP, UTFPR; The foreign insti-
tutions mentioned were: (U, G): Universidad Nacional Autónoma de México
(UNAM, Mexico), Universidad de Buenos Aires (UBA, Argentina) and Uni-
versidad de Antioquia (Colombia); (U): CES university (Colombia) and other
foreign institutes that were not mentioned.

The teachers also informed the courses and the name of the disciplines that
involved the teaching of bioinformatics, as follows:

– Undergraduate Courses: technologist in environmental toxicology, biotech-
nology, biomedicine, biological sciences, bioinformatics, biomedical sciences,
computer science, pharmacy and biochemistry.

– Disciplines: instrumental bioinformatics, bioinformatics for toxicology,
molecular biology, computational tools for drug development, informat-
ics applied to biological sciences, molecular modeling, visualization and
manipulation of biological macromolecules.

– Graduate courses: tropical and sub-tropical agriculture, bioengineering, bioin-
formatics, computational and systems biology, general biology and bio-
prospecting, molecular and cellular biology, biology, biotechnology and bio-
sciences, biological sciences, biochemistry, health sciences, computer science
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and applied computing, genomic medicine, computational modeling, pathol-
ogy, plant production and associated bioprocesses, chemistry and technology.

– Disciplines: algorithms for computational biology, data recovery stor-
age in bioinformatics, biological database, biophysics of canalopathies,
applied bioinformatics, structural bioinformatics, bioinformatics i - bio-
logical databases, bioinformatics in evolution and molecular phylogenies
, computational biology, synthetic biology, biotechnology, computational
tools for research on molecular targets, genomics, introduction to compu-
tation for bioinformatics, pattern recognition, current topics in genomics
and systemic biology, advanced topics in bioinformatics, topics in bioin-
formatics, transcriptomics.

In addition to the disciplines mentioned, the disciplines of bioinformatics,
genomics and bioinformatics, introduction to bioinformatics, linux and bioinfor-
matics were taught at undergraduate and graduate levels.

The numbers of students in the classes ranged from 11 to 30. The contents
worked involved: alignment of biological sequences (17/58%); drug design and
discovery (17/58%); construction of phylogenetic trees (13/45%); database and
information retrieval (15/51%); transcriptomics (13/45%); prediction of protein
structures (12/41%); systems biology (9/31%); proteomics (9/31%); genomics
(6/20%); and population genetics.

Of the total of 29 respondents, the majority (27/93%) taught bioinformat-
ics at the graduate level, while some also taught at undergraduate courses
(18 /62%). Some professors also mentioned having taught the discipline of bioin-
formatics in extension courses.

5.2 Computational Resources Used

As for RQ2 (Fig. 2), teachers use internet file sharing (e.g. google drive, dropbox,
github etc.), learning management systems (LMS) (e.g. Moodle, Teleduc, etc.),
specific web pages (e.g. National Center for Biotechnology Information (NCBI),
Expasy, PDB101, etc.), personal web pages, online tutorials and the use of TIDIA
software11. Besides these features, it was mentioned they use software for pro-
gramming, analyzing algorithms, running programs on remote servers. In this
sense, a professor said that he works with the computational side of bioinfor-
matics.

RQ3 encompasses the main tools used by teachers, from those to teach basic
contents to more specialized tools. To work with the introductory content, the
NCBI portal was the most cited (45), followed by the GenBank Database (41)
and the EMBL-EBI Services Portal (34). Also, the following tools were men-
tioned: Autodock, BLAST, Bioconductor, KEGG, miRBASE - miRNA database,
Modeller, Molprobity, NAMD, PDBj, PFAM, Pubchem, SAVES, STRING; VMD;
algorithms and computer techniques, protein modeling and visualization software,
docking software, molecular dynamics software, data mining tools and DBMSs.

11 http://www.tidia-ae.usp.br/portal.

http://www.tidia-ae.usp.br/portal
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Fig. 2. Main computational resources used to support the teaching of bioinformatics

Bioinformatics databases (BD) are repositories of biological data obtained
by experimental methods. In the creation of the instrument, the classification
was used to define the types of DBs in primary (DBP) and secondary (DBS) [4,
15]. In addition to these, there is classification of scientific literature databases
(BDLC) [19]. The main databases selected by the teachers are illustrated in
Fig. 3. Also, the secondary databases GEO, Uniprot, EMBL-Atlas, String, ZINC,
PubChem, Rfam and GOA were cited once.

Also, the main tools for visualization and manipulation of sequences and bio-
logical macromolecules were searched (Fig. 4). It is a type of molecular graphical
visualization tool, from various perspectives, able to load and display the con-
tents of the data files. The most cited were PyMOL and Swiss-PDB Viewer,
both referred to 8 times.

Next, we present the tools for pairwise alignment (comparison of two
sequences) and multiple alignment (with three or more biological sequences).
The purpose of sequence alignments is to measure the similarity between two
or more sequences, to infer evolutionary relationships, and to observe patterns
of conservation and variability for structural and functional predictions. For
pairwise alignment the most mentioned tool was NCBI BLAST (45), followed
by MEGA-Molecular Evolutionary Genetics Analysis (14) and UniProt BLAST
(12). It should be note that the BLAST algorithm is the same, but the inter-
faces are different, which may explain the preference of one over the other. As
an example, teachers still indicated BLAST at PBIL (2), BLAST at PDB (2),
in addition to the FASTA algorithm (1) and EMBOSS Needle (command line
and web)(1). Two teachers do not use it. Tools for multiple alignment were
cited: ClustalX (26); Muscle (21); ClustalW - ExPASy (20); MEGA (19); T-
Coffee/EMBL - EBI (18); MAFFT - EMBL-EBI (15); Kalign - EMBL-EBI (5);
MultiAlin (4); T-Coffee - Vital-IT (SIB) (3); T-Coffee - Vital-IT - (SIB) (3);
Clustal Ômega (2);

As for the tools for predicting and analyzing protein structures, some teachers
do not use them since they are more specialized, commonly used in structural
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(a) primary databases

(b) secondary databases

(c) scientific literature databases

Fig. 3. Bioinformatics and scientific literature databases
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Fig. 4. Tools for visualization and manipulation of sequences and structurer of biolog-
ical macromolecules

bioinformatics. The main tools used by the teachers to obtain secondary (SS)
and tertiary (TS) structures, and model validation (MV) are:

– SS: JPred4 - Protein secondary structure prediction server (8), PSIPRED
- Protein Sequence Analysis Workbench (6), PORTER - A new accurate
server for protein secondary structure prediction (2), Stride (1), JMpred (1),
NetSurfP - Protein Surface Accessibility and Secondary Structure Predictions
(1), Jufo9D (1) e Predator (1).

– TS: SWISS-MODEL (9), Modeller (8), I-TASSER - Server for protein struc-
ture and function prediction (5), Phyre2 (1), QUARK - De Novo Protein
Structure Prediction (1), Raptor X (1) e Robetta - Full-chain protein struc-
ture prediction server (1).

– MV: PROCHECK - EMBL-EBI (7), Verify 3D (5), SWISS-MODEL (5), Mod-
eller (4), WHAT CHECK (3), ProSA-web - Protein Structure Analysis (2),
molprobity (1), SAVES (1), Molprobity (1).

The list of all the tools, as well as the complete study was available for
consultation at http://bit.ly/863231351.

5.3 Criteria for Selection of Tools by Teachers

For the selection of tools (RQ6), teachers first consider if the’re feely available
(23/79%). They also find it important to allow information to be saved (21/72%),
to have help and documentation (21/72%), to be constantly updated (20/69%).
Some teachers consider that the tool should be available online (16) and others
have indicated that it is offline (13/45%). They cite the ability to integrate other
types of software (14/48%) and allow configuration (12/41%) and printing of the
information (10/34%).

http://bit.ly/863231351
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The criteria of usability, ergonomics and satisfaction of use most mentioned
were to have an intuitive interface (19/65%), to help beginners to learn the
basic features (19/65%), to be easy to learn to use (18/62%); enable experienced
bioinformatics users to work smoothly on a wide variety of tasks (16/55%), be
easy to use (14/48%) and have a compelling interface (11/37%). However, few
teachers consider feedback for user actions to be important (6/20%).

They also select that it must be recognized in the scientific community
(15/51%), be able to integrate other types of software (14/48%), allow them
to be configurable (12/41%) and allow information to be printed (10/34%).
Also, we were allowed to save the results in text format (1/3%) and present
documentation and limitations (1/3%).

As for teaching support resources, teachers stated that they consider it impor-
tant to have content tutorials (12/41%), discussion community (11/37%), exer-
cises list (7/24%), video lessons (6/20%), but only 4 consider relevant that the
language be configurable.

Finally, of the 29 participating teachers, few (9/31%) consider that the tools
must have resources for access to disabled users and allow access to different
user profiles (7/24%).

5.4 Teacher Experience in Teaching the Visually Impaired

This subsection addresses the RQ5 and RQ6 research questions. Of the 29 par-
ticipating teachers in the sample, only 1 had experience with a user who is blind,
in the course of graduation. The teacher informs that the student did not use
AT. As for this experience, the teacher reported that “he found it a bit compli-
cated, and he needed to be prepared for it.” Asked about strategies for teaching
bioinformatics content to students who are blind and the use of AT, 3 teachers
reported that they could not answer this question, and 3 teachers claimed that
they did not have the experience to suggest some kind of strategy. Of the 29
participants, only 8 teachers answered the question:

– “Text to speech, speech to text, adapted virtual reality, concrete models”.
– “It is difficult to answer this question, but I imagine that auditory resources

should be applied both to confirm input of data and outputs of data after
processing”

– “There are strategies to be discovered because students of bioinformatics who
are blind should acquire knowledge through their auditory organ. The idea
of what is a protein structure, protein-ligand interaction, which are visually
and quickly assimilated, would not be captured by the VI. However, this
knowledge can be supplied by lego models of protein structures and sequences
subject to touch.”

– “Use of sound”.
– “Call center menu driven by numbers”.
– “Adapted keyboards and voice command”.
– “Audiobooks and Braille material”.
– “Using 3D Printing, making audio resources available, among others”.
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6 Discussion

Bioinformatics is an interdisciplinary discipline. Its teachers are generally trained
in different areas of knowledge. This study pointed out that teachers in Brazil
also come from different areas and teach bioinformatics in varied courses, but
mostly in graduate programs. Despite the selected sample included only teachers
who informed the bioinformatics discipline, the results indicated, as expected,
that bioinformatics contents are included in other disciplines, such as computing
for biologists and other professionals, programming, algorithms, and recovery of
information.

It is interesting that one teacher reported teaching programming languages
and Linux for the course of Biological Sciences. It is common in bioinformatics
to use the Unix or Linux operating system under which many bioinformatics
applications are run, and also because many of these tools require the creation
of Perl or Python scripts, and the student needs to gain knowledge of pro-
gramming languages. This is important because it enables biological students to
learn computational thinking necessary to acquire basic skills in the use of the
most common bioinformatics software, which in turn facilitates learning, effec-
tive interpretation of results and proper use of resources [18]. One teacher also
replied that the main focus of the discipline is computing for bioinformatics.
Although it is not necessary for most bioinformaticians to develop these spe-
cialized skills (including software development), they must have basic skills in
using the most common bioinformatics software and the effective interpretation
of results [8].

It can be seen that introductory courses are taught both in undergraduate
and graduate courses. On the other hand, the disciplines that require a greater
knowledge on the part of the student, with more specific content, and involving,
for example, the retrieval of information in databases and specific areas of bioin-
formatics, such as phylogeny, systemic biology, and structural bioinformatics are
mainly seen at graduate level. There were no reports of disciplines taught at a
distance; all were presential.

Most teachers did not consider important that the language the interface be
configurable, because generally scientific tools are made available in English.

Despite being an initial study, this research revealed that most participants
still do not have experience in teaching bioinformatics to VI students. Teachers
are unaware of the existence of AT resources, how to use and where to find them.
This issue becomes even more important because one of the main difficulties in
teaching structural bioinformatics lies in the fact that its content is related to
microscopic aspects, which make visual representation difficult.

7 Conclusion

Although this is an initial study, this research reveals that most of the bioinfor-
matics teachers are not able to attend to the VI audience and there is still a lack
of information on assistive/inclusive issues.
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The study of accessibility in bioinformatics tools opens a new set of access
opportunities, which has the potential to include the visually impaired in areas
of life and health sciences involving bioinformatics content. During the analysis
of the tools we perceived some perspectives and challenges. The first one refers to
teachers’ lack of knowledge about the existence of AT resources, how to use them
and where to find them; there is also missing a map of accessible bioinformatics
tools; to know at what time and in what form to use them in teaching VI users;
and to verify if the difficulty of installing and configuring the programs and
the lack of Portuguese versions are reasons that may hinder popularization by
Brazilian students in the use of such programs and their use as auxiliary tools
to pedagogical practice.

We believe that there is still a lack of specialized training and technical
support in working with visually impaired students. The continuous academic
formation of bioinformatics teachers should support quality inclusive education,
encouraging the enrollment of these students in higher education in areas of
science that involve this discipline. Teachers should provide adequate access
conditions to curriculum content and computational tools, seeking appropriate
ways to teach content with abstract and visual aspects.

This difficulty increases when students are blind because they can not observe
microscopic, digital images or didactic schemes [35]. This problem is portrayed in
Mariz [26]: “So one wonders how one with little or no vision would develop such
skills? How to explain to students with visual impairment the dynamics of the
geochemical process of carbon in nature, or the process of human fertilization,
for example, already so complicated to understand by observing and analyzing
drawings and photos? ... ... Scientific knowledge is a collective cultural good, so
people with partial or total visual impairment should enjoy it as well.”.

Finally, the analysis of which tools presented in this study are adequate to
the use of AT and that meet accessibility standards, such as those of WCAG
2.0, will be dealt with in future works.
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7. Bruhn, R., Jennings, S.F.: A multidisciplinary bioinformatics minor. ACM SIGCSE
Bull. 39(1), 348–352 (2007)

8. Cattley, S., Arthur, J.W.: BioManager: the use of a bioinformatics web application
as a teaching tool in undergraduate bioinformatics training. Brief. Bioinform. 8(6),
457–465 (2007)

9. Cummings, M.P., Temple, G.G.: Broader incorporation of bioinformatics in edu-
cation: opportunities and challenges. Brief. Bioinform. 11(6), 537–543 (2010)

10. da Silva, A.R., Camargo, R.P.E., Bossolan, N.R., Beltramini, L.M.: Development of
models pieces to represent amino acid and to building protein structures: evaluation
by graduation students and teachers from public schools of são paulo state. In: The
2nd International Symposium on Integrating Research, Education, and Problem
Solving, pp. 1–6. International Institute of Informatics and Systemics (2012)

11. de Abreu Cybis, W., Betiol, A.H., Faust, R.: Ergonomia e Usabilidade 3a edição:
Conhecimentos, Métodos e Aplicações. Novatec Editora (2015)

12. de Melo-Minardi, R.C., Digiampietri, L.A., de Melo, P.O.V., Franciscani Jr., G.R.,
Oliveira, L.B.: Caracterização dos programas de pós-graduação em bioinformática
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Abstract. This study resulted in the development of a mobile social platform,
called Mood Canteen, which has the purpose of meal cuisine and recipe sharing.
Mood Canteen has two important characteristics: (1) to establish the relationship
between food and emotion: To construct an interaction between food and per-
sonal emotions, Mood Canteen applies an emotion analysis mechanism on SNS
to analyze emotions based on semantics, emoticons/emoji, and images of food-
and cuisine-related posts, and it matches those emotions with food to create a
user’s personal emotional state database and emotional food database according
to the study’s results. (2) To establish an emotion-complementing healing sys-
tem: To make emotion cuisine recommendations for users that meet their
emotional state and help users alleviate negative emotions and promote positive
emotions by sharing recipes and meals, Mood Canteen incorporates a newly
created personalized meal recommendation mechanism that provides users with
the appropriate comfort food selection based on a personal emotional state
database and emotional food database. In addition, based on the characteristics
and requirements of the mobile user interface, this study applied the SMASH
usability heuristics to initiate the usability measurements of the developed Mood
Canteen system.

Keywords: Mood-boosting receipts � Emotion analysis
Emotion cuisine database � Recipe sharing community � Mobile application
Usability heuristics for smartphones

1 Introduction

Food is the source of nutrients that we depend on to live and plays a role in both
reducing tension and producing mood regulation. Many studies have revealed that
certain foods can indeed promote positive emotions and ease the impact of negative
emotions. For example, the emotional factor for people who choose sweets during
social occasions could lie in the sharing of joy and happiness from friendship. The
motive in choosing comfort food is usually to ensure a good emotional state or to
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reduce anxiety, sadness, and other negative emotions [1–4]. Based on the influence of
food on emotion, Professor Charles Spence partnered with Just Eat to develop the “Just
Eat” mobile app, which uses mood mapping to analyze people’s emotional states. In
other words, it detects a user’s facial expression by scanning it to evaluate whether they
feel angry, disgusted, fearful, surprising, sad, or joyful, and it then provides appropriate
food recommendations according to their emotional state. For example, an angry
expression could appear when a person is stressed, in which case, the app suggests
foods that have a calming effect, such as dark chocolate and nuts rich in magnesium. In
the case of excitement, foods such as whole grains and beans, which are beneficial to
blood sugar regulation, are recommended [5, 6]. Studies have also found that food
plays a vital role in relaxing and soothing emotion, which encourages people to read
food or recipe-related articles and to search for food-related images and videos through
social media to maintain or enhance their own positive emotions. In addition, the users
prefer to share these food-related messages on social media to induce similar emotional
changes in viewers [7, 8]. Thus, many social media forums are based on recipe sharing,
such as Tasty [9], Tastemade [10], Kitchen Stories [11], and iCook [12], all of which
have become very popular. Unfortunately, the mechanism of current recipe sharing and
recommending platforms neither connects to the personal emotional states of the users
nor recommends appropriate foods or recipes that are suitable for people in different
emotional states. For this reason, this study designs a mobile social platform, Mood
Canteen [13], for cuisine and recipe sharing. In addition to the original function of
providing a social media community, Mood Canteen emphasizes the interaction
between food and human emotions, and it recognizes and analyzes the emotional states
of the users through images, texts, and Emoji/Emoticons. In addition, Mood Canteen
can suggest menus that meet both the users’ emotional needs and their preferences and
customs, in the hope of alleviating negative emotions through food and assisting in the
generation of positive emotions. In so doing, it allows food to not only provide nec-
essary nutrition and energy but also assist in promoting positive emotions.

2 Mood Canteen Design and Development

2.1 Design Rationale of Mood Canteen

Mood Canteen is a mobile application that was designed to recommend emotion foods
based on the user’s current mood. To suggest foods that are suitable for the user’s
emotional state, we applied mechanisms from Scherer’s Geneva emotion wheel [14],
Machajdik and Hanbury’s affective image classification [15], and MoodLens, an
emoticon-based sentiment analysis system based on emotion analysis theory created by
Zhao et al. for Chinese tweets [16], to create a personal emotion database and an
emotion cuisine database. For the emotion cuisine database, the app first searches for
food- and cuisine-related posts on the web and social media, followed by food pairing
with emotion analysis such as semantics, Emoticons/Emoji, and images to establish an
emotion cuisine database [14–17]. For the personal emotional state database, we first
have a user obtain authorization from Facebook, and we then conduct an emotion
analysis of the Facebook data that uses text, emoticons and emoji, and images on SNS
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[14–17]; with these, we create the user’s personal emotional state database. Next, the
Mood Canteen system recommends an appropriate mood cuisine that is suitable for the
users according to the information in the emotional food database and the personal
emotional state database. Mood Canteen even provides features such as emotional
cuisine classification and searching, which allows users to customize meals in accor-
dance with their emotional attributes and send the feedback to the Mood Canteen
emotional cuisine database. Moreover, Mood Canteen provides users with a meal video
recording and recipe editing, which enables the users to create personalized recipes and
share them on social media. Figure 1 shows the Mood Canteen system architecture.

2.2 Features of Mood Canteen

Mood Canteen offers system features such as daily mood-boosting recipes, recipe
editing, video recording, my collection, and search. The main features of Mood Can-
teen are the following:

(1) Daily mood-boosting receipts function: Daily mood-boosting recipes is the
homepage of the Mood Canteen system; it analyzes and recommends the
appropriate emotional cuisine for users based on the personal emotion analysis
mechanism. Mood Canteen will recommend recipes that are displayed on the
daily mood-boosting recipes interface and present the emotional category of each
meal. Users can browse the cuisine videos, read over the detailed picture-text
sections of the recipes, and create an emotional category for each meal.

Fig. 1. Mood canteen system architecture.
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Furthermore, the emotional meal attributes defined by the users will be sent to the
recipe emotion database as feedback and become the basis of a database update.

(2) Personal recipe editing function: To create personalized recipes, Mood Canteen
provides recipe editing and meal recording so users can customize their own
recipes. Recipe editing includes video editing and graphic editing. Users can click
on the meal video to initiate film editing, select an animation, and add or delete
text descriptions. After completing the video editing, a user can enter text editing
mode and select the emotional attributes of a meal.

(3) Meal video recording function: While recording a meal video, users can add a
node as a recipe step for subsequent editing. At the completion of the recording,
the users will enter the editing procedure directly. During this process, users can
add different seasonings or cooking movement animations to increase the thor-
oughness of a recipe video and its personal characteristics.

(4) My collection function: This function allows users to save their own favorite
recipes. In addition to displaying the users’ personal information and chef level,
users can view their fans, track their number of followers, and view their personal
pages.

(5) Search function: The search function allows the users to select the emotional
categories and food ingredients or search for their favorite meals by a keyword
(Figs. 2, 3 and 4).

2.3 System Validation

A mobile user interface usability measurement was performed after the construction of
the Mood Canteen system was complete. Evaluating and improving the user interface

Fig. 2. Mood canteen homepage and daily mood-boosting recipes function.
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Fig. 3. Mood canteen meal video recording function.

Fig. 4. Mood canteen my collection function (pictures on the left); search g function (pictures
on the right).
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design have very important associations with the system development. The heuristic
evaluation is based on the design specifications of 10 usability heuristics for user
interface designs presented by Nielsen to provide an interface design with references by
observing the interface and making positive and negative comments. The implemen-
tation modality is to find the problems in the user interface design during its usage
based on the experience of 3–5 specialists. Its advantages are that it is easy to operate,
fast, and low cost; its disadvantage is that the evaluator’s own experience will affect the
problems that are found. Analysts with experience in Usability assessment can identify
more problems than amateurs can, and suggestions that are made with a focus on
improving the problems will be more specific than those made by amateurs [18, 19].
For this reason, Wong et al. [20] presented user-involved usability measurements that
can recognize problems from different aspects. In the heuristic evaluation, it is sug-
gested to have the user search and document the ideas and difficulties encountered in
the operation of the user interfaces. In addition, based on the characteristics and
requirements of the mobile user interface, Inostroza et al. [21] developed SMASH,
which is a set of usability heuristics for smartphones that is built on the heuristic
evaluation of Nielsen’s 10 usability heuristics. Thus, this study applied the 12 SMASH
usability heuristics of Inostroza et al., as designed for smartphones, to initiate the
usability measurements of the developed Mood Canteen system. First, 5 experts were
invited; 2 had a background in information engineering, and 3 had a digital media
background. In addition to having extensive experience in mobile applications devel-
opment, these experts had performed systematic usability assessment tests to participate
in a SMASH assessment of the Mood Canteen. The experts tested the system’s
usability through the heuristics values of one item in an offered series, found interface
design bugs, and defined usage problems over opinion exchanges and discussions. In
addition, 13 users were invited to participate in the SMASH evaluation in this study.
The purpose of this SMASH assessment was to test the main features of the Mood
Canteen, such as daily mood-boosting recipes, recipe editing, video recording, my
collection, and search. The participants were asked to download Mood Canteen and its
operating system and to complete the SMASH questionnaire at the end of the opera-
tion. The usability assessment results, which were based on the 12 SMASH heuristic
evaluation criteria, are shown as follows:

SMASH 1: Visibility of the system status. The Mood Canteen interface design can
easily identify the location of the function, and the information display is clear and
easy to understand.
SMASH 2: Match between the system and the real world. Mood Canteen can
genuinely respond to the user’s operations; in other words, when using different
features, Mood Canteen allows users to detect changes in the interface immediately.
SMASH 3: User control and freedom. The Mood Canteen system is simple,
which facilitates its application. In addition, the performance of the features has
clear distinctions.
SMASH 4: Consistency and standards. The color, text, and graphics presented by
the Mood Canteen user interface design have high uniformity and are all in con-
formity with the design principles.
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SMASH 5: Error prevention. The participants consider this system to be easy and
simple to operate, which can decrease the possibility of making an error.
SMASH 6: Minimize the user’s memory load. The operation of the Mood
Canteen system is simple, and the performance of the features has clear distinctions,
which decreases the chance of an unnecessary overload from the memory and
reduces the users’ cognitive burden during operation.
SMASH 7: Customization and shortcuts. The system function is presented
clearly, and no special memory or search is needed.
SMASH 8: Efficiency of use and performance. The Mood Canteen interface
design is simple and neat. The positions of the buttons to press correspond to the
user’s hand gestures, and the application’s system can be used smoothly without
causing any major issue. Additionally, users do not need to memorize much of the
operating procedure.
SMASH 9: Esthetic and minimalist design. The Mood Canteen interface design is
exquisite, sharp, neat, and simple. The design of the fine details shows a selective
and well-planned style.
SMASH 10: Help users recognize, diagnose, and recover from errors. The
technical operation is kept in line with the operating capability scope of general
users.
SMASH 11: Help and documentation. The Mood Canteen system does not
provide question assistance. In a situation when users encounter an operating or
system error, it is recommended that the system can provide helpful hints to reduce
user frustration. It is also recommended that an operating guide or demo pages be
added to allow beginners to learn the system’s functions more quickly.
SMASH 12: Physical interaction and ergonomics. The privacy protection level is
low, which is suitable for a personal mobile device. If Mood Canteen is operated on
a public device, it is recommended that other device login reminders be added.

3 Conclusions

This research resulted in the development of a mobile social platform, called Mood
Canteen, which has the purpose of meal cuisine and recipe sharing. Mood Canteen can
be used on Android smartphones. In July 2017, Mood Canteen was launched on
Google Play and was made available for interested users to download and use [13].
Mood Canteen has two important characteristics: (1) to establish the relationship
between food and emotion: To construct an interaction between food and personal
emotions, Mood Canteen applies an emotion analysis mechanism on SNS to analyze
emotions based on semantics, emoticons/emoji, and images of food- and cuisine-related
posts, and it matches those emotions with food to create a user’s personal emotional
state database and emotional food database according to the study’s results. (2) To
establish an emotion-complementing healing system: To make emotion cuisine rec-
ommendations for users that meet their emotional state and help users alleviate negative
emotions and promote positive emotions by sharing recipes and meals, Mood Canteen
incorporates a newly created personalized meal recommendation mechanism that
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provides users with the appropriate comfort food selection based on a personal emo-
tional state database and emotional food database. The Mood Canteen system links
personal emotion healing with food, with a focus on providing personal emotional
appeasement and healing with food. Our future studies will continue to explore the
interactions between food and specific emotions. Furthermore, the current Mood
Canteen provides only the Chinese version of emotional vocabulary analysis; it is
recommended that emotional semantic analysis in other languages be added to
strengthen the emotion analysis mechanism.
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Abstract. Using the smart tourism ecosystem model as its framework as well as
the strength of ties theory and the SNS social computing formula as a theoretical
basis, this study establishes the Living Green tourism ecosystem to improve
connections between businesses and the smart travel itinerary recommendation
mechanism to promote the development of the entire industry. The Living Green
tourism ecosystem has two major innovative features. (1) Visualizing industrial
activity intensity and social connection intensity between businesses can not only
help clearly understand the development of local businesses and assist in eval-
uating the effectiveness of industry development but also provide a reference for
destination marketing organizations or relevant government agencies in terms of
supporting the development of disadvantaged business segments. (2) The
application of social media and social networks analysis helps implement the
travel and tourism industry’s development strategies. Based on businesses’ social
behaviors and interaction modes on social platforms, the tourism ecosystem
calculates industrial connection intensity, uses it as an index for smart travel
itinerary recommendations, and further enhances the overall promotion and
development of the travel and tourism industry network.
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1 Introduction

The proliferation of Internet technologies and smartphones has affected the travel and
tourism industry and led to the popularity of mobile smart tourism applications. In short,
smart tourism uses smartphones to provide travelers with personalized smart travel
information services and to establish smarter, more effective and more sustainable
connections between travelers and tourist attractions [1]. Smart tourism is also defined as
the provision of ubiquitous tourism information services. It not only changes the travel
behavior patterns of travelers, facilitates the acquisition of rich information, and creates
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relaxing and flexible travel experiences but also enables the travel and tourism industry
to add value through the new service model [2]. In addition to smart tourism, the smart
tourism ecosystem (STE) has also received considerable attention. The STE emphasizes
that different economic entities in the travel and tourism industry, such as producers,
distributors, consumers and government agencies, establish an environment for product
promotion or service creation and distribution through competition and cooperation [3].
The establishment of shared value in business ecosystems not only improves business
competitiveness and socio-economic conditions, enabling the generation of new species
in the ecosystems, but also serves as a basis for promoting innovation and sustaining
productive forces in business ecosystems. Tourism ecosystems are a typical example of
this feature [4]. For instance, a tourism ecosystem is usually composed of many
microorganisms. In addition to being defined by geographical location, the microor-
ganisms place more emphasis on the connections and interactions among themselves.
The introduction of intelligent technologies can effectively set up links between nodes in
order to create a more active and intelligent network [5]. Through proper integration of
smart sciences and technologies, a smart tourism ecosystem creates, manages and
transfers intelligent tourism services and experiences. The information gathering and
processing analysis following the acquisition of high-intensity travel-related information
and shared value through these services is the main function of an STE [6]. The common
goal of an STE is to create a rich, highly valued, meaningful and sustainable tourism
experience through the information provided [7].

The current research classifies the member species of a smart tourism ecosystem into
touristic consumer (TC), resident consumer (RC), tourism supplier (TS), other industry
supplier (OS), and destination marketing organization (DMO). In terms of smart tourism
applications, popular social media and mobile apps currently allow consumers to have a
high degree of willingness to share and enhance their motivation to receive information,
that is, when participating in social networking sites (SNSs) (i.e., Facebook) or expe-
riencing location-based mobile services, touristic consumers or resident consumers also
receive information provided by different species or the environment. As regards its
applications in the context of tourism suppliers, smart tourism focuses on providing
smart technology services and offering richer, more efficient and more effective services
through data and information feedback to ensure service sustainability. DMOs are
responsible for information and equipment, marketing management and quality control
in innovative service patterns [8]. This shows that in order to create sustainable and
intelligent digital services, the information chains between the supplier network and the
consumer community need to be connected. Only in this way can efficient, effective and
sustainable travel services be created through user activity and the feedback provided by
user data. Unfortunately, current links between smart travel and the tourism industry are
limited to the exchange and flow of information, and it is difficult to strengthen the
mutually beneficial relationship between businesses in the industry, while relevant
research is lacking on the reciprocity among businesses and the promotion of the
industry’s synergic development within the STE structure. To strengthen the connec-
tions in industrial networks and enhance the overall development of the travel and
tourism industry, this study uses the strength of ties theory and the SNS social com-
puting formula as the theoretic basis to establish a smart tourism ecosystem that can
improve connections within the industry: Living Green. The study develops the Living
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Green mobile app to provide innovative and intelligent mobile sightseeing services for
smartphone users. This study is based on the travel and tourism industry in Chia-Yi,
Taiwan. By selecting and connecting related local “natural,” “environment-friendly”
and “green” businesses, it builds a smart tourism industry network and ecosystem.

2 Design and Development of the Living Green Smart
Tourism Ecosystem

2.1 Design Rationales of the Living Green Ecosystem

Using Granovetter’s strength of ties theory and Gilbert’s SNS social computing formula
as its theoretical basis, the Living Green ecosystem developed in this research is a
tourism ecosystem that promotes social connections in the travel and tourism industry.
The strength of ties theory emphasizes the different intensity and relevance of social
connections between nodes in social networks and divides social relations into ones with
strong connections and ones with weak connections based on the connection intensity
generated by different social behaviors and emotional interactions [9]. In reference to the
social network theory proposed by Granovetter, Gilbert formulated a computing model
of social connection intensity and applied it to SNSs to quantify social connection
intensity [10]. This study first analyzes the SNS social tools currently used by the
tourism industry, defines social function items, informationizes social behaviors, and
then establishes a social behavior database of the tourism industry’s social networking
sites and develops a social networking analysis system by developing the specifications
of application program interfaces (APIs) provided by community service software as
well as community service communication. With the automatic scheduling and auto-
matic analysis capabilities of the social platform and the industrial social behavior
database, the study is able to quantify the industrial social index, which can be used to
provide smart travel itinerary recommendations and prioritize related industrial infor-
mation. The Living Green system’s industrial social behavior gathering mechanism and
industrial social connection computing mechanism are explained below.

(a) Definition of social behavior within the industry. In terms of gathering industrial
social behavior, social connections between businesses in the industry can stem
from a relationship of close cooperation based on category or of close competition
based on geographical features. In addition, social behavior is established mainly
through the flow of individuals (travelers) between businesses, and social inter-
actions between travelers and tourism businesses are also related to the businesses’
active performance. This study first summarizes the types of communities that
current businesses form and the function projects for social interactions between
individuals and businesses and classifies and defines the encoding. That is to say,
based on businesses’ profiles on their Facebook fan page, such as industry cate-
gory, geographic location, business hours, frequency of events and number of
users, we collect and encode all of users’ social interactions on the Facebook fan
page and then calculate their cumulative number, frequency and text data, and
multiply relevant information’s floating weight and corresponding judging
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conditions to calculate the interactions between individuals and industries, which
constitutes the industrial activity index. Finally, we use the sum of inter-industry
social index calculations as a reference to evaluate the promotion mechanisms
between businesses and intelligent services in the smart tourism ecosystem.

(b) Calculation of the social connection index between businesses. This study uses
the social connection index calculation model proposed by Gilbert to calculate the
social index between businesses [10]. The connection intensity in SNSs is deter-
mined based on the aspects of intensity, intimacy, duration, reciprocal services,
structural, emotional support and social distance, while the measured functional
items include number of exchanges of messages and feedback on the dynamic wall,
content analysis of the dynamic wall, number of messages left by friends on the
dynamic wall, number of message exchanges, message intensity analysis, dynamic
updates of users, dynamic updates of friends, responses to friends’ photos, number
of friends, number of friends’ friends, number of days from the last reply, data
analysis of content intensity (topic) on the dynamic wall, co-annotated photos,
number of times that users appear in others’ photos, distance from home, rela-
tionship status of friends, number of days since the first response, shared links,
recommended apps, number of common friends, common social circles, common
interests, common concerns, and the age, education level, work experience, reli-
gious affiliation, and political affiliation of users and friends. The following
equation describes Gilbert’s calculation formula for social connection intensity.
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2.2 Specific Features of the Living Green Tourism Ecosystem

This study considers Living Green as a brand and emphasizes the characteristics of
green tourism. In addition to selecting related local “natural”, “environment-friendly”
and “green” industries in the Chia-Yi region of Taiwan and establishing a tourism
ecosystem network platform, this study also develops the Living Green mobile app to
provide smart travel itinerary recommendations and innovative interactive experiences
for smartphone users. It is worth mentioning that based on the analysis of the social
connection index between members of the Living Green tourism ecosystem network
and taking into account users’ personal preferences and needs, Living Green’s smart
travel services can not only recommend suitable travel itineraries for users but also
promote social connections between businesses and the overall development of the
local travel and tourism industry. The following aspects describe the system function
features of the Living Green ecosystem.
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(a) Create function: To create industrial connections (Create), establish the Living
Green tourism network and its nodes between businesses, and calculate its degree
of activity, this study first constructs a tourism industry supplier network based on
the organizational structure of the tourism ecosystem, establishes nodes between
suppliers, analyzes data on the industrial community platform and the social
behavior of individuals on the platform, collects relevant function projects and
informationizes industrial social behavior so as to calculate the industrial activity
index and the industrial social index. Subsequently, we divide activity intensity
into four levels to create a visual industrial social map. To be consistent with the
theme of green tourism, the image of sapling growth serves as a pin on the map to
symbolize industrial activity intensity, and the corresponding icons are placed on
the map according to the activity intensity of each business’s development. Fig-
ure 1 shows the social activities among green tourism businesses in the Chia-Yi
area. It is worth mentioning that the Create function can be seen as a reference to
gauge the effectiveness of industrial development as well as an indicator for
DMOs or relevant government agencies to support the development of disad-
vantaged business segments.

Fig. 1. Current status of the industrial activity of the Living Green tourism ecosystem. (Color
figure online)
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(b) Maintain function: Industrial connections are maintained by suggesting mutually
beneficial groups. After identifying business locations and activity intensity
between businesses, the Living Green system calculates the social connection index
between businesses according to business attributes, geographical location, mes-
sages and sharing based on Gilbert’s social connection computing model. The
thickness of the line between points represents the level of industrial connection
intensity. According to the level of industrial connection intensity, businesses are
divided into five categories of mutually beneficial groups, namely green food, green
transport, green attractions, green lodging and green leisure, and a resource-sharing
cooperation model is achieved through industrial connections, as shown in Fig. 2.
Figure 3 uses the green businesses in Chia-Yi, Taiwan, as an example. The green
food category is characterized by local food, organic food and landscape restau-
rants; the green transport category focuses on environment-friendly transport
modes, such as E-Bike, a public electric vehicle rental system; the green attractions
category is represented by local sightseeing factories or eco-tourism attractions; the
green lodging category features lodging recommendations; the green leisure cate-
gory is represented by other leisure and entertainment activities.

(c) Enhance function: To strengthen the connections between businesses, the study
calculates industrial connection intensity based on current social behaviors on the
industrial community platform, such as business attributes, geographical location,
messages and sharing, and forms same-attribute networks with highly connected
businesses to complete the construction of points and the connection of lines,

Fig. 2. Reciprocal attributes and categories of the Living Green tourism network. (Color figure
online)
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which lays a foundation for the integration of surfaces, namely establishing the
Living Green ecosystem. In addition, to promote the benefits of the development
of a smart tourism ecosystem, the study will provide tourists with the Living
Green mobile app, whose smart travel itinerary recommendation mechanism will
plan travel itineraries based on users’ personal preferences and then promote the
overall development of the Living Green tourism industry (Fig. 4).

Fig. 3. Linking Living Green business categories. (Color figure online)

Fig. 4. Living Green mobile app - smart travel scheduler. (Color figure online)
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3 Conclusion

Using the smart tourism ecosystem model as its framework as well as the strength of
ties theory and the SNS social computing formula as a theoretical basis, this study
establishes the Living Green tourism ecosystem to improve connections between
businesses and the smart travel itinerary recommendation mechanism to promote the
development of the entire industry. The Living Green tourism ecosystem has two major
innovative features. (1) Visualizing industrial activity intensity and social connection
intensity between businesses can not only help clearly understand the development of
local businesses and assist in evaluating the effectiveness of industry development but
also provide a reference for DMOs or relevant government agencies in terms of sup-
porting the development of disadvantaged business segments. (2) The application of
social media and social networks analysis helps implement the travel and tourism
industry’s development strategies. Based on businesses’ social behaviors and interac-
tion modes on social platforms, the tourism ecosystem calculates industrial connection
intensity, uses it as an index for smart travel itinerary recommendations, and further
enhances the overall promotion and development of the travel and tourism industry
network. The Living Green mobile app supports the iOS system and is expected to be
released in March 2018 on the App Store for interested users to download.
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Institutional Accessibility Awareness
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Abstract. This paper will provide a case study of Temple University’s col-
laborative efforts to develop and implement a comprehensive accessible tech-
nology project and the framework of the university Accessible Technology
Initiative, which facilitated the essential collaborations. The university’s
Accessible Technology Compliance Committee created a disability inclusion
and accessibility awareness training to ensure that the university community
understands its responsibilities and is aware of available support resources. The
success of this project was the result of strategies and collaborations among
participants in the broader initiative.

Keywords: Accessibility � Collaboration � Awareness

1 Temple University Background

Facts and Figures

• Based in Philadelphia, Pennsylvania
• 1 of 3 state research universities
• Approximately 40,000 students and over 6,500 FTE employees
• 17 schools and colleges including 8 professional schools
• 150+ bachelor’s degree programs
• 160+ master’s degree programs
• 4 Pennsylvania branch campuses (Ambler, Harrisburg, Center City Philadelphia,

and North Philadelphia Health Science Campus)
• 2 International campuses: Tokyo, Japan and Rome, Italy.

1.1 Abridged History of Accessibility at Temple University

Temple University (TU) has historically prided itself in the diversity of it’s student
body, and as listed below, several centers and initiatives built a foundation for
accessibility considerations of students and employees that are the foundation of many
of the current efforts.

Institute on Disabilities
The Institute on Disabilities at Temple University is one of the sixty-seven University
Centers for Excellence in Developmental Disabilities Education, Research and Service
funded by the Administration on Developmental Disabilities, U.S. Department of
Health and Human Services.
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Established in 1974, the Institute has mirrored the changes in the field of devel-
opmental disabilities, evolving into a model of self-determination and individualized
supports in the community [1].

Office for the Disabled/Disability Resources and Services
Disability Resources and Services (DRS) at TU grew out of The Office for the Dis-
abled, student organization founded in 1976. TU formally established Disabled Student
Services in 1977, and the office adopted its’ current name, Disability Resources and
Services in 1993.

Accessibility of Information and Technology Policy
In November 2012, in response to recommendations provided by an external acces-
sibility evaluation, TU formally adopted Policy Number, 04.71.13 - Accessibility of
Information Technology [2].

The policy defined two core tenets:

1. The Accessible Technology Compliance Committee (ATCC) was formed to
develop, review, and approved all guidelines and standards related to the policy.

2. The person (or department) responsible for the information or technology must
undertake reasonable efforts to make it accessible in a timely manner upon
becoming aware of non-compliance with university standards and guidelines.

The Vice President of Computer Services (CS)/Chief Information Officer was
stated as the responsible officer for the policy.

2 Accessibility of Information and Technology Policy

2.1 Justification

Awareness of the topic and concerns around the accessibility of technology at TU was
brought to the attention of the CIO in response to the Resolution Agreement between
The Pennsylvania State University and the National Federation of the Blind [3].

Greater Reliance on Technology
The rapid expansion of technology across higher education has expanded concerns
about discrimination against students and/or faculty required to use inaccessible sys-
tems and software to complete coursework and job functions. Education accreditation
bodies are requiring instruction and use of certain technology systems and products.
However, it’s necessary that universities continue to provide these resources to students
in an equitable manner regardless of disability. Notable technologies being used
extensively in higher education include:

• Learning Management Systems
• Smart classroom technologies
• Online learning and processes
• Electronic textbooks and corresponding digital ancillary content.
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Service Demand on Disability Resources and Services
The volume of students registering and requesting course accommodations with DRS is
growing each year in numbers and percentage of the student population. Additionally,
the scope of DRS has grown to require a broader understanding of more technology
systems to appropriately support accommodation requests (Fig. 1).

2.2 Foundation

The foundation of the TU Accessible Technology Initiative was established in and
originally funded by TU Computer Services (CS) but connected with stakeholders from
across university leadership for applicable content expertise. CS staff were involved in
the remediation of several topics, but there was a concentrated effort to include other
departments to minimize the appearance that the initiative was being dictated by a
single central unit.

External Review
The first formal process of the initiative solicited an external review of TU’s current
state of accessible technology systems and services. The primary recommendations of
the review were to establish an appropriate policy to set an internal governing com-
mittee comprised of department leadership across the institution. Additional areas of
focus from in the review included:

• Computer Labs
• Classrooms and Learning Spaces
• Instructional Materials
• Library Services and Systems
• Procurement of Technology
• Web Based Content and Systems.
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Fig. 1. The chart illustrates the growth of student enrollment in and test accommodation
requests processed by DRS over a recent five year span.
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Leadership, Collaboration, Participation
Initiative participation fell within one of the primary roles below:

1. Project Management and initiative coordination was provided by designated staff
from CS.

2. ATCC membership was comprised of executives within their organizational unit
to provide appropriate guidance on accessibility considerations for topics related to
their university responsibilities.
Committee Representation includes: Faculty, University Counsel, Human Resour-
ces, Facilities Management, Computer Services, Disability Resources and Services,
Center for the Advancement of Teaching, Office of Digital Education, Library,
Provost’s Office, School/College Technical Staff, University Marketing.

3. School, College, or Campus Liaisons are designated by leadership of each school,
college, and campus that are responsible for educating and supporting their orga-
nization with standards, guidelines, and procedures supporting the initiative.

4. Working groups incorporate broad participation from staff and students involved
in daily tasks related to the topic of the specific working group. These groups are
formed as result of action items defined by the ATCC to generate guidelines and
communications on the related topic. Each working group has at minimum one
participant from the ATCC that reports back on the development and suggestions
from the group (Table 1).

2.3 Communication and Training

Initiative communications and training sessions were facilitated by CS and were live
events where the CIO and Project Manager presented to large meetings of organization
leadership, such as Collegial Assemblies, Council of Deans, and Administrative
Council meetings.

Table 1. Foundational working group topics and participants

Working group topic Participants/Departments

Instructional materials and
captioning

Instructional Support Center (ISC), Faculty, DRS, CS

Training and accessibility
website

ISC, DRS, Strategic Marketing & Communication (SM&C),
Human Resources (HR), University Counsel, CS

Web review and audit School/College IT, SM&C, CS
Assistive technology DRS, ISC, CS
Online learning Office of Digital Education (ODE), Faculty, School/College IT,

CS
Library University Libraries, CS
Administrative systems HR, University Counsel, CS
Purchasing and
procurement

University Counsel, Purchasing, HR, CS
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Once the initiative was introduced to leadership, liaisons were designated for each
area. School, College, and Campus liaisons were provided several training sessions to
cover relevant accessibility topics related to the above-mentioned working group tasks.

Additionally, a university website was developed [4] as a clearing house to provide
supporting documentation and communication for standards, guidelines and actions of
the initiative.

2.4 Training

Initial training focused on the school, college, and campus liaisons with the intention
that they train their constituents as needed. The topics included in the trainings
included:

• Understanding the role and responsibilities of DRS
• Remediating Instructional Materials
• Learning Space and Computer Lab Guidelines
• Purchasing/Procurement Process
• Web auditing.

3 Institution Accessibility Awareness Training

As outlined above, the substantial efforts and education related to making technology
and content accessible for students, faculty and staff was presented to appointed rep-
resentatives in the various organizations, but not in a general/consistent presentation to
the entire university population. As the preliminary work of the initiative subsided and
became operationalized, it became apparent that additional effort was necessary to
ensure a uniform awareness of policy, standards, and guidelines.

The university had a need for a comprehensive presentation of the state of acces-
sibility at the institution and responsibilities of employees that could not be delivered in
a circulating seminar to the schools, colleges, and departments. The most consistent
method to deliver the content to the full audience was through an asynchronous online
course that could be used for training and recalled for reference as needed. Fortunately,
there were already similar trainings required of employees coinciding with workplace
regulations and policies.

3.1 Participant Survey Providing Recommendations

Part of the school, college, and campus liaison responsibilities is to respond to an
annual survey from the ATCC to evaluate communication, growth and success of the
initiative. As part of to our initiative annual survey competed in June 2016, a college
liaison suggested creating an awareness course similar to other regulation-based HR
deployed training and onboarding content (Making Our Campus Safer, Preventing
Discrimination and Harassment, HazCom/Right to Know).
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3.2 Building the Training

The ATCC recommended a small working group of six participants to develop the
course. Representatives from CS, University Counsel, HR, and DRS were selected to
form the content and deliver the course utilizing the existing learning management
system used by the Learning and Development Office in HR. The working group
solicited peripheral help from students and faculty to produce faculty success videos to
be included. Lastly, the group obtained a letter from the University President as a
welcome statement to the training emphasizing its importance to the mission of the
university.

An initial loose framework for the training and content was recommended by the
working group and approved by the ATCC in Fall 2015.

The approved primary framework included:

• Content: Since one training course was developed for all participants, the content
needed to be generalized so ensure broad understanding.

• Duration: The training needed to be designed so that it could be completed in
approximately 20 min. The training contains full narration requiring participants to
remain on a slide/topic until the narration completes. If an individual completes the
training, they need to be able to return to the course and freely navigate the course
without waiting for the initial timings.

• Engagement: Media and participant interaction was discussed as a critical com-
ponent to reinforce practical understanding and/or examples in support of the
overall content.

3.2.1 Training Project Timeline

• July 2015 - ATCC set a priority on the training and established the working group
• November 2015 - Initial draft outline was accepted by the ATCC
• April 2016 – First rough draft of the training was presented to the ATCC
• July 2016 – ATCC provided final revision requests
• August 2016 – ATCC approved final revisions
• September 2016 – Finalized and executed communication strategy
• November 2016 – Distributed training.

3.2.2 Abridged Outline of Training Content

Obligation
Temple University’s obligation statement:

“We have a legal obligation to make our programs and services accessible to stu-
dents, faculty, and staff. Accessibility on our campus is a shared responsibility.

Each school, college, and department is responsible for making its programs and
services accessible with guidance from campus experts.

Inaccessible design, or an act of discrimination, however inadvertent, can violate
university policy and subject the university to liability under the law.”
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Law and Policy
Overviews of the applicable federal laws and university policies with reference links to
external web resources.

• Rehabilitation Act of 1973
• Americans with Disabilities Act
• Temple University Policy: Preventing & Addressing Discrimination and

Harassment
• Temple University Policy: Accessibility of Information and Technology
• Temple University Policy: Course Syllabus Policy.

What is Accessibility
For this training broad definitions of accessibility and accessible were provided:

• Accessibility is the ability to engage with, use, participate in, and belong to the
world around us.

• Definition of Accessible provided by the Office of Civil Rights to the South
Carolina Technical College System, OCR Compliance Review No. 11-11-6002
“Accessible means a person with a disability is afforded the opportunity to acquire
the same information, engage in the same interactions, and enjoy the same services
as a person without a disability in an equally effective and equally integrated
manner, with substantially equivalent ease of use. The person with a disability must
be able to obtain the information as fully, equally and independently as a person
without a disability” [5].

The training outlines and defines accessibility for the following areas.

• Physical Accessibility
• Technology Access
• Instructional Design Practices
• The Learning Environment
• University Programs and Services.

Physical Accessibility
As a result of this training development the central Helpdesk ticketing system was
expanded to provide a direct platform for students, faculty and staff to offer feedback on
physical barriers across campus.

Included were physical spaces, technology services and systems, and providing
appropriate accommodations as well as a variety of other issues. Therefore, colleges
and universities need to expand their role in providing accessible technology to their
students, staff, faculty, and visitors.

Technology Access
Assistive Technology is generally defined, and practical examples given to illustrate
some commonly in use across universities.

Institutional Accessibility Awareness 597



Instructional Design Practices
An overview of common accessibility considerations in designing course content were
provided and covers: Color Contrast, Alternative Text for Images and Illustrations,
Captioning, Document Formatting, and Keyboard Usability.

The Learning Environment
A deliberate attempt is made in this section to strictly follow the current university
workflow and responsibilities in courses where students need and/or request accom-
modations. The relationships between the student, faculty and DRS office are docu-
mented to minimize confusion. It is reinforced that DRS is the university content
experts on these matters and faculty and staff should not make unilateral decisions to
approve or deny any requested accommodation or modification to coursework.

Taking the training a step further, the training presents recommendations directly for
faculty to create a welcoming classroom environment to encourage individuals to
request help whenever appropriate. A very brief overview and mention was made for
universal design of courses to connect faculty to the broader understanding to the value
to designing accessible courses can bring to many different types of learners.

Programs and Services
Organizations and individuals sponsoring internal or external events, hosted at or
affiliated with the university, are required to abide by the same accessibility standards
and guidelines as set forth for the university.

Quiz
In an effort to further reinforce the topics of the training, three open ended quiz
questions are given to each participant simulating a practical experience where they
offer suggestions to resolve an accessibility conflict.

3.3 Training Development Challenges

The training itself needed to model accessible design, and prior trainings had not been
scrutinized for accessibility as thoroughly. To make the training both fully accessible
and user friendly took several iterations of development and direct support from the
training platform vendor. As further reinforcement of the initiative, the staff designing
future trainings now had experience developing a fully accessible course. The course
provided a navigational instruction slide that read aloud and displayed onscreen
methods to advance through the course via mouse or keyboard, and a full transcript was
provided on each slide and included with a downloadable/offline version of the entire
training.

In addition to following system requirements to ensure the training was properly
designed for use with a screen reader, keyboard-only navigation, and other assistive
technology, usability testing of the course was conducted by volunteers through the
Institute on Disabilities, staff in CS and school/college/campus liaisons.
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3.4 Training Communication Strategy

Near the completion of the development of the course, the team reached out to the
Senior Vice Provost for Strategic Communications, who is another member of the
ATCC, to provide guidance on a communication strategy to make the community
aware of the upcoming training. The strategy was segmented by roles and was
implemented chronologically with communication starting at the leadership levels and
progressing through levels of organizational management.

In addition to emails announcing the training, TU has a system configured in a
university wide portal/intranet titled “NextSteps” that is a central notification and task
list exposed to all students, faculty and staff. The training launch was published to this
distribution channel and would not disappear from the list until the action was
complete.

3.5 Training Deployment and Participation

The final course developed by the group is titled Disability Inclusion and Accessi-
bility at Temple University and was distributed to all full-time staff, and both adjunct
and full-time faculty in November 2016. Additionally, the course has been incorporated
into HR onboarding materials and has been required for all new staff and faculty hires
since launch.

As of February 28, 2018, the training had been assigned to 15,223 employees, had
been completed by 9,755 employees, and 726 employees in progress (Fig. 2).

3.6 Training Licensing

To reinforce the spirit of the overall initiative and the training, a non-Temple version of
the training was developed in PDF form and was licensed under the Creative Commons
Attribution-NonCommercial 4.0 International License [6]. This version of the training
is freely available, upon request, for other universities to modify for their own use.
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Fig. 2. Awareness training monthly participation and completion percentages
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4 Training Feedback and Responses

One of the results from distributing the training to all employees was that we received a
notable amount of feedback on both the training and the initiative as a whole. One
concern was that the policy, standards and workflows referenced in the training were all
unfunded decisions that added various levels of effort and education on individual
units. The feedback didn’t directly resist the topics or need for the work but were
looking for a broader dialogue and guidance on how to better educate and integrate
these tasks into daily operations. Additionally many respondents, notably faculty
members, were not aware of who their liaison was and didn’t receive the level of
assistance from the liaisons that was originally intended.

Based on the feedback and acknowledgement that the policy was now five years
old, the ATCC made the recommendation to have another third-party review conducted
in Spring 2017 with CS agreeing to provide the funding.

4.1 External Review - 2017

A request for proposals was submitted and processed in March 2017 and vendor
selected in April. Upon selection of the vendor the review project started immediately
and was completed by the end of June. The review consisted of staff and faculty
interviews, standards and guidelines document evaluations, workflow assessments, and
selected website reviews.

Recommendations
The core recommendation from this external review was that the current accessibility
efforts were defined for compliance, but we needed to encourage broader understanding
and acceptance of the efforts by broadening and re-establishing the initiative as a
program. One recommendation suggested expanding to two committees with one
remaining focused on compliance and the other focused strategy, development, and
communication. The compliance committee would still effectively function similar to
the defined ATCC and the second committee (TU defined as culture committee) would
work more directly with faculty, build out role-specific on-demand self help resources,
and foster a more concerted effort to directly empower and educate faculty.

The review also suggested that by implementing a program structure, accessibility
support would become more proactive, foster partnerships of expertise, build a com-
munity of practice, and further build institution-wide awareness and skills.

Actions From Review Recommendations
The following actions are complete or in process in direct response to the recom-
mendations provided to progress university accessibility awareness further.

• The ATCC expanded to create an Accessibility Program titled Accessible Temple
that primarily functions out of a co-chairs group composed of leadership from the
Center for Advancement of Teaching (CAT), DRS, and CS. The CAT co-chair
member is the committee lead for a newly defined “Culture” committee focused on
training, communication and development and the CS co-chair member is the lead
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on the updated “Compliance” committee that maintains the majority of the roles
previously supplied by the ATCC.

• The university is investigating the appropriate location of a broad Accessibility
Compliance Officer since the new program is more expansive than the original
leadership within CS.

• The program is revisiting the role of liaisons and has proposed placing two liaisons
in each school, college and campus with one designated as a faculty liaison to foster
accessible design in course development and the other specifically responsible for
the accessibility of the information technology infrastructure and complying with
the defined standards and guidelines.

• A structure of working groups has been defined to achieve current annual defined
goals.

• Communication and education strategies are being developed to incorporate out-
comes of the annual working groups topics.
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