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The digital revolution has led to an exponential increase in the information
accessible online, which has found ample utility in personalization of products
and services. By providing a more relevant and engaging experience to the users
with personalized content, a significant increase in revenue and market share has
been achieved. Many businesses like Yelp, Amazon, Netflix, etc. have their core
business models centered around product personalization. Specifically, in the
recommendation arena of movies, articles, books, etc. personalization is indis-
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Abstract. The accelerated growth of the Web2.0 has led to an abun-
dance of accessible information which has been successfully harnessed by
many researchers for personalizing products and services. Many person-
alization algorithms are focused on analyzing only the explicitly provided
information and this limits the scope for a deeper understanding of the
individuals’ preferences. However, analyzing the reviews posted by the
users seeks to provide a better understanding of users’ personal pref-
erences and also aids in uncovering business’ strengths and weaknesses
as perceived by the users. Topic Modeling, a popular machine learning
technique addresses this issue by extracting the underlying abstract top-
ics in the textual data. In this study, we present entity-LDA (eLDA),
a variation of Latent Dirichlet Allocation for topic modeling along with
a dependency tree based aspect level sentiment analysis methodology
for constructing user and business profiles. We conduct several exper-
iments for evaluating the quantitative and qualitative performance of
our proposed model compared to state-of-the-art methods. Experimental
results demonstrate the efficacy of our proposed method both in terms
topic quality and interpretability. Finally we develop a framework for
constructing user and business profiles from the topic probabilities. Fur-
ther we enhance the business profiles by extracting syntactic aspect level
sentiments to indicate sentimental polarity for each aspects.
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A vast majority of personalization techniques have focused on extracting
explicit information on users and businesses through online ratings issued by
a user. For example, Collaborative Filtering (CF) based algorithms person-
alize product recommendations based on the users’ and items’ historical rat-
ings [16]. Social network based personalization algorithms further enhance the
CF approaches by incorporating the user’s social network related information.
On the other hand, Content-based algorithms incorporate attributes extracted
from the business itself to generate personalized recommendation. However,
these approaches fail to capture user’s inherent preferences and the ground-
level facts about the businesses, which are better reflected in the reviews written
by the users. Research on extracting information on user-business interactions
through online reviews has focused on a variety of topic modeling and senti-
ment analysis approaches to gain insight into the user’s perspective and opin-
ions [4,5,37]. However, lack of generalization and difficulty in interpretability by
humans have limited the scope of their practical applications.

In this work, we propose a topic modeling based sentiment enhanced entity
(user/item) profiling methodology that generates user and item profiles as
numeric vectors from the review text. The proposed framework consists of three
stages: text preprocessing, topic modeling, and profile generation. In text pre-
processing, we adapt a codeword insertion step to replace topic relevant terms
with the domain specific category names based on the business’ features. For
example, in the context of restaurant reviews, the words “pizza”’ and “pepper-
oni” would be replaced by “American” if the restaurant serves North American
cuisines and would be replaced by “Continental” if the restaurant serves Italian
cuisines instead. We further parse the text to get Parts of Speech (POS) tags
and a dependency tree in order to extract nouns for topic modeling and aspect
level dependencies for sentiment classification.

In the topic modeling stage, we aggregate all the nouns and noun phrases
from the preprocessed reviews at entity-level and generate two separate cor-
pora, corresponding to user-level and business-level documents. We implement
the entity Latent Dirichlet Allocation (eLDA) for extracting the topics, where
“entity” refers to a user or item to be profiled. The derived topics are validated
using several quantitative and qualitative (human judgment-based) metrics. The
extracted topics are then mapped to the profile aspects in the profile generation
stage. This ensures a domain-specific interpretability of the profiles. In addition,
we use an aspect level sentiment classifier to classify the business aspects into
strength/weaknesses as perceived by users. Finally, the entity profile vectors are
generated as an aggregation of the probabilities of all the topics related to the
aspects.

For this study, we have considered restaurant reviews posted by users in a
publicly available dataset released by Yelp for Yelp dataset challenge to generate
personalized profiles for users and restaurants. Our proposed method outper-
forms the benchmarked algorithms both in quantitative and qualitative metrics.
This can be attributed to the following aspects of the proposed approach:
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Noun Extraction: Extracting nouns and noun phrases retains the information
critical to generating the profile, while ignoring the irrelevant information [22].
This in turn improves the topic quality and also reduces the computational time
for topic modeling technique.

Codeword Insertion: Replacing multiple words referring to the same object
with a codeword explicitly indicating the category reinforces domain-specific
connections among words, that are not apparent from the corpus. Replacing
redundant terms with codewords reduces the vocabulary size without loss of
information. This enhances topic interpretability by concentrating the word-
topic probability over a fewer set of words. It also improves discoverability of
implicit topics that are not directly aggregated with a codeword.

The topic probabilities obtained from the proposed model are then used
for generating entity profiles as a numeric vector of pre-determined dimension
using the online reviews. Furthermore, we have enhanced the business profile
by classifying the business aspects into user-perceived strengths and weaknesses
using the parse tree based aspect level sentiment analysis.

The rest of the paper has been structured as follows: Sect.2 presents liter-
ature related to this work. The solution overview has been described in detail
in Sect. 3 followed by dataset description and experimental findings in Sect. 4
Sect. 5, respectively. Finally, conclusion and future work has been presented in
Sect. 7.

2 Literature Review

In this section, we have reviewed the following topics relevant to our work: (1)
Topic Modeling (2) Sentiment Analysis (3) Profiling and Personalization.

2.1 Topic Modeling

Information retrieval from massive text corpora has attracted attention from
various research communities over the years. A plethora of work has focused
on reducing the dimensionality of the word-frequency space by clustering var-
ious documents based on common underlying topics. The traditional Term
Frequency-Inverse Document Frequency (TF-IDF) approach proposed by Salton
and Buckley [28] reduces a document of arbitrary length to a real vector having
a dimension equal to the total number of terms in the vocabulary of the entire
corpus. Each vector element represents the term frequency (TF) weighted by
the logarithm of inverse of the proportion of documents containing that term
(IDF). Clustering algorithms are then applied to the TF-IDF matrix to cluster
documents. This approach is appealing because of its simplicity and intuitive
interpretability; however, it fails to capture underlying topics in the document,
which can be modeled based on the co-occurrence of multiple terms. This prob-
lem has been addressed by Hoffman in the probabilistic Latent Semantic Index-
ing (pLSI) approach [12]. pLSI models a document as a probabilistic mixture
of multiple topics, where a topic itself is a probabilistic distribution over the
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terms in the vocabulary. However, this method is not scalable since the number
of parameters grow linearly with the number of documents in the corpus and
lacks generalized application in other corpus.

The Latent Dirichlet Allocation (LDA) approach proposed by Blei et al. [5]

addresses these issues by including a document level multinomial probability dis-
tribution over topics in the pLLSI model. This ensures that the learnt parameters
are not document specific, do not grow linearly with the number of documents
and can be used to apply topics to another corpus built from the same vocabu-
lary. LDA has been widely applied in a number of domains, successfully yielding
topics of good quality. Variations of LDA such as local-LDA by Brody and Elda-
had [6] and sentence LDA (sent-LDA) by Bao and Dutta [1] have been developed
to further improve topic quality in specific domains. Another probabilistic topic
modeling approach, Correlated Topic Models (CTM) has been developed by Blei
and Lafferty [4] to model and extract topics having a high correlation. CTM sup-
ports the extraction of a greater number of topics from the same corpus with
a higher log-likelihood; however, CTM is computationally more expensive as
compared to LDA, and has a comparable performance for a lower number of
topics.
The approaches discussed so far have the ability to soft cluster groups of words
into various topics based on their co-occurrence in the corpus. However, they do
not have any means of enforcing a domain-specific understanding of words that
may not be captured in a bag of words approach because of the inherent richness
of the domain’s vocabulary. Bao et al proposed an LDA based topic modeling
approach where ratings corresponding to the reviews were incorporated in the
topic modeling algorithm in [2]. This approach improved recommendation qual-
ity, but failed to explicitly generate topics and entity profiles. A semantic app-
roach to topic modeling has been proposed by Linshi [17], where words of similar
sentiment polarity have been grouped to reveal the sentiment associated with
the individual topics. This approach has demonstrated the potential for revealing
additional information through the incorporation of semantic knowledge in topic
modeling. In this study, we have adapted a semantic-LDA hybrid approach by
incorporating domain-specific knowledge in topic modeling, resulting in better
topic quality and interpretability.

2.2 Sentiment Analysis

Sentiment Analysis (SA) is the computational treatment of subjective opin-
ions and emotions expressed by people in texts. SA has most commonly been
approached as a classification problem [24], where entire documents or parts of
documents are classified to be associated with various sentiments. SA is done
on three levels: document-level, sentence-level and aspect-level. Document-level
SA classifies a document into a multitude of sentiments such as positive, nega-
tive, neutral, etc. Sentence-level SA makes the same classification for individual
sentences instead of documents and the aspect-level SA associates different sen-
timents to various aspects of the document [24].
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Aspect-level SA has the potential to provide better insight into the dis-
tinct polarity associated with various themes in rich review texts compared to
other techniques where an aggregated polarity is given. It primarily involves
three major steps: aspect detection, sentiment classification and aggregation [29].
Aspect detection methods have generally been frequency based [13,18], syntac-
tic [26,38] or machine learning based [14,19]. Frequency based and syntactic
approaches are intuitive and have similar performance to machine learning tech-
niques [29]. The sentiment classification, the second step, can occur separately or
jointly [37] with aspect detection using either a lexicon-based bag of words app-
roach for sentiment aggregation or implementing algorithms such as LDA, logis-
tic regression, Hidden Markov Models, K-Nearest Neighbour, and Support Vec-
tor Machines for supervised and semi-supervised learning of the sentiments [24].
Aggregation of the sentiment associated with an aspect is the weighted average
of all the individual sentiments [33,34]. In this study, we have employed a hybrid
aspect-level SA approach to extract the sentiment level polarities associated with
the aspects of business profiles. A parse-tree based syntactic approach has been
used for aspect detection and a machine learning based supervised classification
approach for sentiment classification. Finally, we have aggregated the sentiments
associated with an aspect by taking a simple average of the classification prob-
abilities.

2.3 Profiling and Personalization

The exponential growth of the Internet has led to abundance of information at
the disposal of web users. Personalization has helped tackle information overload
by limiting nonessential content. For catering personalized services, accurately
profiling users and businesses has become paramount. This has opened a new
area of research for many researchers to mine both implicit (visits, clicks, time
spent, etc.) and explicit (reviews, stars, etc.) information for profiling and person-
alization. Collaborative Filtering (CF) is a technique used for personalizing con-
tent by grouping similar users and businesses based on historical ratings [16,27].
The underlying assumption is users who rated similarly in the past tend to rate
similar in the future. One main limitation of similarity based CF is the time com-
plexity does not grow linearly with number of users and businesses. Rather than
exploiting the entire user space to find similar users, researchers have started
using online social networks for identifying users’ preferences. In [15,20,35] the
latent features of friends from online social networks are assumed to be sim-
ilar to target users’ latent features and the influence from friends’ networks
are utilized for personalizing content to the target user. Although personaliza-
tion can be facilitated by incorporating recommendations from friends in social
network, there is a potential in incorporating individual preferences and per-
spectives about the businesses for quality profiling. In order to maintain indi-
vidual preferences of experienced users along with social network influence Feng
and Qian in [11] proposed a framework that fuses personal interest along with
social influence. The personal interest factor captures the most desirable busi-
ness categories for the target user by analyzing the historical ratings. The recent
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growth of GPS enabled gadgets and Web 2.0 Technologies have attracted users to
update their location information via check-ins. Prior works in [7,39-41] focused
on only geographical influence for providing recommendations whereas recent
works in [9,36] uses both geographical and social influences for providing Point-
Of-Interest (POT) recommendations. Though the previously stated works provide
personalized information using explicit information (ratings or stars), they do
not analyze the user preferences that are latent in the form of reviews, posts,
blogs, etc.

In this study, we propose an elegant approach to generate profiles for users
and items by incorporating latent features mined from the user reviews using
codeword based entity-level LDA technique. Further, sentiment analysis tech-
nique has been employed to detect sentiments associated with the topics.

3 Solution Overview

3.1 Problem Formulation

In this study, we aim to construct M user and N item profiles as k-dimensional
real-valued vectors U, € R¥ Vu € U and I; € R* Vi € I from review texts,
where U is the set of users and I is the set of items, such that |U| = M and
Il =N.

3.2 Solution Details

Herein, we propose a Latent Dirichlet Allocation (LDA) based entity profiling
algorithm (eLDA) that ensures that the domain specific user interests are cap-
tured in user profile U, Vu € U. Item profiles I;Vi € 1 captures the key business
attributes along with the sentiment polarity which indicates the strengths and
weaknesses as perceived by the users in general. The overall architecture of eLDA
has been presented in Fig. 1.

Text-Preprocessing Topic Modeling Profile Generation
Codeword ' -
Insertion H T Topic to Aspect L ser
l ] ULl Mapping Profiles
Review Parse Tree Entity-Level
Text i Generation Aggregation
l _ Aspect-Level Sentiment __ Item
Preliminary AsmISEDAY Analysis Profiles
Cleaning T

Fig. 1. Architecture for entity profile generation
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Our algorithm consists of three major stages: text pre-processing, topic mod-
eling, and entity profile generation. Each step has been explained in details below.

Text Pre-processing. Text pre-processing is customary in any Natural Lan-
guage Processing technique. In eLDA this process consists of three stages,
namely, codeword insertion, parse tree generation, and preliminary cleaning.

Codeword Insertion. We aggregate multiple words that represent the same cate-
gory in the texts by replacing them with a common “codeword”. For example, the
words ice-cream, cake, gateau, pastry are replaced by the codeword “desserts”.
This work is focused on constructing restaurant profiles on a publicly available
dataset collected from Yelp. To effectively tag the codewords, bag-of-words dic-
tionary B corresponding to each codeword (category) has been generated. Instead
of manually creating the codeword dictionary, crawling multiple recipe, cuisine
and professional restaurant review websites with appropriately categorized recipe
names would be a convenient route. As a result of this data collection process, our
bag-of-words dictionary contains over 5000 words corresponding to 10 distinct
cuisine categories, namely: American, Continental, Southern, Alcohol, Desserts,
Asian, Indo-Arabic, Sandwiches and Breakfast-Brunch. We use the bag-of-words
list to replace the words with the corresponding codeword, determined by the
context or the business features F;. In our case |F| = 10. For example, we have
replaced the word “pizza” with “American” if the restaurant serves North Amer-
ican cuisine, and “Continental” if it serves Italian cuisines. Thus, we define the
codeword insertion operator C(v,B) for word v and dictionary B as:

Blv] B[] € F;

v Blv] & F; S

C(v,B) :{

Additionally, to detect if a restaurant enjoys location advantage, location
specific keywords such as address of the restaurant has been added in a location
codeword dictionary. Each dictionary category label is used as the respective
codeword.

Parse Tree Generation. After codeword insertion, we parse the texts in order
to generate the parse trees along with Parts Of Speech (POS) tags associated
with the words. The POS tags are used to extract the nouns and noun phrases,
which are later used in the topic modeling stage, to gain maximum critical infor-
mation [22]. The parse trees are used for the aspect-level sentiment analysis of
the business features in the profile generation stage. We have used the Composi-
tional Vector Grammar based Parser [21,32] available as a part of the Stanford
NLP package for generating parse trees in our dataset. The parse tree attaches a
POS tag t and an index j denoting the tree-node position for each of the words
obtained from the codeword transformation. Thus, the tree transformation con-
verts each word v into a triplet:

T(v) = (v,t,5) (2)
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Here, T'(v)[i] corresponds to the word v, POS tag t and tree-node position j
for i = 1, 2, 3, respectively.

Preliminary Cleaning. After generating parse trees, we remove the stop-
words, punctuations and special characters in order to retain information critical
to topic modeling and sentiment analysis. Finally, we lemmatize and stem the
words to their root words in order to improve topic quality and interpretabil-

ity [3].

Topic Modeling. We formulate the entity Latent Dirichlet Allocation (eLDA)
algorithm as an extension of LDA [5] for extracting topics to construct entity-
level profiles described as follows:

1. Extract nouns and noun phrases i.e., aggregate that all the w =
C(B,v) s.t. T(w)[2] =NN or NNS or NNP or NNPS after codeword inser-
tion from each of the reviews.

2. Generate M user-level aggregated documents F, V v € U and N item-level
aggregated documents F; Vi € I s.t. E, is the aggregation of all the pre-
processed nouns present in the reviews pertaining to the entity e € U or
ecl

3. For each entity aggregation E.:

(a) Choose L ~ Poisson(€)
(b) Choose 8 ~ Dirichlet(a)
(¢) For each of the L nouns in E,:
i. Choose a topic z; from Multinomial (8).
ii. Choose a noun wy, from p(wy|2n, g), @ multinomial probability distri-
bution

We obtain the probability of w,, w; (which are the term frequency forms
of E, and FE;), the user-level corpus D, and item-level corpus D; of entity-level
aggregations as:

Ly,
p(Wolo, B) = / p0ule) [ [1D2 p(zu:l0u)p(wu, | 20,, B) | db (3)

=1 Zuy

p(wila, B) = / 60) [ TT5 pleal60)pwn 2. 9) | db, (4)

llZLl

p(Dula H/ 6al0) (TT5 pleulbuptonlznd) | 8 )

uelU =1 Zuy

p(Dila B H/ ) (TT5 plenl6planlnd) | do: (6)

i€l =1 Zig
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Finally, the joint probability of a topic allocation 6. to an entity aggregation
E. is given by:
p(Oe, Ze, We|av, B)

(7)

p(We, a, 3)

We use Gibbs sampling for estimating the optimal parameters for inferring
the topic distribution since the integral in Eq.3 is generally hard to compute.
Finally, we extract a set of topics T,,, T; from document corpora D,,, D; and the
associated document-topic probability matrices P,, P;.

p(ee> Ze‘wea a, ﬁ) =

3.3 Entity Profile Generation

The entity profile generation stage is executed in three steps: topic to aspect
mapping, aspect-level sentiment analysis, and profile generation.

Topic to Aspect Mapping. The user-level topics extracted from eLDA for
the user-level document corpus D, and business-level document corpus D; are
mapped to k& domain-specific profile categories where the mapping is defined as:

M AT, T;} — 1T (8
Here, IT refers to the domain specific set of categories. In general, |IT| = k <
ma$|Tu‘7 ‘T1|

~—

Aspect Level Sentiment Analysis. We use the parse tree transformation
T(v,t,j) generated in the pre-processing step for aspect identification and the
corresponding sentiment classification. We use a supervised classifier K trained
on a sentiment-labeled review dataset for a binary (positive/negative) classifi-
cation of the sentiments. It is worthy to note that we do not apply sentiment
classification for User eLDA as that would misrepresent the user profiles. We
argue that if a user is concerned about a particular aspect of a restaurant, then
only he/she mentions that in a review. Hence, the sentiment towards the iden-
tified aspects will always be positive.

The aspect level sentiment analysis proceeds as follows:

For every item level document d; € D; Vi € I:

Aspects A; — {v|t =NN or NNS or NNP or NNPS VI'(v) = (v,t,7)}

temp — {}

3. For each of the aspects v in A;:

(a) Generate the dependency text § as the aggregation of the children of v,
i.e. aggregate all u s.t. j' = T'(u,t’, j')[3] € children]j)

(b) After preliminary cleaning mentioned in Sect.3.2, generate the
Document-Term frequency matrix dtm; for 4.

(c¢) Use classifier K to obtain probability of positive sentiment s; = K(dtm;)

(d) Store s; corresponding to v in temp s.t. temp[v] = s;

4. Use Eq.8 to map individual aspects in A; to the k profile categories and
aggregate the sentiment probabilities for all aspects under each category as
an arithmetic mean. Thus, temp, M — S;

5. Store S; in S.

[N
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Profile Generation. We aggregate the topic probabilities P, and P; using the
mapping M given in Eq. 8 to obtain the k-dimensional profile category proba-
bilities P,, and IP;.

The User Profile U, is defined as a k-dimensional numerical vector where the
k elements of the vector denote the probability that the user u is interested in
the each of the k categories in I1. Thus,

Uu - []P}ur}kxl (9)

where P, is the probability that user u is interested in category II,.

The business profile I; has been characterized in analogy to the user profile,
with the additional incorporation of the normalized sentiment score S;. The
normalized sentiment score includes a sentiment polarity with the existing profile
topics enabling to capture the positive and negative aspects. Thus, the business
profile is defined as:

I = [Pis X fislkx1 (10)

where P;; is the probability that business i is associated with category Il and
S;s is the overall sentiment of business 7 with respect to category ITs. Also, fis
is the sentiment polarity of item ¢ with respect to category s defined as:

-1 Sis S [0,11]
Jfis=q1  Sis€ll1,l] (11)
2 S;s € [lg, 1]

Here, I; and [, are the experimentally decided cut-offs for the negative and
neutral sentiments. Thus, a sentiment polarity of —1 denotes a negative senti-
ment, 1 denotes neutral sentiment and 2 denotes a positive sentiment.

4 Dataset Description

In this study, we use the publicly available dataset released by Yelp dataset'. The
dataset contains user-item interactions in the form of ratings and textual user
reviews along with business features. The dataset contains 144,072 businesses,
located in United States of America (USA), United Kingdom, Canada and Ger-
many. These business are categorized into 1191 categories such as restaurants,
nightlife, religious organizations, etc. Out of 45,472 users, we consider only users
who have reviewed at least five businesses globally which reduces the number of
users to 11609 and number of businesses to 1983. With no loss of generality, we
consider the reviews of businesses tagged as “restaurants”, located in Phoenix
city, USA. The basic dataset description is provided in Table 1.

5 Experimental Findings

In this section, we discuss the experiments conducted to evaluate our proposed
topic modeling algorithm (eLDA) against benchmark models.

! https://www.yelp.com/dataset_challenge.
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Table 1. Dataset description

Number of users 11,609

Number of businesses | 1,983

Number of reviews 51,236

Business category Restaurants
Location Phoenix, AZ, USA

5.1 Benchmark Models

We have chosen three unsupervised models TF-IDF, standard LDA and local-
LDA as benchmark models for evaluating the performance of our proposed
model.

1. Term Frequency-Inverse Document Frequency (TF-IDF) [28]: This algorithm
weighs the term frequency (TF) weighted by the logarithm of the inverse of
the proportion of documents containing that term. A document-term matrix
is then generated, with each document containing the TF-IDF score for all
the terms in the vocabulary. K-means clustering technique is then employed
for clustering the documents.

2. Standard LDA [5]: This algorithm treats each review as an individual docu-
ment. Each document is further modeled as a probabilistic mixture of topics
which themselves are distributed over the terms present in the vocabulary.
This is a soft clustering technique that yields a probabilistic distribution of
topics to a document.

3. Local LDA [6]: This algorithm is similar to standard LDA but treats each
sentence as a document.

All the benchmark models are applied on review text which has been processed
for removal of stopwords, numbers and punctuation marks. The corpus is then
stemmed and lemmatized to obtain root words.

5.2 Intermediate Models

We introduce two intermediate models, “LDA Noun-Codeword” and “LDA
Noun” to analyze the effect of extracting nouns and codeword insertion steps in
isolation. “LDA Noun-Codeword” applies LDA on noun-codewords (some nouns
replaced with noun-codewords) and each document corresponds to one review.
“LDA Noun” applies LDA on nouns extracted from the reviews. In forthcoming
sections, we compare the performance of our proposed models, User eLDA and
Item eL DA, including the intermediate models against benchmark models.

5.3 Metrics for Evaluation

For evaluating the quality of the derived topics, we consider metrics such as
perplexity, silhouette coefficient, word intrusion score and topic labeling. Quan-
titative metrics such as perplexity and silhouette coefficient are used to validate
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the model performance whereas word intrusion and topic labeling are qualitative
measures used for evaluating the quality of the derived topics.

1. Perplexity: Perplexity measures the predictive performance of a model given
a set of unobserved documents. Perplexity is a monotonically decreasing func-
tion of log likelihood of unseen documents which is defined as follows:

_ 2det logp(wd)>
Zde?l‘ Ny

Where Dy is the test corpus containing documents belonging to test set T
and Ny is the number of words in document d. Lower values of perplexity
imply better performance of the model. Since TF-IDF does not have a log
likelihood component, perplexity cannot be used to validate TF-IDF.

2. Silhouette Coefficient: Silhouette Coefficient measures how closely a doc-
ument is assigned to its own cluster compared to other clusters. For a given
document i, the silhouette coefficient is given as

Perplexity(Diest) = exp < (12)

s(i) = b —ald) (13)
max{a(i),b()}
Where a(i) is the average distance between document i to all other documents
in the same cluster and b(4) is the lowest average distance between document
i to all other documents from other clusters. Silhouette coefficient can range
from —1 to 1, where 1 implies a document is well assigned to its own cluster
than other clusters and —1 implies the opposite.

3. Word Intrusion: Word intrusion task aids in quantitively measuring the
coherence of the topics [8]. In word intrusion task, a subject is presented
with a set of most probable terms from a topic along with a randomly
selected intruder term that does not belong to that topic. The task of the
subject is to find the intruder term. For example, for a given set of words like
{summer, winter, spring, autumn, dog}, a subject can easily identify dog as
the intruder since all other words refer to seasons. When the terms in a topic
lack such coherence, it becomes very difficult to identify the intruder term
and subjects may randomly choose the intruder. Model precision is defined
as follows:

1 =1 m
Mpiznzgz]l(%,s:wk) (14)

where M P is the word intrusion score generated for topic k£ and inferred
from model m. Also, i{"; is the intruder word chosen by subject s and w;"
is the actual intruder word. 1(+) is equal to 1 if the intruder word identified
by the subject is same as actual intruder word w}" and 0 otherwise. Final
word intrusion score for a model is the average word intrusion score for all
the topics.

4. Topic Labeling: Topic labeling is the process of tagging domain-specific
names to each of the topics. The degree to which subjects agree with the
labeled terms for the topics can be quantified using Kappa statistics [31].

Cohen’s Kappa is defined as follows.
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PO - Pc

k= ——

1-P,

where Py is the proportion of mutual agreement and P, is the proportion of
agreement by chance. The values for Kappa can range from —1 to 1, where

1 represents perfect agreement, —1 perfect disagreement and 0 agreement by
chance.

(15)

5.4 Model Performance

Predictive Power. In this section, we evaluate the performance of interme-
diate models against benchmark models. To validate the impact of using noun
codewords to extract topics, we first compare the performance of intermediate
models LDA Noun and LDA Noun-Codeword with benchmark models. Table 2
summarizes the perplexities for the held out documents for number of topics (K)
varied from 5 to 100. Note that TF-IDF is not reported in Table 2 as it does not
have a log likelihood component to measure perplexity.

Table 2. Performance comparison with model perplexity

Number of topics | Local LDA | Standard LDA | LDA noun | LDA Noun-Codeword
5 1013.11 1014.84 784.74 231.94
15 867.81 907.44 674.93 181.76
30 744.19 823.99 587.97 162.21
50 649.85 758.81 528.28 150.15
75 582.03 709.64 480.20 142.54
100 539.52 674.55 453.36 137.22

As we can see from Table2, LDA Noun-Codeword significantly outperforms
the benchmark models. This can be attributed to two reasons: firstly, by replac-
ing most of the food terms in the nouns with codewords reduces the number of
terms in the vocabulary. Secondly, it reduces the confusion of assigning code-
words to specific cuisine topics. For example, “pizza” being a very popular food
term can belong to multiple topics like “American”, “Continental”, etc. and
assigning “pizza” to the relevant topic for a given document becomes challeng-
ing. However, information about the cuisines offered by each restaurant can be
used to replace these food terms with cuisine terms. For example “pizza”’ can
be replaced with “American” if the restaurant serves American food. The task
is now simplified to assign these codewords to cuisine topics and therefore iden-
tifying each entity’s cuisine preferences becomes easier. Also it helps to uncover
other aspects of the restaurants like deals, hangout place etc. which remained
hidden otherwise.
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Cluster Quality. Table 3 summarizes the silhouette coeflicients for all the mod-
els for varied number of topics. For LDA based models, each document is consid-
ered as one datapoint and the most probable topic as the cluster the document
is assigned to. Each document’s topic probabilities are used as distance vectors
for computing distance. For TF-IDF, the document-term matrix with TF-IDF
scores is used for measuring distance. We use Euclidean distance to compute the
distance between the documents for all the models.

Table 3. Performance comparison with silhouette coefficient

Number of topics | TF-IDF | Local LDA | Standard LDA | LDA Noun-Codeword
5 0.016 |0.281 0.234 0.312
15 0.005 |0.290 0.114 0.111
30 —0.015 |0.118 0.069 0.07
50 —0.013 |0.092 0.051 0.046
75 —0.01 ]0.075 0.038 0.036
100 —0.029 |0.067 0.029 0.031

As seen from Table 3, Local LDA has highest silhouette coefficient compared
to other models. One should note that silhouette coefficient assumes hard clus-
tering, where one document can be assigned to only one cluster. The silhouette
coefficient for Local LDA is relatively high because Local LDA treats each sen-
tence as one document and the number of topics discussed in a sentence is much
lower than number of topics discussed in an entire review. Therefore, measure-
ment with silhouette coefficient alone will not be a determinant factor for model
performance. To compare the quality of the topics, we will use other metrics as
well.

Performance of Entity Level Models. To determine the efficacy of the
proposed approaches (User eLDA, Item eLDA and LDA Noun-Codeword), per-
plexity and silhouette coefficient are measured for different number of topics.
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Figure 2 demonstrates the superiority of LDA Noun-Codeword, for higher val-
ues of K with lowest perplexity. However, from Fig. 3, it can be observed that the
silhouette coefficients for Item eLDA performs better compared to other models.
Figure 4 compares the performance of Noun-Codeword models for 50 topics with
respect to both perplexity and silhouette coefficient. Model performance is said
to be better if the model perplexity is low and silhouette coefficient is high. To
test the statistical significance of the performance of different models in terms of
perplexity and silhouette coefficient, we perform a one-tailed two sample t-test
for different number of topics. Table4 summarizes the results of the statistical
test.

Perplexity

0 002 004 006 008 01 0.2
Silhouette Coefficient

©® UserelDA A ItemelDA 4 LDA Noun-Codeword

Fig. 4. Performance comparison of Noun-Codeword models (k =50)

Table 4. Performance comparison with statistical significance

Metrics User eLDA Item eLDA LDA Noun-Codeword

Mean Std. dev. | p-value Mean Std. dev. | p-value | Mean Std. dev. | p-value
Perplexity 246.43 21.31 0.0007*** | 179.97 22.58 0.25 167.64 35.29 -
Silhouette 0.088 0.095 0.41 0.189 0.144 0.87 0.101 0.108 -
coefficient

Significance codes: p < 0.01%¥** p < 0.05%* p < 0.1%*.

The statistical test on User eL DA perplexity yields a p-value of 0.0007, which
signifies the mean perplexity for User eLDA is statistically higher than LDA
Noun-Codeword perplexity. The statistical test on Item eLDA perplexity yields
a p-value of 0.25, and implies that mean perplexity for ltem eLDA is statisti-
cally lower or not different from LDA Noun-Codeword perplexity. Although the
perplexity of User eL DA is relatively higher than LDA Noun-Codeword, the per-
formance of User eLDA is exceptionally exceeding compared to the traditional
models (65.23% and 69.46% reduction in perplexity compared to Local LDA and
Standard LDA respectively).

The statistical tests on silhouette coefficient yield p-values of 0.41 and 0.87 for
User eLDA and Item eL DA respectively and therefore signify the mean silhouette
coefficient for User eLDA and Item eLDA are statistically higher or not different
from LDA Noun-Codeword silhouette coefficient.
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The benefits of aggregating the noun-codewords at entity level (user/item)
is multifaceted. Firstly, the size of the document-term matrix reduces drasti-
cally through aggregation and large number of terms can be accommodated
in the document-term matrix. The number of documents in document-term
matrix in this case have reduced by 77.34% and 96.12% for User eLDA and
Item eLDA respectively, compared to LDA Noun-Codeword. Since the size of
the document-term matrix is reduced, a reduction in the computational time
can also be expected. Lastly, profiling the entities becomes much simpler as each
document corresponds to an individual entity and the topic probabilities for each
document can simply be used to represent entities’ preference vectors.
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Fig. 5. Perplexity as a function of number of topics

Selecting the Number of Topics (K). To choose the optimal number of
topics (K), held out perplexity is plotted as a function of number of topics for
Noun-Codeword models. As seen from Fig. 5, the perplexity for the models is a
decreasing function of number of topics, but remains stable after 50. Therefore,
we pick 50 as the optimal topic number for our dataset.

5.5 Quality of Topics

The metrics discussed in Sect. 5.4 are crucial for evaluating model’s performance.
However, it is equally important to validate the quality of the derived topics.
Herein, we present word clouds for each of the models, where the font size corre-
sponds to the probability of the terms occurring in the topics. Later, we validate
the quality of the topics using word intrusion and topic labeling technique.

Word Clouds. Due to space constraint, five random topics are selected from
each of the models and are presented using word clouds. The size of each terms
corresponds to the term probability for a given topic. The five topics include
the following: cuisine (2), location (1), customer service (1) and order delivery
(1). As seen from Fig. 6, for Noun-Codeword models, i.e LDA Noun-Codeword,
User eLDA and Item eLDA, the term probabilities of noun codewords in cuisine
topics (“Continental”, “American”) are exceptionally high. Similarly, the key
terms for other topics such as location, customer service and order delivery have
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a relatively higher probabilities compared to other models. This visual represen-
tation depicts the relevance of terms in a topic for Noun-Codeword models, as
the term probabilities are relatively higher compared to other models.

Topic Labeling. Topic labeling is a crucial step for understanding the context
of the derived topics. Manually labeling topics ensures high labeling quality [8].
We selected top 15 topics (based on mean topic probabilities) from each model
and employed a random user to manually label the topics. Two subjects were
asked to rate these topic labels as “relevant” or “irrelevant”. Cohen’s Kappa is
used to measure the inter-rater agreement for the labeled topics. Table 5 shows
the Kappa statistics for different models.

Table 5. Cohen’s Kappa for topic labeling

User eLDA | Item eLDA | LDA Noun- Standard LDA | Local LDA | TF-IDF
Codeword

0.42 0.66 0.63 0.19 0.24 0.21

It can be observed from Table5 that Kappa statistic is high for Noun-
Codeword models (User eLDA, Item eLDA, LDA Noun-Codeword). This indi-
cates that our proposed model is able to generate of high quality topics and
thereby reduces the chances of mislabeling the topics.

Word Intrusion. For evaluating the coherence of terms in topics, word intru-
sion task is performed. Top five terms based on high term probabilities are chosen
from five topics, from all the models (shown in Fig.6). For each of the topics,
a low probable term from the same topic is chosen as intruder word. These set
of terms are presented to 15 subjects. The task of the subjects is to find the
intruder word from the given set of words. Since the probability of cuisine spe-
cific term in cuisine topics for Noun-Codeword models is extremely high, the
cuisine term in isolation is sufficient for representing the entire topic. For exam-
ple: in Fig.6, User eLDA Topic 4 depicts that term “Continental” has a very
high probability and is a representative of the entire topic. This eliminates the
need for performing word intrusion task for cuisine topics for Noun-Codeword
models and we argue that the model precision is always 1 for cuisine topics. For
other benchmark models, we perform word intrusion on five topics whereas for
Noun-Codeword models (User eLDA, Item eLDA and Review Noun-Codeword)
we perform word intrusion task on only three non-cuisine topics (location, cus-
tomer service and order delivery). Figure 7 presents model precision for all the
models.

Figure 7 shows that Model Precision is high for Noun-Codeword models ( User
eLDA, Item eLDA and Review Noun-Codeword), which demonstrates better
semantic coherence in the inferred topics.
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Codeword

Model Precision
o o o o
S R @ ®

o

Fig. 7. Performance comparison with model precision

5.6 Sentiment Analysis

Sentiment Classifier Selection. We implement supervised machine learn-
ing sentiment classification algorithms to classify the sentiments associated with
each of the aspects as positive or negative. We evaluate supervised classification
algorithms commonly cited in sentiment analysis literature including logistic
regression, K-Nearest neighbours (KNN), Gradient Boosting classifier, Random
Forest classifier and Naive Bayes Classifier [24,25,29] to test their efficacy in
classifying restaurant reviews. We use a dataset containing 1000 unique Yelp
restaurant reviews? with sentiment labels for training our classifiers. The stan-
dard precision, recall, F-measure, and accuracy of the models, as obtained after
an average of five random 80%-20% train-test splits are shown in Table 6.

Table 6. Sentiment classifier model performance

Model Precision | Recall | F-measure | Accuracy
Gradient Boosting | 0.752 0.707 |0.729 0.737
Logistic Regression | 0.806 0.757 |0.780 0.793
Naive Bayes 0.656 0.856 | 0.742 0.700
Random Forests 0.863 0.620 | 0.721 0.755
KNN 0.689 0.675 | 0.680 0.687

Clearly, logistic regression outperforms the other algorithms in terms of F-
measure score and overall accuracy. Therefore we select logistic regression as the
sentiment classifier (K) because of its high accuracy and well-balanced perfor-
mance in terms of precision and recall.

6 Applications of Entity Profiles

6.1 Example of Profile Generation

The user and business profiles generated using our methodology have a multitude
of potential applications. Our methodology generates the users and businesses

2 https://github.com/Microsoft /microsoft-r/tree/master /microsoft-ml/Samples/
101/BinaryClassification /SimpleSentiment Analysis.
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profiles using review texts, thus reflecting the popular preferences and perspec-
tives about the businesses. We demonstrate one example each for profiling users
and businesses from a sample review taken from the Yelp dataset.

An Example of User Profiing. Consider a snippet of the user-level document
for one user: ‘Decent food, decent beer, fast service what more do you want? Price
was fair too ! Some T'Vs to catch sports. Nothing special but gets the job done.
Okay food, drinks, waitresses etc. The highlight is the karaoke...’

We can intuitively say that this user is interested in food, drinks, service,
prices and overall ambience based on the fact that he/she has mentioned these
attributes. We demonstrate step-wise generation of the profile for this particular
user:

1. After the pre-processing stage, the nouns and codewords are extracted. Thus,
the above text is transformed into: “AMERICAN ALCOHOL service price
tvs sports nothing job AMERICAN drinks waitresses highlight karaoke....”.
Thus, the text now contains only nouns and noun-phrase with the appropri-
ate codewords, which are “AMERICAN” and “ALCOHOL” in this case, to
denote the corresponding food category.

2. In the topic modelling stage, the pre-processed text is run through the User
eLDA model to extract the corresponding topics T, and the K-dimensional
probability distribution vector p,,.

3. In the profile generation stage, a manually generated mapping M is used to
map the K = 50 topics in Ty, to the k user profile categories. In our case, we
have k = 15 categories, corresponding to II = {american, continental, asian,
indo-arabic, desserts, sandwiches, alcohol, nightlife, breakfast-brunch, south-
ern, ambience, price, restaurant quality, service efficiency, location}. Thus,
the mapping M would map the topics “good waiter”, “bad service”, “bad
waiter” to the category “Service quality”. Also, the k-dimensional category
probability vector P, will be the aggregate of the K-dimensional topic prob-
ability vector p, by taking the sum.

4. The user profile U, is generated as: [0.147,0,0,0,0,0,0.031,0,0,0.039,
0,0,0.031,0.112,0.147], where the U,[i] corresponds to II; for all k € [1, 15].
The topic probabilites for most of the terms in this example are very low
and hence was rounded to zero. We can directly infer that the user has a very
high interest in American cuisine (0.147), restaurant locations (0.147) and ser-
vice efficiency (0.112), while being mindful of the restaurant quality (0.031),
nightlife (0.031), and southern cuisine (0.039). This finding corroborates well
with our initial intuition about the user.

An Example of Item Profiling. Consider a snippet of the item-level doc-
ument for one restaurant: ‘Brand new food business! They make you a pizza,
you take it home and bake it. It’s a create your own pizza place... But terrible
service... ’
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We can infer that this restaurant serves a take-at-home pizza, which is satis-
factory in terms of food, but poor in service. We can generate the item pro-
file I; for this restaurant following the steps similar to those mentioned for
generating user profiles. This item’s profile obtained from Item eLDA model
is [0.34,0.04,0,0,0,0,0.03,0,0,0.04,0,0,0.031,0.23, 0]. Further, we generate the
aspect level sentiment-polarities as follows:

Brand (NN)

new (JJ) AMERICAN ‘(NN) business(NN) and‘(CC)

they (NP) VP (VB take)
make tVP) NP (PRP it)
you (NP) home (NP)

a (NP) AMERICAN (NN)

you (NP)

take (VB) it home (NN)

Fig. 8. Example of a parse tree for a single sentence

1. Firstly, we generate the parse tree from the text preprocessing stage as
depicted in Fig. 8.

2. We then derive the aspect level sentiment score as explained in Sect.3.3.
Thus we obtain the following aspects and corresponding scores: {new ameri-
can business: 0.83, AMERICAN: 0.69, home: 0.41 own pizza place: 0.63 and
service: 0.14}.

3. We then aggregate the aspect level sentiments to category level sentiments
using arithmetic mean: In this case, the sentiment for ‘American’ category
would be an aggregate of sentiment scores of ‘American’, ‘new american busi-
ness’ and ‘own pizza place’, which is 0.72. The aggregated sentiment scores
for home and service correspond to service efficiency category and will be
0.28.

4. Then the sentiment polarities are calculated as follows: American having a
score of 0.59 will take a positive score of +2 and service with a score of 0.28
will take a negative sentiment score of —1.

5. The topic probabilities for this business obtained from Iltem eLDA is
[0.34,0.04,0,0,0,0,0.03,0,0,0.04,0,0,0.031,0.23,0]. Now the category sen-
timent polarities will be multiplied to the topic probabilities to generate
the business profile I; as: I; = [0.68,0.04,0,0,0,0,0.03,0,0,0.04,0,0,0.031,
—0.23,0]. This vector will represent the business profile for the specified
business.

We can infer from the generated business profile that the restaurant is per-
ceived to have a very good american cuisine, a decent continental cuisine, alcohol
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service, southern cuisines and overall quality, but bad service efficiency. Thus,
the generated business profile closely reflects the inferred inutition about the
restaurant.

6.2 Proposed Applications

The applications of these personalized profiles are multifaceted. We envision
their direct applications in the following fields:

Recommender Systems. Recommender systems generate personalized rec-
ommendations by clustering similar users and items based on historical ratings
[20,35]. Similarity measurements can be directly refined by incorporating the
user and business profiles generated from text reviews. Further, our profiles can
explain the recommendations in a more natural manner, by weighing in the
user’s interests and the business’s strengths and weaknesses.

Web Personalization. Web personalization customize online content to suit
individual users and effectively project the businesses [10]. Generated profiles
can potentially make a twofold impact in this sector. Personalization of online
content based on the generated profiles can potentially improve click-through
and conversion rates.

Marketing. Traditionally, users and businesses are profiled using historical
rating and purchase history to classify them into various market segments [30].
However, profiles generated using online reviews have the potential to unravel
attributes such as price, quality, ambiance etc. which in-turn can improve the
existing customer segmentation process.

7 Conclusion

In this paper, we propose an entity-level topic model - eLDA, which incorpo-
rates domain-specific noun-codewords aggregated at entity-levels (user and item
levels) to derive underlying abstract topics hidden in textual reviews. Several
experiments have been conducted on a large review dataset of restaurants to
validate the predictive performance and quality of derived topics. Experimental
results reveal that our proposed models, User eLDA and item eLDA, outperform
other benchmark models with improved topic coherence. The topic probabilities
obtained from eLDA models are then mapped to domain-specific aspects for
building entity profiles. This pivotal step for personalization reveal the actual
meaning of these latent features and hence improves the ease of interpretabil-
ity, which was largely overlooked by the traditional CF-based personalized algo-
rithms. The aggregation of documents to the entity levels reduces the size of large
Document-Term Matrix (DTM) drastically which ensures a huge reduction in
the computational complexity as well. Findings show that there is a gratifying
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reduction of 77.34% and 96.12% in DTM size for User eLDA and item eLDA,
respectively compared to LDA Noun-codeword, with good predictive power and
topic quality. In our future work, we plan to fuse the entity profiles to an existing
recommender system algorithm and validate the quality of the recommendations.
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