®

Check for
updates

Interacting with Data to Create
Journalistic Stories: A Systematic Review

Daniele R. de Souzal®) | Lorenzo P. Leuck?, Caroline Q. Santos®3,
Milene S. Silveira!, Isabel H. Manssour!, and Roberto Tietzmann?

! School of Technology, PUCRS, Porto Alegre, Brazil
danieleramosdesouza@gmail.com
School of Communications, Arts and Design, PUCRS, Porto Alegre, Brazil
3 Department of Computer Science, UFVJM, Diamantina, Brazil

[

Abstract. With the increasing amount of data available in digital
media, new professional practices emerged in journalism to gather, ana-
lyze and compute quantitative data that aims to yield potential pieces
of information relevant to news reporting. The constant evolution of the
field motivated us to perform a systematic review of the literature on
data-driven journalism to investigate the state-of-art of the field, con-
cerning the process, expressed by the “inverted pyramid of data journal-
ism”. We aim to understand what are the techniques and tools that are
currently being used to collect, clean, analyze, and visualize data. Also,
we want to know what are the data sources that are presently being
used in data journalism projects. We searched databases that include
publications from both fields of computing and communication, and the
results are presented and discussed through data visualizations. We iden-
tified the years with the highest number of publications, the publications’
authors and the fields of study. Then, we classified these works accord-
ing to the changes in quantitative practices in journalism, and to the
contributions in different categories. Finally, we address the challenges
and potential research topics in the data journalism field. We believe
the information gathered can be helpful to researchers, developers, and
designers that are interested in data journalism.
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1 Introduction

With the increasing amount of data generated by different sources, and made
available online, the journalism industry has sought changes in search of rele-
vance. The demands for information by the online audiences have been contin-
uously redefined as communication and information technologies have evolved,
and this has given rise to a new term in this field: digital journalism. According
to Kawamoto [7], the definition of digital journalism is changing along with the
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change of technologies and the new ways of the area. The author conceptualizes
this term as the “use of digital technologies to research, produce, and deliver
news and information to an increasingly computer-literate audience”.

Data journalism, on the other hand, differs from the traditional journalism
possibly “by the new possibilities that open up when it combines the nose for
news with the ability to tell a compelling story, with the sheer scale and range of
digital information now available” [6]. And those possibilities can come at any
stage of the journalists work.

Beyond the power of technologies to support data journalism, researchers
consider them has also influenced the news producing and the news-consuming
process. Thus, digital journalism can also be seen as a combination of com-
puting and computational thinking applied to the news production activities:
data gathering, organization, sense-making and data dissemination [5]. There-
fore, nowadays, journalists are faced with the need to acquire technological skills
and learn how to use tools as Google Sheets, MS Excel, Open Refine, Tableau,
among others.

In this study, we take a closer look at how researchers have discussed the
relationship between access, manipulation, and presentation of large-scale data
and journalistic stories. We want to understand what characterizes the data-
driven journalism process and what elements or factors should be considered in
this field. The main question this study attempts to answer is “how are media
professionals interacting with data to create journalistic stories and what is the
current state of art of research in this field?”. More specifically, our main con-
tributions include:

— main techniques/tools that are being used to collect, clean, analyze, and visu-
alize data;

— primary data sources that are being used in data journalism projects and
research; and

— gaps identified in this field.

The remainder of this paper is organized as follows. In Sect. 2 we present the
background and related work. The proposed methodology used for the systematic
literature review is described in Sect.3. The obtained results are presented in
Sect. 4, and our final considerations and suggestions for future work are presented
in Sect. 6.

2 Background

With the increasing amount of personal and public information available in
digital spaces and networks, new professional practices emerged in journalism
during the last decades to gather, analyze and compute quantitative data that
aims to yield relevant information to reporting [3]. Journalism and computer
science combined efforts as programmers approached newsrooms and journal-
ists started acquiring programming skills. The constant evolution of the field
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motivated us to perform a systematic review of data journalism, following the
guidelines proposed by Kitchenham and Charters [9].

The quantitative practices of journalism can be defined as Computer-
Assisted Reporting (CAR), Data Journalism (DJ) and Computational Journal-
ism (CJ) [3]. CAR has its roots in Philip Meyers precision journalism, which
was modeled using empirical methods for data gathering and statistical anal-
ysis to answer questions posed by reporting. It introduced the computational
thinking to newsrooms and was considered an innovative form of investigative
journalism up to the early 2000s. It was superseded by DJ as it goes beyond the
idea of investigative reporting, focusing on data analysis, its presentation and
the production of data-driven stories. CJ is also a descendant of CAR and dif-
ferentiates itself from DJ because it is built around abstraction and automation,
producing computable models, algorithms that can prioritize, classify, and filter
information.

The term “inverted pyramid often defines news writing”, a writing archi-
tecture that proposes the presentation of the most relevant information at the
beginning of the text, followed by hierarchically decreasing contents regarding
interest [1]. This architecture is useful for news outlets because readers can quit
reading at any time and still get the most important parts of the story [10].
The “inverted pyramid” become even more critical on the web and other digital
media, since users spend 80% of their time looking at information above the
page fold and, although users do sometimes scroll, they allocate only 20% of
their attention to elements below the fold [11].

m Visualize

Narrate
Humanize
Personalize
Communicate
Utilize

Fig. 1. The inverted pyramid of data journalism [1].

Conversely, Bradshaw [1] proposed the “inverted pyramid of data journalism”
(Fig. 1) to explain the data journalism process to support those working with
such content as journalists, developers, or designers. He presented as an inverted
pyramid because it begins with a large amount of data that becomes increas-
ingly focused to the point of communicating the results. It is composed of five
stages: compile (gathering of data sources), clean (data preparation and error
cleanup), context (inquire the sources, its biases, and purposes), combine (link
data reporting with news story writing) and communicate (visualize, narrate,
socialize, humanize, personalize and use) the results.
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3 Methodology

According to Kitchenham [8], a systematic literature review (SLR) is a method
for evaluation and interpretation of topics that are relevant to a research ques-
tion, subject or event of interest. To conduct this study, we followed the guide-
lines of Kitchenham and Charters [9] to structure and organize our research.
We defined our research goal and questions, and we established our research
protocol. The main goal of this study is to investigate the state of art of data
journalism research regarding its process as stated in the “inverted pyramid of
data journalism”. Therefore, we designed the research questions as follows:

— RQ1: What are the techniques/tools that are used to collect data?

— RQ2: What are the techniques/tools that are used to clean data?

— RQ3: What are the techniques/tools that are used to analyze data?

— RQ4: What are the techniques/tools that are used to visualize data?

— RQ5: What are the data sources that are used in data journalism projects?

3.1 Search Strategy

This systematic review is focused on data journalism research conducted by
researchers from computing or communications field of study or even by
researchers from both areas working together. For this reason, we searched!
databases that include publications from both fields of study (ACM Digital
Library, IEEE Xplore, Elsevier ScienceDirect, and Scopus). Scopus contains
Google Scholars top 10 academic journals in the communication area. Our search
string was adapted according to the database, always including the four keywords
we selected, which contemplate the three quantitative professional practices
of journalism [3]: “Computer-Assisted Reporting”, “Data Journalism”, “Data-
Driven Journalism”, and “Computational Journalism”. It is possible to see in
Table 1 the list of consulted databases and their respective search strings.

3.2 Selection Strategy

Initially, we analyzed each publication retrieved from the initial search to remove
duplicates and to include or exclude studies according to document type and
language. The inclusion criteria were applied in the first filter: (i) English only;
and (7) conference and journal papers.

Publications with at least one of the following exclusion criteria were
removed: duplicated, other languages, abstract only, book, and magazine. Subse-
quently, we conducted a title, keywords, and abstract review. In this phase,
our inclusion criteria were:

— Fits into one of the three types of quantitative journalism (computer-assisted
reporting, data journalism, or computational journalism) [3];

! Last search update: February 2nd 2018.
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Table 1. Search string according to database

Database

Search string

ACM Digital Library

( “computer-assisted reporting” OR “data journalism”
OR “data-driven journalism” OR “computational
journalism”) - Refined by: Journal and Proceedings.

IEEE Xplore

(((( “computer-assisted reporting”) OR “data
journalism”) OR “data-driven journalism”) OR
“computational journalism”) - Refined by: Conferences
Journals and Magazines.

Science Direct

TITLE-ABSTR-KEY( “computer-assisted reporting”
OR “data journalism” OR “data-driven journalism”
OR “computational journalism”)[All
Sources(Computer Science,Social Sciences)]

Scopus

TITLE-ABS-KEY( “computer-assisted reporting” OR
“data journalism” OR “data-driven journalism” OR
“computational journalism”) AND
(LIMIT-TO(DOCTYPE, “ar”) OR
LIMIT-TO(DOCTYPE, “cp”)) AND
(LIMIT-TO(SUBJAREA, “SOCI”) OR
LIMIT-TO(SUBJAREA, “COMP”)) AND
(LIMIT-TO(LANGUAGE, “English”)) AND
(LIMIT-TO(SRCTYPE, “”) OR
LIMIT-TO(SRCTYPE, “p”))

— Contributes to research on data journalism in the communications or com-
puter science field of study.

Studies that did not fulfill one of these criteria were removed. Finally, we
conducted a full-text review. In this phase, we performed a more detailed
analysis of the papers’ content.

3.3 Data Extraction Strategy

We extracted for each study retrieved from the initial search the following data:
year, title, keywords, abstract, authors, authors’ country, authors’ affiliation,
publication name, and source database. In the full-text review, we extracted for
each paper the following data, to answer our research questions and to classify

all studies:

Data collection tool/technique;

— Data cleaning tool/technique;
— Data analysis tool/technique;

Data visualization tool/technique;
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— Data source;
— Paper category;
— Type of quantitative journalism.

We analyzed the selected studies focusing on answering our research ques-
tions according to the data journalism process (data collection, cleaning, anal-
ysis, and visualization), as well as the data sources used in journalism projects.
The collected dataset allowed us to identify which years had the highest number
of publications and classified these works according to the changes in quantita-
tive practices in journalism. We determined the publications’ authors and their
respective affiliations and countries of origin, as well as data concerning the publi-
cations’ fields of study. We also did classify publication contributions in different
categories, such as data journalism concepts, tools for journalists, application
of data analysis/visualization techniques, and case studies. The results are then
presented and discussed through visualizations.

4 Results

We applied the strategies of search, selection, and data extraction described
in Sect. 3. Figure 2 presents the number of remaining papers according to each
phase of the process. We obtained 273 papers from the initial search in the
selected databases. First, we removed duplicates and applied a filter according
to language and document type, resting 230 papers. After that, we executed a
title keywords and abstract review, which left us with 111 papers that fulfilled
our inclusion criteria. Finally, we performed a full-text review, remaining with
101 papers (Appendix A).

Initial Search 273

Duplicates removed and
document type review

Title, keywords and

abstract review Ut

Full-text review 101

Fig. 2. Number of papers in each phase of the systematic review process.

Initially, we classified papers into six categories: data journalism concepts,
case studies, new techniques, tools for journalists, application of existing tech-
niques, and data journalism education. The treemap presented in Fig. 3 shows
the final number of papers for each category.
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Case studies
20

Tool for journalists
25

Fig. 3. Selected papers classified by category.

Most of the papers discussed data journalism concepts, showing that this
field is a new subject, still under development. In several cases, the research work
employed in those studies serve as a link between communication professionals
and academia, or as a way to understand significant cultural shifts and disruptive
technologies. For this purpose, the primary method usually is literature reviews,
as we can see in S35, S40, and S85.

The definition of the “case studies” category is very much like the one of
the “data journalism concepts” category. However, in the former, the papers
are related somewhat more to the data journalism practice than the theory
itself. A closer look is held in the newsrooms routines, journalists workloads,
communication demands, etc. S97, S99, and S101 show us a regular practice of
this kind of study, the interview.

The “data journalism education” category is almost a meta-category, since
it concerns not only the didactic and courses of data journalism, but also the
way it is announced and understood. New modes of knowledge production in the
area and experiences of postgraduate classes can be found in S62 and S80.

From the categories “tool for journalists”, “new techniques” and “applica-
tion of existing techniques”, we could classify a series of systems, scripts, and
interfaces used in data journalism. The difference among them is small, although
utterly significant to our systematic review.

In the “tools for journalists” category, the authors present prototypes or
final versions of systems developed by them to support specific stages or even
the entire data journalism process [S37, S40]. On the other hand, the “new tech-
niques” category encompasses scripts, methods or improvements to support any
of the data journalism stages, as well as the entire data process [S22, S38|. The
“application of existing techniques” category refers to the use of existing pro-
grams, not necessarily created by the authors. This is the most interdisciplinary
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category since it is at the threshold of communication with information technol-
ogy [S88, S90].

The following Subsects. 4.1 and 4.2 describe general information about the
selected papers, and the answers of the research questions presented in the
Sect. 3. Our primary research question will be answered in Sect. 5.

4.1 General Information About the Papers

In this subsection, we summarize some general data about the selected papers.
Figure 4 shows the paper’s distribution according to publication year. As we can
see, scientific production regarding data journalism began to grow significantly
in recent years. Although the first papers were published in 1996, we can observe
a linear growth from 2011 to 2014. From 2015, the number of published papers
has grown exponentially. Only in the last three years, about 60% of the selected
papers have been published. It is important to mention that, by the time we
performed and updated the initial search, it is possible that not all the papers
published in 2017 have been uploaded to the databases.

24
22

20

1996 1997 1999 2000 2001 2009 2010 2011 2012 2013 2014 2015 2016 2017

Fig. 4. Papers publication by year.

We found 195 distinct authors among the selected papers we analyzed, and 24
of them authored more than one article. From these, 7 published three or more
papers, which we consider the top authors. Table 2 presents the list of authors
who have more publications and the corresponding reference for each paper.

Analyzing only the selected papers authored by the top authors, we identified
four networks of authors who recurrently publish together, which are shown in
Fig.5. A total of 18 papers generated the four networks, which comprise 35
authors with 89 connections between them (network density = 0,138, where 1
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Table 2. Top authors of the selected papers.

Author Papers | References

Diakopoulos N. | 10 S9, S10, S11, S20, S42, S48, S58, S75, S81, S87
Li C. 8 S13, S22, S35, S37, S38, S52, S89, S100

Yang J. 6 S13, S22, S35, S37, S38, S89

Yu C. 5 S13, S22, S35, S38, S89

WuY. 4 S22, S35, S37, S89

Hassan N. 4 S35, S38, S52, S100

Agarwal P. K. |3 S22, 837, S89

Broussard M. |3 S43, S56, S62

Lewis S. C. 3 528, 8534, S45

represents a fully connected network). The thicker an edge of the graph, the
more papers the connected authors published together.

The graphs showed in Fig. 5 represents how the top authors collaborated in
their papers. As we can see, Diakopoulos has the most significant number of
papers among our selection. However, his network has 22 connections and 14
co-authors (none of them in the list of top authors). Li C’s, on the other hand,
has 15 co-authors and 57 connections, making it the biggest and most connected
network in the graph. Lewis SC’s and Lewis J’s are equal in size, but Lewis J’s
has three connections, one more than Lewis SC’s.

Lokot T

. LiP Momeni E—sss— Hullman J
Walenz B Naaman M

Adaf E % s
?onmez E D|ako pou |0S N 0e choudhury m
Y Paik D 10 4

Koliska M

Zhang G

S Kivran-Swaine F Elmavist N
—/si-Siitgna A

/ Goldenberg S

7, Callaghan R
/C allaghan

Sachar § |
Cohen s Eexs

Cushion § o Westlund O

/ﬂm N

Agarwa PK e LewisSC
Fig. 5. Authors network.
Figure 6 shows an alternative visualization for the graph containing the

authors network. In this case, we present the connections between authors from
different fields of study by using different colors. The red edges starts from the
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Gold&nberg S

Westlund O
Usher N

Lewi

Fig. 6. Authors network according to field of study. (Color figure online)

nodes of the graph referring to the authors from the computing field of study and
the green ones relate to the authors from the communications area. As we can
see, the largest authors network comprises mainly papers published by authors
from the computing area, except by Cohen S. The authors network generated by
connections of Diakopoulos N. is mostly from the communications field of study.

We also analyzed the selected papers according to the country of authors’
institutions (Fig. 7). There are 51 papers published by authors from the United
States (49.03%), followed by 9 from the United Kingdom (8.65%) and 5 from
Austria (4.8%). Despite the low percentage of publications from countries other
than United States, papers from our sample indicate that the diversity in data
journalism’s research and practice is increasing.

; :’ v

Zay 1.

-

5 10 15 20 25 30 35 40 45 50

Fig. 7. Selected papers by country.
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4.2 Answers to Research Questions

In this subsection, we describe the results of our SLR that answer the five
research questions previous presented. The answers to the research questions
were obtained by extracting and combining data from the 101 selected papers.

Several papers from our selection proposed new tools, both under develop-
ment or ready to use, for supporting all the stages of the data journalism pro-
cess. Some examples are Vox Civitas, SRSR, FactMinder, FactWatcher, Icheck,
TATOOINE, News Context Project, TweetTalk, Readdit, The Openprocure-
ment.mk, and YDS.

Data Collection

We identified 22 papers that helped us to answer our RQ1 ( “What are the tech-
niques/tools that are used to collect data?”). In S2, authors investigated the
tools that daily newspapers were using in computer-assisted reporting from the
application of an online survey questionnaire between December 1993 and March
1994. They mentioned that computers were becoming more and more valuable to
reporters, not only for news writing but also for news gathering. For the authors,
graphical user interfaces products, such as Windows and OS/2, that goes beyond
DOS software, arrived to facilitate this task.

Regarding the scientific production of recent years, there are some papers
presenting tools to support data collection (S17, S19, S20, S71, S76). Some of
them were explicitly proposed for helping journalists in their practice (S20, S71).
There are also some papers that describe new techniques or tools for the extract-
ing information from different data sources (S10, S13, S26, S35, S37, S54, S59,
S88, S91, S93). Some of them have the specific goal of supporting journalists in
the discovery of news events (S10, S35, S91) or checking of facts (S26, S37). We
also found one study proposing a database integration tool (S54).

We found only few papers in which authors report using existing tools and
APIs for data collection. In S30 and S40, Twitter API was accessed directly or
indirectly. In the latter case, a command line scraping tool was used to commu-
nicate with de API. S31, S41, and S58 mention the use of APIs from specific
news sites, such as The Guardian Open Platform and The Times Community
API. In S50, data was collected directly from open data government sites.

Data Cleaning

Our RQ2 ( “What are the techniques/tools that are used to clean data?”) can be
answered by 24 selected papers. Data cleaning methods and algorithms in S10,
S20, S19, S26, S35, S37, S43, S54, S59, S71, S91, and S93 are used as part of
closed systems, that is, tools developed for specific purposes that do not foresee
changes or appropriation of functions.

In other instances, data cleaning occurs through independent steps, generated
from well-established platforms and frameworks. Among these, S12 and S50
bring us examples of tabular data manipulations with Excel and Google Refine.
In S2, we could find that researchers were using tools like Xy Write, WordPerfect,
and Word. This tools can be considered Excel and Google Refine predecessors.
An R script can be found in S40 and relational database management cases in
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S14 and S89 with PostgreSQL and SQL. There are also examples in which the
authors took an algorithmic approach: in-depth accounts (S15), classification and
clustering engine (S7); text pre-processing (S30); clustering framework (S31);

SpeakerRecognitionAPI, the Custom Recognition Intelligent Service (CRIS) and
the Speech API (S72).

Data Analysis

There are 33 papers in our selection that address our RQ3 ( “What are the tech-
niques/tools that are used to analyze data?”). From these, several existing tools
and techniques are used to support data analysis in a general way (S14, S15,
S17, S19, S54, S71, S79 S93). Some papers deal with the analysis of specific
types of content, such as text analysis (S10, S81, S88), audio analysis (S12,
S72), and video analysis (S9). We found some papers that take advantage of
users collaboration to analyze data (S72). Other papers take advantage of algo-
rithms to automate the data analysis process. Among these, different analysis
techniques are being used, such as natural language processing (S52, S55, S88)
and clustering (530, S76). Some papers are focused on sentiment analysis (S28,
S30, S52).

We identified that some papers have the main goal of automatically discov-
ering newsworthy themes in databases (S22, S35, S43, S52, S59, S61, S91), such
as interesting facts (S22) and significant events (S61). Some papers aim to ana-
lyze data in order check facts (S26, S37, S89, S98). We also found some papers
focused on the analysis of data retrieved from social media (S20, S30). Finally,
there are only few papers in our selection that reported to use existing tools,
from the most classic ones (S2) to some more modern and robust (S12, S40,
S50).

Data Visualization

To answer RQ4 (“What are the techniques/tools that are used to wisualize
data?”), we analyzed all papers that referred to use visualizations techniques
and/or tools to present data. In the other cases, the authors did not provide
neither the technique’s name nor the tool used, and it was not possible to iden-
tify only by reading these papers. Among 101 papers, 31 mentioned the usage
of some visualization technique or tool, which allowed us to extract what most
used techniques in the data-driven journalism research (S2, S9, S10, S11, S12,
S14, S17, S19, S20, S26, S30, S31, S35, S37, 5S40, S41, S43, S46, S49, S50, S54,
Sb55, S59, S66, S71, S72, S76, S77, S81, S89, and S93). Most quoted visualization
techniques are tables, graphs, charts, maps, and the tools quoted more than once
time are D3.js and Tableau.

The papers ranged from theoretical discourse to the development and use
of tools, besides discussing visualization techniques more used by them. It is
interesting to observe that, in the midst of so many free and online tools that
are available to support data journalists, we perceived that they are not widely
used.
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Data Sources

Our answer to RQ3 ( “What are the data sources that are used in data journalism
projects?”) is based on the sources referred in 43 papers (S9, S10, S11, S14, S15,
S19, 520, S21, S22, S23, 526, S28, S30, S31, S35, S37, S38, S40, S41, S43, S46,
S48, S49, S50, Sh2, S54, S55, SH9, S61, S66, S71, S72, S76, S77, S79, S81, S88,
S89, S90, S91, S93, S98, and S100). The others 58 did not mention anything
about data sources.

Most of these papers reported different data sources used in data-driven
journalism, ranging from media outlets, as BBC and The Guardian, to social
media, like Twitter, Youtube, and Facebook. Besides that, government sources,
political datasets, Wikipedia, NBA dataset, among others were also mentioned.

5 Discussion

Our goal with this study was to plot a state of art landscape on data-driven jour-
nalism research. In this section, we analyze the primary results that we obtained
by conducting the systematic review in comparison to the main theories that sup-
port our work: the inverted pyramid of data journalism and its process’ stages [1],
as well as the types of quantitative journalism [3] that evolved across time. We
also discuss the implications for research in this field. Finally, we address the
challenges and potential research topics in the data-driven journalism field.

This study seeks to contribute to the domain of digital journalism, or data-
driven journalism, which has increased due to the advance of information and
communications technologies. Although we were able to find some contributions
on this field, we perceived this field as new and so there are still ongoing discus-
sions on it.

Since the beginning of computers’ use in social and human sciences
research/work, professionals and researchers have been benefited from facili-
ties provided by technologies. The same happened to journalism. It started with
computer-assisted reporting (CAR), in which technology facilitated the news
producing and its workflow [12]. CAR was used as support to create investiga-
tive reporting, involving data collection, analysis, presentation, and archive [4].
Figure 8 shows the 101 papers (discussed in this study) by type of quantitative
journalism across time.

The data we collected to answer the systematic review’s research questions
converge with the chronological classification proposed by Coddington [3] for the
different types of quantitative journalism. As we can see in the graphic presented
in Fig.8, Computer-assisted reporting was the forerunner of data journalism,
using basic computing and statistical methods as an extension of reporters’ skills.
In this period, graphic interfaces and computer programs such as Word and Excel
helped journalism professionals from news gathering to news reporting. There are
only a few papers about this type of quantitative journalism that were published
from 1996 to 2001.

Data journalism came up with the possibility of analyzing large amounts of
data in a way that was not possible since no human being would be able to
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1996 1997 1999 2000 2001 2009 2010 2011 2012 2013 2014 2015 2016 2017

Computer-Assisted Reporting @ Data Journalism Computational Journalism

Fig. 8. Papers by type of quantitative journalism across time.

perform such task without machine help. Besides that, data journalism is char-
acterized by its focus on data analysis and presentation, providing the readers
with a new experience of interaction with the news stories, as well as with the
opportunity for the public to collaborate with journalistic investigations in the
data gathering stage (a process named as crowdsourcing). The rise of such activ-
ity poised discussions on data transparency from public and private players and
to have access to government data portals. Scientific production regarding data
journalism began to grow after 2007 and remains on the rise.

Computational journalism, in turn, arose from the direct influence of com-
puter science and concerns the use of algorithms for the automation of data
journalism processes. It is related to discussions about its implementation in the
newsrooms and the resistance of some journalists who feel threatened, primarily
by the news bots. As Fig. 8 shows, papers regarding computational journalism
are growing exponentially in recent years. We believe there still plenty of room
for conducting studies in this area considering the benefits they can bring to the
practice of journalism today.

In the journalism field, graphics have been used for a long time to present
statistical and non-statistical data and to allow audiences to view the informa-
tion guided by the author [2], a visual solution called infographic. Until not long
ago, some researchers compared infographics with data visualization, claiming
that this latest emphasizes the interaction, which allows audiences to conduct a
customized analysis of the data while the first could be just an editorial deci-
sion. However, there is a trend of journalists and researchers, as Cairo [2], to
understand infographics and data visualizations as an organic continuum field
of study, and, nowadays, there is little difference between them.
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In this systematic review, we perceived that there is not much research that
focuses on discussing visualization techniques or ideal tools for journalism, and
not even research offering guidance to applying visualization in data-driven jour-
nalism. Thus, we believe that there is a gap in this field about the ways media
outlets could incorporate visualization in the digital news. Likewise, media pro-
fessionals, journalists, and researchers should improve their studies in a docu-
mentation and description of techniques and tools used by them, enabling future
professionals to continue their work.

To answer our primary research question ( “how are media professionals inter-
acting with data to create journalistic stories and what is the current state of art
of research in this field?”), we found that the journalistic skills to deal with large
volumes of data are improving over time. Also, nowadays, they have a range of
tools that support their work activities, as we identified in this SLR.

Considering these changes in the journalist’s profession, there is a need to
redefine the curricula of journalism courses, including mathematics and pro-
gramming disciplines on it to better prepare the new generation of journalism
professionals for the challenges of the data age. It is also interesting to unite com-
munications and computing areas even further, creating repositories with tools
to support the data journalism process in its different stages (compile, clean,
context, combine, and communicate) [1]. Cohen et al. [S12] describe this idea:

“Journalists need to partner with computer scientists, application develop-
ers, and hardware engineers. For decades, the computing community has
empowered individuals to seek information, improving their lives in the
process. Few fields have done more to give citizens the tools they meed to
govern themselves. Few fields today need computer scientists more than
public interest journalism.”

6 Final Considerations

This study presented a systematic review of the state-of-the-art research
on data-driven journalism. The selected papers encompass studies conducted
by researchers from computer science and communication fields or even by
researchers from both areas working together. From the 273 papers retrieved
from the automated search, we selected 101 that we considered relevant for
investigation. These papers address several topics concerning data-driven jour-
nalism.

We analyzed the collected data in order to answer our primary research ques-
tion (“how are media professionals interacting with data to create journalistic
stories and what is the current state of art of research in this field?”). Besides
that, we answered some systematic review’s research questions according to the
process’ stages (data collection, cleaning, analysis, and visualization) and sources
used in data journalism projects.

Our findings showed that the relationship between journalists and data to
create news stories is still seen as a recent practice, albeit a growing one. Media
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outlets increasingly apply the data collection, cleaning, analysis, and visual-
ization process as an efficient way to tell a persuasive news story. Therefore,
computational tools have been incorporated into the news producing routine.

Our contributions were: (%) presentation of an overview of existing research in
data-driven journalism; (77) identification of main techniques/tools that are being
used to collect, clean, analyze, and visualize data in this field; (i) the primary
data sources that are being used in data journalism projects and research; and
(iv) the possible gaps in this field.

We believe the information gathered in this systematic review can be helpful
to researchers, developers, and designers that are interested in data journalism,
considering that different types of users may benefit from such visualizations,
either as journalists or the general public.

Regarding future works in the field as mentioned earlier, we envision this
text to be capable of becoming a methodological blueprint for updates in coming
years. As the area of data-driven journalism continues to evolve, aligned with the
academic and professional research on the field, we foresee the need to update the
literature review in a few years time. Other possible implementations, as the use
of our methodology to focus specifically on texts from a country or a timeframe,
suggest future fields of development. Also, since the academic datasets were
already collected, the creation of interactive and responsive visualizations could
help scholars and students to perform a visual analysis and search of the works.
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