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Abstract. Experimenting with futuristic computer workstation design and
specifically tailored application models can yield useful insights and result in
exciting ways to increase efficiency, effectiveness, and satisfaction for computer
users. Designing and building a computer workstation that can track a user’s
gaze; sense proximity to the touch surface; and support multi-touch, face
recognition etc meant overcoming some unique technological challenges.
Coupled with extensions to commonly used applications to report user inter-
actions in a meaningful way, the workstation will allow the development of a
rich contextual user model that is accurate enough to enable benefits, such as
contextual filtering, task automation, contextual auto-fill, and improved under-
standing of team collaborations. SRI’s bRIGHT workstation was designed and
built to explore these research avenues and investigate how such a context
model can be built, identify the key implications in designing an application
model that best serves these goals, and discover other related factors. This paper
conjectures future research that would support the development of a collabo-
rative context model that could leverage similar benefits for groups of users.
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Multimodal input - Gaze tracking

1 Introduction

1.1 Motivation

What features and capabilities would future computer workstations have? How would
they impact our productivity and ability to solve complex problems? Will they help us
collaborate more effectively? Is it possible to achieve a significant leap in performance
without changing the application models being used today? These are some of the
questions we asked ourselves when we set out to experiment on futuristic workstation
design. We were motivated by the ready availability of unused computational power
(most PCs have CPUs that do not function to full capacity under normal use), rapid
growth in the availability of RAM and hard drive storage, the wide availability of
inexpensive sensor systems, and the clear understanding that we do not use all these
resources in PCs a vast majority of the time. We were also interested in seeing if we
could raise microprocessor features such as instruction pipelining and branch prediction
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to the user level tasks, what the system requirements would be to achieve that, and
whether these features would significantly increase a user’s efficiency and effectiveness.

1.2 Design Rationale

From the very start of this project, we were interested in experimenting with
multi-touch as a primary input model. We wanted the main input area of the work-
station to be fairly large so that more than one person could work together (to support
possible future experiments with multiple users simultaneously engaging with the
system). We selected gaze-tracking as one of the key input models to the new work-
station because of its ability to help us understand the user’s context. We wanted to
experiment with building a system that could put screen controls (like Ok or Cancel
buttons) directly under a user’s hands, shifting the traditional paradigm of reaching or
searching for the controls. This line of investigation revealed that proximity detection
(detecting the nearness of the user’s hands to the main input surface) would be a
valuable capability.

We also determined that capturing user-level semantics during interactions with the
system would significantly improve the usefulness of information related to gaze
tracking as well as interactions on the touch screen. Therefore, we extended the
applications used for testing so that they can report accurately about on-screen items of
interest with which the user engages. For areas of research such as task automation and
contextual/cognitive auto-fill, we introduced a semantically enhanced interaction model
for the applications being used to enable the capture of a user’s workflows while
preserving user-level operational semantics. For example, if the user pressed the Send
button in a mail client, our system would respond, “The user executed the send mail
function in Thunderbird with the following parameters...” instead of reporting a less
meaningful output such as “Send button pressed”.

To facilitate research about team dynamics and methods for improving collabo-
ration, we decided to build a centralized server modeled on massively multi-player
online role playing (MMORPG) game systems. This approach would enable us to
capture the context of all users irrespective of their location in real time, reason about it,
and then adjust the user’s experience based on the analysis results.

2 Related Work

The development of bRIGHT involved R&D in various areas of HCI. In this section we
will be looking at some of those areas such as multimodal input, gaze tracking and
context modeling. bRIGHT utilizes semantic interaction and visualization models to
capture the end user’s context in a very rich fashion, see [1] for a detailed discussion on
how this is achieved.

Gaze Tracking (GT) is the process of detecting gaze coordinates on a display or the
point where a person is looking at. For bRIGHT it was fundamentally critical that we
support gaze tracking in a fairly unusual configuration. Since the bRIGHT workstation
forces an end user to stand about four feet away from the vertically mounted primary
screen they are looking at, we found it important to design a system with various
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features that are not in typical GT systems. For example, since the user is standing in
front of a large screen, we felt it was critical that our GT system allows the user to turn
their head naturally when looking at the edge of the screen. This also meant the ‘head
box’ (the area within which a user’s gaze is effectively tracked) is much larger in our
system than conventional approaches. Gaze tracking recently has been making
important contributions in research in conventional HCI [3-5] as well as human
cognitive studies [6—11].

Many explorations have been made into developing both nonintrusive [12-20] and
intrusive GT techniques [21-23] in order to develop more accurate, efficient and user
friendly systems. Nonintrusive methods have been much preferred over its intrusive
counterpart due to the potential comfort when performing EGT. Compared to intrusive
techniques, image/video processing lies at the core of nonintrusive methods where
users are not prodded with electromechanical hardware (e.g. head-mounted cameras,
lenses, etc.).

Generally, the process of GT involves four main components. They are (1) head
pose detection, (2) eye location detection, (3) gaze estimation (GE), and (4) area of
interest analysis. In the case of bRIGHT steps (1-3) were implemented very similar to
conventional approaches that are based on active illumination using Infrared. Step
(4) on the other hand was radically different to most common approaches due to our
ability to access the semantic visualization model of the application being used by the
end user (discussed later).

In bRIGHT we grounded our approach based on the work in [24] as one of our
team members was Zhiwei Zhu, who designed and built the first generation of GT for
this workstation. These were then further improved upon by increasing the accuracy
and updating the IR cameras to much higher fidelity.

bRIGHT is an extensible multimodal input system. In essence we have a work-
station design where new input modalities can be added as needed by end user context
and the systems contextual modeling and other features can dynamically adapt to these.
The reason for this approach is grounded in benefits of multimodal input. Various
research efforts in the past have shown that multimodal systems are preferred by users
over their unimodal alternatives, resulting in higher flexibility and reliability while
better meeting the needs of a variety of users [25, 26]. Such systems provide several
advantages, including improved efficiency, alternating interaction techniques, and
accommodation of individual differences, such as permanent or temporary handicaps
[27, 28].

Industrial robot programming using markerless gesture recognition and augmented
reality is evaluated in [29]. It allows the user to draw poses and trajectories into the
workspace, we believe our semantic interaction models will give us the ability to
extend such modalities into various domains where seamless gesture recognition would
be of great value. The authors state that such systems show a significant reduction of
required teach-in time. A combination of human intention and language recognition for
task-based dual-arm robot programming is evaluated in [30]. They conclude that using
multimodal input reduces the programming complexity and allows non-experts to
move a robot easily. User group differences in modality preferences for interaction with
a smart-home system are presented in [31]. Their study shows that female participants
prefer touch and voice over gestures. Male subjects prefer gesture over voice. Hinckley
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and Oviatt evaluate different input modalities based on various aspects like input speed
or user feedback possibilities [32, 33]. By using multiple modalities, the system can
make up for the shortcomings of other modalities.

3 Methodology

This section describes the various processes we used to develop both the hardware and
software components of the bBRIGHT workstation and framework.

3.1 Hardware Components and Sensor Platform

Multi-touch and Proximity Detection

We built all the multi-touch surfaces used in bRIGHT based on the technique pio-
neered by Han [2]. We selected Frustrated Total Internal Reflection (FTIR) as the
multi-touch basis because our experiments showed that this method of vision-based
multi-touch can be extended to support proximity detection. Being able to approxi-
mately detect where the user’s hands are along the surface normal of the multi-touch
plane is a key requirement of bRIGHT’s ability to position controls under a user’s
hands. Using fairly cheap infrared emitters (near Infrared in the 825-nm to 920-nm
range) and widely available machine vision cameras, allowed us to test and confirm the
practical viability of this approach.

Figure 2 shows a screenshot of the raw signal processing software developed for
this task. As can be seen in the image we stitch the 4 Infrared (IR) camera’s inputs into
a single video feed, and then apply background removal. After that OpenCV based
blob detection is used to detect both touch and proximity. We use two different blob
detectors for these tasks. Proximity detection requires that we configure a blob detector
to be highly sensitive to IR data with a high value for maximum blob size.

Our approach significantly differs from the technique described in [2] in one sig-
nificant way. When it comes to how the Infrared emitters are attached to the side of the
acrylic surface which forms the main multi-touch area, we made sure that the angle of
contact was such that Infrared would not only flood the acrylic but also the area above
it. This creates the effect of having an Infrared light field above the multi-touch surface
which in turn is useful for proximity detection using the same Infrared sensors that
detect touch on the surface. Then we created a second instance of the same blob
detection algorithm in OpenCV and configured the parameters to detect the user’s
hands as they hover close to the multi-touch surface. When configuring the blob
detection algorithm we had to setup the parameters to track two fairly large blobs that
had very low threshold of Infrared being reflected. This was achieved by increasing the
values for amplification, lowering the values for IR threshold, increasing the values for
highpass blur and increasing the values for the smallest blob detected to a size similar
to a palm.

Our multi-touch software then converts detected blobs into TUIO (Tactile User
Input/Output) output. We then developed a windows driver that registers our device as
a USB Human Interface Device (HID) with MS Windows operating systems. This
allows us to pass on the TUIO output to windows operating systems so they can be



350 R. Senanayake et al.

dealt with the same way as key strokes or mouse pointer movements. This approach
was selected because we wanted the multi touch aspect of our development to be useful
for any application within MS Windows. And the TUIO processing is then the same as
any other Windows base user interaction handling.

Gaze Tracking

The gaze-tracking system we developed has characteristics that differentiate it from
most commercial gaze trackers. We were interested in developing a gaze tracker that
support a user’s significant head movements; i.e., the head box for the gaze tracker had
to be significantly larger in volume than usual. The gaze tracker also had to track the
user’s gaze on a large TV instead of on a regular PC monitor. In our case, we used a
60” LCD TV (150 cm measured diagonally) as the primary display. This meant that the
user was significantly further away (about 115 cm) from the surface on which the
system would track gaze movements. (Typical gaze trackers work on PC monitors,
which are about 75 cm measured diagonally, and the user is a maximum of about
70 cm away. Our technique is based on active infrared illumination and built on the
approach discussed in [2].

Face Recognition

The active illuminated infrared system for gaze tracking also detects and recognizes the
user’s face. We used the OpenCV library and its support for face detection and
recognition for this feature. Face recognition is the primary authentication method in
bRIGHT and is how the MMORPG backend server distinguishes individual users.

Speech/Speaker Recognition

We initially incorporated speech recognition support for bRIGHT using SRI’s STAR
Lab’s DynaSpeak technology. In many of the application domains where bRIGHT will
be useful (such as Battle Management Command and Control, Intelligence analysis etc),
we believe voice commands and speech input will have a significant role to play. But at
present our focus is on interaction models associated with the multi touch surface and
proximity detection. Therefore speech and speaker recognition features are not being
currently utilized or experimented with, but may be used in the future if a need arises.

3.2 Software Components

Application Models and Extensions

Maximizing the benefits of integrated gaze tracking in this workstation required a
technique that would allow us to identify and label (mark up) all the on-screen con-
structs of an application that may be of interest to a user. To satisfy this requirement,
we developed a Semantic Visualization Model (SVM) for an application. The SVM is a
collection of markup that captures user-level semantics of on-screen constructs. This is
done only for controls or screen components that are of interest and are used frequently.
For example, we do not markup controls such as a scroll bar in a user interface.

To experiment with application modeling approaches and ways to capture user’s
workflows at a highly detailed level, we needed an approach that would record inter-
actions without losing user-level operational semantics. To support this requirement, we
introduced the concept of a Semantic Interaction Model (SIM) for an application.
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The SIM is a collection of markup that describes the operational semantics of possible
user interactions while using the application. Refer to [1] for a more in depth discussion
of this topic and examples of how this is used in a cyber-security context.

MMORPG-Based Design

For selecting support for multiple users, we based our application model and backend
server design on techniques used in MMORPGs such as World of Warcraft.
The MMORPG model will allow us to experiment in the future with team dynamics
and investigate ways to effectively study collaboration in geographically disparate
groups. We collaborated with a commercial game server developer Electrotank (www.
electrotank.com) and studied the design of their ElectroServer product, which is used in
commercial MMORPG style games. We used this design as the base for the design of
bRIGHT’s backend server.

The backend server handles every single user’s input to bRIGHT systems (shown
in Fig. 1[b]). The input gathered from users are instances of the SVM and SIM that
pertain to the applications being used by the end user. The server then forwards these
updates to the Contextual Model (CM), which attempts to build a model of the user’s
current context based on these inputs.

Fig. 1. bRIGHT workstation and its main components: (a) multi-touch surface, (b) backend
server, (C) gaze tracker, (D) Contextual Model

For every single user, that utilizes a bRIGHT system, the backend server creates an
individual instance of that user in the bRIGHT universe, and maintains 2 types of
information: (a) pre-cognitive information (information that the bRIGHT workstation
has already been exposed to but the user has not, (b) SIM and SVM instances generated
by the user engaging with the bRIGHT system. An example of pre-cognitive infor-
mation might be an email the user has received, but has not yet read, but the bBRIGHT
system has already read and processed this (since it has access to all the data feeds to
the user). In such cases, the information is the pre-cognitive information is evaluated to
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see if it is relevant to the current user’s context. If it is deemed so, then the bRIGHT
system can take steps to alert the user to such information.

Contextual Model
The Contextual Model (CM) in bRIGHT, for now, is built per individual user, based on
her gaze (SVM instances) and interaction (SIM instances) with the system. The CM
applies rules and weights to data elements to which the user has been exposed. Figure 2
shows a sample CM after a user has been performing a few tasks in two cyber security
related applications.

Fig. 2. FTIR based multi-touch processing software developed using OpenCV

The CM can grow extremely large, spanning hundreds to thousands of components
due to the volume of information a typical user engages in. The size of an individual
node represents how the rules and weights in the CM evaluate the significance of a
particular item at this time in the user’s context. In Fig. 2 the IP address

Dialog Classes,

Fig. 3. Sample Contextual Model after a few actions from the user
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192.168.248.146 has much more significance in the current context than other items in
the CM. Refer to [3] for a more in-depth look at how the CM is built and its impact
(Fig. 3).

The contextual model is built primarily based on what we refer to as “contextual
indexes”. Contextual indexes are references that tie various data elements in a user’s
context together based on relationships reported due to application characteristics or
known properties in the ontological definition of the SIM or SVM instance associated
with the data. As can be imagined as a user goes through a multitude of applications
and vast amount of information during the course of a regular work day, the contextual
index set generated by them tends to be extremely large. This causes the contextual
model to be a highly complex map (connected component) that has a vast array of data
and attributes being bound together in various relationships reflecting the end user’s
context.

4 Discussion

4.1 Current Focus of Research

Figure 4 lays out our envisioned technology development road map for bRIGHT. We
are currently experimenting with the CM and working on contextual auto-fill.

We are no longer pursuing research in Learning by Demonstration or in developing
a bRIGHT desktop. The learning by demonstration approach yielded results that were
not flexible enough to support highly dynamic use cases such as cyber security
operations, where the same task may be performed in several similar but different ways.
We abandoned the experiments on building a desktop that could leverage bRIGHT’s
features when we realized that the CM should ideally be used as a basis for any future
desktop. The lessons learned point us in the direction of a contextual desktop where the
user’s current context or mental model is the primary interface of the system. There-
fore, we have halted the work on incremental desktop design until the CM and its
implications and potential are fully realized.

Since the CM is built to reflect the user’s context and figure out the significant
items of interest within that context, the CM can be used to build a highly accurate
auto-fill feature for most applications. This is similar to the auto filling most users
experience when they use a web search engine such as Google. In the case of bRIGHT,
however, auto fill can be done for any data field in any bRIGHT-enabled application. In
Fig. 4 the contextual auto-fill popup (A) appears when the user selects the Get IP
Reputation field in the Infected World application, since this field requires the user to
input an IP address. Given the user’s current context, the CM informs the bRIGHT
framework when a user needs an item of type IP address to use this collection of IP
addresses and also sends additional information, such as where the user has interacted
with these IP address before (From column). If the user has not yet seen this item, it
will be marked as pre- cognitive (as in the group with the green check mark). It is
possible for bRIGHT to include items that the user has not yet seen; for example, the
user receives an email that is not yet open but has been processed by bRIGHT. In such
a circumstance, if there is a relevant item that bRIGHT can link to current context (by
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Fig. 4. bRIGHT technology research road map

type or other contextual link), bRIGHT will extract that and place it in the contextual
auto-fill popup and mark it as pre-cognitive.

We are also investigating how to improve the semantic markup process. Writing
plug-ins to applications or extending their code base to support bRIGHT is a significant
hurdle for wider adoption of our approach. Therefore we are at present investigating
how to automate this process significantly by developing tools that would allow us to
markup an application by linking the semantic interaction model and semantic visu-
alization model constructs to the applications on screen controls and widgets. This
reduces the overhead associated with deploying applications on bRIGHT systems and
getting them to interact correctly with the backend server and other signal generating
components. It also reduces the engineering development overhead associated with
adding new tools or software to the platform.
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4.2 Conclusion

bRIGHT as an experimental HCI platform that has been an exciting development so
far. The features we are experimenting with at present, such as contextual auto-fill and
the ability to successfully implement them encourages us to pursue more ambitious
research goals such as contextual filtering. Contextual filtering is a great way to manage
an end user’s cognitive load when they are performing critical tasks. But the risk of
such an approach is that if we filter out data that the user needs to solve a problem in
the current context, then we will add to the challenges they are facing rather than
alleviate them. Whether that can be successfully achieved depends to a great degree on
the accuracy of the contextual model we can build and the inferences we can derive
from it. At present, in terms of interactions with the system, bRIGHT does not lose any
vital information when recording the user’s context. There is a degree of uncertainty
introduced into our modeling approach due to gaze tracking and how we interpret that
in the user’s context but we are confident that we can compensate for that and still
achieve the level of accuracy we strive for such that the contextual model can be used
to increase the user’s effectiveness, efficiency and reduce human errors.
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