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Preface

It is a fact that the world is changing extremely fast. Technological advances in arti-
ficial intelligence (AI) are leading this change. We have already passed from theory and
algorithmic approaches, to actual delivery with several real-life practical applications.
We have entered the fourth “industrial revolution” era. AI will definitely rupture the
human-centric status of our civilization. Many philosophical and ethical issues will
arise mainly due to the challenge and fear that the machines might take over. However,
the contribution of AI so far to the improvement of our quality of life is profound.
The AIAI conference offers insight into all timely challenges related to intelligent
systems-algorithms and their applications.

AIAI is a mature European conference, well established in the scientific area of AI.
It has a very long and successful history, following and spreading the evolution of AI.
The first event was organized in Toulouse, France, in 2004. Since then, it has had a
continuous and dynamic presence as a major European scientific event. More specif-
ically, it has been organized in China, Greece, Cyprus, and France.

Through the years it has always been technically supported by the International
Federation for Information Processing (IFIP) and more specifically by the WG12.5.

Following a long-standing tradition, this Springer volume belongs to the IFIP AICT
Springer series and it contains the papers that were accepted for oral presentation at the
workshops held as parallel events of the 14th AIAI conference. An additional volume
comprises the papers that were accepted and presented at the 14th AIAI main
conference.

The event was held May 25–27, 2018, in the Aldemar Amilia Mare five-star Hotel
in Rhodes, Greece.

Four scientific workshops on timely AI subjects were organized successfully during
the 2018 event:

• The 7th Mining Humanistic Data Workshop (MHDW) supported by the Ionian
University and the University of Patras, Greece. The 7th MHDW was organized by
Professor Christos Makris, Department of Computer Engineering and Informatics,
University of Patras, Professor Phivos Mylonas Department of Informatics, Ionian
University, Dr. Andreas Kanavos, Department of Computer Engineering and
Informatics, University of Patras, and Georgios Drakopoulos, Department of
Informatics, Ionian University Greece. The Steering Committee of MHDW 2018
comprised Dr. Ioannis Karydis, Department of Informatics, Ionian University,
Professor Katia Lida Kermanidis Department of Informatics, Ionian University, and
Professor Spyros Sioutas, Department of Informatics, Ionian University. We
express our sincere appreciation to the committees of MHDW 2018 for organizing
this important event for the seventh consecutive time.

• The Third Workshop on 5G-Putting Intelligence to the Network Edge (5G-PINE
2018). The Third 5G-PINE was driven by the hard work of
Dr. Ioannis P. Chochliouros (Hellenic Telecommunications Organization, OTE,



Greece) Dr. Alexandros Kostopoulos (OTE, Greece), Professors Oriol Sallent and
Jordi Pérez-Romero (Universitat Politècnica de Catalunya UPC, Spain), Dr. Ioannis
Neokosmidis (INCITES Consulting S.A.R.L, Luxembourg), Professor Fidel Liberal
(Universidad del Pais Vasco/Euskal Herriko Unibertsitatea EHU, Spain),
Dr. Emmanouil Kafetzakis (ORION Innovations Company, Greece), and
Dr. Ioannis Giannoulakis (National Center for Scientific Research, Demokritos,
Greece). We would like to thank all of these colleagues for their hard work.

• The Workshop on Semantics in the Deep: Semantic Analytics for Big Data
(SEDSEAL 2018) supported by the University of Patras, Greece. The workshop
was organized by Professor Spiridon D. Likothanasis, Department of Computer
Engineering and Informatics, University of Patras, and Dr. Dimitrios
Koutsomitropoulos, University of Patras, Greece. We wish to express our gratitude
to these colleagues for their invaluable contribution.

• The Intelligent Cloud and IOT Paradigms in EHealth (HEALTHIOT). This scien-
tific event was organized by Professor Ilias Maglogiannis, Department of Digital
Systems, University of Piraeus, Greece, Dimosthenis Kyriazis, Department of
Digital Systems, University of Piraeus, Greece, and Vassilios Plagianakos,
Department of Computer Science and Biomedical Informatics, University of
Thessaly, Greece. We are very happy for the important contribution of this work-
shop to the success of AIAI 2018.

The diverse nature of papers presented at the AIAI 2018 workshops demonstrates
the vitality of neural computing and related soft computing approaches.

The Organizing Committee was delighted by the overwhelming response to the call
for papers. All workshops papers went through a peer review process by at least two
independent academic referees. Where needed, a third reviewer was consulted to
resolve any conflicts.

Full accepted papers were presented orally for 20 minutes each and were included in
the AIAI 2018 workshops proceedings with 12 pages maximum. Owing to the high
quality of the submissions, the Program Committees of the workshops decided to
additionally accept short papers that were given 15 minutes for oral presentation and 10
pages each in the proceedings. The workshops followed the same rules as the main
event. More specifically, 5G-PINE accepted six full papers (42.85%) and one short one
out of 14 submissions, whereas MHDW accepted seven full (46.6%) and four short
papers out of 15 submissions. HealthIOT accepted four full papers (44.5%) out of nine
contributions, and SEDSEAL accepted two full papers out of five submissions (40%).

The accepted papers of the AIAI 2018 workshops are related to the following
thematic topics:

• AI in 5G and telecommunications
• AI and e-health services
• AI in 5G networks
• Incremental learning
• Clustering
• AI in text mining
• Visual data analytics
• AI in molecular biology, DNA, RNA, proteins

VI Preface



• Big data analytics
• Internet of Things and recommender systems
• AI in biomedical applications

The authors of the 14th AIAI workshops came from 13 different countries from all
over the globe, namely: Europe (Austria, France, Germany, Greece, Ireland, Italy,
Luxembourg, Poland, Spain, UK), America (Brazil, USA), and Asia (India).

We hope that these proceedings will help researchers worldwide to understand and
to be aware of novel AI aspects. We do believe that they will be of major interest for
scientists over the globe and that they will stimulate further research in the domain of
AI in general.

May 2018 Lazaros Iliadis
Ilias Maglogiannis

Vassilis Plagianakos
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Preface to SEDSEAL 2018

During the past decade, the field of artificial intelligence (AI) has been experiencing an
outburst of applications and innovations, having many facets: on the one hand, there
are strong symbolic representations to underpin the next generation of the Web, and the
advent of the Semantic Web has a major role in giving everyday browsing tasks a blend
of intelligence; and on the other hand, deep learning techniques and achievements have
been proven to tackle problems that would seem intractable some time ago. The wide
availability of information on the Internet, storage space, and Web-generated content
add more impetus to devising applications that would take advantage of such
unprecedented resources but would also stand up to the challenges posed by processing
and value extraction out of big data.

The SEDSEAL 2018 workshop’s particular aim was exactly to put emphasis on big
data analysis and more specifically on how semantics-aware applications can contribute
in this field. Still, there are often issues that need to be dealt with. These range from
efficient ontological processing of big data ontologies to knowledge graph maintenance
to ontology evolvement with machine-learning techniques.

Semantic interoperability inside data lakes composed of vast IoT networks is
addressed by Kalamaras et al. The authors propose an architecture for big data analytics
in the context of large-scale IoT systems consisting of multiple IoT platforms. The
efficient management of the spectrum crunch in the field of wireless communication
necessitates processing of a large volume of information and requires knowledge-based
decision-making upon ever-changing circumstances. Nagpure et al. explain how
semantic models can be employed to analyze complex spectrum data. Semantic
ambiguity in natural language has been a problem that traditionally hampers Semantic
Web applications. To resolve this ambiguity, Gadag and Sagar describe a deep learning
architecture, trained to compute semantic similarity between words.

Indeed, the interplay between the logical formalisms of the Semantic Web and
machine- and deep-learning techniques is currently a hot research topic for both
technologies to reach their next step and forms the state of the art in this area. We
believe that the overall outcome of the SEDSEAL 2018 workshop can offer a valuable
and timely snapshot, bringing together a multidisciplinary audience under the general
AI and data science framework, of current advances, practices, and lessons learned.

We were honored to have Prof. Panos Kalnis as the SEDSEAL keynote speaker, to
whom we express our gratitude for kindly accepting our invitation. There could be no
better way than his motivating lecture on scalable querying of big RDF data to open
this workshop. We are grateful to the number of people who served in the SEDSEAL
2018 Program Committee. Their eager participation and thoughtful remarks have been



invaluable. We would also like to thank the AIAI 2018 chair, Prof. Lazaros Iliadis, and
the workshop co-chairs, Profs. Christos Makris and Spiros Sioutas, for their help and
support for a successful SEDSEAL 2018.

Dimitrios A. Koutsomitropoulos
Spiridon D. Likothanassis
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Preface to 5G-PINE 2018

The Third 5G-PINE Workshop has been established to disseminate knowledge
obtained from actual EU projects as well as from any other action of EU-funded
research, in the wider thematic area of “5G Innovative Activities – Putting Intelligence
to the Network Edge” and with the aim of focusing upon artifical intelligence (AI) in
modern 5G telecommunications infrastructures.

The Third 5G-PINE Workshop had a strong impact in the broader context of the
AIAI 2018 Conference. The preparatory work was mainly driven by the hard effort of
Dr. Ioannis P. Chochliouros (Hellenic Telecommunications Organization, OTE,
Greece) also coordinator of the relevant EU-funded 5G-PPP projects “SESAME”
and “5G-ESSENCE,” with the support of Dr. Alexandros Kostopoulos (Hellenic
Telecommunications Organization, OTE, Greece), Profs. Oriol Sallent and Jordi
Pérez-Romero (Universitat Politècnica de Catalunya, UPC, Spain), Dr. Ioannis
Giannoulakis (National Center for Scientific Research Demokritos, NCSRD, Greece),
Prof. Fidel Liberal (Universidad del Pais Vasco/Euskal Herriko Unibertsitatea, EHU,
Spain), Dr. Emmanouil Kafetzakis (ORION Innovations Private Company, Greece),
and Dr. Ioannis Neokosmidis (INCITES Consulting S.A.R.L., Luxembourg). Apart
from these members of the Workshop Organizing Committee, the entire effort was also
supported by more than 30 European experts (mainly from the relevant EU-funded
5G-PPP projects “SESAME” and “5G-ESSENCE”). Among the originally submitted
14 proposals, six were finally accepted as full papers (acceptance ratio of 42.85%) and
one as a short paper.

The Third 5G-PINE Workshop promoted the context of modern 5G network
infrastructures and of related innovative services in a complex and highly heteroge-
neous underlying radio access network (RAN) ecosystem, strongly enhanced by the
inclusion of cognitive capabilities and intelligence features with the aim of improving
network management. Based upon the well-known self-organizing network
(SON) functionalities, the Third 5G-PINE Workshop promoted network planning
and optimization processes through AI-based tools, able to smartly process input data
from the environment and come up with knowledge that can be formalized in terms of
models and/or structured metrics, able to “represent” the network behavior. This allows
us to gain in-depth and detailed knowledge about the whole 5G ecosystem,
understanding hidden patterns, data structures, and relationships, and using them for
a more efficient network management.

The 5G-PINE Workshop supports delivery of intelligence directly to the network’s
edge, by exploiting the emerging paradigms of network functions virtualization
(NFV) and edge cloud computing. Moreover, it supports promotion of rich
virtualization and multi-tenant capabilities, optimally deployed close to the user.
Interalia, it emphasizes the small cell (SC) concept, so as to support improved cellular
coverage, capacity, and applications in a fully dynamic and flexible manner with
vertical applications.



The accepted papers focus on several innovative findings coming directly from modern
European research in the area, mainly from the 5G-PPP projects 5G-ESSENCE and
5GCIty as well as from the Spanish RAMSES and SONAR 5G Grants, covering a wide
variety of technical and business aspects and promoting options for growth and
development. One additional work focusing on vertical markets and within cloud
environments comes from the H2020 VICINITY European project.
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Preface to MHD 2018

The abundance of available data retrieved from or related to the area of the humanities
and the human condition challenges the research community in processing and
analyzing it. The aim is two fold: on the one hand, to extract knowledge that will help
us understand human behavior, creativity, ways of thinking, reasoning, learning,
decision-making, socializing, and even biological processes; on the other hand, to
exploit the extracted knowledge by incorporating it into intelligent systems that will
support humans in their everyday activities.

The nature of humanistic data can be multimodal, semantically heterogeneous,
dynamic, time and space-dependent, and highly complicated. Translating humanistic
information, e.g., behavior, state of mind, artistic creation, linguistic utterance,
learning, and genomic information into numerical or categorical low-level data is a
significant challenge on its own. New techniques, appropriate for dealing with this type
of data, need to be proposed and existing ones adapted to its special characteristics.

The workshop aims to bring together interdisciplinary approaches that focus on the
application of innovative as well as existing data matching, fusion, and mining and
knowledge discovery and management techniques (e.g., decision rules, decision trees,
association rules, ontologies and alignments, clustering, filtering, learning, classifier
systems, neural networks, support vector machines, preprocessing, postprocessing,
feature selection, visualization techniques) to data derived from all areas of the
humanities, e.g., linguistic, historical, behavioral, psychological, artistic, musical,
educational, social etc.

Ubiquitous computing applications (aka pervasive computing, mobile computing,
ambient intelligence, etc.) collect large volumes of usually heterogeneous data in order to
effect adaptation, learning, and in general context awareness. Data matching, fusion, and
mining techniques are necessary to ensure human-centered application functionality.

An important aspect of humanistic studies centers around managing, processing, and
computationally analyzing biological and biomedical data. Hence, one of the aims of
this workshop was to also attract researchers interested in designing, developing, and
applying efficient data and text mining techniques for discovering the underlying
knowledge existing in biomedical data, such as sequences, gene expressions, and
pathways.

The topicsof interest canbefoundathttps://conferences.cwa.gr/mhdw2018/workshop-aim/.
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Preface to HealthIoT 2018

It is our pleasure to welcome you to the proceedings of the Intelligent Cloud and IoT
Paradigms in eHealth (HealthIoT) Workshop held as part of the AIAI 2018 conference
during May 25–27, 2018, in Rhodes, Greece. Evolving from a network of
interconnected computers and networking devices, the Internet is increasingly being
approached as the Internet of Everything capturing the interconnections of devices with
diverse characteristics, service offerings, and data flows (e.g., smart phones and tablets,
wearable devices, sensor networks, cameras, vehicles, etc.). In this context, the Internet
of Things (IoT) is evolving into a platform of platforms, consisting of a plethora of
networked devices, infrastructures, and supporting systems of systems, addressing
various application domains, with electronic health care being one of them. This
workshop offers the opportunity to present recent results concerning the design,
development, implementation, and deployment of big data analytics and cloud
infrastructures and IoT in different areas relating to electronic health care. The
workshop aims to support research and innovation on IoT-based eHealth systems and
especially in: wearable systems, medical and sensor data processing, machine learning
in eHealth, emerging eHealth IoT applications, network communications for health
care applications, quantified self technologies and applications, intelligent data
processing and predictive algorithms in eHealth, smart homes and assistive environ-
ments, data mining of health data on the cloud, security, safety and privacy in eHealth
and IoT, interoperability and standardization issues in IoT and eHealth. The workshop
received nine submissions of which were accepted (44% acceptance ratio). We express
our special thanks to all who contributed to the organization and scientific contents of
this workshop — first to the authors of the papers, to the AIAI 2018 conference
organizers, and finally to the reviewers and members of the Program and Organizing
Committees.
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Semantic Models for Labeling Spectrum Data
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Abstract. With the increasing importance and demand for wireless communi‐
cations, there is a spectrum crunch and there is no easy way to meet this increasing
demand. Spectrum monitoring is a key enabler for understanding how the spec‐
trum is currently used and identifying opportunities for spectrum sharing. This
paper focuses on analysis of a large volume of complex spectrum measurements
in the public safety band and involves modeling spectrum sensors, public safety
domain knowledge and events involving public safety. The information models
developed can be used to create labels for the complex spectrum data and facilitate
the analysis of the data needed for spectrum sharing.

1 Introduction

Wireless communication plays an increasingly important role across a variety of
domains. With the growing demand for new and expanded wireless services, one of the
key challenges is the scarcity of spectrum. Spectrum is a finite resource and in the United
States (as in most parts of the world) the spectrum has been fully allocated. This means
that there is no “free” spectrum that can be utilized to meet the growing demands, thereby
making spectrum sharing necessary.

An important step to determine the feasibility of sharing is to learn how the spectrum
is currently being used. This involves understanding the occupancy of the spectrum in
space, time and frequency and identifying where opportunities exist for sharing. Char‐
acterizing the details of how the spectrum is used – e.g., the time-frequency utilization
patterns is fundamental to the design of dynamic spectrum access (DSA) systems as it
can significantly increase the opportunity for spectrum sharing by leveraging signal
periodicity. Obtaining detailed spectrum utilization patterns is challenging, particularly
when analyzing multiple bands.

Multiband spectrum measurements are highly complex spatio-temporal data sets that
require very specialized domain knowledge to collect, analyze and interpret. [1] The
entire process is extremely time consuming. To analyze and interpret the measurements,
a variety of contextual information ranging from the specific configuration of the spec‐
trum sensor and potential emitters to drivers of spectrum use is needed. Current analysis
is largely manual, and typically limited to one or a few bands. Multiband analysis is
usually based on visual interpretation of waterfall charts or spectrograms. Although
context is sometimes used anecdotally to interpret the dynamics of spectrum usage, it
has not been integrated into the characterization. Deciding what is normal or abnormal

© IFIP International Federation for Information Processing 2018
Published by Springer International Publishing AG 2018. All Rights Reserved
L. Iliadis et al. (Eds.): AIAI 2018, IFIP AICT 520, pp. 3–12, 2018.
https://doi.org/10.1007/978-3-319-92016-0_1

http://orcid.org/0000-0001-6433-5027
http://orcid.org/0000-0002-3931-5259
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-92016-0_1&domain=pdf


for each band requires domain expertise. These factors limit the amount of analysis that
is done on spectrum measurements and thus limit the understanding of existing spectrum
use.

This work focuses on the analysis of spectrum measurements in the Land Mobile
Radio (LMR) bands that include the spectrum used for public safety in Chicago. Given
the nature of public safety communication, it is important to be able to meet communi‐
cation demands whenever emergencies or other large-scale events occur. Therefore it
is critical to understand how the public safety spectrum is used in dynamic situations,
especially as these events are unfolding. More specifically, how do the communication
demands evolve over time and what triggers the demands. To understand the triggers,
it is necessary to understand the context of the demands.

Figure 1 was generated from two weeks of observation of Land Mobile Radio (LMR)
band data in 2009 and shows the difference in spectrum occupancy on weekdays and
weekends. Figure 2 shows the increase in call rate in the 406 MHz LMR band during
the NATO Summit held in Chicago in May 2012. Both of these figures show that there
is a relationship between spectrum use and human activity.

Fig. 1. Two week plot of spectrum occupancy in the 450 MHz LMR Band

Fig. 2. Call rate in 406 MHz band

As illustrated above, context is necessary to fully understand the significance of the
patterns and anomalies in the spectrum measurements. More importantly, these patterns
and events need to be identified so they can be incorporated into demand models. In an
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urban environment like Chicago, events drive a significant portion of public safety
communication. These events may be planned (i.e. sporting or entertainment events) or
unplanned emergency events of different scales and at different locations.

The importance and role of human activity has been recognized in context-aware
services and networks. Context enhances understanding of spectral usage through
improvement in the process of spectrum data analysis as well as interpretation of the
results. One of the challenges with wideband monitoring efforts is identifying events or
time intervals of interest to analyze. Context may be utilized to identify potential events
of interest for near-term or offline analysis. As a first step toward automation of spectrum
analysis, this paper proposes to model configuration, domain knowledge and other
potentially relevant information with the use of semantic modeling in a way that it can
be fused with measurements for analysis and in particular can provide labels for the
spectrum data.

The rest of the paper is organized as follows. Section 2 describes the challenges of
measuring the spectrum and provides details on the measurements utilized in this work
and typical analysis techniques. Public safety communication and related work is
described in Sect. 3. Our approach and a case study during the Chicago Marathon is
described in Sect. 4. Finally, conclusions and future work is discussed in Sect. 5.

2 Spectrum Measurements

The spectrum is organized into bands where a band is a contiguous range of frequencies
that are used for the same general purpose. Bands may be further subdivided into chan‐
nels. The frequency resolution is the sampling interval in the frequency domain whereas
the resolution bandwidth (RBW) is the bandwidth of a single spectrum measurement
obtained during a specific sampling interval in time at a specific location in the spatial
domain. If the RBW is too large, part of the adjacent channel power is measured during
the measurement of a certain channel leading to incorrect results. This is an enormously
challenging constraint and may lead to the use of multiple detectors, each covering a
specific portion of the spectrum to provide a small enough RBW to ensure that all chan‐
nels are correctly registered and at the same time the revisit time is positioned at a level
where no signals are missed.

The band plan is also a critical part that is basically a division of the particular range
of radio frequencies of interest into bands with common parameter settings such as
resolution bandwidth. Typically band plans are relatively static, but if you need to
capture details with higher resolution measurements on a particular day for an event,
the band plan can be dynamic instead of static. For example, if we are aware of an event
such as a sporting event or protest, the band plan can be changed to gather higher reso‐
lution measurements in bands that might be impacted (e.g. public safety).

The IIT Spectrum Observatory has been monitoring the 30–6000 MHz radio spec‐
trum of the city of Chicago since mid-2007 from its location on top of the 22 story Tower
on IIT’s Main campus on the south side of Chicago. [2] Energy detection sensing is used
in our measurement system and the resolution bandwidth is kept at 3 kHz for all bands.
This results in around 93 MB of data per day.
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In the case of the public safety bands where channel bandwidths are narrow
(<30 kHz), due to the high sweep time, short transmissions cannot be detected. To
address these issues, a new measurement system utilizing a Tektronix RSA 306 spectrum
analyzer was added. This allows us to obtain higher time and frequency resolution data
with a focus on the LMR bands which include the public safety bands in Chicago. After
conducting experiments, resolution bandwidth of 1 kHz for the Chicago Police Depart‐
ment (CPD) frequencies is configured as CPD is a case study for this research. This
results in around 16 GB of data per day. The measurements are transmitted to a local
storage system daily.

2.1 Analysis with Spectrograms

The data files produced are transmitted from the data capture PC to a high performance
workstation. The data is processed to produce a variety of plots and usage statistics.
Spectrograms or waterfall charts are used to present much of the spectrum occupancy
data. For these charts, time is represented on the y-axis (days or hours), frequency on
the x-axis (MHz) and power (dBm) as color level, with the indicated mapping. Higher
power indicates higher occupancy. Several waterfall charts derived shown below in
Figs. 3, 4 and 5.

Fig. 3. 600 MHz television bands during 2013

Fig. 4. 2.4 GHz Band during 2013
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Fig. 5. 4.945–4.99 GHz Broadband Public Safety during 2013

The spectral occupancy was estimated based on the threshold method and different
thresholds were selected for each band by estimating the noise floor of the system. The
utilization of different bands can be found to range from highly utilized through spor‐
adically used to not used at all. A good example of highly utilized bands is the TV bands
shown in Fig. 3 with their consistently high power. The obvious reason for the high
occupancy is that TV channels in a metropolitan market like Chicago are always broad‐
casting and are well occupied. The interpretation of Fig. 3 is quite straightforward once
you know how the band has been allocated. Notice that Figs. 4 and 5 look different and
explaining the visualizations shown in these figures is more challenging. It is clear that
one must be familiar with the band allocations, the measurement system location and
configuration, as well as usage behavior within the band to accurately interpret the
measurements.

3 Public Safety Background and Related Work

Public safety communication networks are typically designed with enough capacity to
handle “worst case” scenarios, with some channels largely unused under typical day-to-
day activity [3]. Studies [4] have noted this to be the case with occupancy figures gener‐
ally being fairly low, however during atypical periods of high activity – most notably
during disasters and other emergencies – channel capacities may approach or even meet
their limits.

There have been many studies of public safety traffic such as [5–8] and including [9]
utilizing the SDR-based spectrum monitoring system mentioned above to collect meas‐
urements. These studies are focused on traffic in the deployed LMR systems. They
generally consider typical traffic along with traffic during large-scale disaster or emer‐
gency events and generally separate these into two classes. Part of the challenge with
having richer models is the lack of events to study [10].

Patterns of communication are identified [6] and models of heterogeneous networks
are developed [11] and mobility on disaster sites is considered. [12] Accurate traffic
models are necessary for a service provider of emergency communications to properly
maintain the capacity planning of the network. To do so, good traffic models need to be
developed that can capture characteristics including occurrences of few and large
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random incidents and accidents. These occurrences can be described as unusual spikes
and/or long tails in a probability model term of an actual network load.

Today’s Public Safety agencies and organizations have started planning to evolve
their networks to LTE based public safety solutions [13]. With LTE, the first responders
can access a wide variety of services, starting from high bandwidth to real time commu‐
nications. This will help the first responders in case of mission critical communications
such as natural disasters or terrorist attacks. In [14], a virtual Public Safety (PS) operator
is proposed that relies on shared infrastructure of commercial LTE networks to deliver
services to its users. Several methods of allocating spectrum resources between virtual
operators are compared at peak times and they examine how this influences differing
traffic services. They showed that it is possible to provide services to the Public Safety
users reliably during both normal and emergency operation. The authors of [12] focused
on the performance evaluation of the communication systems in disaster scenarios.

4 Approach and Case Study

One of the challenges with wideband spectrum measurements, particularly long-term
measurements, is finding data of interest. For example, the IIT Spectrum Observatory
collects wideband measurements between 30–6000 MHz. This covers many different
frequency bands and channels over a wide variety of uses. There is a wealth of data over
many years, so how to choose a frequency band and time period to study? In the context
of dynamic spectrum sharing, the focus is on frequency bands that are not fully utilized
and we are generally interested in understanding the usage and how the usage changes
over various time periods. But it is not enough to understand changes in the energy from
a signal processing perspective, it is also important to understand why the usage is
changing. This is relatively straightforward for major events like the NATO Summit
shown in Fig. 2, because you can identify the days of interest and then visualize the data.
This can be quite challenging for many other types of events though given the manual
nature of visualization. Patterns can also be identified manually through visualization,
but for the same reasons can be challenging to capture without time-consuming visual‐
ization. This can be effective for small datasets but does not scale well. To address this
issue, this paper proposes to combine different types of information from several
different sources using both statistical and semantic modeling techniques.

4.1 Case Study

A large city like Chicago has many different types of events occurring almost on a daily
basis providing a good opportunity to model spectrum use over a variety of different
scenarios. This case study focuses on the channels used by the Chicago Police Depart‐
ment (CPD). The goal of this case study is to step through the analysis of an event that
results in noticeable changes to identify the information and steps needed for automation.
The event we studied was the Chicago Marathon on October 8, 2017. The Chicago
Marathon has a 26.2 mile course that covers 22 neighborhoods in Chicago. Approxi‐
mately 45,000 runners participate in the marathon and there are many fans along the
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way. Public safety works to secure the course as well as to do traffic management around
the city. In this case study, as in the past, we traversed backwards from events of interest
to see if the impact on spectrum could be detected. The first question was what frequen‐
cies to analyze. The frequencies used by CPD are shown in Fig. 7. CPD has organized
the city into zones that cover one or more districts as shown in Fig. 6. [15] The Chicago
neighborhood and district map is shown in Fig. 7. [15].

Fig. 6. Frequencies used by the Chicago Police Department [15]

Fig. 7. Chicago Police Department Radio Zone Map [15]

As shown in Fig. 6, there are both citywide channels for specific types of commu‐
nication as well as location-specific zone channels. To determine the communication
channel and frequency for a given public safety event, it is necessary to determine the
type of event and also the location. Each location must be translated into the appropriate
district and corresponding zone to determine the channel and corresponding frequency
of communication related to the event.

The relationship between neighborhoods, districts and zones shown in Fig. 7 along
with the CPD radio communication information was encoded using SWI-Prolog. Events
from various City of Chicago event calendars were also encoded. For each event, the
neighborhood was included. The result of a query to the resulting knowledge base for
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the date “October 8, 2017” is shown in Fig. 8. The marathon goes through several
neighborhoods so the corresponding zones are listed. In addition, since the marathon is
considered an “event” and citywide channels 1,5 and 6 are used for events, they are also
listed.

Fig. 8. Result of the query to knowledge database.

We analyzed the bands corresponding to the zone and citywide channels in the query
result. Citywide channel 6 showed unusual occupancy. The waterfall charts for citywide
channel 6 are shown in Figs. 9 and 10. Figure 9 shows a sweep time from 11 pm on
October 7, 2017 to 11 pm on October 8, 2017. Figure 10 shows from 11 pm on October
8, 2017 to 11 pm on October 9, 2017. These waterfall charts plot the energy detected in
the band on each sweep. The x-axis gives the frequency and the y-axis gives the sweep
number. There is one sweep approximately every 2 s. The channel beginning at
460.25 MHz is clearly evident from the waterfall chart. The yellow color indicates a
higher level of power in the band. It is clear from Fig. 9 that there is activity in the band
starting very early in the morning of October 8th and continuing through 11 pm. Looking
at Fig. 10, one can see the activity continuing until the early hours of October 9th. This
appears to be consistent with expected CPD activity during the marathon.

Fig. 9. Waterfall chart for Chicago Police Citywide channel 6 (460.25 MHz)
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Fig. 10. Waterfall chart for Chicago Police Citywide channel 6 (460.25 MHz)

It is clear that a significant amount of information is needed to put together this simple
analysis. One of the reasons we chose to study the public safety spectrum is that there
are many publicly available sources of information that are relevant. This information
and the relationships between various pieces of information can be modeled using
semantics. These models can be used to reason about potential explanations for increased
activity given unusual spectral activity. It can also be used to trigger analysis of specific
frequency bands due to a certain type of event.

5 Conclusion and Future Work

This paper describes the challenges of spectrum measurement analysis and motivates
the need for more in-depth analysis and fine-grained modeling for the purpose of spec‐
trum sharing. The necessary analysis is limited by the complexity of the measurement,
analysis and interpretation of the data. Analysis requires a substantial amount of domain
knowledge along with contextual information. Contextual information can be derived
from a variety of different information sources including events.

This paper focuses on the public safety spectrum in the LMR band in Chicago. More
specifically, we study the CPD spectrum. Semantic models were developed and coded
in SWI-Prolog to describe the organization and use of the CPD allocated spectrum along
with planned events in Chicago. The models were used to help identify relevant channels
used during the Chicago marathon. These models can be used to label periods of unusual
activity. Our case study uses visualization of the waterfall charts to determine unusual
activity. The contribution of this work is the use of semantic models for labeling. Our
long-term goal is to automate the analysis of spectrum data across frequency and time.

Ongoing work aims to create statistical models of typical activity and identify periods
of unusual activity automatically. These periods of unusual activity can then be corre‐
lated with events or vice versa. Public Safety spectrum behavior is challenging to inter‐
pret and prediction of usage is driven by many factors such as planned and unplanned
events, weather and human protocols. Further development of the semantic models is

Semantic Models for Labeling Spectrum Data 11



needed to capture the many different information sources as well as the correlations
across time and frequency bands.
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Abstract. The technological advances in the Internet-of-Things (IoT)
have led to the generation of large amounts of data and the production of
a large number of IoT platforms for their management. The abundance
of raw data necessitates the use of data analytics in order to extract
useful patterns for decision making. Current architectures for big data
analytics in the IoT domain address the large volume and velocity of
the produced data. However, they do not address the semantic hetero-
geneity in the data models used by diverse IoT platforms, which emerges
when large-scale deployments, spanning across multiple deployment sites,
are considered. This paper proposes an architecture for big data analyt-
ics in the context of large-scale IoT systems consisting of multiple IoT
platforms. A Semantic Interoperability Layer (SIL) handles the inter-
operability among the data models of the individual platforms, using
semantic mappings between them and a unified ontology. Data queries
to the SIL and result collection is handled by a cloud-based data man-
agement layer, namely the Data Lake, along with storage of metadata
needed by data analytics methods. Based on this infrastructure, web-
based data analytics and visual analytics methods are used to analyze
the collected data, while being agnostic of platform-specific details. The
proposed architecture is developed in the context of healthcare provision
for older people, although it can be applied to any IoT domain.

Keywords: Internet-of-Things · Big data analytics
Semantic interoperability · Healthy ageing

1 Introduction

The technological advances of the Internet-of-Things (IoT) have led to the devel-
opment of human-centric IoT applications, such as e-Health and intelligent trans-
portation systems. Such applications allow the collection of valuable domain
information, assisting human operators and decision makers in providing services
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for the well-being of individuals and communities. In the context of e-Health, for
example, IoT systems can be used to collect data from a large number of patients,
allowing a close monitoring of their health and the provision of (automatic or
not) interventions, or the formation of health management policies. Currently
running European research projects, such as ACTIVAGE [1] and FrailSafe [2], in
an attempt to address the healthcare needs of the increasing number of ageing
population, provide promising solutions towards the use of IoT technologies for
older people monitoring and assistance.

The extensive use of IoT technologies has led to two outcomes. First, there
is a very large volume of data (collected by a wide variety of sensors, such as
wearables, environmental sensors, appliance usage monitors, etc.), which exceeds
the storage and processing power limits of stand-alone applications (big data).
Second, there is a growing number of developed IoT platforms providing off-the-
self solutions for the development and deployment of IoT applications, without
the need for extensive programming. However, in large-scale applications, span-
ning a large number of different installations, maybe across different countries,
each installation may use a different IoT platform, having its own data model
for describing the IoT devices and collected data. These models are often incom-
patible with each other in terms of semantics, making the necessity of semantic
interoperability apparent. There is a need to have a common semantic model
for describing the concepts of all IoT platforms, in order for large-scale data
analytics methods to perform.

This paper proposes an architecture that allows big data analytics meth-
ods to perform on large-scale IoT deployments, spanning multiple diverse IoT
platforms. Interoperability among the IoT platforms is handled by the intro-
duced Semantic Interoperability Layer (SIL), providing a unified data model
and semantic mappings. Data analytics methods are supported by the intro-
duced Data Lake, which is based on the SIL and maintains its own cloud storage
for extracted features, trained models and any metadata that are needed by ana-
lytics methods. The architecture is developed in the context of the ACTIVAGE
project [1], whose goal is to support large-scale IoT applications in deployment
sites across European countries, in order to exploit the large volume of collected
data. Towards this goal, existing IoT platforms already deployed in different sites
are used, as well as various sensing systems, such as the behavioural monitoring
systems developed in the FrailSafe project [2]. Providing an infrastructure for
combining the diverse platforms and data models can provide large-scale data
analytics for assisting older people, clinicians and researchers.

The rest of this paper is organized as follows. Section 2 presents background,
work regarding big data analytics and semantic interoperability. Section 3
describes the proposed architecture, covering the Semantic Interoperability
Layer, the Data Lake, and the data analytics and visualization components.
Section 4 describes scenarios for the preliminary evaluation of the proposed archi-
tecture, while Sect. 5 concludes the paper, providing information about the next
steps.
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2 Background

2.1 Big Data Analytics

Data analytics aim at analyzing raw data, in order to extract information that
is more meaningful and valuable to the human operator in order to under-
stand the data and make decisions. In the context of IoT, data analytics are
mostly concerned with classification, clustering and high-level data representa-
tion [3]. Classification methods assign an observation to one of multiple classes,
after being trained using data with known classes. Common classification meth-
ods currently used include Support Vector Machines (SVM) [4], and Random
Forests [5]. Anomaly detection methods detect unusual circumstances by classi-
fying observations as normal or abnormal, e.g. Local Outlier Factor (LOF) [6]
and Bayesian Robust PCA (BRPCA) [7]. Clustering methods split observations
in groups of similar characteristics, without using training information [8]. Hier-
archical clustering proceeds by recursively joining or separating observations,
until a tree-like structure is formed, while partitioning clustering, such as k-
means and k-medoids, considers an arbitrary starting split, iteratively updating
it to best represent the data. Methods to construct high-level representations
for raw data can remove unnecessary or redundant dimensions. Principal Com-
ponent Analysis (PCA) [9], Multi-Dimensional Scaling (MDS) [10] and graph
embedding methods [11], attempt to find subspaces (manifolds) of maximum
information and minimum dimension inside the raw data space. In the context
of time series analysis, ARMA models [12] and variants are used to extract
high-level information, such as trends and periodicities, from the raw data.

Several architectures for big data analytics in IoT applications have been
proposed. The authors of [3] provide a related review and propose an architec-
ture where the data collected by sensors are stored in cloud databases, allowing
large-scale data analytics methods to operate on them, using cluster computing
frameworks, such as Apache Spark [13] and Hadoop [14]. The authors of [15]
propose a framework for off-line and on-line analysis of IoT data of large volume
and velocity, by computing model parameters off-line and using them for real-
time analysis. The authors of [16] propose a 4-tier architecture, covering data
generation by sensors, communication between sensors and gateways, data anal-
ysis using cluster computing, and finally data interpretation by human operators.
Most big data analytics architectures in the IoT domain are concerned with han-
dling the large volume and velocity of the produced data, without addressing
the variety and heterogeneity in their semantics.

2.2 Semantic Interoperability

There is a large number of IoT platforms for managing devices and data, each
using a different ontology to describe its semantics [17]. The SSN (Semantic
Sensor Network) ontology [18] describes sensors in terms of their functionalities,
measurements and deployments, although it has limitations regarding real-time
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data collection. The oneM2M ontology [19] has been supported by IoT stan-
dardization bodies, although it also has limitations in terms of contextual data
annotation. The IoTivity platform [20] is based on the models of the Open Con-
nectivity Foundation (OCF) [21], which aims at providing a common framework
for communication among IoT devices and gateways. The OpenIoT ontology
[22], utilized by the OPENIoT platform [23], is based on the SSN ontology and
adds concepts related to IoT applications and testbeds. The IoT-Lite ontology
[24], used by the FIWARE platform [25], is a recent attempt to collect existing
concepts of the IoT domain in a common ontology. Ad-hoc data models have
also been built for the purposes of various existing open-source IoT platforms,
including sensiNact [26], universAAL [27], Sofia2 [28] and SENIORSome [29].

This abundance of IoT ontologies creates interoperability issues in large-
scale applications, where IoT platforms with different ontologies must cooperate.
Semantic interoperability ensures that all components have a common under-
standing of the meaning of the information being exchanged [30]. Attempts have
been made to promote semantic interoperability by unifying existing ontologies.
The SAREF (Smart Appliance REFerence) ontology [31] is such an attempt,
unifying concepts from several ontologies in the smart appliances domain, in
order to cover larger applications. The authors of [32] use the ontology inter-
connection methodology of [33], in order to unify existing ontologies in the IoT
domain, within the context of the FIESTA-IoT European project [34].

The above review suggests that architectures for big data analytics in IoT
systems do exist, but they focus on handling the large data volume and velocity,
without addressing the heterogeneity of the available data models. Attempts to
address heterogeneity are being made, but they are not targeted to providing
a basis for large-scale data analytics methods. The current paper aims to con-
tribute to this direction, by proposing an architecture for large-scale IoT data
analytics, based on semantic interoperability across diverse IoT platforms.

3 The ACTIVAGE Data Analytics Architecture

The proposed architecture for large-scale data analytics is depicted in Fig. 1b.
It is based on the structure of existing IoT frameworks, as depicted in Fig. 1a,
forming a stack of layers ranging from the IoT devices at the bottom, towards
data analytics and visualization at the top. However, instead of a single IoT
platform to handle the devices at the bottom, there are now many platforms,
each operating separately, with its own devices, data storage and component
semantics. The following IoT platforms are considered in ACTIVAGE, although
any number of platforms is supported: FIWARE [25], sensiNact [26], universAAL
[27], IoTivity [20], Sofia2 [28], SENIORSome [29] and OPENIoT [23]. The next
layer is the Semantic Interoperability Layer (SIL), which unifies the ontologies
of the IoT platforms and offers common semantics for their components. The
presence of the SIL eliminates any issues of compatibility between inter-platform
hardware and software, as each platform manages its own hardware and software,
in order to collect data. Interoperability in ACTIVAGE happens in a conceptual
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Fig. 1. The proposed ACTIVAGE architecture (b) extends existing IoT solutions (a),
by adding layers regarding platform interoperability and data management.

level, by ensuring the compatibility between different data representations, using
the SIL semantic mappings. Above the SIL is the Data Lake, which, through
its Data Integration Engine, directs the queries coming from the upper layers
towards the SIL and collects the data retrieved from the IoT platforms. The
Data Lake also contains a Metadata Storage component, for storing metadata
(models, etc.) produced and needed by the data analytics methods. The Data
Lake components are cloud-based, offering Web APIs for their usage. Based on
the infrastructure of the SIL and the Data Lake, the top layers, data analytics
and information visualization, can operate, extracting patterns and producing
visualizations through Web APIs and graphical interfaces.

3.1 Semantic Interoperability Layer

The Semantic Interoperability Layer (SIL) is responsible for providing an
abstraction for the representation of devices, attributes and data, that is agnos-
tic of any IoT platform-specific details and naming conventions. In order to
provide interoperability, the SIL maintains a common ontology describing the
components of an IoT platform, namely the ACTIVAGE ontology. This ontol-
ogy unifies the ontologies of the participating IoT platforms, so that common
names are given for concepts with the same semantics. Platform-specific data
representations may be both structured (schema-based databases), or unstruc-
tured (schema-less databases). The SIL provides semantic mappings between the
common unified model and these individual data models of the IoT platforms.

The ACTIVAGE ontology is based on existing IoT ontologies, such as SSN
[18], SAREF [31], oneM2M [19], IoT-Lite [24] and OpenIoT [22], and aims to
combine and extend them. It defines basic concepts of IoT platforms, such as
Device (a physical object able to communicate with its environment), Service
(a software component able to perform some functionality) and Measurement (a
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piece of information collected by a device). Some concepts, such as “Device”, are
widely used across many existing IoT ontologies, while others, such as “Service”
and “Measurement”, are defined only in some of them. The ACTIVAGE ontology
aims at gathering both widely used and less used concepts, in order to cover
the types of applications built on top of ACTIVAGE, such as data analytics.
The ACTIVAGE ontology is currently under development and is meant to be
constantly developed as the proposed architecture is evaluated in real-world
scenarios and further IoT platforms are integrated.

3.2 Data Lake

The Data Lake acts as an intermediate layer between the Semantic Interoper-
ability Layer and the data analytics and visualization methods above. It consists
of the following components:

– The Data Integration Engine, which directs queries from data analytics
methods towards the SIL and collects the results from the IoT platforms.

– The Metadata Storage Component, a database of metadata produced by
the data analytics algorithms, which are necessary for their on-line operation.

In ACTIVAGE, the data collected by the IoT sensors and used for data ana-
lytics are stored in the storage facilities of each separate IoT platform. This
facilitates the registration of new platforms, since it avoids switching to a differ-
ent database and duplicating data. It also promotes data security and privacy,
since the sensitive raw data remain in the deployment site’s premises and under
any site-specific privacy-related restrictions. However, the Data Lake does offer
additional central storage, dedicated to metadata necessary for the operation of
data analytics. These include produced features and analysis results, e.g. trained
classification models, anomaly detection thresholds, etc., which may be necessary
for their operation. Metadata are usually produced off-line, at regular intervals,
using historical data, in order to be later used for real-time analytics.

The operation of the Data Lake and it connection to the SIL is described in
Fig. 2. Data analytics methods (e.g. anomaly detection) need raw data stored in
the distributed storages of the IoT platforms (e.g. the most recent sensor mea-
surements), as well as specific metadata (e.g. pre-computed anomaly detection
thresholds). The raw data are requested from the Data Integration Engine, while
the metadata from the Metadata Storage Component. In order to collect the
raw data, the Data Integration Engine submits a query to the SIL, written with
the naming conventions of the unified ACTIVAGE ontology. The SIL translates
the query to the platform-specific data models. The IoT platforms retrieve the
requested data from their storage and return them to the SIL, which translates
them to the ACTIVAGE ontology and sends them back to the Data Integra-
tion Engine. The latter combines the multiple sets of returned results and sends
them to the data analytics component. At the same time, the Metadata Storage
Component retrieves the requested metadata and sends them to the data ana-
lytics component as well. The data analytics method now has all the necessary
information to produce the requested output (e.g. the detected anomalies).
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Fig. 2. Operation of the ACTIVAGE Data Lake.

3.3 Data Analytics and Information Visualization

The top layers in the ACTIVAGE architecture are the data analytics and infor-
mation visualization layers, which provide meaningful representations of the raw
data to the human operator. IoT applications are usually targeted at monitoring
an environment, e.g. a person, a house, a city, etc, in order to facilitate decision
making. In the context of e-health for older people, which is the primary target
of the ACTIVAGE project, the purpose is to facilitate clinicians in monitoring
an individual’s health and taking proper actions, or to facilitate researchers in
monitoring large sets of individuals and discover correlations. The focus of data
analytics is thus on methods that extract representative features, find correla-
tions, detect anomalies in usual behavior (e.g. to trigger alarms), and cluster
objects (patients, devices, etc.) in groups of similar characteristics.

Existing data analytics methods are used in ACTIVAGE, covering the tasks
outlined in Sect. 2: feature extraction, dimensionality reduction, anomaly detec-
tion and clustering. Table 1 summarizes the data analytics methods used in
ACTIVAGE. This is not an exhaustive list, since other methods may be included
as needed by IoT applications. Information visualization aims to produce descrip-
tive graphical summaries of the raw data, allowing the operator to have a com-
prehensive overview of the data and explore them in order to detect interesting
patterns. Table 1 summarizes the visualization methods used in ACTIVAGE.
Commonly used visualization methods, such as bar charts and line plots are
used, as well as more sophisticated graph-based visualizations for visualizing
similarities and differences among objects.

4 Preliminary Evaluation

The proposed architecture is currently being evaluated using a smart home sce-
nario and a smart mobility scenario. The purpose of the smart home scenario is
to monitor the health status of older people as they perform activities of daily
living, and assist the clinician in decision making through data analytics services.
Environment and activity detection sensors are installed in the older person’s
home, constantly measuring temperature/humidity, CO levels, person motion
and door/window opening. Two medical devices, a blood pressure monitor and a
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Table 1. Data analytics and visualization methods used in ACTIVAGE.

Data analytics category Methods

Feature extraction PCA [9], MDS [10], Graph embedding [11]

Anomaly detection SVM, Random Forests, LOF [6], BRPCA [7]

Clustering Partition-based (k-means, k-medoids), hierarchical

Visualization category Methods

Time-related visualizations Line plot

Relative size comparison Bar/pie/stacked bar/sunburst chart, treemap

Multi-variate comparison Scatterplot, parallel coordinates, spider web, heatmap

Graph-based visualizations k-partite graphs [35], multi-objective visualization [36]

blood glucose measurement device, are also used at specific times within the day.
All devices are connected to the gateways via Bluetooth, ZigBee and ZWave pro-
tocols, while the universAAL [27] and IoTivity [20] platforms are used for their
management. The scenario is currently being installed in testhomes, in order
to be further deployed in several Greece municipalities, during the next period,
with 500 scheduled participants in total. The purpose is to allow centralized
management and analysis of the collected data by healthcare professionals.

In the mobility scenario, the purpose is to monitor and assist the older person
while moving in a city, providing information and alerts when needed. The sen-
sors involved include Bluetooth detectors installed at intersections for detecting
bypassing devices, connected traffic signals, taxi data collectors, environmental
pollutant detectors and pedestrian presence detectors. The FIWARE [25] IoT
platform is being used for device and data management, with the aim to use
more IoT platform types in the future, as part of a larger deployment. The sce-
nario is currently being installed in test sites, with the purpose of being further
deployed in Greece municipalities, with 500 scheduled participants. The purpose
is to monitor the environment and the participants’ movements, analyzing the
collected data to provide notifications when certain patterns are detected.

5 Conclusion and Next Steps

This paper proposes an architecture for big data analytics in the IoT domain,
in the context of large-scale federations of IoT platforms with heterogeneous
data models. The semantic interoperability issue is addressed by introducing
the Semantic Interoperability Layer (SIL), which maintains a common ontol-
ogy describing relevant IoT concepts, as well as semantic mappings with the
platform-specific ontologies. In this way, the upper layers can be agnostic of
platform-specific naming conventions and semantics. The architecture also intro-
duces the Data Lake layer, for directing external queries and results to and from
the SIL, as well as for storing analysis metadata (extracted features, trained
models, etc.) which are needed for real-time data analytics. The architecture is
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being tested in laboratory environments, and is about to start being tested in
real-world deployment sites. The architecture has been developed in the context
of health assistance for older people, although it is generic enough to be applied
in any application domain, such as smart cities, traffic monitoring, etc.

The next steps will be focused on implementation, integration and large-scale
deployment. The proof-of-concept of the proposed architecture has been demon-
strated in laboratory settings with a limited part of the whole architecture func-
tioning. In the next period, the SIL ontology will be defined and implemented
in detail, the Data Lake infrastructure will be completed to provide the basis
for all data analytics methods, and the implementation of data analytics and
visual analytics as Web services will be performed. In the meantime, integra-
tion issues will be resolved in order for the whole data analytics workflow to
perform end-to-end. Finally, as mentioned in Sect. 4, the architecture is going to
be tested in large-scale deployment sites in Greece municipalities, with a large
number of participants, in order to use and evaluate it in real-world conditions.
During evaluation, fine-tuning of ontology entities and data/visual analytics will
be performed, in order to identify those concepts and methods that best fit in
large-scale applications.
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nar Žarko, I., Pripužić, K., Serrano, M. (eds.) Interoperability and Open-Source
Solutions for the Internet of Things. LNCS, vol. 9001, pp. 13–25. Springer, Cham
(2015). https://doi.org/10.1007/978-3-319-16546-2 3

23. OPENIoT. http://www.openiot.eu/
24. Bermudez-Edo, M., Elsaleh, T., Barnaghi, P., Taylor, K.: IoT-Lite: a lightweight

semantic model for the internet of things. In: 2016 International IEEE Conferences
on UIC/ATC/ScalCom/CBDCom/IoP/SmartWorld, pp. 90–97. IEEE (2016)

25. FIWARE. https://www.fiware.org/
26. sensiNact. https://projects.eclipse.org/proposals/eclipse-sensinact
27. universAAL. http://www.universaal.info/
28. Sofia2. http://sofia2.com/home en.html
29. SENIORSome. http://www.seniorsome.com/
30. Veer, H., Wiles, A.: Achieving technical interoperability-the ETSI approach, Euro-

pean telecommunications standards institute (2008)
31. Daniele, L., den Hartog, F., Roes, J.: Created in close interaction with the industry:

the smart appliances REFerence (SAREF) ontology. In: Cuel, R., Young, R. (eds.)
FOMI 2015. LNBIP, vol. 225, pp. 100–112. Springer, Cham (2015). https://doi.
org/10.1007/978-3-319-21545-7 9

32. Agarwal, R., Fernandez, D.G., Elsaleh, T., Gyrard, A., Lanza, J., Sanchez, L.,
Georgantas, N., Issarny, V.: Unified IOT ontology to enable interoperability and
federation of testbeds. In: 2016 IEEE 3rd World Forum on Internet of Things
(WF-IoT), pp. 70–75. IEEE (2016)

https://spark.apache.org/
http://hadoop.apache.org/
https://doi.org/10.1007/978-3-319-09177-8_11
https://doi.org/10.1007/978-3-319-09177-8_11
http://arxiv.org/abs/1707.00112
https://www.iotivity.org/
https://openconnectivity.org/
https://doi.org/10.1007/978-3-319-16546-2_3
http://www.openiot.eu/
https://www.fiware.org/
https://projects.eclipse.org/proposals/eclipse-sensinact
http://www.universaal.info/
http://sofia2.com/home_en.html
http://www.seniorsome.com/
https://doi.org/10.1007/978-3-319-21545-7_9
https://doi.org/10.1007/978-3-319-21545-7_9


Large-Scale IoT Architecture 23

33. Noy, N.F., McGuinness, D.L., et al.: Ontology development 101: a guide to creating
your first ontology (2001)

34. European project FIESTA-IoT: Federated Interoperable Semantic IoT Testbeds
and Applications. http://fiesta-iot.eu/

35. Drosou, A., Kalamaras, I., Papadopoulos, S., Tzovaras, D.: An enhanced graph
analytics platform (GAP) providing insight in big network data. J. Innov. Digital
Ecosyst. 3(2), 83–97 (2016)

36. Kalamaras, I., Drosou, A., Tzovaras, D.: Multi-objective optimization for multi-
modal visualization. IEEE Trans. Multimedia 16(5), 1460–1472 (2014)

http://fiesta-iot.eu/


5G-PINE



On Edge Cloud Architecture and Joint
Physical Virtual Resource Orchestration

for SDN/NFV

Shah Nawaz Khan(B) and Roberto Riggio

Wireless and Networked Systems (WiN), FBK CREATE-NET,
Via Alla Cascata 56/D, 38123 Trento, Italy

{s.khan,r.riggio}@fbk.eu

Abstract. 5G networks will incorporate virtualized network infrastruc-
tures and new technologies such as Software Defined Networking and
Network Function Virtualization. The developments have predominantly
been made in the core and back-haul network segments. However, the
ambitious Key Performance Indicators (KPIs) set for 5G networks will
necessitate a renewed focus on the network edge in view of the virtual-
ized infrastructure and SDN/NFV adoption. Several challenges are antic-
ipated to be addressed for cloud at the edge, prime among which is the
heterogeneity that spans, among others, hardware, software, radio, net-
working and virtualization domains. In this paper, we investigate cloud at
the edge architecture, its unique challenges and the technology enablers.
We present a prototype heterogeneous edge cloud implementation with
focus on joint physical and virtual resource management and orchestra-
tion while supporting multi-tenancy for edge services. A scheduling &
orchestration module is presented that interfaces with Kubernetes cloud
management system to support service deployment per two scheduling
polices of load balancing and energy saving. We present details of the
considered edge cloud platform, the scheduling & orchestration module
and its functions inside the edge cloud. Finally, we present some prelim-
inary results and comparisons of the implemented orchestration policies
in the context of heterogeneous edge services.

Keywords: Edge cloud · SDN/NFV · Orchestration · Kubernetes

1 Introduction

Wireless communication is an integral part of modern day lives across the world.
In the past decade, requirements on wireless networks to support increasing num-
ber of new services beyond the simple voice calls and connecting larger number of
end-users have been consistently intensifying. Until recently, mobile communica-
tion networks have been addressing these requirements and challenges with con-
tinuous evolution of the radio access technologies and by incrementally increasing
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the overall network capacity. However, with the recent focus on and prolifera-
tion of social media, networking, augmented and virtual reality and Internet of
Things applications, the requirements and challenges have intensified such that
mere evolution of 4G networks will not fully address them. These requirements
and challenges are more stringent and diverse ranging from ultra low latency, to
massive machine type communications to enhanced multimedia and broadband
applications. Moreover, the pace at which the new network services and appli-
cations are developing, it is difficult for network operators to keep pace with
by upgrading the core infrastructure, back-haul and radio access capacities. It
is anticipated that in the next few years, the annual global IP traffic volume
will reach an unprecedented 3.3 ZettaBytes (1 ZB = 1000 Exabytes) [1]. These
numbers and the associated network requirements have made 5G, the next big
step in the mobile wireless communication networks, one of the most important
areas of research and development.

Several key technologies are anticipated to play a major role in defining the
5G networks’ characteristics including Cloud based virtualized network infras-
tructure, Software Defined Networking (SDN) and Network Function Virtualiza-
tion (NFV). These technologies and their practical realization has been an area of
immense interest among researchers from both academia and industry. A large
number of initiatives have been taken under the 5G networks R&D umbrella
developing virtualization, SDN/NFV, Management and Network Orchestration
(MANO) solutions [5–7]. Most of these initiatives have targeted the core and
back-haul network segments with centralized cloud infrastructures. The network
edge, that is, the radio, networking and communication infrastructure closest to
the end-users (Access Points, Base Stations) has not received the attention it
warrants. Some of this can be attributed to the issues such as complexity, lack
of standardized platforms, node heterogeneity, distributed nature of the edge
infrastructure and the large number of Points of Presence (PoPs). These factors
make it challenging to develop and manage cloud infrastructure for the edge and
orchestrate the resources for multiple tenants as anticipated for 5G networks.
Providing cloud architectural blueprints for resource constrained edge devices,
technology components for virtualization and resource orchestration (both phys-
ical and virtual) will help bring the benefits of virtualization and SDN/NFV
closer to the network edge. In this paper, we focus on lightweight virtualization
and resource management at the network edge. We characterize the unique fea-
tures of network edge, the limitations of state of the art solutions and present
a prototype heterogeneous edge cloud with a joint physical and virtual resource
orchestrator module. The orchestrator can pro-actively scale the physical and
virtual resources available to multi-tenant services per a given policy of load-
balancing or energy saving. Our implementation is based on Kubernetes [2] con-
tainer orchestration system and integrates with its main control elements for
placing VNFs at the edge. The prototype edge cloud consists of nodes having
different hardware architectures and computing resources integrated into a uni-
fied cloud fabric supporting service deployment, multi-tenancy, resource isolation
and scaling. We present details of the hardware platform, the cloud virtualization
stack and the orchestrator module and evaluate its performance. The rest of the
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paper is organized as follows. Section 2 discusses state of the art on cloud virtu-
alization and SDN/NFV related technologies in view of their limitations for the
network edge. Section 3 details the main contribution of this paper and presents
an edge cloud architecture and virtualization stack addressing key constraints
and function requirements. Preliminary results from the evaluation platform are
presented in Sect. 4. The paper concludes with a summary and an outlook for
future work in Sect. 5.

2 State of the Art

Recently, the network edge has attracted significant interest from researchers as
evident from the abundant literature available under synonymous concepts but
different terminologies. Mobile Edge Computing, FoG Computing, Multi-Access
Edge Computing, Cloudlets etc., are a few well-known umbrella terms which in
essence, aim to realize computing and network services closer to the end-users.
In spite of these parallel developments in nomenclature and predominantly theo-
retic research works, there is a general dearth of clarity on the platform for edge
computing such as hardware, software and architecture. A common consensus
from the SDN/NFV community is that the benefits of cloud and virtualization
must be realized at the network edge to support 5G use-cases and features such as
multi-tenancy, resource slicing and orchestration etc. However, the available vir-
tualization and resource orchestration technologies tailored towards data-center
oriented centralized clouds and Virtual Machine (VM) based VNF abstraction do
not suit the constraints of the network edge. For creating the cloud abstraction,
the existing commercial and open source hypervisor technologies for SDN/NFV
such as VMware ESX and ESXi, Microsoft Hyper-V, Xen, KVM etc., have a
large hardware resource requirements footprint [8]. Usually in order of multiple
high power processing cores and Gigabytes of memory, these hypervisors are vir-
tually impossible to deploy on dispersed and resource constrained nodes. From
the 5G networks and SDN/NFV perspective, the additional management and
control elements required in the ETSI MANO architecture [4] such as Virtual
Infrastructure Managers (VIM), VNF Manager (VNFM) and NFV Orchestra-
tors need to be deployed. Many realizations of these components such as Open-
Daylight, OSM, OpenO, OpenBaton etc., are tied to the centralized data-center
oriented cloud model. The hardware resources (storage, compute, networking)
required for realizing the same cloud architecture at the network edge are liter-
ally unavailable as edge nodes are resource constrained devices and are spread
out over larger geographical areas. The level of hardware abstraction realized
for centralized clouds where VNFs are completely devoid of information about
the underlying hardware features may also prove limiting for the edge. For cer-
tain services, it may make more sense to expose the features available at the
nodes such as hardware architecture, computing resources, dedicated hardware
etc., to tailor their scheduling towards those nodes. Another limiting factor for
cloud at the edge using existing virtualization solutions is the VM based VNF
realization. A VM adds many layers of software abstraction (e.g., guest OS,
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unnecessary libraries) between the physical processor and the actual software
that carries out a virtual network function. This makes VM based VNF realiza-
tion unsuited to the limited resources available at the edge cloud. Moreover, with
large sizes of VM based VNFs and the limited memory and storage resources
of individual edge nodes, the scheduling and VNF placement problem becomes
extremely complicated. Another constraint that proves a hindrance is the dis-
persed nature of edge nodes and the variance of networking links among them
(throughput, firewalls etc.). This necessitates a more distributed realization of
edge cloud rather than the centralized solutions available for core SDN/NFV
implementations. A federation umbrella could tie together dispersed edge clouds
and provide an interface to service providers through which network services
could be deployed across distributed edge cloud. Finally, a number of advances
have been made in the cloud resource management and cloud-native software
design domains which have not been considered in the cloud for SDN/NFV
context. These developments include the micro-services based software design,
DevOps, Serverless Functions etc., which place a higher emphasis on resource
utilization efficiency, robust cloud-native designs and rapid deployment. These
developments are more suited to the edge cloud context and call for a design
where VNFs are composed of small services interfaced together to create the
end-to-end network service.

3 Edge Cloud Architecture and Resource Orchestration

Considering the challenging KPIs for 5G networks addressed in Sect. 1 and the
limitations of tailoring the existing virtualization solutions to the network edge
addressed in Sect. 2, it can be argued that cloud at the edge must be based on
lightweight virtualization technologies and must integrate heterogeneous hard-
ware while supporting the 5G service requirements. Furthermore, the ETSI
MANO stack where specific control elements such as VIM, VNFM and NFVO are
responsible specific SDN/NFV management tasks should be realized, potentially
in a converged form and with small resource requirements footprints. Consider-
ing these and the recent developments in the cloud and virtualization domains
such as Micro-Services Architectures, DevOps and Function as a Service (FaaS)
etc., where resources are utilized to their fullest, we condense the requirements
of edge clouds into following list.

– Heterogeneity: Cloud at the edge must integrate hardware nodes of different
architecture and resources (compute, storage, memory, networking) into a
unified abstraction providing similar interfaces to the service providers as in
centralized cloud infrastructures. Moreover, cloud at the edge should hide
the complexity of these underlying hardware differences from the deployed
services i.e., a service provider should not be forced to design the service
template according to the hardware architecture of the host infrastructure.
Any mapping between the requirements of a VNF and the capabilities of the
underlying hardware should be done by the cloud control and management
functions.
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– Resource Awareness: Cloud at the edge should be several order of magnitude
lighter in terms of hardware requirements compared with centralized cloud
technologies. This implies that the edge cloud and MANO features should be
realized using virtualization technologies that can run efficiently on hardware
resource constrained devices deployed in end-user premises.

– MANO Features: MANO is an essential requirement from the SDN/NFV
management and control point of view. Service providers must have a simple
interface through which they can deploy an edge resident network service and
manage it in isolation from other services. Therefore, the essential features of
VIM, VNFM, and NFVO must be realized albeit considering the discussed
resource constraints and heterogeneity of the network edge. Moreover, man-
agement polices for cloud resources (physical and virtual) and tenant-specific
service orchestration must be supported.

– Services: Cloud at the edge must support the distinctive features of central-
ized SDN/NFV clouds such as resource slicing, multi-tenancy, service isola-
tion, auto-scaling etc. Moreover, support for new cloud-native software design
principles such as micro-services architecture should be supported to utilize
the dispersed computing resources more effectively.

Considering these requirements and constraints, we focus on container based
virtualization where VNFs can be realized in container images instead of VMs.
Containers have a significantly low overhead not only in terms of storage, mem-
ory and processing requirements compared with VMs but they also eliminate the
need for the hypervisor layer. This resource efficiency usually comes at the cost
of security and service isolation but several measures can be taken to address
these concerns including container specific Linux kernels and more sophisticated
access policies. Beyond the container based VNF abstraction, we use Kubernetes
to emulate the role of VIM and NFVM by extending it to support (a) hetero-
geneous hardware nodes, (b) custom scheduling and orchestration module and
(c) allowing for mixed service deployment in architecture agnostic manner. The
remainder of this section details the considered virtualization stack and MANO
feature realization.

3.1 Physical Architecture and Virtualization Stack

Figure 1 depicts a subset of the physical architecture of edge cloud infrastruc-
ture and the virtualization stack used in this work. The hardware platform com-
prises five ARM architecture based Raspberry Pi 3 nodes and two Intel x64
based Laptops assembled in a cluster and local network. All nodes run plat-
form specific Linux distribution and a container runtime daemon (Docker in
our case). The selection of Docker in general and container based virtualiza-
tion in particular was made considering the resource limitations and hardware
heterogeneity of the nodes. To integrate the nodes into a cluster where services
can be deployed at cloud abstraction level, we use Kubernetes [2]. Kubernetes
is an open source container management and orchestration platform that can
run on several types of physical nodes and has a considerably small resource
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Fig. 1. Physical architecture and virtualization stack of the edge cloud

requirements footprint compared with hypervisor and VM based virtualization
platforms. The core Kubernetes control elements such as Etcd, Controller Man-
ager, API Server, DNS and default Scheduler run in Docker containers on a
single Raspberry Pi node. The weave element is deployed alongside Kubernetes
core control elements to provide overlay connectivity among service VNFs. The
details of these control elements is beyond the scope of this work and can be
found in [2]. Kubernetes uses a Master-Worker based architecture where the
master node hosts all the main control plane elements while the worker nodes
host a subset which enable communication with the master node. We host the
master node functions on a Raspberry Pi and integrate the rest of ARM and
x64 nodes as workers. However, by default, Kubernetes does not integrate nodes
of different hardware architecture into a single cloud abstraction i.e., the worker
nodes must be of the same architecture as the master node. This limitation
arises during the Kubernetes installation where the master node downloads con-
trol plane elements container images on the worker nodes according to its own
architecture. Therefore, if the master node elements are instantiated on an ARM
node as in our case, Kubernetes will download ARM based images for the rest
of cluster members including on the x64 nodes. To overcome this problem, we
modified the configuration for master node allowing it to download architecture
specific images on worker nodes. To this end, we modified the control daemon
configuration for kube-proxy by duplicating it for x64 architecture and speci-
fying the correct architecture images. This problem is expected to be natively
addressed in future Kubernetes versions where control plane images are expected
to be architecture specific using the Docker image manifests.

Most of the ETSI MANO control functions can be realized inside the Kuber-
netes cluster including VIM, VNFM and NFVO by either using the default
Kubernetes control elements or by extending the cluster with new control ele-
ments. We utilize both approaches in our prototype edge cloud setup. For the
VIM and NFVO functions, we have developed a dedicated scheduling and orches-
tration module (detailed in the next subsection). This module, depicted in yel-
low color in Fig. 1, takes the role of VIM by elastically scaling the infrastructure
resources to the requirements of the deployed services following a scheduling pol-
icy. To this end, the available physical resources of the nodes and requirements
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of the deployed services are actively monitored. The same module is responsi-
ble for network service orchestration including deployment, scheduling VNFs,
chaining and scaling. The VNFM role is shared between the Kubernetes control
elements that actively probe the state of deployed VNFs and restart a service
VNF if detected to be dysfunctional. Finally, to ensure service isolation and that
tenants are allocated a specific set of resources, both physical and virtual, we
use the Kubernetes namespaces feature together with labeling of the nodes. A
Kubernetes namespace is a virtual container for deployed services in the edge
cloud which can enforce resource restrictions on the services falling in a par-
ticular namespace. With namespaces and node labels, a service can not only
be confined to specific nodes e.g., deploy on ARM or x64 nodes but also be
restricted to a subset of the resources on those nodes.

3.2 Scheduler and Orchestrator Architecture

Figure 2 shows the internal architecture and functions of the scheduler and phys-
ical & virtual resource orchestrator component integrated with the kubernetes
control plane elements. The orchestrator receives a policy parameter as input
at start-up time and spins up two concurrent processes namely the Policy func-
tion and the Resource Monitor function. The policy parameter determines the
scheduling behavior and the placement of service VNFs on the worker nodes.
Currently, two options are available for policy parameter targeting energy sav-
ing and load balancing. In the energy saving mode, the orchestrator targets
running the least number of worker nodes in running state in order to con-
serve energy expended by the cluster. Practically, this implies a single worker
node is kept running for as long as the deployed service VNFs are providing the
required quality of service. A new worker node is boot up only when the running
services are scaled beyond the resources of the running worker nodes or when
new deployments are requested that either require more physical resources or
are targeting a particular node/set of nodes in the cluster with specialized hard-
ware. A service deployment may target a specific set of nodes for several reasons
such as due to assigned quota, resource constraints or performance reasons. For
example, a service might request a VNF to be deployment on a node that has
SSD storage or a GPU for graphic processing. The master node keeps a record
of the hardware attributes of the worker nodes in the cluster. The orchestrator
can map these attributes to the requirements of a service deployment. The other
option for policy parameter is load balancing which keeps all the worker nodes
in running state and priorities minimal delay in service deployment and scaling
latency. This is achieved by compromising on the overall energy consumption of
the cluster. The whole service deployment and scheduling process is executed as
follows:

– Service deployment is requested by providing a service template file to the
Kubernetes API Server component. To do this, a service provider needs to
authenticate its access with the API Server. The service template is provided
as Yaml [3] file describing the service at a high abstraction level such as
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Fig. 2. Software architecture and functional diagram

the required VNFs (Docker containers to run), hardware resources required,
service and target node attributes.

– The API server receives the deployment requests and pushes a scheduling
request trigger to the orchestrator component. At this point, the scheduling
and orchestration component has to determine the criteria of VNF placement
resource scaling. These include (a) find the worker nodes in the cluster that
have the required resources available to host the VNFs requested by the
deployment (b) determine, for each VNF, a single node out of the possibly
multiple qualified nodes as host (c) determine the state of the node which
can be either ready or switched off (d) bind the VNF to the selected node if
the node is in ready state (in load balancing policy) or first boot the node (in
energy saving policy) and then bind the VNF to the selected node once it is
in ready state.

– For task (a), a Resource Mapper function takes the requested resources of a
given service deployment request and compares them to the active resource
map maintained by the Resource Monitor process instantiated by the sched-
uler. It should be noted that the Resource Monitor keeps a real-time load of
running nodes only and an indication of the physical capacity of the nodes
that are offline but part of the cluster. This way, the resource mapping process
considers all nodes in the cluster instead of the online ones if the scheduling
policy is load balancing or the VNFs image is for a particular hardware archi-
tecture. The resource mapper will return the list of all qualified nodes that
can host the service VNFs.

– For task (b), the policy function is responsible for reducing the possible list
of several qualified worker nodes to a single node based on the policy used
by the scheduler. It is worth pointing out here that this process is sequential
i.e., a deployment may contain several VNFs (containers) and the deployment
of those are carried out sequentially in order to fulfill the load balancing or
energy saving policy requirements.
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– For task (c), the node activator module takes care of booting up a node based
on the node ID in case it is offline. It uses the Wake On Lan feature of NICs
on the worker nodes.

– Finally for task (d), the binder function does the actual scheduling of the
VNF on the selected node. For this, the binder interacts with the kubernetes
control plane elements to download the VNF container image (if not present
locally), and then boot it up with the required resources provisioned. Lastly
the Binder function logs the success and failure events of the binding process.

4 Evaluation

We have carried out preliminary evaluation of the resource consumption (Stor-
age, Memory, CPU) of the control elements in our prototype edge cloud environ-
ment and its performance in terms of service deployment and deletion latencies.
Figure 3 shows the image sizes of Kubernetes core control elements and our add-
on purpose-built scheduler and orchestrator (labeled as Sch+Orch). The add-on
component has been implemented in Golang and compiled into a static binary.
As evident from Fig. 3, the container image sizes of the core Kubernetes elements
are small enough to be deployed on tiny storage resource constrained devices.
Second, it is very easy to create add-on elements for specific functionality such
as Sch+Orch that has our statically linked binary embedded inside a tiny sized
Docker image (5.3 MB only).
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Fig. 5. Prototype edge services for web hosting and video streaming

Figure 4 shows the CPU and Memory utilization on the Master node (Rasp-
berry Pi 3) of the three main control elements that are used during deployment of
a service containing two VNFs. In general, all elements have a very small resource
utilization footprint during an actual service deployment. However, since our cus-
tom Sch+Orch element takes away the scheduling and orchestration duties from
the Kubernetes default scheduler, there is no observable variance in its CPU
and Memory consumption during the deployment. In fact, the only significant
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Fig. 6. Service deployment and deletion latencies

variance is in the memory footprint of the API server and the CPU utilization
of our scheduler VNF. This is expected since a service deployment is an active
interaction process between the Kubernetes API Server and the scheduler VNF.
To evaluate the scheduling and service deployment capabilities of our platform
and to analyze the effects of scheduling policies on the deployment latencies, we
deployed a couple of prototype web and video streaming edge services in our
evaluation platform. Figure 5 shows the two prototype services and their VNF
composition. On the left side, a service that combines web services and access ser-
vices is depicted presented. This service targets the ARM nodes in the cluster as
the Docker images for Nginx VNF and WiFi access point VNFs have been devel-
oped for that platform. The association between VNF architecture and the nodes
having that physical architecture is done by label matching between the service
template (yaml file) and the labeled nodes. On the right side in Fig. 5, a mixed
architecture streaming service is depicted. This service template exemplifies a
video streaming scenario where users of different privileges are provisioned video
streaming service of different quality. The VNFs in this service includes an access
VNF (WiFi access) and two streaming VNFs that stream video files in different
quality. The video files are provided to both streaming services by a back-end
video store VNF. To eliminate some of the latency factors of service deployment,
all the Docker images for required service VNFs were downloaded prior to the
actual deployment. Figure 6 shows the service deployment and deletion time for
the two services per the load-balancing and energy saving scheduling policies.
The web-service is entirely hosted on ARM nodes and uses the load-balancing
scheduling policy. As evident, the service takes approximately 26 s to be active in
the edge cloud including providing the WiFi Access and the Nginx web-server.
The video streaming service is deployed on different architecture nodes where
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most of the streaming VNFs are deployed on x64 machines while the WiFi access
VNF is hosted on ARM node. This service uses the energy efficient scheduling
policy where the x64 machine is first booted up from an OFF state before the
streaming VNFs can be deployed. The x64 node takes around 50 s to boot up
and associate with the Master node. The load balancing and energy saving poli-
cies can be mixed depending on the service requirements. Figure 6 also shows
the respective deletion times for the two example edge services.

5 Conclusion

In this paper, we characterized the core attributes of network edge and its impli-
cations for brining cloud abstraction and SDN/NFV benefits to the end-users.
We also presented a candidate architecture for heterogeneous edge clouds sup-
porting multi-tenant edge services. Moreover, a prototype VNF scheduler and
joint physical virtual resource orchestrator was presented and evaluated for pro-
totype edge service deployment. In future we intend to extend the orchestration
umbrella across multiple distributed edge-clouds by tying together a federated
cloud environment. We also intend to investigate the interplay between self-
organizing edge services and resource orchestration in host infrastructure using
Artificial Intelligence algorithms.
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Abstract. In this paper, we discuss the main use cases and scenarios we consider
in the context of 5G ESSENCE project [1]. The first use case investigates edge
network acceleration at a stadium. The second use case is focused on end-to-end
slicing for mission critical applications. The third scenario considers in-flight
communications and entertainment system.
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1 Introduction

5G ESSENCE [1] addresses the paradigms of Edge Cloud computing and Small Cell
as-a-Service (SCaaS) by fuelling the drivers and removing the barriers in the Small Cell
(SC) market, forecasted to grow at an impressive pace up to 2020 and beyond, and to
play a “key role” in the 5G ecosystem. The 5G ESSENCE framework provides a highly
flexible and scalable platform, able to support new business models and revenue streams
by creating a neutral host market and reducing operational costs, by offering new oppor‐
tunities for ownership, deployment, and operation.

As the telecom ecosystem moves towards the innovative 5G era, important perform‐
ance factors such as end-to-end (E2E) latency critically depend on whether the mobile
edge and the target applications reside in an edge cloud close to the user or not. Building
upon these technological foundations [2–9], very ambitious objectives are targeted,
culminating with the prototyping and demonstration of the 5G ESSENCE system in
three real-life use cases associated to vertical industries, that is: (i) Edge network accel‐
eration in a crowded event; (ii) mission critical applications for public safety (PS)
communications providers, and; (iii) in-flight entertainment and connectivity (IFEC)
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communications. In this paper, we discuss the aforementioned use cases by considering
the involved actors, per case, as well as the deployment topology.

2 5G Edge Network Acceleration at a Stadium

2.1 Overall Description

Broadcasters are looking for new ways to cover events, to offer exciting point-of-view
perspectives to viewers on one hand, and to reduce production and delivery costs on the
other. At the same time, network operators target to increase the usage of their networks
and stadium owners have a strong interest in making the visitors’ experience as pleasant
as possible, as well as to promote sponsors increasing side-revenues apart from ticket
sales. The reception of live content from cameras located in the playing field, replays,
and additional contextual information on mobile devices, is a strong use case for all the
above actors. The main challenges even with 4G networks are the delay in the delivery
of such content in the range of milliseconds rather than seconds, and the considerable
strain imposed on the backhaul network. By deploying a 5G ESSENCE-like network,
these challenges can be efficiently addressed.

Fig. 1. 5G edge network acceleration at stadium

5G ESSENCE delivers benefits to media producers and mobile operators as it enables
them to offer a highly interactive fan experience and it optimises operations by deploying
“key functionalities” at the edge, i.e., evolved Multimedia Broadcast Multicast Services
(eMBMS) or local network services like real-time analytics together with multitenancy
support by small cells. By leveraging the benefits of small cell virtualisation and radio
resource abstraction, as well as by optimising network embedded cloud, it becomes
possible to ease the coverage and capacity pressure on the multimedia infrastructure,
and also to increase security since content will remain locally. Furthermore, additional
benefits for the operators and the venue owners arise, such as: (a) lower latency, due to
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shortening the data transmission path; (b) maintained backhaul capacity, due to playing
out the live feeds and replays locally that puts no additional strain on the backhaul
network and upstream core network components. The aforementioned use case is illus‐
trated in Fig. 1.

2.2 Actors Involved

The actors involved in this scenario are listed below:

• Small Cell Network Operator (SCNO): Owner of the infrastructure deployed in
the stadium.

• Virtual Small Cell Operator (VSCNO): Users of the infrastructure available in the
stadium to provide services to the end-users.

• End-Users (EUs): Users of the networking services.
• Mobile Operators (MOs): Responsible of bringing the network and communication

services to the stadium.
• Service Provider (SPs): Companies providing some of the Virtual Network Func‐

tions to the SCNO. Examples of key service providers for this use case could be
football/sport society, live event organizer, municipality, video/content provider.

• Spectrum Owner (SO): In the licensed spectrum case, a stadium that leases the
spectrum from an operator or a mobile operator that offers a service.

• Mission Critical - Public Safety (MC-PS): Public or private organizations in charge
of performing, when needed, mission critical actions for the public safety (video
surveillance, monitoring, autonomous local network).

2.3 Deployment Topology

5G ESSENCE will demonstrate a combined 5G-based video production and video
distribution towards delivering benefits to both media producers and mobile operators,
who will be able to offer enriched event experience to their subscribers. The production/
distribution of locally generated content through the 5G ESSENCE platform, coupled
with value-added services and rich user context, will enable secure, high quality and
resilient transmission in real-time, thus ensuring minimal latency.

In the context of the 5G ESSENCE infrastructure sharing support, each network
operator will be in position to optimise his network usage, resulting in lower OPEX.
Additionally, network operators will be able to rapidly deploy new services, to deliver
directly to users higher Quality of Experience (QoE), and to offer “Content as-a-
Service”, increased bandwidth, and storage solutions to content providers and venue
owners. The content providers will also benefit from reduced latency and improved user
QoE by positioning content on mobile edge and, in addition, they can offer augmented
services by leveraging the network information. Finally, the stadium owner will obtain
additional benefits by leveraging the deployed 5G ESSENCE infrastructure and its
functionalities, by capitalising live contents to spectators from many cameras, etc.

The scenario provides the logic for distributing the live video feeds received from
the local production room to local spectators in a highly efficient manner. Different scales
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facilities can be used for the validation of the deployment topology. First, a small-scale
facility as the municipal open swimming pool with a capacity of 500 spectators, secondly
a medium-scale facility like the municipal indoor stadium (which is used for basketball,
volleyball and handball games) with a capacity of 2,000 spectators and thirdly a large-
scale facility as the municipal football stadium “Stavros Mavrothalasitis” which is
located at the centre of Egaleo town (in Athens, Greece) and it is an open stadium with
capacity of about 8,000 spectators.

Considering a proper selection from the aforementioned facilities, the selected
facility will be covered with a cluster of multitenant, eMBMS enabled as CESCs (Cloud-
enabled Small Cells) and, together with the CESCM (CSC Manager) and the Main DC
(Data Centre), they will be connected to the core networks of multiple telecom operators.
The video content from cameras will be sent for processing locally at the Edge DC
(similar to the proposed use case by ETSI MEC [13]). Then the video streams will be
broadcasted locally by using the CESCs. Spectators will be able to dynamically select
between different offered broadcast streams. In this and in similar big event scenarios,
massive data traffic will not affect nor overload the backhaul connection, as it will be
produced, processed and consumed just locally (5G MEC scenario).

3 5G E2E Slicing for Mission Critical Applications

3.1 Overall Description

Latest 3GPP releases address the key requirements expressed from the Public Safety
(PS) domain for next generation broadband public safety networks [14]. Further
improvements to the 3GPP standards to cope with mission critical communications
requirements are being considered as a central topic in the 3GPP requirements study for
5G [15]. Regarding PS service delivery models, there is a clear trend towards different
forms of network sharing models as opposed to building out dedicated PS networks. For
example, the Emergency Services Network in the UK is going to use the RAN (Radio
Access Network) infrastructure of a commercial provider; Blue Light Mobile service
by PS operator Astrid in Belgium offers access through roaming agreements with
commercial operators; FirstNet in the US, while it counts with spectrum dedicated to
PS, is expected to enable secondary use by commercial applications. In this context,
multitenancy becomes a cornerstone challenge at an international level.

5G ESSENCE common orchestration of radio, network and cloud resources is
expected to significantly contribute to the fulfilment of the requirements of the PS sector,
thus bringing new tools to share both radio and edge computing capabilities in localised/
temporary network deployments between PS and commercial users. The challenge
consists on allocating radio, network and cloud resources to the critical actors (e.g., the
First Responders) who, by nature, require prioritised and high quality services.

Indeed, the public safety operators are “shifting” their business model from a
completely owned infrastructure model to one playing the role of a Mobile Virtual
Network Operator (MVNO) between multiple parties owning and operating mobile
networks and PS end-users. From a broader perspective, such deployment can be seen
as a dedicated mission critical slice spanning across multiple operators domains. In such
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configuration, the relevant public safety operator “buys” connectivity to multiple legacy
mobile operators and guarantees to his public safety customers connectivity, resilience
and required quality of service (QoS) for PS operations. In practice, such approach has
multiple benefits to PS operators, as discussed below.

First, it reduces the costs of buying, installing and maintaining dedicated infrastruc‐
tures. Note that these physical infrastructures are not exploited to their optimal capacity.
Second, the flexibility offered by such solutions enables (at least theoretically) MVNOs
to adapt their offers to their customers. However, this approach comes at the price of
pre-negotiated contracts between the MVNOs and multiple legacy providers, in order
to ensure a high availability and a “guaranteed” throughput for PS users.

For an allocation like this in order to be efficient and so to “enable” E2E network
slicing, the 5G ESSENCE solution shall be applied. The aforementioned use case is
schematically illustrated in Fig. 2.

3.2 Actors Involved

Demonstrating the 5G ESSENCE impact on mission critical deployments is performed
with the following actors:

• A legacy mobile operator (Platform owner) offering its infrastructure to classical
end-users as well as to Public Safety virtual operators. Note here that virtual operators
can rely on multiple legacy operators for additional guarantee.

• A public safety operator that offers connectivity services with “strict” QoS guar‐
antee to First Responders. Note that in our situation we can have multiple virtual
operators each one offering a “separate” slice for a different First Responder agency.

Fig. 2. Mission critical applications for public safety
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• First Responder 1: firefighters are end-users exploiting the connectivity offered by
public safety operator through a dedicated slice. For the sake of demonstration,
firefighters will use Mission Critical Push-To-Talk (MCPTT) application for their
communications.

• First Responder 2: paramedics are another set of end-users relying upon the same
public safety operator or another slice coming from a different operator, in order to
exchange chat messages as well as pre-registered pictures for situation assessment.

• Legacy end-users constitute classical user that have subscribed to the legacy oper‐
ator communication and Internet data offers. They are not part of any first responder
entity but exploit only the network of the legacy mobile operator without any inter‐
mediary.

3.3 Deployment Topology

The 5G ESSENCE innovative platform will involve one -or more- PS communications
providers that will use the resources offered by a deployed 5G ESSENCE platform for
the delivery of communication services to PS organisations in a country/region. The 5G
ESSENCE platform can be owned by, either a mobile (potentially virtual) network
operator or even by a venue owner, such as in the Use Case 1. In the mission critical use
case, the infrastructure owner will exploit the 5G ESSENCE system’s capabilities to
provide the required network/cloud slicing capabilities with dedicated Service Level
Agreements (SLAs) to different types of tenants, thus prioritising the PS communica‐
tions providers.

The corresponding Mission Critical (MC) use case will be organised in three main
stages, described as below:

Stage 1: Under normal circumstances, the 5G ESSENCE platform owner is providing
the required network slices to different tenants. Each network slice is composed of an
allocated data rate over a coverage area (which is mapped by the cSD-RAN (central‐
ised Software-Defined RAN) Controller to a portion of CESC radio resources) and an
allocated of cloud resources (which is mapped to processing power/storage capabilities
in the Edge DC). For the service of Public Safety organisations, normal operations
require a certain amount of access capacity and communications features (e.g., group
communications capabilities) supported in the area of the CESC cluster. This require‐
ment will be “mapped” to a number of radio Key Performance Indicators (KPIs) in
the CESCs and the deployment of Group Communication service instances at the edge
for multimedia and mission-critical Application Servers (AS) for voice with enhanced
responsiveness. In addition to the QoS guarantees for each tenant, the deployment
owner has to assure the required levels of isolation in the provisioning of the network
slices.
Stage 2: In the case where there is an emergency in the area, the CESCM will be able
to react to the new service requirements. The PS communications provider may require
additional service in order to “cope with” an increased number of First Responders or
additional types of services, such as mission-critical video transmissions. Based on
pre-arranged or on-demand service scaling policies, the CESCM will implement new
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elastic resource allocation schemes, giving priority access to First Responders and
taking into account both radio (for the access connections) and cloud resources (for
deploying more resource-consuming edge services). The deployment of edge service
instances serves a two-fold objective: first, it enables close-to-zero delay in the
mission-critical services; second, it allows maintaining the operability, even when the
backhaul connection is damaged.
Stage 3: In case that ICT infrastructure is damaged during a natural disaster or a
terrorist attack, the first action should “address” the need for radio coverage extension.
In this stage, a deployable system to mitigate the damage in the macro-base stations,
will be used. In the proposed use case, the deployable system will offer 5G connectivity
to the First Responders in the field, consolidating the interoperability requirements. In
order to “better orchestrate” the radio transmissions, the deployable system will be
considered as a new CESC that can be dynamically integrated to the small cell cluster.
In this way, the enhanced 5G ESSENCE SON (Self-Organising Networks) and RRM
(Radio Resources Management) features can be applied to the coverage extension unit.
The interconnection of the deployable unit with the CESC cluster will be made through
a wireless backhauling technology.

4 5G In-flight Communications and Entertainment System

4.1 Overall Description

Some years ago, only a single movie was available for all passengers to watch during a
flight. Next, on-demand viewing options came, built onto the seats, where viewers could
choose from an array of available television shows, movies and specials. Today, passen‐
gers bring their own devices on selected airlines. Thus, the wireless Inflight Entertain‐
ment (IFE) and broadband mobile connectivity increasingly have become actual
commodity expectations both from airlines and passengers.

With the increasing demand for wireless IFE and passenger Bring-Your-Own-
Devices (BYOD) connectivity, together with the demand for on board broadband mobile
Internet connectivity, an important focus is laid on the on-board infrastructure. Current
in-cabin wireless systems mainly rely on Wi-Fi technologies for the wireless IFE and
broadband Internet connectivity (with backhaul connectivity offered through satellite
links). Such solutions have several limitations such as prohibitive costs to the service
providers, inability to support broadband cellular services, lack of flexibility for airlines
operators, etc.

In order to offer cost-effective mobile broadband Internet connectivity, it is imper‐
ative to integrate on-board a neutral host solution that will allow multi-operator connec‐
tivity to the passengers, also accounting for variable service offerings. Such host-neutral
services are important for European airliners, since they traverse several regional boun‐
daries served by a large variety of mobile operators. Regarding backhauling, terrestrial
direct-air-to-ground (continental airspace) and satellite (oceanic airspace) solutions can
used.

The unique architecture proposed in 5G ESSENCE (as schematically depicted
Fig. 3) which combines efficiently the virtualised and multi-tenant small cell networks
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with a multi-tier cloud edge infrastructure, is an essential and innovative step towards
establishing a pioneering integrated In-Flight Entertainment and Connectivity (IFEC)
system that will jointly deliver the required communication and network infrastructure
for the wireless IFEC (to both the embedded IFE devices and the wireless BYODs).

Two different scenarios are envisaged in the corresponding IFEC use case. The first
one consists of streaming and encoding to PErsonal Devices (PEDs) and aircraft devices
(i.e., seat built-in screens). The purpose is about exploiting the Multi-Operator Core
Network (MOCN) from 5G ESSENCE and LTE technologies so that to showcase multi-
tenancy. That way, the Small Cell Network Operator -for instance the airline- can
provide its proprietary IFEC services to the EUs (passengers) while leasing, at the same
time, the same infrastructure to different VSCNOs, who will re-use it to give access to
the same EUs to different services, such as Netflix, Spotify, etc., provided by themselves
or by external Service Providers (SPs). For this concrete scenario, it is planned to “add”
LTE to the current on-board Wi-Fi architecture, in order to provide multiple services
from different operators/providers at the same time and in the same network infrastruc‐
ture.

The second scenario consists upon providing efficient wireless multicast on-board.
Networking speaking, the cabin of an aircraft is a super “dense” scenario. As mentioned
above, all wireless communications on-board are currently done via Wi-Fi technologies,
which actually “face” many limitations, in particular when many devices “share” the
same medium. It becomes even more challenging, when it is planned to wirelessly
multicast the same content at high-data rates to multiple PEDs and aircraft devices (for
instance, video at high resolution). Thus, this specific scenario aims at dealing with and
solving this problem by combining the Evolved Multimedia Broadcast Services
(eMBMS) from LTE with the 5G ESSENCE architecture for on-board applications. This
way, the SCNO can lease his infrastructure to VSCNOs and SPs, so that all of them can
simultaneously stream their feeds (for instance, sport events, documentaries, or TV soap
operas). Like that, the passengers (EUs) can watch live TV content in high resolution
while, flying to a new destination.

Fig. 3. Integrated in-flight connectivity and entertainment systems

4.2 Actors Involved

The actors involved in the IFEC scenario are listed below:
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• Small Cell Network Operator (SCNO): Owner of the infrastructure deployed in
the aircraft. It can be the airline flying the aircraft or a network operator/content
provider, who is interested in providing its services on-board.

• Virtual Small Cell Network Operator (VSCNO): Users of the infrastructure avail‐
able in the aircraft to provide services to the end-users.

• End-Users (EUs): Users of the networking services provided by the VSCNO and
SCNO (a.k.a. flight passengers).

• Mobile Operators (MOs): Responsible of bringing the network and communication
services to the aircraft.

• Service Provider (SP): Companies providing some of the Virtual Network Func‐
tions to the SCNO.

• Spectrum Owner (SO): In the licensed spectrum case, it is the airline who leases
the spectrum from an operator or a mobile operator that offers a service on-board
(who provides the spectrum for free or for a charge).

4.3 Deployment Topology

The 5G ESSENCE IFEC demo will test and validate the multi-tenancy enabled network
solution for passenger connectivity and wireless broadband experience. The multi-RAT
(Radio Access Technologies) CESCs will be implemented as a set of integrated access
points to be deployed on-board. Afterwards, since IFE has to consider the explosive
growth of multi-screen content consumption, the 5G ESSENCE CESCs will stream on-
demand multi-screen video content (both from on-board 5G Edge DC servers and via
satellite/air-to-ground links) to the wireless devices. The 5G ESSENCE CESCs will rely
on broadcast links, in order to optimise the bandwidth usage.

Following the specific requirements for future IFEC solutions, as also currently
outlined by various airlines and service providers, this 5G ESSENCE prototype platform
will be tailored for a mock cabin deployment. The IFEC demonstration will be
performed over a mock-up aircraft communications testbed installed, with core network
connectivity to be incorporated both as on-board option and as a remote option steered
via an emulated satellite link.

The use case will demonstrate the multitenant CESC for on-board connectivity and
the Edge DC capabilities for hosting airborne applications (such as video player appli‐
cations and files that can be made available for in-flight streaming) and caches (a version
of the in-flight portal – gateway with which passengers can connect to).

The video encoding and packaging service will support a wide range of input file
formats, allowing easy integration with existing production systems, and a comprehen‐
sive array of output formats. Output parameters will be configurable, enabling precise
tuning for the desired output devices.

The topology foreseen for this use case aims at combining the current on-board
topology with the one provided by the 5G ESSENCE project. Currently, an aircraft is
connected to the Internet via a broadband antenna which, at the same time, is connected
an on-board server, which is connected to the multiple access points deployed around
the cabin to provide the IFEC services to the clients.
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The 5G ESSENCE architecture is be added to the current cabin topology as an addi‐
tional server, which is connected to the broadband access and all the other on-board
servers. This new server will contain 5G ESSENCE elements, such as the MOCN, the
small cell manager or the EPC (Evolved Packet Core) on-board. The current access
points are going to be replaced by small cells, which will also be connected to this 5G
ESSENCE server. This way, they are going to provide the different services/applications
to the on-board screens and PEDs.

5 Discussion

In this paper, we have discussed the main use cases in the context of the 5G ESSENCE
actual research framework. The first use case is a 5G edge network acceleration at a
stadium. In particular, 5G ESSENCE will demonstrate a combined 5G-based video
production and video distribution towards delivering benefits to both media producers
and mobile operators, who will be able to offer enriched event experience to their
subscribers. The second use case is 5G end-to-end slicing for mission critical applica‐
tions. In particular, 5G ESSENCE will involve one or more PS communications
providers that will use the resources offered by a deployed 5G ESSENCE platform for
the delivery of communication services to PS organisations in a country/region. Our
third scenario is focused upon in-flight communications and entertainment system. This
demo will test and validate the multi-tenancy enabled network solution for passenger
connectivity and wireless broadband experience.

For each use case, we investigated the involved actors, as well as the deployment
topology. As a next step, we intend to focus upon the evaluation process, as well as upon
the extraction of the main technical and non-technical requirements. Part of this work
is already presented in [10]. Apart from the evaluation process, 5G ESSENCE will
consider market and business aspects, since its architecture allows the sharing of existing
and new infrastructure by many operators in a multitenant environment. Thus, it will
enable new business models that will help new entrant market players to develop and
analyse the perspectives of potential “win-win” strategies, based on the developed solu‐
tions [11, 12].

Acknowledgements. The paper has been based on the context of the 5G-PPP phase 2 “5G
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1 Introduction: The 5G ESSENCE Context in the 5G Era

Today, Internet and communication networks are “critical” tools for most areas and
sectors of our modern societies and economies as they are transforming our world;
actually, these networks constitute fundamental “pillars” for any evolutionary process
supporting effort for growth and development. According to recent market trends [1] as
well as to actual European policy measures and/or related initiatives [2], it is assessed
that the communication networks and the wider modern services/facilities environment
of the year 2020 will be “enormously richer and much more complex than that of today”.
The expected diversity of new (personal and professional) usages results in new require‐
ments on availability, latency, reliability, trustworthiness and security. These chances
are so expected to take place within the forthcoming “fifth generation” -or 5G- of tele‐
coms systems, that will be the most critical building block of our “digital society” in the
next decade; 5G will not only be an evolution of mobile broadband networks but will
bring new unique network and service capabilities, creating a sustainable and scalable
technology but also a proper ecosystem for technical and business innovation [3, 4].
Among current 5G’s priorities is also to incorporate advanced automation, autonomicity
and cognitive management features to advance operators’ efficiency. This can also have
a positive impact on the broader competitiveness of the European ICT industry. Further‐
more, 5G can also support and enhance the convergence between fixed and mobile
networking services with the related development of core and transport networks. 5G
can “integrate networking, computing and storage resources into one programmable and
unified infrastructure”, which can be customized according to the interests of multiple
costumers. As a consequence, the simultaneous “inclusion” of modern features (such as
of virtualisation and of software-based network functionalities) in communications
infrastructures is expected to support the corresponding transitional process via further
strengthening network flexibility and reactivity [5]. Market “actors” (network operators
and service providers, manufacturers, SMEs, end-users, etc.) are expected to be strongly
involved in such processes; this will “redefine” existing value chains and reform roles
and/or relationships between market “players”, whilst creating new opportunities for
novelty and investments. 5G is also expected to drastically reduce total cost of ownership
of the infrastructure, on one hand, and the service creation and deployment times, on
the other.

During 5G-PPP Phase-1, the ongoing SESAME project [6] evolved the small cell
(SC) concept by integrating processing power (i.e., a low-cost micro-server) and by
enabling the execution of applications and network services, in accordance to the Mobile
Edge Computing (MEC) paradigm [7]. It also provides network intelligence and appli‐
cations by leveraging the Network Function Virtualisation (NFV) concept [8]. The
SESAME platform consists of one or more clusters of “Cloud – Enabled” Small Cells
(CESCs), which are devices that include both the processing power platform and the
small cell unit. CESCs can be deployed at low- and medium-scale venues and support
multiple network operators (i.e.: multitenancy) and further, network services and appli‐
cations at the edge of the network. In this context, SESAME has developed several small
cell related functions as Virtualised Network Functions (VNFs), such as the GPRS
Tunneling Protocol (GTP) en-/de-capsulation of data packets. Also SESAME has
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demonstrated so far that some network-related functions (such as content caching,
firewalls and monitoring) perform adequately well when running as VNFs in the devel‐
oped micro-server infrastructure (coined as “Light Data Centre” -Light DC-).

The 5G ESSENCE project [9] leverages results from the prior SESAME project, as
well as from other 5G-PPP Phase-1 projects (mainly COHERENT [10], SPEED 5G [11],
and SONATA [12]), in order to provide an evolution of the SESAME platform and to
“meet” the 5G-PPP Phase-2 requirements, that is to cover the specific network needs of
the vertical sectors and their inter-dependencies. 5G ESSENCE enhances the processing
capabilities for data that have immediate value beyond locality; it also addresses the
processing-intensive small cell management functions, such as Radio Resource
Management (RRM)/Self Organising Network (SON) [13, 14] and, finally; it culminates
with real life demonstrations. For all the above, 5G ESSENCE suggests clear break‐
throughs in the research fields of wireless access, network virtualisation, and end-to-end
(E2E) service delivery. The existing virtualised resources of small cells [15] will be
exploited to their full potential and in a dynamic way, supporting extremely low-latency
and the delivery of high-performance services, greater network resiliency, and substan‐
tial capacity gains at the access network for the next 5G stage.

To achieve these important goals, 5G ESSENCE will build upon the SESAME
project by developing a distributed edge cloud environment (coined as ‘’Edge Data
Centre” -Edge DC-), based on a two-tier architecture: the first tier (i.e.: Light DC), will
remain distributed inside the CESCs for providing latency-sensitive services to users
directly from the network’s edge. The second tier will be a more centralised, “high-
scale” cloud, namely the Main Data Centre (Main DC), which will provide high
processing power for computing intensive network applications. It will also have a more
centralised view so as to host efficient Quality of Service (QoS) - enabled scheduling
algorithms. Both these cloud tiers will form the Edge DC in 5G ESSENCE terminology,
which will be viewed as an integrated cloud infrastructure from the upper management
and orchestration layers.

On the domain of hardware technologies, the processing power attached to small
cells brings new capabilities to the network, as well as new challenges. In addition, the
placement of low power/low cost processors to small cells, even with hardware accel‐
eration, will be revised from the perspective of 5G ESSENCE. Although the CESC
platform in SESAME is based on non-x86 architectures (ARMv8), the potential use of
x86-based, low-cost and low-power processors will also be leveraged due to their effi‐
ciency (small form factor, low powered, passively cooled, low price) and their important
share in the market.

The research domains mentioned cover only the technical aspects of the proposed
5G ESSENCE activities. However, a significant part of the project is also devoted to the
actual demonstration of the outcomes in vertical industries, as they have been identified
by 5G-PPP [2]. In order to showcase that 5G will be able to create a whole new ecosystem
for technical and business innovation, 5G ESSENCE unifies computing and storage
resources into a programmable and unified small cell infrastructure that can be provided
as-a-Service to all related stakeholders. To that end, it provides a clear plan for real life
demonstrations in the fields of: (i) multimedia/entertainment; (ii) mission critical
communications at emergency events, and; (iii) in-flight connectivity and entertainment.
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In addition to actual demonstrations, 5G ESSENCE is expected to accommodate a much
wider range of use cases, especially in terms of ameliorated latency, resilience, coverage
and bandwidth. One of its major innovations is that it provides E2E network and cloud
infrastructure slices over the same physical infrastructure, in order to fulfil vertical-
specific requirements as well as mobile broadband services, in parallel.

2 The 5G ESSENCE Ecosystem as “Enabler” for Service
Deployment

Network functions are anticipated to take place over a unified operating system in a
number of points of presence (PoPs), especially at the edge of the network for fulfilling
specific performance targets. As a result, it will heavily rely on emerging technologies
such as Software Defined Networking (SDN) [16], Network Functions Virtualisation
(NFV) [15], Mobile Edge Computing (MEC) [17] and Fog Computing (FC) [18] to
achieve the required performance, scalability and agility.

Entering the second phase of 5G-PPP program activities suggests that communica‐
tion networks become sufficiently flexible to handle a range of applications and services
originating from different domains/verticals. At the same time, a transformation towards
a significant reduction in cost and the optimal allocation of available resources take the
place of initial Key Performance Indicators (KPIs) for driving capacity growth, and
coping with the numerous barriers on the infrastructure and management domains. On
the users’ side, a high-level of personalised services, along with edge mobile capabilities
and innovative services are anticipated, since customers require added-value to their
choices in order to accommodate specialised requirements with greater quality of both
perception and experience.

End User-1

End User-2

CESC

From…

Small Cell Light DC SP-1

SP-2

EPC

Data
Centre

EPC

Data
Centre

Internet
End User-1

5G ESSENCE

SP-1

SP-2

EPC

Data
Centre

EPC

Data
Centre

End User-2

Internet
cSD RAN

VNFs

NFV M&O

Main DC
CESC

Small Cell Light DC

Edge DC

Data
Centre

Data
Centre

Fig. 1. 5G ESSENCE impact on service deployment.

As the telecom ecosystem moves towards the 5G era, important performance factors
such as end-to-end latency critically depend on whether the mobile edge and the target
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applications reside in an edge cloud located close to the user or not. While the air-
interface latency can be minimised independently of the service latency, having the
application or service functions close to the user is also necessary to reduce the end-to-
end round trip time and also the overall service creation time, which again argues for
the placement of these functions in a common edge cloud. As shown in Fig. 1, the
virtualisation of the small cells, as envisaged within the scope of 5G ESSENCE, supports
the inclusion of enhanced mobile-edge computing capabilities that allow acceleration
of content, services and applications, increasing responsiveness from the edge of the
network. The 5G ESSENCE two-tier cloud resides very close to the users and performs
a series of processing-intensive tasks that can neither be achieved with the traditional
network infrastructure, nor with the “light” processing power introduced by SESAME
which targets to virtualise mainly small cell related software. In this respect, 5G
ESSENCE supports an enriched mobile users’ experience, minimising service deploy‐
ment time and, at the same time, it enables network operators and infrastructure owners
to open the radio network edge to third-party partners allowing them to rapidly deploy
innovative applications and services. The 5G ESSENCE effort “opens the door” to venue
owners, e.g., municipalities, stadiums, site owners, and virtually anyone who manages
a property and can install and run a local Small Cell network, to deploy a low cost
infrastructure and to act as “neutral host network and service provider”. Although prob‐
ably none of such entities would offer static network coverage, many of them could
foresee adequate chances for profits generated by exploiting the 5G ESSENCE concepts
of multitenant small cells, able to provide wireless network coverage coupled with
added-value services in close proximity to customers and visitors that belong to multiple
network operators and vertical industries [20, 21]. In particular, 5G ESSENCE focuses
on three real-life use cases associated to vertical industries: (i) 5G edge network accel‐
eration for a stadium, with local video production and distribution; (ii) mission critical
applications for public safety (PS) communications providers, and; (iii) next-generation,
integrated, in-flight entertainment and connectivity (IFEC) services for passengers.

3 The Fundamental 5G ESSENCE Architectural Context

In the 5G ESSENCE approach, the Small Cell concept [22] is evolved as not only to
provide multi-operator radio access, but also to achieve an increase in the capacity and
the performance of current Radio Access Network (RAN) infrastructures as well as to
extend the range of the provided services, while maintaining its agility. To achieve these
ambitious goals, the 5G ESSENCE project leverages the paradigms of RAN scheduling
and, additionally, it provides an enhanced, edge-based, virtualised execution environ‐
ment attached to the small cell, taking advantage and reinforcing the concepts of MEC
and network slicing [23]. The architecture provided so far by the SESAME project [7,
8] acts as a “solid reference point” for 5G ESSENCE. It combines the current 3GPP
framework for network management in RAN sharing scenarios and the ETSI NFV
framework for managing virtualised network functions [19]. The CESC offers virtual‐
ised computing, storage and radio resources and the CESC cluster is considered as a
cloud from the upper layers. This cloud can also be “‘sliced” to enable multi-tenancy.
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The execution platform is used to support VNFs that implement the different features
of the Small Cells as well as to support for the mobile edge applications of the end-users.

Evolving the SESAME-based high-level architecture, the technical approach of 5G
ESSENCE is presented in Fig. 2, where the working architecture is illustrated with
emphasis upon the functional elements and interfaces. As it is depicted, the 5G
ESSENCE architecture allows multiple network operators (tenants) to provide services
to their users through a set of CESCs deployed, owned and managed by a third party
(i.e., the CESC provider). In this way, operators can extend the capacity of their own
5G RAN in areas where the deployment of their own infrastructure could be expensive
and/or inefficient - as it would be the case of, for example, highly dense areas where
massive numbers of SCs would be needed to provide the expected services.

Fig. 2. 5G ESSENCE high-level architecture.

In addition to capacity extension, the 5G ESSENCE platform is equipped with a two-
tier virtualised execution environment, materialised in the form of the Edge DC, which
allows also the provision of MEC capabilities to the mobile operators for enhancing the
user experience and the agility in the service delivery. The first tier, i.e., the Light DC
hosted inside the CESCs, is used to support the execution of VNFs for carrying out the
virtualisation of the Small Cell access. In this regard, network functions supporting
traffic interception, GTP (GPRS Tunneling Protocol) encapsulation/decapsulation and
some distributed RRM/SON functionalities are expected to be executed therein. VNFs
that require low processing power, e.g., a Deep Packet Inspection (DPI), a Machine-to-
Machine (M2 M) Gateway, and so on, could also be hosted here. The connection between
the Small Cell Physical Network Functions (PNFs) and the Small Cell VNFs can be
realised through, e.g., the network Functional Application Platform Interface (nFAPI).
Finally, backhaul and fronthaul transmission resources will be part of the CESC,
allowing for the required connectivity. The second cloud tier, i.e., the Main DC, will be
hosting more computation intensive tasks and processes that need to be centralised in
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order to have a global view of the underlying infrastructure. This encompasses the
centralised software-defined RAN (cSD-RAN) controller which will be delivered as a
VNF running in the Main DC and makes control plane decisions for all the radio elements
in the geographical area of the CESC cluster, including the centralised Radio Resource
Management (cRRM) over the entire CESC cluster. Other potential VNFs that could be
hosted by the Main DC can also include security applications, traffic engineering, mobi‐
lity management and, in general, any additional network end-to-end (E2E) services that
can be deployed and managed on the 5G ESSENCE virtual networks, effectively and
on-demand. The necessary management modules for the operation of the CESC platform
and the service provisioning are also depicted in Fig. 2, within the CESCM (CESC
Manager) framework. The following subsections provide a more detailed description
for each of these architectural components.

The CESC: In our scope, a CESC consists of a Multi-RAT (Radio Access Technology)
5G SC with its standard backhaul interface, standard management connection (TR069
interface for remote management [24]) and with necessary modifications to the data
model (TR196 data model [25]) to allow Multi-Operator Core Network (MOCN) radio
resource sharing. The CESC will be composed by a physical small cell unit attached to
an execution platform based on one of x86, ARMv8, MIPS64 architectures, to be
decided later during the project. Edge cloud computing and networking are realised
through the sharing of computation, storage and network resources of those micro-
servers present in each CESC and form the Light DC for implementing different features/
capabilities of the SC. Therefore, the CESC becomes a “neutral host” for network oper‐
ators or virtual network operators that want to share IT and network resources at the
edge of the mobile network. The CESC is meant to accommodate multiple operators
(tenants) by design, offering Platform-as-a-Service (PaaS), capable of providing the
deployed physical infrastructure among multiple network operators. Different VNFs can
be hosted in the CESC environment for different tenants. This also provides the support
for mobile edge computing applications deployed for each tenant that, operating very
near to the end-users, may significantly reduce the service delivery time and deliver
composite services in an automated manner [30]. Moreover, the CESC is the termination
point of the GTP-User Plane (GTP-U) tunnelling which encapsulates user IP packets
from the core network entities (e.g., the Evolved Packet Core (EPC) Serving Gateway
(SGW) in LTE) destined to the User Equipment (UE) and vice versa. The CESC exposes
different views of the network resources: per-tenant small cell view, and physical small
cell substrate, which is managed by the network operator, decoupling the management
of the virtual small cells from the platform itself. In the CESC, rather than providing
multiple S1 (or Iu-h interface) connections from the physical SC to different operators’
EPC network elements such as Mobility Management Entity (MME) and SGW, such
fan-out is done at the Light DC. The CESC is further the termination of multiple S1
interfaces connecting the CESC to multiple MME/SGW entities as in S1-Flex. The
interconnection of many CESCs forms a “cluster” which can facilitate access to a
broader geographical area with one or more operators (even virtual ones), extending the
range of their provided services, while maintaining the required agility to be able to
provide these extensions on demand.
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The Edge DC Encompassing Main DC and Light DC: 5G ESSENCE envisages
combining the MEC and NFV concepts with SC virtualisation in 5G networks and
enhancing them for supporting multi-tenancy [26]. The purpose of the Edge DC will be
to provide Cloud services within the network infrastructure and also to facilitate by
promoting and assisting the exploitation of network resource information. To this end,
all the normally hardware located modules of the Light DC and the Main DC will be
delivered as resources using novel virtualisation techniques. Both networking and
computing virtualisation extensions will be developed using open frameworks such as
OPNFV. The combination of the proposed Edge DC architecture with the concepts of
NFV and SDN will facilitate achieving higher levels of flexibility and scalability. As
seen in the detailed architecture in Fig. 2, the Main DC will be able to execute different
SC and Service VNFs under the control of the CESCM; in particular, the Main DC hosts
the cSD-RAN controller which performs cRRM decisions for handling efficiently the
heterogeneous access network environment composed of different access technologies
(such as 5G RAN, LTE, and Wi-Fi). These radio access networks can be programmable
and under the supervision of the centralised controller. The cSD-RAN controller updates
and maintains the global network state in the form of a database called as “RAN Infor‐
mation”, which includes, among other elements, an abstraction of the available radio
resources in the CESC cluster. This abstraction takes the form of a “3D Resource Grid”
that characterises the resources in the domains of time/space/frequency. The RAN
Information will be used by the cRRM to perform the resource allocation decisions (e.g.,
scheduling). The cSD-RAN controller can also host centralised SON (cSON) function‐
alities that need to coordinate multiple small cells, so they are not appropriate for running
at the Light DC (for example, this could be the case of InterCell Interference Coordi‐
nation (ICIC) functions). Other distributed (dSON) functions and/or distributed RRM
(dRRM) functions that are of low complexity and that do not involve the coordination
of multiple small cells will run at the Light DC. For example, this could be the case of
an admission control function that only takes decisions based on the current load existing
at a given cell.

The CESCM: Management and orchestration of the proposed uniform virtualised
environment, able to support both radio connectivity and edge services, is a challenging
task by itself [27]. The management of diverse lightweight virtual resources is of primary
importance, enabling a converged cloud-radio environment and efficient placement of
services [28–30]. For that purpose, the CESCM shown in Fig. 2 is the central service
management and orchestration component in the related architecture. Generally
speaking, it integrates all the traditional network management elements and the novel
recommended functional blocks to realise NFV operations. A single instance of CESCM
is able to operate over several CESC clusters at different Points of Presence (PoPs), each
constituting an Edge DC through the use of a dedicated VIM (Virtualised Infrastructure
Manager) per cluster.

An essential component at the heart of CESCM is the Network Functions Virtuali‐
sation Orchestrator (NFVO). It will be in charge of realising network services on the
virtualised infrastructure and will include interfaces to interact with the CESC provider
for high-level service management (e.g., exchange of network service descriptors and
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Service Level Agreements (SLAs) for each tenant). The NFVO composes service chains
(constituted by two or more VNF instances located either in one or several CESCs that
“jointly” realise a more complex function) and manages the deployment of VNFs over
the Edge DC. The NFVO uses the services exposed by the VNF Manager, which will
be in charge of the instantiation, update, query, scaling and termination of the VNFs.
Moreover, the NFVO may include features to enhance the overall system performance,
e.g., to improve energy efficiency. The CESCM hosts also the Element Management
System (EMS), which provides a package of end-user functions for the management of
both the PNFs and VNFs at the CESCs. In particular, the EMS carries out “key”
management functionalities such as Fault, Configuration, Accounting, Performance,
Security (FCAPS) operations. The EMS will be responsible for partitioning the single
whole-cell management view into multiple virtual-cell management views, one per
tenant. In this way, a virtualised SC with a set of (limited) management functionalities
can be made visible to, e.g., the Network Management System (NMS) of each tenant in
order to, for example, collect performance counters, configure neighbour lists for a
proper mobility management, etc. It is worth mentioning that, based on the practical
lessons learnt from SESAME, all the EMS components of the SESAME architecture
(i.e., PNF-EMS, SC-EMS, Service EMS and SLA monitoring of Fig. 2), which in prac‐
tice reveal to be tightly related, will be considered in the 5G ESSENCE architecture
under the scope of a single EMS entity. In addition to the NMSs of each tenant, in a
general situation, the CESCM can also incorporate a NMS for managing the whole set
of CESCs deployed by an operator. This can be appropriate, for example in case that
there exist CESCs belonging to different vendors in the same deployment, each one with
its own EMS. The EMS/NMS will also host the cSON functionalities (e.g. self-planning,
Coverage and Capacity Optimisation (CCO), etc.) and the functionalities for the life‐
cycle management of RAN slicing (i.e. for the creation, modification or termination of
RAN slices). As shown in Fig. 2, the CESCM encompasses a telemetry and analytics
module that captures and analyses relevant indicators of the network operation. This
will provide the CESCM with accurate knowledge models that characterise the behav‐
iour of the network and its users in relation to the utilisation of both cloud and radio
resources. This will facilitate the realisation of effective optimisation approaches based
on, for example, machine learning (ML) techniques for service placement, which can
dynamically adapt to the context of the provided services and their execution environ‐
ment and to enable automated enforcement of SLAs. Finally, the CESCM also incor‐
porates the CESCM portal. It is a control panel with web Graphical User Interface (GUI)
that serves as the “entry point” for the users, both the CESC provider and the tenants,
to the CESCM functionalities and constitutes the main graphical frontend to access the
5G ESSENCE platform. The CESCM Portal in general provides visual monitoring
information of the platform, the agreed SLAs, and the available network services/VNFs,
allowing parameters’ configuration.

The VIM: The CESCM functions will be built upon the services provided by the VIM
for appropriately managing, monitoring and optimising the overall operation of the
NFVI (NFV Infrastructure) resources (i.e.: computing, storage and network resources)
at the Edge DC. The role of VIM is essential for the deployment of NFV services and
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to form and provide a layer of NFV resources to be made available to the CESCM
functions. The NFV resources will be ultimately offered as a set of application program‐
ming interfaces (APIs) that will allow the execution of network services over the decen‐
tralised CESCs, located at the edge of the network. As seen in Fig. 2, the VIM relies on
an SDN controller for interconnecting the VNFs and for offering SFC on the data-plane
by establishing the path for the physical connections.

4 Overview and Concluding Remarks

The 5G ESSENCE’s goal is the development and demonstration of an innovative archi‐
tecture, capable of providing Small Cell coverage to multiple operators “as-a-Service”,
enriched with a two-tier architecture: a first distributed tier for providing low latency
services and a second centralised tier for providing high processing power for
computing-intensive network applications. To that end, 5G ESSENCE envisages to
virtualise and to partition Small Cell capacity while, at the same time, it aims to support
enhanced edge cloud services by enriching 5G ESSENCE with an edge cloud.

This paper presents a first approach to the high-level overall architecture of the 5G
ESSENCE system. We have initially identified and “positioned” the 5G ESSENCE
innovative framework within the modern 5G era and, furthermore, we have also exam‐
ined the way how the related ecosystem can enable service deployment, in particular for
service vertical-specific needs. However, the core of the present work has been to intro‐
duce a proper architectural framework, based on the pillars of network functions virtu‐
alisation, mobile-edge computing and cognitive management, to “address” the require‐
ments of a robust and agile network management. In the context of the 5G ESSENCE
approach, we have analysed and discussed the main architectural modules as well as
their properties, per case, and have identified the framework for further introducing and
implementing the system’s high-level architecture. The work is based on findings
and/or results coming from previous EU-funded research projects (with major contri‐
butions coming from the SESAME project) but has been extended and adapted accord‐
ingly, to be able to fulfil the requirements coming from the related use cases, associated
to vertical industries.
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Abstract. The Internet of Things (IoT) is a new paradigm that combines aspects
and technologies coming from different approaches. Ageing population and
decreasing financial resources, consist one of the biggest challenges not only in
Europe but also worldwide, in terms of healthcare organization complexity. At
the same time, there exists an ever-growing demand for ubiquitous healthcare
systems to improve human health and well-being. IoT paradigm and wearable
IoT devices for home-based or mobile monitoring of vital patients’ data can be a
secure, reliable and cost-savvy solution to this problem. This paper analyzes the
impact of Internet of Things on the design of new eHealth services and solutions
in the Context of VICINITY EU-funded project.

Keywords: Internet of things (IoT) · eHealth
Mobile and portable healthcare devices · Interoperability

1 Introduction

Recently, there have been significant advances in the field of Internet of Things (IoT)
in conjunction to the continuous and constantly increasing demand for support services
in the emerging sector of e-health. Aged people with chronic diseases are in need for
care and prevention of accidents at 24/7 basis, thus the need to define new models of
healthcare that will advance existing systems is of high importance for modern electronic
communications market sector. The VICINITY EU-funded project under Grant Agree‐
ment (GA) No. 688467 [http://vicinity2020.eu/vicinity/] aims to illustrate that the
communication models, protocols and technologies promoted under the IoT concept
have a great potential in the implementation of Internet-based healthcare systems. In
addition, VICINITY intends to provide the owners of connected IoT infrastructures with
a decentralized interoperability. The concept of “decentralism” is expressed by the fact
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that the corresponding platform includes neither central operator roles nor central data‐
bases to store sensitive data about the involved users. Instead of that, it connects different
smart objects into a “social network” called as “virtual neighborhood” where infra‐
structure owners keep under control their shared devices and data, thanks to web-based
operator console called as the “VICINITY neighborhood manager (VNM)”. When using
the VNM, the user can control which of his/her IoT asset is shared with whom, and to
which extent [10]. This VICINITY-related technology aspires to apply in its e-health
scenario.

E-health comprises a novel combination of Telemedicine and IoT-based monitoring
system and it is considered as one of “the most promising domains in the field of IoT”,
since it can offer effective and direct healthcare services improving the quality of existing
healthcare systems by supporting reliable and efficient solutions. In order to offer and
support several e-health solutions, VICINITY will build and demonstrate a device and
standard agnostic platform for IoT infrastructures that will offer “Interoperability as-a-
Service”. This platform will rely upon a decentralised and user-centric approach that
offer a complete transparency across vertical domains, while retaining full control of the
ownership and distribution of data.

In order to realize such a network, a bridging point, the Gateway API (Application
Programming Interface) facilitates an exchange of data between a connected IoT infra‐
structure and Value-added services. This gateway has an overall knowledge and control
over both the sensor network and the data to be transmitted. More specifically, the
VICINITY Gateway API utilizes a Communication Node with a set of technologies that
makes the data transfer possible even in case when an IoT ecosystem resides behind the
Network Address Translation – NAT [10].

2 VICINITY Concept and Approach

The ongoing digital evolution has very high impact in the healthcare system, by leading
to the rapid growth of many healthcare practices supported by electronic processes and
communication known as electronic Health (eHealth) applications [2]. The expected
huge number of interconnected devices used in the health sector and the significant
amount of data gathered by sensors and smart meters create both technical and business
opportunities by introducing new services that will bring tangible benefits to the society
[5]. Mobile devices, such as cellular phones, wearables and personal digital assistants
(PDAs), are very popular and various IoT networks are being deployed for sensing,
measuring, controlling and business process optimization purposes, while various IoT
platforms are emerging on the market to manage these networks. Since these infrastruc‐
tures are mostly acting as “isolated islands” in the global IoT landscape, their inter-
connection might bring significant value added (such as an ecosystem running on close-
to-zero energy for example). Taking this into consideration, VICINITY aims to present
a new approach by exploring new opportunities and addressing new challenges. For this
reason, the project aims to create new ecosystems, composed by integrated platforms
and smart objects which will be supported by network technologies and will make use
of the evolving ICT advances.
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Owners of connected IoT infrastructures could be also connected to this ecosystem,
which is called “virtual neighborhood” and which represents a social network where
each one will be able to keep under control their shared devices and data, thanks to a
web-based operator console called as the “VICINITY neighborhood manager” (VNM).
When using the VNM, each user can control which of his/her IoT asset is shared with
whom and to which extent, just like they do in existing social networks and, further‐
more, to manage access rules to his/her discovered smart objects through a catalogue
appeared in the user’s device when open the “VICINITY auto discovery device”,
through the “VICINITY gateway API” with sample implementations. Once user’s IoT
infrastructure is connected to the VICINITY platform, the IoT value chains become
unlocked, thus opening the way towards seamless interoperability between IoT islands
present in the current IoT landscape and this enables the exploitation of independent
value-added services, including various cross-domain IoT applications (as discussed in
[6]).

Figure 1, as illustrated below, depicts a generalized concept coming from the wider
VICINITY approach.

Fig. 1. Visualised VICINITY concept.

The VICINITY quality features focus mainly upon user experience, trust, privacy,
security and scalability. VICINITY functions are designed around the user so as to
ensure “as best as possible” user experience during installation, configuration, integra‐
tion of VICINITY components in its infrastructure and usage of the VICINITY intero‐
perability features. The high availability and performance quality measures do enable
VICINITY to scale-up and scale-out to “handle” various communication loads within
neighborhoods, as introduced by different applications coming from building, energy,
transport and health domain requirements.

The VICINITY Cloud components such as the VICINITY Neighborhood manager
(providing user interface to the VICINITY Users), Semantic discovery and dynamic
configuration agent platform (providing semantic platform) and the VICINITY Commu‐
nication Server (providing control of communication between integrated infrastructures)
shall be deployed as high available software components being to scale in/out the
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VICINITY cloud to current needs to the integrated infrastructures and value-added
services. The distributed infrastructure of the VICINITY context is enhanced by an
interoperability approach aiming to provide a standard way to both Discover and Access
heterogeneous IoT objects, distributed among sparse IoT infrastructures based on the
work being done by the W3C Web of Things (WoT) WG. Therefore, VICINITY shall
rely on Thing description (TD) introduced by WoT to describe every IoT object (which
can represent either physical or abstract Things) that belong to any integrated IoT infra‐
structure which, in turn, shall be described as an ecosystem of IoT objects.

The IoT Operator should manage privacy throughout the lifecycle, by using consent
to process any sort of private data. These consents should be associated with value-added
services and, additionally, confirmed consents should be part of the value-added serv‐
ice’s profile. They should be visible only to the IoT Operator and the Service provider.
The second one should also be able to create -or remove- a value-added service group
and add -or remove- value-added services from this group and to perform group actions
on value-added services (such as changing value-added service access rules). Each
value-added service group should have a profile including at least name, avatar, descrip‐
tion, value-added service group visibility, accessibility rules, optionally terms and
conditions and/or consent to process the private data template. Finally, the device owner
should be able to confirm consent so that to process private data by a value-added service
-or organization-, which has access to the IoT device and to manage all confirmed
consents and revoke them, individually. Furthermore, the device owner should be able
to create -or remove- an IoT device group and add -or remove- IoT devices from this
group.

The next figure (Fig. 2) depicts a schematic view of the essential VICINITY neigh‐
borhood concept.

Fig. 2. Schematic view of the VICINITY neighborhood concept [10].

Integrated IoT infrastructures consist of existing IoT assets. The VICINITY Gateway
Adapters translate the end-user devices’ specific communication protocol into
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VICINITY Interoperability Gateway API calls while, at the same time, the Gateway
Adapter will offer a control interface towards the end-user devices by establishing bidir‐
ectional communication with the end-user devices. In most of IoT-based patient moni‐
toring systems, especially at smart homes or hospitals, there exists a bridging point (i.e.,
a gateway) between a sensor network and the Internet, which often just performs basic
functions such as translating between the protocols used in the Internet and sensor
networks [1]. The VICINITY solution is expected to be based upon an open interoper‐
ability gateway, enabling different IoT networks to be connected into large ecosystems.
The connections will be organised in a peer-to-per way, building social networks of
smart objects (i.e., virtual neighborhoods). The operators of the particular IoT infra‐
structures can select which other systems they wish to connect to in a similar way as we
are selecting friends in social networks, via a web-based neighborhood manager where
they can configure the scope of the cooperation with other systems (e.g. to decide which
data are visible and which controls are applicable for a particular partner entity). Facil‐
itating the integration of smart objects built on widely adopted standards the platform
will be equipped with semantic discovery and dynamic configuration features automat‐
ically integrating such assets to VICINITY. At this point, it should be mentioned that
several potential barriers could occur, such as:

• Lack of IoT protocol interoperability (systems are often vendor locked by design);
• Interconnected smart objects of different owners require data sharing that raises

serious privacy issues;
• IoT component vendors might be reluctant to share interface specifications (Intel‐

lectual Property problem), and;
• Large-scale integration imposes rules that are disadvantageous for particular partic‐

ipants.

All these issues are expected to be assessed, in a proper way, within the VICINITY
framework.

3 VICINITY e-Health Scenario

Digital technologies such as 4G and the upcoming 5G mobile network, artificial intel‐
ligence and IoT-based systems provide new opportunities to transform the way of
healthcare services provision. In January 2014, in a research held in the United States,
revealed that 85% of the adult population owns a mobile phone, and nearly 46 million
smartphone owners used health or fitness applications (apps) [8]. At the same time,
another research, this time on behalf of industry, has reported a 40% increase among
health care professionals such as doctors, who use electronic tools for patient commu‐
nications, and more than 20% of physicians now use mobile technologies for remote
patient monitoring [9]. These figures create a potential augmentation in distance care
practices and VICINITY has already recognized this.

In Europe, eHealth systems are developing despite the existence of many different
healthcare systems. According to the European Commission, e-health comprises the
following four interrelated categories of applications [6]:
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(i) Clinical information systems;
(ii) telemedicine and home care, personalized health systems and services for remote

patient monitoring, teleconsultation, telecare, telemedicine and tele-radiology;
(iii) integrated regional/national health information networks, distributed electronic

health record systems and associated services such as e-prescriptions or e-referrals,
and;

(iv) secondary usage of non-clinical systems such as specialized systems for
researchers, or support systems such as billing systems.

E-health still receives a great deal of attention at the EU level, and the Commission
has invested in several research programs related to this area [7]. The VICINITY ehealth
scenario aims to transform healthcare delivery for elderly patients with long terms needs
(such as people with dementia and obesity) and to provide a scalable and holistic
approach in healthcare systems. Moreover, it shall be deployed where the term “virtual
neighborhood” is referred to supporting communication of personal health status data
to selected participants of the network such as family members, for example. The novelty
of VICINITY project in the e-health domain is due to the fact that participants can decide
with whom they wish to cooperate and to which extent. Thus, each participant can decide
on the conditions for himself in his own maximal favor.

The VICINITY ehealth scenario is divided to two sub-scenarios: The first one is
called ehealth & assisted living and its main purpose is to demonstrate, through constant
remote monitoring, how sensors, actuators and integrated communication devices
installed at home can provide assisted living to elderly people and people with long-
terms needs, as previously mentioned. The second scenario is about fitness and preven‐
tive medicine with wearable IoT and aims mainly at middle-aged persons, who need to
promote their health as a method of diseases’ preventions. Unique identification of the
user is of high importance in this use case. VICINITY platform repeatedly associates
the entities within the system with an individual name, code, symbol, or number and
offering interaction with the entities, or tracing and controlling their activities. This
distinction is the key enabler for interoperability and global services across heteroge‐
neous IoT systems and it is important for entities to be uniquely identifiable so that IoT
systems can monitor and communicate with specific entities.

Figure 3 illustrates as schematic view of the VICINITY ehealth scenario in Greece,
as proposed by the national involved partners. The entire approach is based upon the
broader VICINITY context.

The sensors and wearables will be in direct communication with a call center manned
with specialized staff and maybe doctors or alternatively with their relatives. The real-
time combination of information, provided by the sensors, creates a unique user profile
and, therefore, any deviation from this is characterized as “abnormal behavior” thus
triggering an alarm. The target of the ehealth scenario is to assist both elderly and middle-
aged people to support their everyday life by offering them a secure and independent
way of living. This VICINITY service has all the potential to be a new promising vehicle
able to enhance the limited abilities of the healthcare system by assisting patients with
chronic disease management and monitoring and by tracking their everyday activities
so as to promote a healthier lifestyle. Of course, despite these potential benefits, there
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are several issues and barriers and limitations that should overcome and many quality
measures that should be addressed ([3, 4, 12, 13]).

4 Conclusion

The importance of prevention and monitoring in the health sector becomes clear when
the combined effects of the limited capacity of the existing healthcare system to support
the increasing demands of the aging population, and the continuous increase of need for
disease prevention and healthier way of living expand. Using information technology
to monitor patient’s care and if need be to assist them, may have a positive impact
especially in developing countries.

The evolution of IoT has created a variety of application in several domains,
including healthcare. E-Health could transform healthcare delivery by offering the
potential to improve the quality, accountability, and cost-effectiveness of healthcare
services. The VICINITY project through its “virtual neighborhood” and its applications
aims to redesign modern healthcare services with promising technological, economic,
and social prospects. The proposed services can have positive results like improved
everyday life with increased quality.

Fig. 3. Schematic view of the VICINITY e-Health scenario in Greece [11].
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Abstract. 5G networks will offer advanced functionalities and features such as
high throughput, low latency, security and reliability by leveraging technological
advances like network virtualization, edge computing and network slicing. The
latter will facilitate the entrance of new players in the value chain. Moreover, they
will offer a means for network operators to change their business models in order
to address revenue losses. The concept of a neutral host supported by the H2020
5GCity project seems to be a strong candidate for future business models helping
network operators thrive in the new telecom era.

Keywords: 5G networks · Business model · Cloud computing · Neutral host 
NFV · SDN · Telecom market

1 Introduction

During the last decade, European telecom operators have been experiencing declines in
their revenues, mainly because service prices stagnation, regulations, and an increasing
demand of investments in their infrastructures. As a result, operators have been looking
for innovative ways to turnaround this negative situation by considering the adoption of
5G networks given their technological, economical, and social values [1].

The 5G-PPP association has identified a series of specifications and KPIs [2] for 5G
networks to be addressed by several ongoing initiatives and projects. The 5G networks
KPIs are ultra-high data rates, low latency, reliability and, host neutrality. The last KPI
will give a very important role to 5G technology in enabling new players from the vertical
industries to enter the digital value chain, something that has not been done yet with the
currently available technologies. This role will create significant social value through
cutting-edge technological applications in various industries, such as medical care,
transportation, and entertainment.

Hence, 5G networks are expected to offer new business opportunities and business
models like neutral host to existing network operators. This can be attributed to the fact
that 5G networks will make use of technological advances in network function
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virtualization [3], software-defined networks (SDN) [4], edge computing, end-to-end
network slicing and network analytics. Such innovative technologies will improve network
performance and facilitate the development of sliceable applications and services.

This paper aims to investigate the neutral host business model, as proposed in the
5GCity project, along with the necessary changes that network operators need to make
in their business models to thrive in the new digital era. The obtained results will be a
valuable tool for decision makers, so to achieve the maximum exploitation of the tech‐
nological advances of 5G and accelerate the return of network operators to revenue
growth.

The objective of 5GCity [5], an innovation project financed within the 5G Public-
Private Partnership (5GPPP) initiative by the European Commission (Horizon 2020
program), is the design, development, deployment and demonstration of a distributed
cloud and radio platform for municipalities and infrastructure owners acting as 5G
neutral hosts. The project’s aim is to build and deploy a common, multi-tenant, open
platform that extends the (centralized) cloud model to the extreme edge of the network,
with demonstrations in three different cities (Barcelona, Bristol and Lucca). 5GCity will
directly impact a large and varied range of actors: (i) telecom providers; (ii) municipal‐
ities; and (iii) several different vertical sectors utilizing the city infrastructure.

The rest of the paper is organized as follows: Sect. 2 presents the status of today’s
telecom market. Section 3 introduces the expected future of telecom networks along
with the involved actors. Section 4 describes the required changes for network operators
to increase their revenue. Section 5 introduces the role of a neutral host in a 5G Small
Cell network. Finally, Sect. 6 concludes this work.

2 Status of Today’s Telecom Market

The impact of the financial crisis of 2008 has different repercussions in EU based on
each country’s economic structure. As expected, southern European countries were
strongly influenced by this crisis. While the growth of GDP in Greece remains negative,
Italy and Spain have recovered the growth last year.

However, ICT networks provide the backbone for digital products and services that
have the potential to support all aspects of our lives, and drive Europe’s economic
recovery [6]. Well-functioning markets deliver access to high-performance fixed and
wireless broadband infrastructure, at affordable prices. Successive adaptations of the
EU’s telecoms rules combined with the application of EU competition rules, have been
instrumental in ensuring that markets operate more competitively, bringing lower prices
and better quality of service to consumers and businesses. Effective competition is a key
driver for investment in telecoms networks.

Electronic communications sector represented 2,1% of EU’s GDP in 2014, compared
to 2,3% in 2013 and 2,7% in 2009. In 2014 the revenues of the electronic communications
sector in the European Union were estimated at 300 billion euros while investment was
about ~12% of the total turnover (Fig. 1).
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Fig. 1. Electronic communications sector revenues and investments (source: Digital Agenda
Scoreboard)

According to inCITES Consulting connectivity database, Prognosis, both mobile
and fixed service revenues were in decline in Western Europe for nearly a decade till
2016 (Fig. 2).

Fig. 2. Year-on-year service revenue trend for fixed and mobile markets in Western Europe
(source: inCITES Consulting)
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This can be attributed to the mobile termination rate cuts and other regulatory inter‐
ventions (e.g. EU Zero Roaming) leading to ARPU squeeze as well as to the proliferation
of bundles and decrease of voice traffic. Figure 3 illustrates the average revenue per user
in the retail mobile market.

Fig. 3. Average revenue per user in the retail mobile market (source: Digital Agenda Scoreboard)

inCITES forecasts the service revenues to grow at a 0.8% CAGR in the mobile case
and to drop at a −0.3% CAGR in the fixed case between 2017–22. It is evident that the
forecasted increase in revenues is very small if one takes into account the ongoing growth
in data traffic. According to Cisco Visual Networking Index (VNI), the global mobile
data traffic grew an estimated 74% in 2015. Growth rates varied widely by region, with
Central and Eastern Europe at 71% followed by Western Europe (52% in 2015). In 2015
mobile data traffic was 545.750 and 432.322 Terabytes per month in Central & Eastern
Europe and Western Europe respectively (Statista).

3 The Future of Telecom Networks – Involved Actors

The value creation in the telecommunications market is no longer the case of a closed
market limited to few players: new roles and relationships are evolved and become part
of the new ecosystem. Each actor must understand its position to increase its value and
maximize the potential revenues.

The following section describes the initial insights regarding the value chain analysis
for future 5G networks. The involved actors and their relative position in the value chain
is depicted in Fig. 4.
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Fig. 4. Value chain analysis

Hardware (Equipment) Manufacturers/Vendors
This actor is on the beginning of the value chain and provides all the necessary equipment
to all other involved. It includes entities that either manufactures and/or sells equipment.
This equipment can be ICT related like servers, hard disk drives, RAM etc., networking
equipment like routers and switches and radio equipment like small cells. In a broader
perspective, we can also include vendors that manufacture equipment associated with
the city infrastructure such as lampposts, cabinets, cameras, sensors etc. It also includes
vendors providing devices for End Users such as mobile phones, tablets and wearable
devices that allow the delivery of enhanced 5G services like augmented reality or UHD
video.

Software Developers
These entities develop the necessary software as well as the Virtual Network Functions
(VNFs) for the delivery/provision of 5G services. The VNFs can be classified as i) those
that are necessary for the delivery of the service and ii) those that are complementary
and are tailored to fulfil the requirements of users like the media vertical or immersive
services. This type of actor also includes entities who develop applications, like for
example video analytics or augmented reality software.

Infrastructure Owners
These entities own the necessary infrastructure that can be used for hosting the
computing, storage and networking infrastructure. The available resources include space
in street cabinets, lampposts or buildings along with power supply and connectivity
facilities. These are necessary to power and interconnect the ICT equipment. Munici‐
palities can be included in this category and are expected to play a significant role since
they possess both facilities and ICT infrastructure. Municipalities will act as a Neutral
Host providing wholesale access to interested parties (network operators). Thus, such
entities will be of high importance since they enable network densification and keeping
low costs.

Network Operators (ICT Infrastructure Providers)
This category includes all types of network operators like mobile and fixed, cloud
providers, data centers that owns the physical resources of the network. It also includes
entities that own spectrum licenses. This entity will receive wholesale access from
Neutral Host in order to provide services to end-users.
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Content/Service Providers
It includes entities that does not own network resources but use virtual resources to create
and provide their own services. By taking advantage of the Neutral Host concept, service
providers have a pool of different type of resources that can select and use to develop
new and innovative services. The type of services they offer can be connectivity, Internet
access, content distribution etc. They can develop their own content or come into agree‐
ment with other Content Providers or even End Users. They enter into Service Level
Agreements with Network Operators to get access to the physical resources.

End Users
This term covers all short of users that range from simple users that seek only connec‐
tivity services to vertical industries that have more specific and tight requirements. They
are the ultimate consumers of the services created in the telecommunication ecosystem.
Furthermore, End Users can become content producers to Service Providers.

4 Mandatory Changes in Operators’ Business Models

In this section, the necessary changes that will allow network operators to thrive in the
new digital era are investigated and presented.

4.1 Network Operators to Exploit Their Strong Position as Network Owners

In the last years, network operators have seen OTTs and vendors gaining a big part of
end-user relationships. Taking also into account that connectivity is no longer profitable,
network operators are seeking a role as intermediates between vendors and OTTs facil‐
itating partnerships and adopting a wholesale and a “smart pipe” model towards success.
In the so-called neutral host model, OTTs, virtual operators and third parties are leasing
access from network operators in order to provide their services while vendors are
attracted by operators’ large scale. Moreover, manufacturers and vendors will be able
to connect their devices in the new Internet of Things era. Network operators should
resort to recent technologies such as network analytics, software defined networks and
network virtualization to optimize network operation and improve its performance. By
leveraging cloud computing, networks operators are aiming to a digital single market
where they can provide their services remotely from any part of the value chain leading
to significant savings due to economies of scale.

4.2 Networks Operators to Get Closer to Clients’ Needs

Networks operators should leverage recent technological achievements in order to
provide tailor-made personalized services to their customers. Networks operators are
probably the only entity that is able to securely collect and analyze users’ data. Using
big data analytics, valuable knowledge can be extracted enabling them to adapt their
products and investment plans in order to meet B2B and B2C requirements. Using
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advanced computing capabilities, networks operators can now adopt different (e.g. per
usage) and/or hybrid pricing schemes and offer customer and price differentiation.

4.3 Required Investments

In order to stay on top of technological advances and achieve the aforementioned trans‐
formations, networks operators should also change their investment strategies. On the
one hand, networks operators should definitely continue investing in infrastructure in
order to expand their networks. Since this is a capital-intensive process, networks oper‐
ators should resort to alternative funding schemes (e.g. network sharing and co-invest‐
ments) and exploit governmental subsidies and PPPs. On the other hand, network
investments should be accompanied by software-based investments which are essential
for controlling and maintaining the network.

5 The Role of Neutral Host in 5G Networks – Potential Risks

In future 5G network deployments, Small Cells [7–9] are expected to play a significant
role in reaching the KPIs as these are specified from 5G-PPP. However, Small Cells
deployment usually requires locations with costly backhaul and power facilities, which
might hinder the mass deployment of Small Cells. In addition, it should be highlighted
that the deployment of “parallel” access networks will be prohibited especially in dense
areas. Within future 5G infrastructures, network sharing should evolve beyond the
traditional infrastructure sharing models used in previous generations, i.e. site, mast,
RAN and core network sharing, towards cloudification, virtualization and holistic end-
to-end network slicing.

Given this complex landscape, the business model of a neutral operator owning the
infrastructure and providing wholesale access to mobile operators seems to be among
the most promising ones. For example, a neutral host operator (i.e., the infrastructure
owner) could deploy and manage Small Cells while leasing out slices of network
capacity to the different 5G service providers on an equal basis to foster competition.
However, the advantages of a neutral host operator model are accompanied by several
risks related to the possibility of a monopolistic behavior. This contains the risk for abuse
of dominant position. In such case, the neutral host operator may refuse to supply the
necessary wholesale input, to proceed to excessive pricing as well as to demonstrate
discrimination among operators/customers and/or set barriers to new entrants. In order
to address these challenges, careful monitoring mechanisms are necessary. These will
ensure the public/general interest as well as maximization of the social welfare. NRAs,
NCAs, State Aid/PPP are authorities that can potentially undertake the monitoring
processes with the first being the most appropriate due to its expertise on remedies such
as price cap regulation, retail minus regulation, etc. that require cost accounting models
and relative experience.
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6 Conclusions

European telecom companies faced reductions in their revenue associated to variety of
factors. 5G networks through a neutral host business model promises to revive oppor‐
tunities for telecom operators to increase their revenue and new social and economic
values for the society.

In this paper, we investigated the necessary changes that should be adopted by
network operators to remain competitive by first reporting the status of the telecom
market in decreasing revenues fashion. Then we describe the role of telecom networks
and actors in the new digital. Followed by several guidelines that will be useful for
network operators to adequate their business model by including the neutral host model
supported by the H2020 5GCity project. Finally, we described the role of neutral host
to address the deployment limitations of 5G networks along with their potential risks.
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Abstract. The management of future networks is expected to fully exploit
cognitive capabilities that embrace knowledge and intelligence, increasing the
degree of automation, making the network more self-autonomous and enabling a
personalized user experience. In this context, this paper presents the use of
knowledge-based capabilities through a specific lab experiment focused on the
Channel Selection functionality for Cognitive Radio Networks (CRN). The selec‐
tion is based on a supervised classification that allows estimating the number of
interfering sources existing in a given frequency channel. Four different classifiers
are considered, namely decision tree, neural network, naive Bayes and Support
Vector Machine (SVM). Additionally, a comparison against other channel selec‐
tion strategies using Q-learning and game theory has also been performed. Results
obtained in an illustrative and realistic test scenario have revealed that all the
strategies allow identifying an optimum solution. However, the time to converge
to this solution can be up to 27 times higher according to the algorithm selected.

Keywords: Channel selection · Classification · Cognitive Radio

1 Introduction

The increasing traffic demand will lead future wireless networks to face a severe shortage
of spectrum, especially when considering the highly dense deployments of small cells
envisaged for meeting the demands of future systems. Cognitive Radio Networks
(CRN), based on the Cognitive Radio (CR) paradigm [1], will bring light to this problem.
Briefly, CR observes the environment, analyzes these observations, makes decisions to
intelligently configure certain radio parameters, and finally executes these decisions.
Analysis and decision can be supported by means of learning mechanisms that exploit
the knowledge obtained from the execution of prior decisions.

CRN concepts are also expected to play a relevant role in the context of future 5G
(5th Generation) networks [2], which should include by design unprecedented network
flexibility and highly efficient/adaptive network resource usage, including flexible
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spectrum management. Thus, the introduction of intelligence in the network will be an
important requirement. In this direction, the advent of big data analytics [3] will boost
the extraction of the meaningful information from the available data, to support the use
of cognitive capabilities both in the Radio Access Network (RAN) and in the Core
Network.

Using knowledge-based procedures and Artificial Intelligence (AI) as key elements
of cognition for supporting the optimization in future networks has been considered in
the literature for the last several years. Specific algorithms for learning time domain
traffic patterns and mobility patterns, respectively, have been proposed and analyzed [4,
5]. Similarly, in [6] a clustering strategy was proposed to identify the user’s daily motifs
and extract the personalised Quality of Service observed by a user when being connected
to a real 3G/4G network. Nevertheless, the authors believe that one important reason
for the (relatively) low penetration of AI concepts in this domain so far is due to the
difficulty for the research community in general to test (and hopefully prove the validity
of) potential solutions in realistic conditions. Clearly, AI-based knowledge discovery
models (e.g. classification, prediction, clustering) can hardly be properly assessed in
simulated environments, where many of the real-world effects are not retained. Instead,
more solid results and conclusions can be derived from implementing such mechanisms
in realistic conditions.

In this respect, WiSHFUL is a European project from the European Horizon 2020
Programme that focuses on speeding up the development and testing cycles of wireless
solutions and, therefore, it offers a great opportunity to gain access to realistic data and
measurements [7]. It defines software modules with unified interfaces that permit wire‐
less developers to quickly implement and validate advanced wireless network solutions.
The WiSHFUL project offers access to different advanced wireless testbeds, among
them the IRIS testbed at Trinity College Dublin [8].

In this context, this paper describes a specific experiment using the IRIS testbed. The
experiment focuses on the Channel Selection functionality for CRN, so that an access
point decides the most appropriate channel to use within a band that is shared among
multiple transmitters. This selection is based on a supervised classification that allows
estimating the number of interfering sources existing in a given frequency channel.
Specifically, four different classifiers have been implemented: decision tree, neural
network, naive Bayes and Support Vector Machine (SVM). Additionally, a comparison
against other channel selection strategies using Q-learning and game theory has also
been performed. In this way, this experiment contributes to expand the capabilities of
the existing WiSHFUL Intelligence framework [9] that offers an experimentation envi‐
ronment for early implementation and validation of end-to-end 5G solutions that
improve resource utilization through advanced reconfigurability of radio and network
settings.

The rest of the paper is organised as follows. Section 2 presents the IRIS testbed
used for executing experiments. Section 3 discusses the considered approaches for
channel selection. The experimental results obtained with these approaches are
presented in Sect. 4, while Sect. 5 summarizes the main conclusions.

An Experimental Assessment of Channel Selection 79



2 The IRIS Testbed

The IRIS testbed is the reconfigurable radio testbed at Trinity College Dublin [8]. It
provides access to radio hardware that supports the experimental investigation of the
interplay between radio capabilities and networks.

The testbed employs 18 ceiling or wall mounted Universal Software Radio Periph‐
eral (USRP) N210s equipped with SBX daughterboard, reaching frequencies between
40 MHz and 4.4 GHz, and 4 other radio nodes not available within the WiSHFUL
context, as underlying radio resources. All these elements are connected to a private
computational cloud, allowing to deploy an array of computational environments. By
default, each USRP device of the testbed is associated to a Virtual Machine (VM) that
occupies 4 CPU cores and 4 GB of RAM from the computational cloud. Testbed access
was supported by jFed Experimenter suite developed by the Fed4FIRE+ EU project.

For setting up and executing the experiments with the IRIS testbed, we modify the
code and the configuration files in a remote local machine at Universitat Politècnica de
Catalunya (UPC) premises, and then we upload the files to the testbed machines, we
execute the test, and we download back the results files to our local machines. To perform
these operations, a custom made code implemented with Python programming language
that uses the WiSHFUL software framework and the Unified Programming Interface
(UPI) functions and runs on the IRIS Testbed has been created.

Two different pieces of python code, namely the wishful_controller and the agent,
have been used. The wishful_controller runs on a computer, whereas one agent runs on
each radio node. The configuration of a radio node as a transmitter or receiver is made
by the wishful_controller when the radio program is activated. The purpose of the agent
is to connect to the wishful_controller and wait for instructions (passed through UPI
calls). In turn, the wishful_controller executes the logic for controlling the experiment.

A deployment example of the experimentation framework is illustrated in Fig. 1. In
this case, a scenario with three nodes acting as transmitters (AP1, AP2, and AP3) and
three nodes acting as receivers (STA1, STA2 and STA3) is considered.

3 Experimenting Channel Selection Functionality Using the IRIS
Testbed

The experiment considered here focuses on learning the interference characterisation
and using the learnt information for supporting channel selection in CRN. Specifically,
the approach consists in analyzing the environment where a given cell (or access point)
is operating by performing both radio-frequency and performance measurements and,
based on these measurements, to characterise the observed interference in terms of the
number of interfering sources. To support this knowledge discovery, the capabilities of
the IRIS testbed are extended through the inclusion of the RapidMiner tool [10]. It is a
powerful all-in-one tool that features hundreds of pre-defined data preparation and
machine learning algorithms to support data science projects.
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3.1 Learning Interference Characterisation

The example in Fig. 1 illustrates a scenario for learning interference characterization.
Let us assume, as an example, that the receiver STA1 is connected to the transmitter
AP1 operating at a given frequency. Simultaneously, the other transmitters (i.e. AP2
and AP3) may be operating in the same frequency, thus generating interference to STA1,
or they may be operating in a different frequency, thus not generating interference. In
this scenario, the objective of the considered experiment is to apply machine-learning
based tools to smartly process the measurements performed by STA1 in order to char‐
acterize the existing interference. More specifically, it is proposed to use a supervised
classification mechanism to estimate, based on the measurements of STA1, the number
of interfering sources at a certain instant of time.

The classification is the process of finding a model or function that describes and
distinguishes data classes or concepts. The obtained model (i.e. the classifier) is then
used to determine the class to which an object belongs. The object is the entity to be
classified and it is usually represented by a tuple that includes a set of attribute values
(e.g. a tuple could be a set of measurements performed by a receiver and each of the
measurements is an attribute). The classification process assumes that the possible
classes are predefined in advance. Then, the classifier model is usually obtained from a
supervised learning algorithm that analyses a set of training tuples associated with
known classes.

Figure 2 illustrates the classification process. In general terms, the classifier takes as
input a tuple of the form Xt = {xt,1, xt,2, …., xt,M} with M different measurements
performed by a receiver at time t. The objective of the classifier is to make an association
between the input tuple Xt and the class C(Xt) that specifies the number of interfering
sources at time t. For that purpose the process involves the following steps:

Wishful_controller

Control using UPI_R

UPC premises

INTERNET
To all the nodes

IRIS Testbed

AP3

Agent_Tx

AP1

Agent_Tx

AP2
Agent_Tx

STA2
Agent_Rx

STA3

Agent_Rx
STA1

Agent_Rx

Fig. 1. Example of experimentation scenario
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1. Training stage (off-line operation): The classification model is initially obtained by
means of a training stage consisting of a supervised learning process. The training
stage uses as input S different tuples Xj j = 1, …, S composed of measurements
performed under interference conditions that are known a priori, meaning that the
number of interferers, i.e. the class of each training tuple C(Xj), is known during the
measurements. These tuples and their associated classes are used as inputs to the
training algorithm that will build the internal structure of the classifier. The specific
training algorithm depends on the considered classification tool. The following
alternatives are considered in this study [12]: decision tree, naive Bayes classifier,
SVM and neural network.

2. Classification stage (on-line operation): The classification model obtained in the
training stage is used to estimate the number of interferers for any tuple Xt = {xt,1,
xt,2, …., xt,M} with the measurements obtained at a certain time t.

M measurements at time t

Xt={xt,1,..., xt,M} Classification 
tool

C(Xt)

Class of tuple Xt:

Training set Xj, C(Xj)
j=1,...,S

Supervised 
learning

Number of 
interferers 
at time t

Fig. 2. Classification process

In the specific experiment on the IRIS testbed, we initially create tuples Xt with
measurements of the throughput (Th) and Received Signal Strength Indicator (RSSI) at
time t, i.e. Xt = {Th(t), RSSI(t)} under different interference situations (with 0 interferers,
1 interferer and 2 interferers). During the training stage, each of these tuples and the
number of interferers for each one are used to build a classification model. Then, during
the classification stage, the model is used each time that the methodology needs to esti‐
mate the number of interferers for each new tuple of measurements.

3.2 Channel Selection

Channel selection (also denoted as carrier selection) is the mechanism used to decide
the operating channel (i.e. center frequency and associated bandwidth) of a transmitter.
A smart channel selection mechanism is relevant to facilitate the coexistence between
multiple transmitters in wireless scenarios operating in unlicensed spectrum when there
is little or no coordination between these transmitters. This could be the case of e.g. Wi-
Fi networks or unlicensed LTE (LTE-U).

The design of a proper channel selection functionality can greatly improve the overall
efficiency of a wireless system when using unlicensed spectrum, since it will impact on
the overall interference experienced by the receivers and thus on the achieved throughput
performance.

Under the above considerations, the purpose of the experiment considered here is to
use the IRIS testbed to assess a channel selection algorithm (Algorithm 1) that exploits
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the extracted knowledge from the supervised classification process for characterizing
the interference as explained in Sect. 3.1. For benchmarking purposes, a channel selec‐
tion algorithm using Q-learning (Algorithm 2) and another one using game theory
(Algorithm 3) have also been tested.

The general scenario assumes a total of T transmitters with their associated receivers
and a total of K possible frequency channels. The considered channel selection algo‐
rithms are described in the following:

Algorithm 1: Supervised Classification-Based Channel Selection Algorithm
For the supervised classification-based channel selection algorithm for the i-th trans‐
mitter, i = 1, …, T, it is assumed that the training stage explained in Sect. 3.1 has been
executed previously to build the classifier. Then, each time step, the receiver measures
the values of throughput and RSSI for all the channels. Then, the classifier estimates the
number of interferers in each of the channels. The estimated number of interferers is
averaged considering a time window of N samples. The selected channel will be the one
with minimum number of interferers. The process is subsequently repeated at the next
time steps to consider possible changes in the environment (e.g. due to channel selections
made by other transmitters) which could lead to new channel changes.

Algorithm 2: Q-Learning-Based Channel Selection Algorithm
Q-learning is a type of Reinforcement Learning (RL) technique [13] where learning is
achieved through the interaction with the environment, so that the learner discovers
which actions yield the most reward by trying them. In this way, each transmitter
progressively learns and selects the channels that provide the best performance based
on the previous experience. In the considered algorithm, described in detail in [14, 15],
each transmitter i stores a value function Q(i, k) that measures the expected reward (i.e.
throughput) that can be achieved by using each channel k according to the past experi‐
ence. Whenever a channel k has been used by the transmitter i, Q(i, k) is updated
following a single state Q-learning approach with null discount rate and learning rate
αL. Based on this, the channel selection decision-making follows the softmax policy with
temperature τ.

Algorithm 3: Game Theory-Based Channel Selection Algorithm
In this algorithm, the channel selection problem is modelled as a game in which each
transmitter/receiver pair is a player and the actions made by each player are the selected
channels. Specifically, here we consider the Iterative Trial and Error Learning-Best
Action (ITEL-BA) algorithm described in [16]. In ITEL-BA, each transmitter retains a
benchmark action aB,i(t) (i.e. a benchmark channel to select) and the corresponding
benchmark reward rB,i(t) as a reference to evolve the action selection strategy. The
reward is measured as the obtained throughput averaged during a time window of N
samples. At a certain time, a channel is chosen depending on the so-called mood of the
player, which basically captures the degree of satisfaction of the player with the current
benchmark action and benchmark reward. The mood mi(t) of player i at the beginning
of time step t can be content, discontent, hopeful or watchful. The general idea is that a
content player will be selecting the benchmark action most of the time, and will occa‐
sionally experiment with new actions according to a probability ε << 1 called explora‐
tion rate. Instead, a discontent player will try out new actions frequently, eventually
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becoming content. The hopeful and watchful moods correspond to transitional situations,
triggered by changes in the behavior of other players (or in the environment), and they
will facilitate updates in the values of the benchmark action and reward to cope with
these changes. The reader is referred to [16] for a detailed specification of the ITEL-BA
algorithm.

4 Results

The evaluation of the channel selection algorithms is performed using the set-up of the
IRIS testbed illustrated in Fig. 1. It is considered that 3 nodes act as APs (AP1, AP2,
AP3). Each APs has an associated receiver (STA1, STA2, STA3). There are 3 possible
channels to select: Channel #1: 2890 MHz, Channel #2: 2900 MHz and Channel #3:
2910 MHz.

Initially, all the APs transmit on Channel #1. Subsequently, each AP can change
channel being used according to the different channel selection algorithms explained in
Sect. 3.2.

4.1 Algorithm 1: Supervised Classification-Based Channel Selection

Different executions are performed for each of the considered classifiers. The algorithm
is tested with an averaging window of N = 50 samples. The results shown in Figs. 3, 4,
5 and 6 depict the channel number selected by each AP as a function of the number of
channel selection decisions for the decision tree, naive Bayes, SVM and neural network
classifiers, respectively. It is observed that, although all the APs start with the same
Channel #1, in all the cases the APs are able to switch to a channel that is estimated by
the classifier to be free of interferers. As a result, the system is able to find an optimum
configuration in which each AP uses a different channel and correspondingly there is no
interference. It is also worth observing that the naive Bayes and SVM classifiers are able
to switch to a channel free of interferers very quickly, in just one channel selection
decision. In the decision tree, naive Bayes and SVM classifiers, AP1 switches to Channel
#3, AP2 switches to Channel #2 and AP3 remains in the same Channel #1. This solution
is kept for the rest of the execution and no further changes are performed. In turn,
focusing on the behavior of the decision tree classifier (see Fig. 3), it is observed that,
due to the lower accuracy of this classifier, it requires a few more decisions to reach the
optimum configuration in which each AP uses a different frequency. For example, it is
observed that, at the beginning, AP3 makes a wrong decision by switching temporarily
to Channel #3, which is being used by AP1, but then it moves to Channel #1. As for the
neural network classifier, which also has lower accuracy, Fig. 6 reflects that, at the
beginning, the APs quickly find a solution with different channels (i.e. AP1 using
Channel #3, AP2 using Channel #2 and AP3 using Channel #1). However, after some
time, AP2 makes a wrong decision and switches to the Channel #1 used by AP3. This
situation is solved after 10 further decisions, when AP3 switches to Channel #2.
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Fig. 3. Selected channel with Algorithm 1 and Decision Tree classifier for each AP

Fig. 4. Selected channel with Algorithm 1 and Naive Bayes classifier for each AP

Fig. 5. Selected channel with Algorithm 1 and SVM classifier for each AP

Fig. 6. Selected channel with Algorithm 1 and Neural Network classifier for each AP

4.2 Algorithm 2: Q-Learning-Based Channel Selection

The set-up for this execution is the same as for Algorithm 1, with all the three APs
working initially in Channel #1. The Q-learning algorithm is configured with learning
rate αL = 0.1, while the temperature parameter τ is initially 0.15 and is reduced in each
decision following a logarithmic cooling approach as explained in [14]. Figure 7 depicts
the evolution of the channels selected by each AP with the successive channel selection
decisions. It is observed that after some fluctuations associated to the probabilistic
behavior of the softmax decision-making criterion finally the experiment converges to
a solution where each AP has selected a different channel. Specifically, after
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convergence AP1 operates with Channel #2, AP2 with Channel #1 and AP3 with
Channel #3. The maximum number of decisions taken by an AP before converging in
this case is 15.

Fig. 7. Selected channel numbers with Algorithm 2 (Q-learning) for each AP

4.3 Algorithm 3: Game Theory-Based Channel Selection

Again, the set-up of the network is the same as in the previous cases. The game theory-
based algorithm is configured with an averaging window of N = 50 samples and explo‐
ration rate ε = 0.01. Figure 8 represents the evolution of the channel selected by each
AP as a function of the number of channel selection decisions. It can be observed how
this algorithm is also able to converge to an optimum solution where all the APs operate
in a different channel, i.e. AP1 in Channel #3, AP2 in Channel #1 and AP3 in Channel
#2. In this case, the maximum number of decisions made by an AP before reaching the
optimum solution is 27 (for the case of AP1).

Fig. 8. Selected channel numbers with Algorithm 3 (game theory) for each AP

5 Conclusions

This paper has presented an experiment focusing on the channel selection functionality
for Cognitive Radio Networks (CRN), so that an access point decides the most appro‐
priate channel to use within a band that is shared among multiple transmitters. This
selection has been based on a supervised classification that allows estimating the number
of interfering sources existing in a given frequency channel. Specifically four different
classifiers have been considered: decision tree, neural network, naive Bayes and Support
Vector Machine (SVM). The channel selection algorithm exploits the estimation of the
number of interferers to decide the most convenient channel to be used by a transmitter.
Furthermore, a comparison against other Channel Selection strategies using Q-learning
and game theory-based mechanisms has also been performed. Results in a scenario with
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3 pairs of transmitter/receiver APs have revealed that all the considered algorithms for
channel selection converge to an optimum solution where all the pairs operate in a
different channel. Furthermore, it has been observed that the fastest convergence is
achieved with the SVM and Naive Bayes classifiers, while the Game Theory and Q-
learning based approaches exhibit slower convergence.
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Abstract. The characterization of the space/time traffic profiles in a cellular
network can be of high interest for automating the operation of future networks,
since the knowledge extracted from the traffic fluctuations in a cell and its neigh‐
bours can be effectively exploited by different optimisation functions. In this
context, this paper takes as an input a set of real traffic measurements in a cellular
network deployed in a large city and analyses, on a per cell basis, the traffic profile
characteristics at different time scales (week, day, hour). Then, the analysis is
extended to the space dimension by considering the traffic of one cell in relation
to that of its neighbours. This allows identifying traffic complementarities
between neighbour cells at different time scales that can be exploited by certain
optimisation functions, as illustrated in the paper with specific examples.

Keywords: Space/time traffic analysis · Cellular networks · SON
Mobility Load Balancing · Coverage and capacity optimisation · Energy saving

1 Introduction

In the last years, cellular networks have witnessed an explosive increase in the traffic
volume due to the massive penetration of new wireless devices (such as smartphones
and tablets). It is envisaged that this trend will continue in the future with the emergence
of new bandwidth-intensive applications such as high definition video, 3D, augmented
reality/virtual reality, etc. and with the demand for wireless Machine-to-Machine
communications. According to [1], the worldwide mobile devices are expected to
consume more than 48.3 Exabytes per month by 2021, which represents a sevenfold
increase between 2016 and 2021. To cope with these challenging requirements, research
and standardization work is nowadays focused on the development of the 5th Generation
(5G).

5G networks are expected to be characterized by unprecedented flexibility to support
a wide range of requirements and network functionalities associated to different appli‐
cation scenarios, going beyond the provision of enhanced Mobile BroadBand (eMBB)
services to incorporate services associated to other sectors such as automotive, utilities,
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smart cities, etc. The resulting heterogeneity and the required flexibility will make the
network planning and operation much more complex, thus claiming for an increase in
the degree of automation of these processes.

Legacy systems such as 2G/3G/4G already started the path towards a higher degree
of automation through the introduction of Self-Organizing Network (SON) functional‐
ities [2]. However, nowadays, the volume and variety of measurement data that can be
obtained from the mobile network is overwhelming. Due to the recent developments of
big data technologies [3], it is envisioned that 5G SON will better exploit the huge
amount of data available by a Mobile Network Operator (MNO) [4, 5]. The target is to
efficiently handle this big amount of data and turn it into value by gaining insight and
understanding data structures and relationships, extracting exploitable knowledge and
deriving successful decision-making.

Obtaining knowledge of space/time traffic profiles can be of high interest for network
optimisation since the analysis of traffic spatio/temporal fluctuations in a given cell and
its neighbours can be effectively exploited by different decision making processes asso‐
ciated to the planning and operation of the network. In this direction, several works have
proposed methodologies to analyse the base stations traffic to obtain knowledge of the
network usage to be used for network optimization. As an example, [6] provides a
geospatial and temporal characterization of application usage in a real 3G cellular data
network. In particular, the paper studies where and when users are running the different
services (e-mail, web-browsing, etc.) in order to improve the radio resource provision
in the network. Similarly, [7] proposes a methodology to identify different types of cells
(i.e. cells deployed in residential areas, commercial areas, etc.) by evaluating several
features such as traffic fluctuation, user mobility, temporal pattern of traffic generation
and user service preferences.

Some works, such as [8, 9], make use of real measurements to extract spatio-temporal
traffic models that are used for traffic forecasting. The characterization and modelling
of spatio-temporal fluctuations in the access network by analyzing real measurements
in cellular networks has been addressed by [10–12]. In particular, according to [11], the
spatial distribution of traffic can be assumed to be log-normal distributed around certain
geographical areas with high traffic demands. However, the temporal evolution of traffic
can be represented as the summation of different sinusoids with periods of 8, 12 and
24 h to capture the user social behavior, because mobile users tend to have repetitive
behaviors in periods of one day, half a day and working hours. Some works make use
of Artificial Intelligence mechanisms in order to extract knowledge of the time traffic
evolution. As an example, [13] compares Support Vector Machine and K-means meth‐
odologies for the classification of cells with high load levels during all the day, cells
with a peak load level in the morning and cells with a peak load level in the evening.
Classification algorithms are used in [14] to identify cells with periods of low traffic
level and cells with peaks of traffic and apply this knowledge in different management
processes such as energy saving or spectrum planning. Similarly, [15] proposes an algo‐
rithm that exploits knowledge of spatio-temporal traffic fluctuations to save energy by
switching off certain base stations without reducing the network capacity.

While the above papers have addressed different strategies to analyze the traffic in
the different cells, none of the previous works have focused on the identification of
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spatio-temporal traffic complementarities among neighbor cells and how to exploit them
for optimizing the operation of the network. In this context, this paper provides two main
contributions. First, it presents a statistical analysis of a bunch of realistic traffic meas‐
urements obtained from hundreds of cells in a large city to evaluate at what extent
fluctuations exist in real traffic when considering, on a per cell basis, the traffic profile
characteristics at different time scales (week, day, hour). Second, the analysis is extended
to incorporate the spatial dimension by illustrating, through several examples, some
existing traffic complementarities between neighbour cells at different time scales. For
each example, the paper discusses possible network reconfiguration actions that can
make use of the identified complementarities.

The rest of the paper is organised as follows. Section 2 presents the statistical analysis
of the real traffic measurements in the time domain, while Sect. 3 presents examples of
traffic complementarities between cells and possible ways to exploit them for the opti‐
misation of the radio resource usage. Finally, Sect. 4 summarizes the main conclusions.

2 Analysis of Traffic Measurements in Time

The available measurements have been obtained from 423 cells that belong to a real
cellular network deployed in the city centre of one of the major cities in Spain. For each
cell, the measurements have been recorded during one week in periods of 15 min. For
the analysis of the time evolution of the cell traffic, different averaging periods (i.e. 2,
8 and 24 h) have been considered. Due to confidentiality reasons, the presented traffic
load has been normalised. In any case, this normalisation does not affect the analysis of
the results, since we are only interested in relative traffic variations between cells.

Considering the measurements of all the cells, Fig. 1 shows the 10th, 50th and 90th

percentile of the normalised average daily traffic from Monday to Sunday (i.e. in the
presented results, Xth percentile represents the average daily traffic that is not exceeded by
X% of the cells). It is observed that, over 24 h period (i.e., on a per-day view) and over the
whole scenario, traffic keeps at a rather constant level during weekdays and lowers during
weekends. Nevertheless, the statistical analysis made at a shorter time scale provides
further knowledge. As an example, Fig. 2 shows the 10th, 50th and 90th percentile of the
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Fig. 1. 10th, 50th and 90th percentile of the average daily traffic.

Space/Time Traffic Fluctuations in a Cellular Network 91



average traffic over 2 h periods and over the whole scenario from Monday to Sunday. This
view allows observing intra-day traffic variations, exhibiting higher traffic levels during
working hours (i.e., from 8AM to 6PM).

In order to assess at what extent the different cells exhibit different traffic behaviours,
the average daily traffic per cell from Monday to Friday is analysed. For each day, each
cell is classified as having low (L), medium (M) or high (H) traffic. Based on this, it is
found that 84% of the cells are classified in the same category (L, M or H) every day
from Monday to Friday. Therefore, the other 16% of the cells exhibit significant daily
traffic variations during weekdays. Figure 3 depicts some examples of these cells. For
example, Cell_264 has L traffic from Monday to Thursday and M traffic on Friday. In
turn, Cell_93 has only H traffic on Thursday. In some cases, a reason to explain the
traffic variation from one day to another can be found (e.g., Cell_93 is located in an area
where there is a weekly street market on Thursday), while in other cases the source of
the traffic fluctuation remains unclear.
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Fig. 3. Traffic level evolution during weekdays.
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The average traffic over periods of 8 h (i.e. 0 h–8 h, 8 h–16 h and 16 h–24 h) has
been also analysed from Monday to Friday. Again, for each period of 8 h, each cell is
classified as having L, M or H traffic. Table 1 presents the percentage of cells classified
in the same category every day from Monday to Friday and the percentage of cells
classified differently in some days. It is observed that, at night, around 89% of the cells
are classified equally (i.e. with L traffic) all days while more differences are observed in
the evening.

Table 1. Percentage of cells classified under the same and under different categories in all the
days from Monday to Friday.

Period % of cells with the same traffic
level (H, M or L) in all days

% of cells with different traffic
levels in different days

Night (0 h–8 h) 89% 11%
Morning (8 h–16 h) 83% 17%
Evening (16 h–24 h) 74% 26%

Figure 4a and b show examples of cells with different classification on weekdays
during the periods 8 h–16 h and 16 h–24 h, respectively. Note, for example, that Cell_264
has L traffic from Monday to Thursday while it has M traffic on Friday morning and H
traffic on Friday evening. The reason of this behaviour is that Cell_264 is located in one
of the most important entertainment and shopping areas of the city where the population
density is higher especially on Friday evening. In turn, Cell_93 has a peak traffic on
Thursday morning, while the traffic is M or L for the rest of the 8 h periods of the week.
The H traffic on Thursday was already identified in Fig. 3. A closer look allowed iden‐
tifying that the H traffic is mostly during the working hours, as the traffic increase is due
to the presence of the weekly street market.

(a) (b)
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Fig. 4. Traffic level during weekdays: (a) in the period 8 h–16 h; (b) in the period 16 h–24 h
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3 Analysis of Traffic Measurements in Time and Space

Obtaining knowledge of spatio-temporal traffic fluctuations and traffic complementari‐
ties between neighbour cells will clearly be very valuable for the optimisation of the
radio resource usage in the different cells. Specifically, the identification of traffic
complementarities can be helpful as an input for certain SON functions that automate
the operation of the network (see e.g. [2, 16] for background reading about SON func‐
tions). In this respect, both self-optimization functions, which intend to tune certain
network parameters according to specific performance targets, and self-planning func‐
tions, which intend to automate the decisions of deploying new nodes in the network,
can benefit from the analysis of traffic in the different cells and the identification of traffic
complementarities. Depending on the time scale of the discovered complementarities,
different kind of actions over the network may be done.

In the following, some examples of traffic complementarities found in the analysed
scenario are presented and possible network reconfiguration actions are discussed.

3.1 Case Study #1

Figure 5a presents a region with the geographical location of some cells of the network,
while Fig. 5b shows the evolution of the daily and 2-h averaged traffic during the week
in Cell_119 and Cell_1. It is observed that Cell_119 presents a high level of traffic during
morning and evening and lower traffic values at night. In turn, Cell_1 is located in an
area with lower population density and, consequently, it has lower traffic levels. If the
traffic was analysed separately on a per-cell basis, the high traffic level experienced by
Cell_119 would suggest a planning decision involving the deployment of a new cell in
its proximity or an increase in the capacity of Cell_119, e.g. by deploying a new carrier.
Nevertheless, if the analysis considers the complementarities among neighbour cells, it
is possible to see in Fig. 5b, that the average traffic of neighbour Cell_1 is substantially
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Fig. 5. (a) Considered scenario; (b) normalised daily and 2-h averaged traffic for Cell_1 and
Cell_119.
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lower than that of Cell_119 in all the considered time scales. As a result, the self-planning
function can identify that no new cell is actually needed because the excess of traffic in
Cell_119 can be absorbed by Cell_1. To achieve this, the network can rely on either the
Coverage and Capacity Optimization (CCO) or the Mobility Load Balancing (MLB)
self-optimization functions. Specifically, the CCO function can adjust the antenna tilts
of the involved cells so that their coverage areas fit better their traffic demands. For
example, the CCO function can decide an increase in the antenna tilt of Cell_119 and a
reduction of the tilt of Cell_1. This would allow that more users in the area will tend to
connect to Cell_1 and would reduce the overload situations of Cell_119. Alternatively,
a similar effect can be obtained through the MLB function, which would adjust the cell
reselection and handover thresholds to force that more users in the area connect through
the less loaded Cell_1.

3.2 Case Study #2

Figure 6a presents the geographical location of several cells in an area in the city centre,
while Fig. 6b shows the weekly and daily average traffic for Cell_202 and Cell_265.
Although the weekly average traffic in both cells is very similar, the daily average traffic
shows some complementarities between these two cells. As shown in Fig. 6b, Cell_265
has a relatively high load level on Friday and Saturday since this cell is located in an
important shopping and entertainment street in the city, where people usually go shop‐
ping in the weekend. On the other hand, Cell_202 has higher traffic levels during the
weekdays since it is located in a nearby business street, where people usually stay during
working hours. Based on this, the system could rely on the CCO or MLB functions. For
example, two different configurations could be considered for setting the antenna tilts
and better adapt to the different traffic demands. On Friday and Saturday the selected
configuration would consist in a higher tilt in Cell_265 and a lower one in Cell_202.
This would allow shedding traffic from Cell_265 to Cell_202. For the rest of the days,
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Fig. 6. (a) Considered scenario; (b) normalised weekly and daily averaged traffic for Cell_202
and Cell_265.
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the configuration would consist in a lower tilt in Cell_265 and a higher one in Cell_202
in order to shed traffic from Cell_202 to Cell_265.

3.3 Case Study #3

Figure 7a shows the geographical locations of Cell_36 and Cell_49, while Fig. 7b
presents the normalised daily and 8-h average traffic in both cells. Cell_36 is deployed
in an entertainment area of the city with plenty of restaurants and shops, while Cell_49
provides coverage to some office buildings located in the harbour area. Although the
daily average traffic from Monday to Thursday is very similar in Cell_36 and Cell_49,
the traffic averaged over periods of 8 h reveals that there is a clear complementarity
between the morning and evening traffic served by Cell_36 and Cell_49 in the weekdays.
In particular, Cell_49 exhibits a substantially high traffic during mornings, while at the
same time the traffic in Cell_36 is lower. The situation reverses during evenings and
nights and during the weekend, when the traffic in Cell_36 is higher than that of Cell_49.
The identification of this complementarity suggests that the high traffic situations in
either one or the other cell could be solved by shifting traffic from the highly loaded cell
to the less loaded one. Again, this can be achieved through the CCO/MLB functions, so
that traffic would be shed from Cell_49 to Cell_36 in the morning while traffic would
be shed from Cell_36 to Cell_49 in the evening and during the weekends.
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Fig. 7. (a) Considered scenario; (b) normalised daily and 8-h averaged traffic for Cell_36 and
Cell_49.

3.4 Case Study #4

Figure 8a presents the geographical location of several cells in another area of the
city center, while Fig. 8b presents the daily and 8-h average traffic in Cell_111 and
Cell_286. It is worth noting that there are periods of 8-h where the average traffic is
very low in Cell_111 (especially at night and in the weekend). Based on this, the
energy saving self-optimization function can identify Cell_111 as a candidate cell
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to be switch off during these periods of time and serve this traffic from a neighbor
cell (i.e. Cell_286 in this example).
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Fig. 8. (a) Considered scenario; (b) normalised daily and 8-h averaged traffic for Cell_111 and
Cell_286.

4 Conclusions

This paper has presented a statistical analysis of spatio-temporal traffic fluctuations and
complementarities among neighbour cells by processing real measurements obtained
from hundreds of cells deployed in a large city. Besides well expected observations,
such as that the average traffic per day keeps at a rather constant level during weekdays
and that higher traffic levels are observed during working hours in case of shorter aver‐
aging periods (e.g. 2 h, 8 h), the measurements have revealed that around 16% of the
studied cells present significant inter-day traffic variations during weekdays. In some
cases, an explanation can be found (e.g. a street market that occurs on a specific day of
the week in the area of the cell, thus causing a traffic increase on that day), while in other
cases the explanation remains unknown.

The analysis has also jointly considered the traffic of a cell and its neighbours. This
study has allowed the identification of some examples of areas exhibiting traffic comple‐
mentarities among cells at different time scales. The detection of these complementar‐
ities can be valuable for supporting the operation of certain SON functions and opti‐
mizing the behaviour of the network. In particular, the presented examples illustrate
situations in which the CCO/MLB functions can adjust the tilt or the handover and cell
reselection thresholds to shift traffic from a highly loaded cell to a less loaded neighbour.
The application of these actions avoids having to deploy a new cell to cope with the high
load situations. Similarly, another example has illustrated the possibility of exploiting
the traffic complementarities for energy saving purposes, identifying cells that can be
switched-off during night periods.
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Abstract. The usage of question answering systems is increasing daily.
People constantly use question answering systems in order to find the
right answer for different kinds of information, but the abundance of
available data has made the process of obtaining relevant information
challenging in terms of processing and analyzing it. Many questions
classification techniques have been proposed with the aim of helping in
understanding the actual intent of the user’s question. In this research, we
have categorized different question types through introducing question
type syntactical patterns for detecting question intention. In addition,
a k-nearest neighbor based approach has been developed for question
classification. Experiments show that our approach has a good level of
accuracy in identifying different question types.

Keywords: Natural language processing · Question classification
Machine learning · Text mining · Information retrieval

1 Introduction

The usage of question answering systems is increasing daily, people make fre-
quent use of question answering systems in order to find the right answer for
different kinds of information. The goal of question classification process is to
accurately assign labels to questions based on expected answer type.

Many questions classification techniques have been proposed with the aim of
helping in understanding the actual intent of the user’s question but the abun-
dance of available data has made the process of obtaining relevant information
challenging in terms of processing and analyzing it.

Recent studies classified different type of questions by using different machine
learning algorithms such as Support Vector Machine (SVM) [3,6,8,17]. Other
works like [9,19] used SVM in addition to other machine learning algorithms
such as Naive Bayes, Nearest Neighbors and Decision Tree. Moreover, Neural
Networks has been used as the machine learning algorithm in other works [15,16].

Furthermore, other methods such as features selection have been applied
to obtain an accurate question classifier [6,7,9,18,19] used bag-of-words, Other
works like [18] used semantic and syntactic features, Moreover, [6] used uni-gram
and word shape feature.
c© IFIP International Federation for Information Processing 2018
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In this paper, we propose a method that automatically identifies and classi-
fies users’ questions intention using a k-nearest neighbor based approach based
on the syntactical pattern of each type of question. In particular, we develop a
framework which was adapted from [10,11] to test the performance of the pro-
posed method. Experimental results show that our solution leads to accurate
identification of different question types.

The rest of the paper is organized as follows: Sect. 2 outlines previous work on
question classification. Section 3 provides a detailed description of the proposed
question classification framework. Section 4 reports experimental results. Finally,
Sect. 5 concludes the paper and outlines future work.

2 Related Work

In this section we outline previous work on questions classification methods and
machine learning algorithms.

Recent studies classified different type of questions by using different machine
learning algorithms. In [8] a statistical classifier has been proposed which is based
on SVM and uses prior knowledge about correlations between question words
and types in order to learn question word specific classifiers. They have stated
that under such a statistical framework, any data set, question ontology, or set
of features can be used.

Other works like [9,19] used SVM in addition to other machine learning
algorithms. [9] proposed an approach for question classification through using
machine learning. In this work three different classifiers were used, which are;
Nearest Neighbors (NN), Nave Bayes (NB), and SVM using two kinds of features:
bag-of-words and bag-of n grams. In order to train the learning algorithm, a set of
lexical, syntactic, and semantic features were used, among which are the question
headword and hypernym. Similarly, in [19] five machine learning algorithms were
used, which are; NN, NB, Decision Tree (DT), Sparse Network of Winnows
(SNoW), and SVM using two kinds of features: bag-of-words and bag-of-ngrams.

In addition, authors in [17] proposed a method of using a feature selection
algorithm to determine appropriate features corresponding to different question
types. Moreover, they design a new type of features, which is based on question
patterns then applied a feature selection algorithm to determine the most appro-
priate feature set for each type of questions. The proposed approach was tested
on the benchmark dataset TREC, using SVM for the classification algorithm.

SVM were also used in [3] for the classification of open-ended questions. They
have stated that SVM could be trained to recognize the occurrence of certain
keywords or phrases in a question class and then, based on the recurrence of
these same keywords, be able to correctly identify a question as belonging to
that class.

Another classification has been proposed in [4] using SVM. According to
authors in this work enormous amount of time is required to create a rich collec-
tion of patterns and keywords for a good coverage of questions in an open-domain
application, so they have used support vector machines for question classifica-
tion. The goal is to replace the regular expression based classifier with a classifier
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that learns from a set of labeled questions and represented the questions as fre-
quency weighted vectors of salient terms.

Moreover, works like [15,16] used Neural Networks as the machine learning
algorithm. [15] proposed a neural network for question answering system, they
have stated that the proposed network can process many complicated sentences
and can be used as an associative memory and a question-answering system.
In addition, the proposed network is composed of three layers and one network
which are, Sentence Layer, Knowledge Layer, Deep Case Layer and Dictionary
Network. The input sentences are divided into knowledge units and stored in
the Knowledge Layer.

The proposed approach in [16] formulates the task as two machine learn-
ing problems which are, detecting the entities in the question, and classifying
the question as one of the relation types in the knowledge base. Based on this
assumption of the structure, this approach trains two recurrent neural networks
and outperform state of the art by significant margins relative improvement.

Furthermore, other studies classified different type of question using different
features selection like bag-of-words, semantic and syntactic features, and uni-
gram and word shape feature.

Authors in [6] proposed head word feature which used two approaches to
augment semantic features of such head words using WordNet. In addition, other
standard features were augmented as well such as wh-word, unigram feature, and
word shape feature.

In [18] a machine learning-based question-answering framework has been pro-
posed, which integrates a question classifier with a simple document/passage
retrievers, and proposed context-ranking models. This method provides flexible
features to learners, such as word forms, syntactic features, and semantic word
features. In addition, The proposed context-ranking model, which is based on
the sequential labeling of tasks, this model combines rich features to predict
whether the input passage is relevant to the question type.

Finally, works in [7] used machine learning approaches, namely, different clas-
sifiers and multiple classifier combination method by using composite statistic
and rule classifiers, and by introducing dependency structure from Minipar and
linguistic knowledge from Wordnet into question representation, in addition,
features like the Dependency Structure, Wordnet Synsets, Bag-of-Word, and
Bi-gram were used. Also a number of kernel functions were analysed and the
influence of different ways of classifier combination, such as Voting, AdaBoost,
ANN and TBL, on the precision of question classification.

3 Proposed Approach

In this section we introduce a K-nearest neighbor based approach using domain
specific syntax information for question classification. The framework mainly
relies on Question Type Syntactical Patterns. In the first part of this section
question types that have been used are explained in detail; in the second section
we introduce our syntactical patterns and in the third part we explain the struc-
ture of the proposed approach.
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3.1 Question Types

Questions could be classified according to their intent into six categories; Factoid,
Choice, Causal, Confirmation, Hypothetical and List; each of these types have
their own structure and characteristics [12].

1. Factoid: this type begins with a question word such as What, Where, Why,
Who, Whose, When, Which, as well as How, how many, how often, how far,
how much, how long, how old and any kind of information is expected as an
answer. For example “what is a good blood pressure”.

2. Choice: this type of question offers choices in the question. The question
contains two (or more) presented options. These options are connected using
the conjunction “OR”. For example “Which is better iphone or samsung? and
why?”.

3. Causal: starts with How or Why and requires explanation. For Example, “why
do earthquakes occur at destructive plate margins?”.

4. Confirmation: this type of question begins with an auxiliary verb or linking
verb for example “is Frankfurt a city in Germany?”, in addition, the question
could start with negative auxiliary verb or linking verb. For example, “wasn’t
Thomas Edison born in new jersey”. The expected answer for this type of
question is either Yes or No.

5. Hypothetical: hypothetical questions are asked to have a general idea of a
certain situation. It is mainly “What would you do if/What would happen
if” type of questions. For example “what would you do if someone had a
stroke?”.

6. List: plural terms are a highly reliable indicator of this question, this type
requires a list of entities or facts in answers. For example “What countries
are in Africa?”.

3.2 Question Types Syntactical Patterns

The proposed framework mainly relies on the question types and the characteris-
tics of each type discussed in Sect. 3.1. Using these characteristics we propose the
formulation of syntactical patterns for each question; thus, these give us domain-
specific information. Each syntactical pattern is composed of a sequence of term
categories. These categories of terms are described below. For the purpose of
constructing Question Type Syntactical Patterns, a random set of 3, 000 ques-
tions has been selected from Yahoo Non-Factoid Question Dataset1 and TREC
2007 Question Answering Data2.

The categorization of terms in our solution is mainly based on the seven
major word classes in English: Verb (V), Noun (N), Determiner (D), Adjective
(Adj), Adverb (Adv), Preposition (P) and Conjunction (Conj). In addition to
that, we added a category for question words that contains the six main question
words (QW): how, who, when, where, what and which. Some word classes like

1 https://ciir.cs.umass.edu/downloads/nfL6/.
2 http://trec.nist.gov/data/qa/t2007 qadata.html.

https://ciir.cs.umass.edu/downloads/nfL6/
http://trec.nist.gov/data/qa/t2007_qadata.html
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Nouns consists of subclasses, such as Common Nouns (CN), Proper Nouns (PN),
Pronouns (Pron) and Numeral Nouns (NN). Also, the Verb class has subclasses,
such as Action Verbs (AV), linking Verbs (LV) and Auxiliary Verbs (AuxV).

Furthermore, the syntactical patterns of each question types have been iden-
tified by tagging each term in the question to one of the main word classes
mentioned above, and then a further tagging is done to assign each term in the
question to one of the domain specific term categories. For example, in the ques-
tion “who is Frida Kahlo”, the terms will be tagged as follows: (a) “who” will
be tagged to “QW”, (b) “is” is tagged to “LV” and (c) “Frida Kahlo” is tagged
to “PN”.

Finally, after each term is tagged to one of the word classes, it will be tagged
to the domain specific term category; the proposed categories are derived from
the following topics;

1. Health: which includes specific terms related to health, medicine, beauty.
2. Sports: includes terms related to game and recreation, sports events, sports.
3. Arts and entertainment: consists of terms related to Entertainment, Celebri-

ties Name, lyrics, Movies, Books, Authors.
4. Food and drinks: includes terms related to foods, drinks, recipe.
5. Animals: consists of terms related to Pets, wild animals.
6. Science and math: which includes specific terms related to Science, math.
7. Technology and internet: consists of terms related to Software and Applica-

tions, Site, Website, URL, Database and Servers.
8. Society and culture: includes terms related to Environment, Holidays, Months,

history, political, Relationships, Family.
9. News and events: includes terms related to Newspapers, Magazines, Docu-

ments, events.
10. Job, Education and Reference: includes terms related to Careers, Institutions,

Associations, Clubs, Parties, Foundations and Organizations.
11. Business and Finance: includes terms related to Money, company, products,

Economy.
12. Travel and places: which includes specific terms related Geographical Areas,

Transportation, Places and Buildings, Countries.

These categories help in the identification of the main topics that are found
in most question answering systems. Terms categories have been created for
the purpose of identifying the different type of questions. These terms have
been constructed after the analysis of different datasets. For example, “QW”
will be tagged to “Question Word Who” (QWWho); “LV” will not be tagged
to any further categories and “PN” will be tagged to “Proper Noun Celebrity”
(PNCelebrity). This step is executed by using a database that contains more than
10,000 terms [13].

3.3 Framework

To investigate the impact of using the domain specific syntax information on
the classification performance, the following framework, shown in Fig. 1, has
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been developed. The proposed framework involves automatic identification and
classification of user’s questions using KNN approach which is based on the
patterns described in the previous section. We illustrate the framework by using
the following examples of question: “is mercury a metal” and “what are the
symptoms of diabetes”.

Fig. 1. Question classification framework

1. Question Parsing and Tagging:
This step is mainly responsible for extracting users question terms. The sys-
tem simply takes the question and parses to tag each term in the question to
its terms’ category.
Question 1: is mercury a metal
Terms extracted: is, mercury, a, metal

Question 2: what are the symptoms of diabetes
Terms extracted: what, are, the, symptoms, of, diabetes

After parsing, each term in the question will be tagged to one of the terms
category.
The final tagging will be:

Question 1 Terms Tagging:
is = LV , mercury = PNScience, a = D, metal = CNSingular, where
PNScience is Proper Noun Science and CNSingular is Common Noun Sin-
gular

Question 2 Terms Tagging:
what = QWWhat, are = LV , the = D, symptoms = CNPlural, of = P ,
diabetes = CNHealth, where CNPlural is Common Noun Plural and CNHealth

Common Noun Health.
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2. Pattern Formulation
In this phase after tagging each term in the question, the pattern is formu-
lated, as illustrated below for the two previously introduced questions.

Question 1 Pattern: LV + PNScience + D + CNSingular

Question 2 Pattern: QWWhat + LV + D + CNPlural + P + CNHealth

3. Question Classification
In this step the system first attempts to match the question with the most
appropriate Question Type Pattern to determine the Question type. For the
given examples.

Question 1 Type: Confirmation

Question 2 Type: List

Second, the system will match the question with the most appropriate Domain
Category to determine the Question Domain Specific. This step is done by
matching each words in the question with one of the Domain Specific Terms
Categories Sect. 3.2 and the domain is selected based on the number of words
related to a domain in each question. For the given examples.

Question 1 Domain Category: Science and math

Question 2 Domain Category: Health

This will result in the final classification of each question in which Question 1
will be classified to Confirmation Scienceandmath and Question 2 will be
classified to List Health

4 Experimental Evaluation

To test the accuracy of our proposed approach 1, 160 questions were randomly
selected from Yahoo Non-Factoid Question and TREC 2007 Question Answering
Data. Their distribution is given in Table 1.

K-Nearest Neighbor (KNN) was used as the machine learning algorithm for
the automatic classification. The classification accuracy is obtained by using
the implementation of the above algorithm from the Weka software [5]. The
effectiveness of the classification was evaluated based on Precision, Recall and
F-Measure, i.e. typical metrics for the evaluation of classifiers, using 10-fold
cross-validation and value of K = 1. Furthermore, a comparison was done using
different values of K to evaluated the classification accuracy when increasing the
value of K from K = 1 to 10.

Table 2 presents the classification performance details (Precision, Recall and
F-Measure) of the KNN classifier. Results show that KNN identified correctly
(i.e. Recall) 82.8% of the questions when the value of K = 1.



108 A. Mohasseb et al.

Table 1. Data distribution

Question type Total

Causal 31

Choice 12

Confirmation 321

Factoid 688

Hypothetical 7

List 101

KNN classified correctly 93.1% (Recall) of the confirmation questions and
92.2% of the factoid questions, on the other hand, classification accuracy (Recall)
for causal, choice, hypothetical and list questions were lower. KNN could cor-
rectly classified 32.3% of the causal questions, 25% of the choice questions, 28.6%
of the hypothetical questions and 12.9% of the list questions.

Table 2. KNN classifier performance with value of K = 1

Question types Precision Recall F-measure

Causal 0.714 0.323 0.444

Choice 0.333 0.250 0.286

Confirmation 0.849 0.931 0.889

Factoid 0.853 0.922 0.886

Hypothetical 0.667 0.286 0.400

List 0.333 0.129 0.186

Overall 0.797 0.828 0.805

Figure 2 shows the impact of increasing the value of K, There is a marginal
increase in the accuracy between k= 1, 2 and 3 in which K = 3 has the highest
accuracy with 83.7% shown in Table 3, however, in terms of Recall for certain
question categories such as causal, choice, hypothetical and list K = 1 performed
better. In addition, when K = 4, 5 and 6 the accuracy slightly decreased while
when the value of K = 6 and 7 the accuracy increased again but decreased with
K = 9 and 10.

These results show that KNN deals well with confirmation and factoid ques-
tions. In addition, KNN could not distinguish between causal, choice, hypo-
thetical and list type of questions and incorrectly classified most of them as
confirmation and factoid questions. As shown in Table 1 the question dataset
suffers from imbalance between the labels, as the number of the instances that
belongs to one more classes is outnumbered by the instances that belong to other
classes. This is know by the class imbalance problem and it normally hinders
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Fig. 2. Comparison of using different value of K

the classifiers ability in correctly predicting the instances that belongs to the
minority class [14]. However, the proposed algorithms has been able to perform
reasonably well over the minority classes as shown in Tables 2 and 3.

Overall, the results validate that questions Type Syntactical Patterns is an
effective method for question classification as well as for the distinction between
different question types.

Table 3. KNN classifier performance with value of K = 3

Question types Precision Recall F-measure

Causal 0.714 0.161 0.263

Choice 1.000 0.083 0.154

Confirmation 0.870 0.938 0.903

Factoid 0.831 0.956 0.889

Hypothetical 1.000 0.143 0.250

List 0.385 0.050 0.088

Overall 0.802 0.837 0.795
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5 Conclusions

In this paper, we have proposed a method that automatically identifies and
classifies different question types by using a domain specific syntax information,
which is based on the syntactical pattern of each types of question. In particular,
we developed a framework to test the performance of the proposed method and
used a machine learning algorithm (KNN) to build a model for the identification
of user’s question type. The experiment shows that our solution led to a good
performance in classifying questions.

As future work, we aim at examining and analyzing more questions from
different data-sets and extending the analysis of the different types of questions.
As mention earlier, the questions dataset suffers form imbalance between the
label, we aim to investigate ensemble learning and other methods to deal with
the class imbalance problem [1,2]. We are also planning to test other machine
learning algorithms to classify the questions. In addition, we will test our data-
set using other classification frameworks in order to evaluate our method and be
able compare it with different approaches.
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Abstract. One of the main characteristics of our time is the growth
of the data volumes. We collect data literally from everywhere; smart
phones, smart devices, social media and the health care system, which
defines a small portion of the sources of the big data. The big data
growth poses two main difficulties, storing and processing them. For the
former, there are certain new technologies that enable us to store large
amounts of data in a fast and reliable way. For the latter, new application
frameworks have been developed. In this paper, we perform classification
analysis using Apache Spark in one real dataset. The classification algo-
rithms that we have used are multiclass, and we are going to examine the
effect of the dataset size and input features on the classification results.

Keywords: Apache Spark · Apache MLlib · Big data · Classification
Computing performance · DataFrame · Spark SQL

1 Introduction

Nowadays, one of the most frequently used term is Big Data, which is utilized
so as to define the increase of the data volumes, as modern datasets are ever
expanding both in size and complexity. But with the rapid growth of the stored
data, difficulties have appeared [11]. The first obvious problem deals with where
to store these huge amounts of data, and then how to process them and retrieve
the information they hide. Researchers soon found out that even storing data can
easily outperform the capabilities of a single computer, no matter how sophisti-
cated that could be. So they decided not to opt for the popular scale up solution
but came up with the idea of scaling out. Instead of continuously updating a sin-
gle computer, spreading the data or the computation to a cluster of computers
interconnected via network, would prove handy.
c© IFIP International Federation for Information Processing 2018
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In order to solve the data storage problem, the idea of NoSQL, which stands
for Not Only SQL, arose. Those database systems were originally supported and
used by major Internet companies (Google, Amazon, Facebook), since they had
difficulties in dealing with huge amounts of data with the conventional RDBMS
solutions [12]. Somewhat similar, researchers cope the need of processing those
data, with the use of cluster programming models1. In order to unify, and thus
simplify, the mode to process big data, Apache Spark [19] project came up.
This provides an efficient and scalable analysis of big data accordingly and can
support a wide range of workloads as well.

Now that we have discussed how to store and process with big data, one
query remains; what the origin of such data is. There is not a single answer to
this question since we can collect data from everywhere and have ample forms.
Ranging from a post or a tweet in social media, the graph that shows relations
between persons who use the specific aspect of the media or share a trend, reviews
of products, data collected from smart devices to even more sophisticated data
like health records of patients.

In this paper we aim to perform classification analysis in a real dataset,
using Apache Spark’s MLlib, a machine learning library optimized for distributed
systems. We investigate several classification models (Decision Trees, Random
Forest, Logistic Regression) and the way they evolve along the size of the dataset.

The remainder of the paper is structured as follows: Sect. 2 presents the
related work and cloud computing methodologies, while Sect. 3 presents the
machine learning (e.g. classification) algorithms used in our proposed system.
Section 4 presents the steps of training as well as the classification type, e.g.
ternary. Moreover, Sect. 5 presents the evaluation experiments conducted and
the results gathered. Ultimately, Sect. 6 presents conclusions and draws direc-
tions for future work.

2 Related Work

Data mining is an idea that came into existence during the 1990’s and its main
advantage is that it is suitable for discovering hidden patterns and other useful
information from a known dataset. It provides the researcher with the tools to
discover correlations that exist and where not obvious at first, and thus makes
the task of Decision Making easier [6]. As Fayyad et al. stated [4], the knowledge
discovery has a wide range of application areas, with marketing, finance (espe-
cially investment) and fraud detection defining a portion of them. The process
of knowledge discovery is structured in several stages, the first of which is data
selection. The preprocessing of data is bound to follow and the transformation
of it into the appropriate format with the final stage of Data Mining, in which
a suitable algorithm (or technique in general) is applied in order to extract the
hidden information, in a form appropriate for future use [17].

There are several tools that encapsulate those principles, with Weka [5] being
one of the most widely used and accepted in business and academia. Although
1 https://en.wikipedia.org/wiki/NoSQL.
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its popularity, it has the limitation of the capabilities of a single computer,
in terms of memory and computational power. Using the notion of distributed
computation, researchers came up with a distributed framework or Weka, the
Distributed Weka Spark [9], which is implemented on top of Apache Spark.

In addition, frameworks like Hadoop, Apache Spark, Apache Storm as well
as distributed data storages like HDFS and HBase are increasingly becoming
popular, as they are engineered in a way that makes the process of very large
amounts of data almost effortless. Such systems are gaining much attention
and consecutively libraries (like Apache Spark’s MLlib), which make the use
of Machine Learning techniques possible in the cloud, are introduced.

One of the first widely used framework that supports data processing in a
distributed manner across clusters of computers is Apache Hadoop [15], which
makes use of the MapReduce paradigm. There were several efforts to use Hadoop
for data mining problems, in [18] researchers implemented KD-tree algorithm
on Hadoop, in [20] they developed a fast parallel k-means clustering algorithm
based on MapReduce whereas in [8] the researchers developed Pegasus, a big
graph mining tool built on MapReduce.

In social media analysis, a cloud-based architecture was proposed in [1] where
authors aim at creating a sentiment analysis tool for Twitter data based on
Apache Spark cloud framework. There, tweets are classified using supervised
learning techniques and the classification algorithms are used for ternary classifi-
cation. In addition, in [16], a survey of machine learning algorithms implemented
on Apache Spark over DHT-structures (Distributed Hash Table) is presented;
authors experimented across a POS dataset that had been stored in Cassan-
dra with some of the most influential algorithms that have been widely used in
the machine learning community. Finally, a novel distributed framework imple-
mented in Hadoop as well as in Spark for exploiting the hashtags and emoticons
inside a tweet is introduced in [7]. Moreover, Bloom filters are also utilized in
order to increase the performance of the proposed algorithm.

2.1 Distributed Computing

In this section we will briefly discuss the tools we used to perform the analy-
sis. As above mentioned, the classification analysis will be performed with the
use of Apache Spark. For clarity reasons though, a brief mentioning of Spark’s
predecessor, Hadoop MapReduce, is vital and of essential importance.

2.2 MapReduce Model

MapReduce [3] is a programming technique used in distributed systems. Its main
advantage being that it is easily scalable over a number of computing nodes. It
consists of two main procedures, namely Map() and Reduce(), which is performed
after the Map() job. A MapReduce program is executed in three stages the map,
shuffle and reduce. In the map stage, the input data is split into a number of
chunks and each chunk is sent to a mapper to execute the Map() algorithm. Its
result is a set of < key, value > pairs which, during the shuffle stage are grouped
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by the key, and each key is fed into the corresponding reducer in which they
execute the Reduce() function.

2.2.1 Apache Spark
Apache Spark2 [19] was founded in 2009 at the University of California, Berkley.
Although it shares the same principles as Hadoop, its philosophy differs. It uses
the abstraction of “Resilient Distributed Dataset” (RDD’s), which represent
a fault-tolerant correlation of elements, distributed across many compute nodes
that can be manipulated in parallel. Using them, a wide range of tasks, including
SQL, streaming, machine learning and graph processing, in a unified manner,
can be captured. Its main advantage over MapReduce paradigm is that we don’t
have to flush the intermediate data to the disk, just to read them at the reduce
stage, since it can perform iterative computations in memory, which can have a
positive impact on the performance [14].

2.2.2 MLlib
Spark ships with MLlib3, a distributed machine learning library [11]. It consists
of implementations of common machine learning algorithms, that can be used
with scalable environments, for several types of analysis including classification,
regression, clustering and collaborative filtering. MLlib also includes Java, Scala
and Python APIs.

3 Classification Models

In this section we will discuss the classification methods that we utilized. We
examined multiclass classification, while the focus of the research concerned the
way that the size of the dataset affected the computation time needed to perform
each as well as the way the metrics evolved. As a quick reminder, classification is
an instance of supervised learning, and its purpose is, based on previous knowl-
edge (set of observations and the output class of each observation) to identify in
which output class a new observation belongs.

3.1 Decision Trees

Decision Trees is a classification algorithm, which can be represented in a tree
form [10]. The nodes of the tree represent the feature of the dataset, and depend-
ing on each feature’s value we navigate through the tree structure until we reach
a leaf, which represents the output classes. The root of the tree is the feature
that best divides the training data, by minimizing a loss function. The proce-
dure in following is recursively executed to each partition of the data to form
the subtrees, until the training data is divided into subsets of the same class.

2 http://spark.apache.org/.
3 http://spark.apache.org/mllib/.
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3.2 Random Forest

Random Forest is a generalization of a Decision Tree classifier [2]. It consists
of a set of Decision Tree classifiers, so in order to classify for a new input we
insert it in each tree of the forest, ending in the “vote” of an output class. The
class that will receive the most votes, is the output class the Random Forest will
return. To construct each tree, we sample with replacement a number of cases
from the original data, equal to the number of trees our forest has, and then we
use a subset of the features of that specific selection in order for the size level of
tree to be increased.

3.3 Logistic Regression

Logistic Regression is a regression model that can be used when the dependent
value (output class) is categorical. It uses a logistic function to express the rela-
tionship between the dependent value and the independent (features of each
class). Apache Spark supports both binomial and multinomial logistic regres-
sion, in which case, assuming we have K output classes, one class is chosen as
pivot, K − 1 models are created and the final result is the class with the largest
probability among the K − 1 models.

3.4 One-Vs-Rest

The One-Vs-Rest (or One-Vs-All) classifier, uses a base classifier, that can effi-
ciently perform binary classification and trains a single classifier per output class
(considering the portion of the data that belong to that class as positive and the
rest as negative). In order to determine the label of the output class, it uses the
classifier with the highest confidence score.

3.5 Multilayer Perceptron

A Multilayer Perceptron is an artificial neuron network model used to map a set
of input data (input classes) to a set of output classes. It consists of layers of
nodes fully connected, with a certain weight, to the ones of the next level. Using
back-propagation, a technique that changes the connection weights of each node
to the ones of the next layer in order to minimize the output error, we can train
the Multilayer Perceptron for a given dataset.

4 Implementation

Our approach follows the proposal of [4], as presented in Sect. 2. Firstly, we need
to discuss the framework on which the computation took place.

The overall architecture of the proposed system is depicted in Fig. 1 tak-
ing into account the corresponding modules of our approach. Initially, a pre-
processing step, as shown in the following subsection, is utilized and afterwards
the classifiers for prediction scope are employed.
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Fig. 1. Proposed System Architecture

The creators of Apache Spark have also founded Databricks that supplies
researchers with a web based platform in which they can store and analyse their
data with Spark. It offers researchers a mini cluster with 6 Gb of RAM for their
analysis and also cloud storage. As programming language, Python (PySpark)
was chosen.

The realistic dataset is the PAMAP dataset [13], also provided by UCL4. It
contains 2.872.533 rows of data from 8 subjects and 12 different activities. The
devices that were used to obtain those measurements were inertial measurement
units in the ankle, chest and hand of the subject as well as a heart rate monitor.
Since the dataset is realistic, some of the data were missing. There were two
main reasons for that, data dropping due to using wireless sensors and prob-
lematic hardware setup. Also, there was another issue with the equipment used;
the sampling frequency of the heart rate monitor was lower than the inertial
measurement units. All those missing values were indicated as NaN .

Our first attempt to clean up the data was by withdrawing all the rows that
contained at least one NaN value. As a result we had to withdraw 2.610.265 rows
of data. To overcome this obstacle, we replaced all the intermediate NaN values
of the heart rate monitor with the last known value. After that replacement, the
dataset contained only 13.141 rows indicated as NaN , which we ignored in the
final analysis.

In order to perform the analyses, we split the original data into segments of
5.000, 10.000, 25.000, 50.000, 75.000, 100.000, 200.000 rows. But, in order for the
results to be comparable in each case, we had to keep the ratio of the number of
instances that belong to a specific class to the total number of instances, stable.
So, we calculated the fraction of each class in the original dataset, and at the
examined cases we assured that each class had the same fraction of observations.

4 http://archive.ics.uci.edu/ml/datasets/PAMAP2+Physical+Activity+Monitoring.

http://archive.ics.uci.edu/ml/datasets/PAMAP2+Physical+Activity+Monitoring
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4.1 Analysis Cases

For each segment of both datasets we performed a series of classification analyses.

– Decision Trees, optimized regarding the depth of the tree, with values ranging
between 2 and 30.

– Random Forest, optimized regarding the number of trees in the forest, with
values ranging between 1 and 60, with a step of two and maximum tree height
equal to ten.

– Logistic Regression, multinomial.
– Multilayer Perceptron with two, three and four levels of hidden layers. For the

case of two levels, the numbers of nodes were 15-14, 20-15, 25-20 respectively,
whereas for case of three levels the numbers of nodes were 25-20-15, 35-25-20,
40-30-20 and for the case of four levels 30-25-20-15, 35-30-25-20 and 40-35-
30-25. Moreover, the number of epochs was set equal to 1000.

5 Evaluation

The results of our work are presented in the following Tables 1 to 5. Recall,
Precision and F-Measure are used as the evaluation metrics of the different
algorithms. Also, the time that was needed to train each classifier is presented,
as well as information about the best settings.

In PAMAP Dataset, a series of classification analyses are conducted. In
Table 1, the results of the Decision Tree classifier are presented. As the dataset
increased in size, we kept getting higher scores, as expected. Worth noting is
the fact that in this case, the height of the tree had the highest possible value
in all cases, but its complexity increased since nodes kept increasing in number.
Also, the computational time needed, as expected, kept rising with the size of
the dataset, but not in a linear manner; when the size of the dataset increased
by 40times (from 5.000 rows to 200.000), the time needed nearly doubled.

Table 1. Decision Tree

Dataset size Precision Recall F-Measure Time Depth Number of nodes

5.000 0.862 0.859 0.860 0:15:25 17 731

10.000 0.923 0.923 0.923 0:17:21 16 1007

25.000 0.954 0.954 0.954 0:21:09 18 1625

50.000 0.966 0.966 0.966 0:24:44 25 2441

75.000 0.968 0.968 0.968 0:39:55 27 3363

100.000 0.981 0.981 0.981 0:41:43 27 3139

200.000 0.989 0.989 0.989 0:57:26 30 4083

Next, the Random Forest classifier (Table 2) is discussed. Again as the dataset
size grew bigger, so did the metrics’ scores. The only exception is the case of
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the 10.000 rows in which we had the best observed scores, but this might be
caused by the split of the dataset. Overall, this classifier produced lower metrics
compared with the Decision Tree classifier; the best F-Measure score is 76.7%
while Decision Tree’s was 90.0%. Furthermore, the training time of this classi-
fier is overall higher than the Decision Tree one. When the size of the dataset
increased 40 times, it needed 4 times more for the classifier to be trained.

Table 2. Random Forest

Dataset size Precision Recall F-Measure Time Number of
trees

Number of
nodes

5.000 0.907 0.907 0.907 0:29:27 60 28908

10.000 0.927 0.925 0.926 0:36:01 50 28522

25.000 0.945 0.945 0.945 0:49:12 44 31618

50.000 0.953 0.953 0.953 1:04:11 42 35836

75.000 0.950 0.949 0.949 2:01:05 44 38600

100.000 0.958 0.958 0.958 2:28:11 48 45134

200.000 0.951 0.950 0.950 3:42:04 56 56274

The next classifier is the Multinomial Logistic Regression (Table 3), where
there was no parameter optimization performed. With few exceptions, we can
argue that as the dataset size increases, so do the metrics, although some fluctu-
ation exists. The metrics’ score is higher than the Random Forest classifier, but
did not perform as well as Decision Trees. As for the scaling of time regarding
the size of the dataset, for 20 times bigger dataset, from 10.000 to 200.000 rows,
the classifier’s training time increased by 7.5 times.

Table 3. Logistic regression

Dataset size Precision Recall F-Measure Time

5.000 0.858 0.861 0.860 0:00:26

10.000 0.861 0.862 0.861 0:00:26

25.000 0.814 0.818 0.816 0:00:32

50.000 0.803 0.807 0.804 0:00:42

75.000 0.802 0.806 0.803 0:01:00

100.000 0.825 0.828 0.826 0:01:14

200.000 0.800 0.804 0.802 0:01:56

The last classifier examined is One-Vs-All (Table 4). As the base classifier,
we have chosen Logistic Regression. Its performance was rather poor, both in



120 A. Alexopoulos et al.

Table 4. One-vs-All

Dataset size Precision Recall F-Measure Time

5.000 0.755 0.755 0.749 0:02:03

10.000 0.789 0.791 0.789 0:02:15

25.000 0.788 0.792 0.789 0:02:29

50.000 0.781 0.784 0.781 0:02:56

75.000 0.770 0.773 0.771 0:04:56

100.000 0.796 0.798 0.796 0:07:17

200.000 0.774 0.778 0.775 0:11:16

Table 5. Multilayer Perceptron

Dataset size Precision Recall F-Measure Time Best layer

5.000 0.639 0.646 0.641 0:09:20 [31, 35, 25, 20, 12]

10.000 0.691 0.708 0.697 0:14:27 [31, 35, 25, 20, 12]

25.000 0.720 0.719 0.719 0:32:22 [31, 40, 30, 20, 12]

50.000 0.707 0.732 0.721 1:01:55 [31, 40, 30, 20, 12]

75.000 0.724 0.738 0.727 1:30:39 [31, 40, 30, 20, 12]

100.000 0.755 0.776 0.759 1:55:59 [31, 35, 25, 20, 12]

200.000 0.775 0.778 0.775 3:59:41 [31, 35, 25, 20, 12]

time needed to train and in the metrics’ score. Examining again F-Measure,
it achieved 79.5% while the Logistic Regression achieved 80.8%. Considering
time scaling, with regards to the dataset size, for 20 times bigger dataset, the
classifier’s training time has been increased by 3.23 times, and in every case the
training was 7 to 11 times higher.

Overall, it can be argued that the best choice in PAMAP dataset is the
Decision Tree classifier, since it performed better in the metric scores from all
other classifiers and its training time scaled well regarding the dataset size.

6 Conclusions and Future Work

In our work we delved into the performance of various classification algorithms
in a distributed environment. Each classification method had strengths and lim-
itations, depending on the dataset. The Decision Tree classifier outperformed all
the other classification methods, which was a pleasant surprise.

As for future work, more datasets with the same classification methods to
establish a better understanding, will be checked. Of course, the cluster on which
we run the classification methods is another key aspect of the cloud computing
in general, so checking the same or similar algorithms and dataset on different
clusters may prove fundamental and reveal well-hidden secrets.
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Abstract. Recent advances in computing and Internet technologies,
together with the advent of the Web 2.0 era have resulted in the develop-
ment of a plethora of online tools, such as forums and social networking
applications, which offer people an unprecedented level of flexibility and
convenience to participate in complex argumentative discourses of diverse
interest. However, these tools do not enable an intelligent analysis of the
related content. Aiming to address this issue, this paper presents pre-
liminary work on the exploitation of Neo4j graph platform for managing
well-established argumentation elements. The proposed high level and
scalable approach facilitates the discovery of latent and arbitrarily long
and complex argumentation in argument graphs, as well as its meaningful
exploitation towards gaining insights.

Keywords: Argumentation · Collaborative Decision Making
Graph database · Knowledge graph · NoSQL

1 Introduction

Argumentation is ubiquitous in our everyday life. It might be argued, that every
action can be modeled, up to an extent, as an argumentative discourse [13]. An
array of examples of various importance and complexity can be pointed out:
political and rhetoric argumentation, business negotiations, as well as questions
such as “which movie shall we watch tonight”, “which car should I buy”, and so
forth. All these are manifestations of an argumentation discourse.

This paper presents preliminary work on the exploitation of Neo4j for man-
aging argumentation related data. Neo4j, a NoSQL graph database, stores data
physically as a graph. Starting here from the notions portrayed in Dung’s works
c© IFIP International Federation for Information Processing 2018
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[1,4–6], we try to map the various argumentation elements and their relations
to a graph which is dynamically constructed during a discourse. Taking into
account diverse argumentation concepts and approaches, our formalization ele-
ments are those described in the Hermes system [10]. Although here, instead of
a tree, we loosen up the architecture and consider the whole issue formulation
problem as a continuously expanding graph, following the generally accepted
notions in argumentation. Given a knowledge graph formulated as an argumen-
tation framework, we examine the possibility of a graph theoretic route that
would yield some quantitative results.

Neo4j supports Cypher, a declarative, ASCII art, and pattern based query
language for handling conceptual graphs. We try and relax the restrictions
imposed by Dung’s model for argument sets, in hope of finding a way to quan-
titatively assess the process of collaboratively formulating the understanding of
an issue and reaching consensus. We aim to check whether the relaxed argumen-
tation forms that we will use give a more probabilistic nature to argumentation
acceptance and the assent of any issue considered. By including the human
factor, our approach by design engulfs notions that we see in the value-based
argumentation frameworks propositions and the labeling process for examining
argument attacks.

1.1 Motivation and Contribution

Although the overall argumentation process does not necessarily consider large
data sets, the rapid development of web technologies and social networks have
resulted in the creation of a big volume of content. Opinions, emotions, ideas and
thoughts can be extracted in order to explain, assist, and even predict human
decision making. The Big data challenge lies in the efficient implementation of
a framework for extracting large amount of data from the social media and
adopt appropriate methodologies to process them. We can succeed in this by
employing a Neo4j server and populating a graph database. The need for new
database approaches, that goes beyond the relational one, was highlighted with
the advent of Web 2.0, which is dominated by high volumes of unstructured or
semi-structured and high order data. Those data can provide the knowledge on
which computer formulated notions from argumentation theory like dialogues,
value-based argumentation frameworks, argument schemes etc. can rely and give
solutions.

The most commonly used tools for knowledge sharing cannot be considered
deliberation tools. The problems they face are systemic, like signal-to-noise ratio,
redundancy, repetition and balkanization. The main result is not having any
debate and low quality of knowledge being spread, although one could contend
that this was not their initial goal.

The remaining of this paper is organized as follows. Section 2 presents exist-
ing research and background topics on argumentation notions. Section 3 pro-
vides a description of Neo4j’s basic elements. Section 4 discusses the proposed
approach about how the knowledge graph should be created during the deliber-
ation. Section 5 gives a road-map of challenges and comments on limitations of
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deliberation systems and Graph Databases. Finally, Sect. 6 provides concluding
remarks and sketches our future work directions.

2 Argumentation Concepts

In this section we provide a description of some basic argumentation notions
which sparked our study. Their direct relation with graph databases is what
made us try and devise a deliberation schema based on a graph database back-
end.

To start with, an argumentation discourse as a process towards reaching
consent over a difference of opinions, has four discussion stages as portrayed in
[7]:

1. Confrontation Stage: this is where doubt or the difference of opinions over
a standpoint is brought forward.

2. Opening Stage: the departing point for the discussion. A common ground
for a fruitful discussion must be reached and all parties, or protagonists,
present their own assent towards a standpoint.

3. Argumentation Stage: the main discourse stage, where protagonists bring
forth arguments to overcome any antagonists’ doubts or critical reactions and
antagonists are considering acceptance of the protagonists’ argumentation.

4. Concluding Stage: at this stage, either a protagonist’s standpoint is
accepted by all parties, hence the antagonists’ doubts are retracted, or a pro-
tagonist’s standpoint is retracted. In any case, a conclusion must be reached
and explicitly expressed.

Although these stages seem to have a logical ordering, a discourse need not
pass through all of them -at least not explicitly- and not in this particular order.
These stages could be easily matched with the diverse processes of deliberation
systems; for example, threads in internet forums.

A finer structuring of the elements making up argumentation is enabled
through Pollock’s theory [14] for defeasible reasoning. Reasons - called argu-
ments, by argumentation theorists - can be attacked by others, hence the use of
the adjective defeasible. The main issue risen is when the argument is attacked.
Or, in other words, in which way is it attacked? Pollock argues that two types
of defeaters exist, namely rebutting and undercutting.

1. Undercutting argument: those attacking the connection of an argument
and its conclusion. This is knowledge obtained that attacks the acceptance of
the reason supporting a conclusion.

2. Rebutted: a reason supporting the opposite conclusion.

The work done by Dung [4] is where argumentation relates most with graph
theory. Notions as argumentation framework, conflict, relation are explained in
his paper. Specifically:
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An argumentation framework is a pair

AF = 〈A, attacks〉
where A is a set of arguments and attacks is a binary relation defined on

A. A framework can be represented as a directed graph G = (V,E). A graph G
consists of a set of vertices V and a set of edges E. Just like in an argumentation
framework, the set of edges correspond to a set of pairs of vertices by means of
a relation. Hence, for a set A = {a, b, c}, (a, b) denotes a attacks b.

As a starting point for a deliberation system in which a discourse can
be unravelled, we use notions from Hermes [10]. Its framework is based on
IBIS (Issue-Based Information System). The argument diagramming takes form
through a framework consisting of issues, alternatives, positions, and constraints.

1. Issues: the problem to be solved.
2. Alternatives: the possible solutions to the problem.
3. Positions: the arguments as seen in Dung; they support or attack an alter-

native.
4. Constraints: a way to quantitatively weigh reasons; they have the form of a

rule (position1, preference relation, position2) with relations taking a value
of “more(less) important than” or “equally important”.

3 Neo4j Graph Database

Our work aims to build innovative tools that give an overall view of data-
intensive and cognitively-complex discourses, while also efficiently handle the
diversity of requirements concerning their analysis and meaningful interpreta-
tion. By having such a roadmap, one can assess all dialectical rules and con-
structs. Fallacies and impediments which contradict the whole process can be
more evident; and in the end, reaching a solution regarding the issues at hand
[17], hopefully could become a lot easier. By using a graph database, one can
store relationships between data. This unique characteristic makes them ideal
for our purposes.

To our knowledge, Neo4j has not been used for such an endeavor. Examples
of use cases include real-time recommendation systems, social network analysis,
network and IT operations. It provides production grade front- or back-end social
graph storage. Moreover, it offers graph analytics similar to link prediction,
shortest paths, clustering coefficient, and minimum spanning trees, bolstering
the potential of graph tools including NetworkX, machine learning frameworks
like Graphlab, and distributed processing systems such as Spark [12,16]. In a
context where (i) data are highly connected amongst them, (ii) relationships are
often created, erased and updated, and (iii) relationships are the elements that
actually trigger insights, graph databases are the solution to handling the big
data as well as the real-time aspect of today’s deliberation systems.

The fundamental units that form a graph are nodes and relationships. In
Neo4j, both can have properties. Entities of a domain are represented by nodes,
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albeit relationships can be used too, depending on the formulation and domain
of the problem. In addition, multiple labels can be attached to nodes. The nature
of the questions we want to answer, based on our data, will define the various
structures of our graph.

Neo4j’s data model is similar to the entity relationship diagram. Concretely,
nodes can be considered as the entities in the graph. So, for example in the
statement “Panos and Andreas are friends and Panos owns a Brand1 car with
plate number AF-101 and Andreas owns a Brand2 car with plate number BD-
101”, Panos, Andreas and the cars are all distinct entities, hence will be distinct
nodes in our graph.

Labels state the role of a node making them essentially the entity type identi-
fiers. As an excellent paradigm for the statement above, we can locate two labels
for nodes, person and car.

Relationships are any interactions between nodes, usually identified as verbs.
They are considered to be directed and have a start node and an end node. In
our example statement, those would be friend of and owns.

Properties are attributes of nodes and relationships. They are key-value pairs
attached to them, helping us to quantitatively answer questions regarding our
database. In these settings, the “Panos” node which is labeled as a person, can
have a set of properties like name : Panos, age : 35. Also the relationship friend
of can have a pair of since:MM/DD/YYYY as its property.

Again, we can easily see that depending on the problem (or domain), the
same statement might yield a different data model. For example, although in our
previous analysis the plate numbers could simply be a property of nodes labeled
as car, in another approach specific license plates could be nodes themselves.

The way we put all this to use is through the Cypher language, which was
built grounded on the simple SQL clauses and has lots of graph domain addi-
tional ones. A simple occurrence for our little dataset above could be:

match (p:Person)-[:FRIEND]->(f:Person)
where p.name=’Panos’
return f.name

which would return all names of nodes that the Panos node has a relationship
of FRIEND. The basic idea is that initially one forms a math statement which
will return a subgraph and then applies an action on it. Another example is:

match ()-[:FRIEND]->()<-[:FRIEND]-(f)
return f.name

which would return the names of all nodes that have a relationship of type
FRIEND with some common node. Considering this from an argumentative
perspective, these could be two arguments a, c attacking the same argument b,
which could constitute an “accrual of reasons”.
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4 Proposed Schema

In this section, we present our approach for a schema that could work as a
knowledge graph for a Collaborative Decision Making system. We will be using
argumentation elements based on those of Hermes [10], in following put them in
a Neo4j’s context, and finally try to address the problem formulation task. We
will be presenting the elements and notions using graph lingo.

Our scheme has three types of nodes and four types of relationships. All
relationships (edges) in Neo4j are directed. Incidentally, if a node u points to a
node v, then u is a child of v and v is a parent of u.

4.1 Nodes

The types of nodes used in the present schema are issues, alternatives and argu-
ments.

Issues, here noted as Sj , are equivalent to standpoints (the problem being
debated). In Hermes [10], they refer to decisions to be made; in this paper, we
prefer keeping a more argumentative perspective for notations, as this mental
disposition helps with the rest of our descriptions. Issues can also be parents for
other issues.

Alternatives, here noted as Ci, are children nodes of issues. An alternative is
a proposition, considered to be a potential solution to the parent issue.

Arguments can be children of both alternatives and issues. Depending on the
relationship between two arguments, a new issue can be automatically raised.

4.2 Relationships

We have four types of relationships depending on their start and end node.
Relationship H between an alternative Ci and an issue Sj :

Ci H Sj , with H ε {ALTERNATIV E TO}

Relationship Ω between an argument a or an issue Sk and an issue Sj :

{a, Si} ΩSj , with Ω ε {RAISES}

Relationship Υ between an argument a and another one b:

a Y b, with Υ ε {REBUTS,UNDERCUTS}

Relationship X between an argument a and an alternative Ci:

a X Cj , with X ε {ATTACK,SUPPORT}

Some characteristics of the above relationships are:

1. All relationships are non symmetric.
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2. A rebuttal automatically raises a new issue. We consider it to be a new issue
and view it as a new dispute that needs to be resolved through negotiations.

3. Also, when an argument a rebuts another b, then the two must have opposing
relationships with their common alternative parent. So:

if(a,ATTACK,Ci)and(a,REBUTS, b), thenwemusthave(b, SUPPORT,Ci).

4. Upon the creation of a rebutting relationship, a new issue Sj concerning it
as well as the relationship (a,RAISES, Sj) is created.

4.3 Example

Figure 1 illustrates the main Neo4j web interface. The graph depicted in Fig. 1
is more clearly shown in following Fig. 2. There, a draft example of a simple
argumentation over the question “Should I buy car Model1 of Brand1?” is con-
sidered.

In addition, two alternatives are presented, namely “Yes” and “No”. These
two alternatives often correspond to two different opinions. Another user sup-
ports “Yes” with an argument “Low price compared to others”. After that, an
argument rebutting it (“Very expensive for what is provides”) is expressed and
a new issue with the title “Price comparison” is created. Likewise, we see that
the argument “Engines of Model1 from Brand1 burn oil” supports “No”, while
another, arguing “Engines of Model1 since 2008 are fixed”, undercuts it.

Fig. 1. The web interface of Neo4j administrator panel.

While not fully visible in this simple example, we will be forming our argu-
mentation map with the dialectic systems in mind. Although the time aspect of
time-centric systems might be considered by others to generate non-structured
data, it is the authors’ opinions that it could be an asset, adding to the knowledge
that can be obtained from the graph.
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Fig. 2. A simple example of deliberation.

5 Roadmap

Towards implementing a deliberation system having Neo4j as its backbone,
numerous problems and issues need to be addressed. In such systems, one has
to bear in mind the human factor as well as the mechanics of how data are
produced.

The World Wide Web can be seen as an ideal platform for enhancing argu-
mentative communication and collaboration, due to its ubiquity and openness.
Personal blogs and unstructured or semi-structured online discussion forums can
provide a medium for such communication.

Notwithstanding opinions and discussions may be identified by their topics,
time, or participants, there is a lack of fine-grained structure that captures the
way that different facts, opinions, and arguments relate to one another and, as
such, contribute to the overall picture. An example is considered in [3], where
Deme is specifically designed for supporting democratic, small to medium-sized
group deliberation.

By far, the most used systems are those that formulate the deliberation pro-
cess via sharing content also known as time-centric systems, e.g. wikis, blogs,
forums and emails. Data is most commonly in the form of free text and the way
people create content does not give a structured result. The size and creation
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processes of data are the main reasons of problems such as duplication, balka-
nization as well as the very low signal-to-noise ratio. Also, the only two valid
ways of handling the plethora of data and any redundancy as a result, is to
either impose restrictions prior to making any post publicly available -perhaps
if designated members moderate discussions, or to manually assess all data after
the knowledge database is created; in either way, the amount of human labor
can become enormous.

A number of highly-structured argument-based deliberation support systems
(ADSS) have been already proposed. These suffer from two key limitations:
first, they usually support a small number of participants; in addition, most of
them target specific domains, such as education, or academic research. More-
over, highly-structured ADSSs based on client-server architectures, are usually
designed for small to medium-sized groups and are therefore not easily scalable
[8].

Another limitation of existing structured ADSSs is that they subscribe to
specific theories of argumentation and decision-making. While the majority of
these systems may be suitable for specific domains, an outstandingly truly global-
scale argumentation infrastructure must allow for a variety of reasoning patterns
to spark interaction. Such reasoning patterns are known in argumentation theory
as argumentation schemes [18]. By incorporating such methodologies, the non-
collaborativeness problem with large scale tools [11] can be efficiently addressed.

Authors in [15] present theoretical and software foundations for a World Wide
Argument Web (WWAW). Concretely, WWAW can be considered as a large-
scale Web of inter-connected arguments posted by individuals to express their
opinions in a rather structured manner. ArgDF, a pilot Semantic Web-based
system is presented, through which users can create arguments using different
argumentation schemes and can query arguments using a Semantic Web query
language.

6 Conclusions and Future Work

We have presented preliminary work on the exploitation of Neo4j for managing
argumentation related data. As future work, we intend to enhance the frame-
work in order to perform meaningful numeric evaluations. More specifically, we
will examine whether all types of nodes can have such capabilities. Furthermore,
we will try to address several issues that deliberation systems face; heavy depen-
dency on manual moderating work -either during or after the system launch -
has to be thoroughly tackled. A very good example regarding this issue is the
user incentives of Stack Overflow1. In addition to reputation votes, there are
about 90 badges a user wins for completing milestones.

Another addition to our framework concerns the argumentation structures
[2]. This could help arguments being posted in order to be regarded more as
evidence rather than as simple bias, thus adding to the overall credibility of the

1 https://stackoverflow.com/.

https://stackoverflow.com/
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system. The ultimate goal after dealing with these issues would be the develop-
ment of an online argumentation platform for generic, large-scale deliberating
purposes [9].
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Abstract. In this paper, we describe a novel framework for improving infor-
mation retrieval results. At first, relevant documents are organized in clusters
utilizing the containment metric along with language modeling tools. Then the
final ranked list (ascending/descending order) of the documents that will be
returned to the user for the specific query, is produced. To achieve that, firstly
we extract the scores between the clusters and the query representations and then
we combine the internal rankings of the documents inside the clusters using
these scores as weighting factor. The method employed is based in the
exploitation of the inter-documents similarities (lexical and/or semantics) after a
sophisticated preprocessing. The experimental evaluation demonstrates that the
proposed algorithm has the potential to improve the quality of the retrieved
results.

Keywords: Query disambiguation � Information retrieval
Query reformulation � Clustering � Containment � Semantics

1 Introduction

One of the most popular research issues has always been the subject of improving the
quality of ranking in Information Retrieval results. To this extent, information need is
expressed through the form of queries submitted against a search engine or platform
with the purpose of receiving any available information related to the query
(Baeza-Yates and Ribeiro-Neto 2011; Manning et al. 2008). The problem or the
challenge in this process is the search machine’s potential and capability to respond and
deliver the fittest set of information for the specific query, if this information actually
exists.

On the other hand, users that post their queries are not specialists but instead plain,
every day users that are not usually aware of the best format to provide their input
query either because they do not leverage the full potential of the search platform or
because they cannot express their intention clearly. The search engine’s greatest
challenge is then, to understand this user’s intention through this given input, the query,
that is to disambiguate the terms that synthesize the query and attempt to satisfy the
query request.

The disambiguation process in information retrieval concerns both the way the
query is approached as well as the way that the retrieved documents are processed.
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Effective retrieval functions and techniques have been mostly derived from the class of
probabilistic models and several approaches have been successfully implemented
towards this direction (Baeza-Yates and Ribeiro-Neto 2011; Croft et al. 2009).

Recently, the aforementioned models have been combined with the cluster-based
retrieval approach. Clustering depends on the relationship between document and query
processing. If documents’ processing depends on the query, then clustering can be seen
as gathering all documents related to this query under the same cluster. Otherwise,
documents can be clustered according to the relation between their content information
based on lexical or semantic similarities and independent to the query. The level of
similarity decided will provide the different number of clusters for a given corpus and
will utilize the overlapping and redundant information present in the documents. This
kind of retrieval is based on the hypothesis that similar documents can satisfy the same
query or queries (Jardine and van Rijsbergen 1971; van Rijsbergen 1979). Moving in
this line of thought recently researches have depicted that if good clusters can be
designed then the retrieval performance will be improved (Raiber and Kurland 2014).

In this paper we propose a framework in order to improve query search results by
leveraging specific types on information representation along with selecting the proper
clustering algorithm to organize the documents. Our approach examines
query-independent document processing and representation resulting to a lexical based
inter-document similarity in order to form the clusters. The key of improvement in our
results is the use of a generalized structural unit, namely gloss, derived from WordNet’s
thesaurus hierarchy (Fellbaum 1998; Princeton WordNet Gloss Corpus 2008) instead
of words, namely senses. Usual problems like frequent irrelevant terms are faced
effectively since the generalized approach we design elevates the terms that have the
most similar sense(s) between each other throughout the document and when gathered
they actually represent its content due to their semantics. Our final result is the list of
documents returned for the query as an improved ranking.

The paper is organized as follows: in Sect. 2 we present a brief survey on similar
techniques, while in Sect. 3 we describe an outline of our approach. In Sect. 4 we
describe the lexical and semantics processing of the documents and in Sect. 5 we
conclude the document processing presenting the clustering along with the techniques
for evaluating internal scores of the contained documents. In Sect. 6 we process the
query and explain the reformulation. Finally, in Sect. 7 we describe our ranking
technique along with comparing our result with other techniques and platforms in
Sect. 8 and conclude our research in Sect. 9.

2 Related Work

Many researches have been developed regarding document and query processing in
terms of query disambiguation techniques. Most of them use additional databases that
extend the analysis from the standard search engines. These databases are known as
thesaurus or ontologies and are basically lexical databases (mainly for the English
language) providing extra information and tools for analyzing content and query
processing like sets of synonyms, antonyms, definitions and other data, all derived from
a hierarchical structure.
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In these researches the various processing rules and techniques are applied mostly
in conjunction with the WordNet (Princeton University) (Fellbaum 1998; Princeton
WordNet Gloss Corpus 2008) ontology, along with probability distribution models to
smooth and arrange the results. Most of our techniques were inspired or derived from
the work of (Giakoumi et al. 2015) that raise the question of whether the texts and the
query should be approached with dependency between each other or not. In any case,
texts are being scored in respect to one global lexicon and clusters are being formed
through KL-Divergence (Kullback and Leibler 1951). Throughout the process, TF-IDF
and SMLE (Smoothed Maximum Likelihood Estimate) models provide the necessary
smoothing of the contained information.

In other articles like (Makris et al. 2014; Plegas and Stamou 2012; Agrawal et al.
2009; Angel and Koudas 2011) processing focuses around information redundancy.
These techniques leverage greedy algorithms like MAXI-MAXU (Maximum
k-Intersection, Maximum k-Union), to allocate the maximum intersection of similar
information between pairs of documents. Upon locating the same context, a new
document is being created that contains this context once along with any new infor-
mation contained in the texts that participated in the intersection process over the
specified threshold. The newly created content is being checked with the coherence
metric that concludes whether the derived text is logical and valid.

In a series of additional papers, (Kanavos et al. 2013; Makris et al. 2013; Makris
and Plegas 2013; Raviv et al. 2016), a recent and interesting approach is being explored
to provide further information in text and terms annotation. The process of Wikification
leverages the structure of Wikipedia pages in order to assign additional weights in the
scores assigned to terms through WordNet’s disambiguation process. Further clustering
of the texts is being performed in these papers too, using n-tuples. Finally, using the
TAGME (Ferragina and Scaiella 2010) technique in conjunction with WordNet results,
the final score is assigned to the texts before being returned for a specific query.

Moreover (Levi et al. 2016; Raviv et al. 2016) explored language models, clus-
tering and Wikification techniques in order to improve the retrieval performance. Our
work can be considered to act complementarily to these attempts since it explores the
use of WordNet and its glosses as an extra refined mechanism.

3 Outline of the Approach

The disambiguation process in information retrieval concerns both the way the query is
approached as well as the way that the retrieved documents/ pages are handled from the
(any) search engine. In order to decide how this process can be better applied, in terms
of a source corpus or a web search in respect to a specific query, we define the way to
modify and represent these documents appropriately while reformulating the query at
the same time.

At first, we process the documents and we consider this step as completely inde-
pendent from the query. The reason for this decision is an intuitive thought which
dictates that given a specific query, the chances to find an answer for it and this answer
to be ideal are very low; on the other hand, given a document we can extract one or
more queries that can find their ideal answer(s) inside the document they represent.
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For text processing we use the WordNet 2.1 ontology by choosing to extract the
glosses from the hierarchy. The glosses are sentences that describe the various senses
also included in this model. That way we insert the idea of generality in our technique;
in other words we define a new generalized structural unit to represent our texts. We
examine and evaluate the use of glosses due to their structural position inside the
WordNet model. As such instead of limited and isolated senses, we elevate the use of
glosses with the purpose of adding or discovering additional (important per case)
information for the terms that are contained in the text.

A significant step in our approach is document clustering based on the containment
metric. Through clustering we target to achieve the maximum possible concentration of
the same or similar content of all documents under the same interface (representation).
This interface/ representation is the lexicon of the cluster, based on the documents it
contains. This lexicon is being forwarded later in the process in order to be compared
with the various representations of the query. At the same time, the documents inside
these clusters also receive a score independently of the query.

The query is being processed in a similar way – like the documents – through
WordNet 2.1 ontology information extraction. It is then reformulated and through the
glosses, extracted from its terms, various representations are being produced (all
possible combinations between glosses of each term).

In the final stage of our processing, we produce the final ranked list (ascending/
descending order) applied on the documents that will be returned to the user for the
specific query. To achieve that, firstly we extract the scores between the clusters and the
query representations and then we combine them through the Borda Count Method
(Kozorovitzky, and Kurland 2011) providing the final ranking order of the documents
to return.

For the implementation of this research’s algorithm we created and used tools in
JAVA and Python in an end-to-end application so that the largest part of the process to
be automated and user’s interference to be minimum.

4 Language Model Processing of Documents

4.1 Document Representation

We begin our document representation technique using natural language processing
based on NLTK tools (Bird et al. 2016) and OpenNLP (OpenNLP 2016) trained
models to extract the terms from the documents and lemmatize them. The output of
these steps are being forwarded to WordNet 2.1 interface, where for each document,
the contained words one by one are set as input in the thesaurus.

To select the appropriate sense or senses from the WordNet schema we utilize the
Wu & Palmer similarity measure (Wu and Palmer 1994) which is depicted below:

similarity ci; cj
� � ¼ 2depth LCA ci; cj

� �� �
depth cið Þ þ depth cj

� � ;
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where we define depth ðÞ as the depth of the node inside the ontology and as LCA ðÞ the
lowest common ancestor of the two senses ci; cj in the hierarchy, for the terms ti; tj. We
use the above algorithm because we do not know a priori the fittest sense for each
incoming term and Wu & Palmer provide us the ones for which the similarity is
maximized. The similarity is calculated over the senses but the algorithm moves one
step further and retrieves from the WordNet ontology the respective gloss that the sense
belongs to.

To this point, we have extracted all the necessary information from the WordNet
schema and assigned these sets of glosses (sentences) to each one of the retrieved
documents. Each document is now being represented by a set of glosses retrieved for its
terms instead of the more common methods that stop to the retrieval of senses only.
The main advantage of our approach is that there is no need to perform extensive
smoothing techniques like TF-IDF. That is because by extracting a more generalized
description for each term, the words inside the document that concern the actual
concept will finally be expressed by more similar or the same glosses and as such
collect the majority of the content. Instead, words that do not contribute to the overall
conceptual representation will eventually be limited to minimum frequency in the
following steps.

4.2 Language Model for Internal Scoring of Documents in a Cluster

In the next step, we represent the information contained inside the documents with a
language modelling approach that aims to conclude scores for each document given a
larger set of glosses contained in a fixed vocabulary V .

Given a constructed fixed vocabulary V , the idea is to calculate a probability
measure over strings that belong to it (Manning et al. 2008). In this work, we construct
these vocabularies V containing a fixed set of sentences and calculate the probability of
those sentences to exist inside the document. Since our unit for representation is no
longer one word but instead a set of words, we apply the same rules for calculating the
probability metric over sentences (sets of strings).

For each document and for each contained sentence we calculate these probabilities
using the SMLE model (Smoothed Maximum Likelihood Estimate). SMLE model
adjusts the representation of the document in respect to the frequency of its contained
sentences, in other words based on the number of occurrences of each sentence s in the
fixed vocabulary V :

MSMLE
d sð Þ ¼

fs;d
ld
� c; if s 2 d

eps; if s 3 d

�
; 8s 2 V ;

where fs;d is the number of occurrences of sentence s in document d and ld is the
number of terms contained in both d and V ; also, eps is a very small quantity of the
order of 10�10 and c is estimated as:

c ¼ eps � Vj j � nd
Vj j ;
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where Vj j is the number of sentences in vocabulary V and nd the number of sentences
both in the vocabulary V and the document d.

The Smoothed version of MLE containing quantities eps and c is performed in
order to avoid the zero probability problem of MLE, that is:

MMLE
d sð Þ ¼ 0; 8s 2 V & 8s 3d

Using the SMLEs produced we can then calculate the document’s score against the
fixed vocabulary V by adding these sub-SMLEs for all contained sentences inside the
document representation.

5 Clustering

5.1 Containment

Documents are now represented by probability distributions and we can focus on how
to leverage the similar ones in order to proceed with further clustering them. For this
step we chose to use a simple but efficient metric known as Containment (Broder et al.
1997) accompanied with the K. To examine whether a document d1 is contained inside
another document d2 we use the following formula:

Containment d1; d2ð Þ ¼ S d1ð Þ \ S d2ð Þj j
S d1ð Þj j ;

where S dið Þ is the set of glosses that the document di contains. Containment is being
calculated from both directions and we keep the one that produces the higher score. The
maximum value for the containment is 1:0 which means that document d1 is fully
contained inside document d2. The result in each comparison is rounded up to one
decimal and the measure is calculated for all possible pairs of documents – removing
from the final set those with containment equal to zero 0:0.

5.2 Containment Based Clustering

Having extracted the containment scores between all pairs of documents and keeping
only the directions that produce the largest scores we now proceed to the clusters.
Specifically, each cluster will be formed by those documents that the containment score
between them belongs to a specific pre-defined set of values. One document may be
present in more than one clusters.

For the final clustering of documents we have three tools: the content (contain-
ment), the value of the SMLE and the mapping between senses and glosses. We choose
to use the simplest approach, namely the containment, to divide the texts into clusters.
Specifically, having each time one hundred documents for processing we can put
clusters of ten/fifteen documents setting containments limits in the range intervals of
0.1 units to meet separately all possible spaces between 0.1 and 0.9. The number of
fifteen documents per cluster emerged after experiments. As for the other two metrics,
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the SMLE will be used for the internal ranking of documents within the cluster so that
to get the final ranking of the representations of the query, in the last step of our
processing. Finally, the mapping between concepts and glosses on the subject, can be
used for further analysis but we stop at this point because we aim to end use only
glosses. Nevertheless, one can combine senses and glosses and produce information
more well defined to the nature of documents. Such information can produce more
glosses for the representation of documents, to combine concepts from each other so
that the glosses to be more targeted. We leave this as a matter of future research.

Returning to the clustering we develop the algorithm to extract clusters according to
the analysis we did earlier. First, we define the first cluster with documents having
containments between the 0.8 and 0.9 interval. Then we repeat this step every 0.1 units:
0.6–0.7, 0.4–0.5, 0.2–0.3 and 0.1.

In particular we run the list of document pairs and using their containment metric
we pick up initially all pairs of values in the content space 0.8–0.9. Then we collect all
the documents whose containment has values between 0.6–0.7. There is always the
case of a document from the previous calculated interval, to appear and we permit this
as case, considering that this raises the chances of finding more similarity between
query and representation of a cluster because of the extra vocabulary the document
adds to that cluster. We repeat the same procedure for the remaining intervals. When
we completed the separation in the first cluster, we can reduce even more the docu-
ments per cluster and display different documents for the same intervals.

The distribution of the documents inside the clusters resembles a normal one;
clusters produced for scores between 0:3 and 0:7 contain larger numbers of documents
than clusters near the edge with scores 0:2 to 0:1 or 0:8 to 1:0 as shown in Fig. 1:

Finally, based on the SMLE language model d, the score for each document inside
the cluster is being produced. The fixed vocabulary V for each cluster which is used for
this score is derived from the separate vocabularies of all documents contained in this
cluster. The glosses occur one time at most since the global cluster vocabulary must not
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Fig. 1. Normal distribution of contained documents
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contain redundant information. The score for each document varies per cluster it
belongs to.

It is important to mention two key characteristics for the above process:

1. The score for each document is produced based on the fixed vocabulary of each
cluster it belongs to as such one document may have more than one scores based on
the clusters it belongs to.

2. The option to create sub clusters is also utilized in our approach and the technique
aims to create a more uniform representation inside the clusters in respect to the
number of contained documents. It proves that the aforementioned technique per-
forms worse than the normal distribution.

6 Query Processing

To process the query we follow the same lexical and language model probability
approaches, where we tokenize the input, lemmatize the separate terms and provide
them as input to WordNet 2.1 in order to retrieve the respective glosses. In the doc-
ument processing we chose to keep those glosses, whose senses produced the highest
scores for the terms. For the query we choose to keep all glosses produced by the
WordNet 2.1 schema. Our intuition behind this decision is that the user who posed the
query might have had in mind any specific intention out of various possible ones; so, if
a query can mean a lot of different things we have to keep all those meanings instead of
just some.

In the final step of this process we reformulate the query by producing all possible
glosses for each of its terms and we check all the possible combinations between them
as shown if Fig. 2. The final output will be a set of different query representations
containing glosses.

7 Ranking

To produce the final list of documents that will be returned to the user, our algorithm
calculates a similarity score between the global fixed vocabulary V of each cluster and

Fig. 2. Normal distribution of contained documents
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each of the query representations. We annotate the query representations as:
qi,1\q\Q, where Q is the total number of query representations. Each cluster’s
vocabulary is annotated as: ci, 1\i\C, where C is the total number of clusters. At the
first step we produce the similarity measurement score between the two quantities for
each query representation and each cluster’s vocabulary.

A lot of techniques have been developed for lexical similarities over the years
basically for application over characters between words. In our framework we adjusted
a few of them to be performed over sentences – words instead of characters and
sentences instead of words. We concluded in the use of two methods: Positional N-
Grams similarity and Levenshtein Distance. The N-Gram similarity was used with
position n ¼ 4. The advantage of the use of the aforementioned similarity techniques is
that they offer the possibility of two sentences to be partially similar and not totally the
same. Between the two techniques, N-Gram executes in lesser time than Levenshtein
Distance and produces better similarity scores. Based on comparing every represen-
tation qi with every cluster Cj, there will be produced Similarities: Sij:

Query representation Cluster Similarity between query and cluster

q1 Cluster C1 S11
Cluster C2 S12
… ……

q2 Cluster C1 S21
Cluster C2 S22
… ……

Then we adjust the ranking based on the documents of every cluster. As we already
described the internal ranking of documents in each cluster employs SMLE and the
containment metric.

Ranking in each cluster Query + Cluster: Sij combination

doc1 S12
doc2
doc3
doc7 S31
doc8
doc9
doc1
doc2 S13
… …

The final score of each document is produced through Borda Count that combines
the similarity between clusters and query representations with the internal document
score as produced in each cluster. In particular the combined lists correspond to every
distinct combination of cluster and query representation, the lists are ranked according
to the internal scores of the document in each cluster and during the combination we
use as extra weight the similarity between the query and the clusters.
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8 Experimental Evaluation

To perform our evaluation we explored 20 web queries from TREC 2012 WebTracks.
We selected queries with the best characteristics against WordNet 2.1 and in respect to
the quality of their corpus, in order to perform the experiments. All tracks use the 1
billion page ClueWeb09 (http://lemurproject.org/clueweb09/) dataset and contain a
diversity task that contains a ranked list of documents that covers the query topic
avoiding information redundancy. TREC assessors have assigned appropriate relevance
judgement scores for the documents related to each of the queries. For our results we
have employed Google and AOL search engines and for each we have retained the top
100 pages returned. Common identifier of the quality of the results (both for our
algorithm as well as for the Google and AOL engines results) is the N-DCG metric
(Baeza Yates and Ribeiro-Neto 2011; Manning et al. 2008).

Each query is being examined against WordNet and confirmed that all of its terms
extract the necessary information – otherwise the query is dismissed. We retrieved up
to 200 documents from the ClueWeb09 corpus related to each query. For the clustering
of the documents we used the containment metric and created the clusters based on the
following sets of values: 0.8–1.0, 0.6–0.7, 0.4–0.5, 0.2–0.3 and 0–0.1. To measure the
efficiency of our method we used (a) the relevance judgement scores from TREC 2012
specialists and (b) the N-DGC, Normalized Discounted Cumulative Gain metric.

When comparing our algorithm with the ideal list of documents returned for each
query we have a success of 75% in a very well controlled environment where: (i) the
stop words list is extended to contain additional words based on the previous results,
(ii) clustering is preserved in the values presented above, (iii) queries selected have
documents with strict normal distribution of scores, (iv) we keep all glosses for the
query terms and (v) we change the threshold in our ranking techniques per case. The
following Fig. 3 represents the most representative samples of our results with scores
[0, 4]. In the vertical axis 0 indicates no relativity at all between the document and the
query and 4 is the highest relativity between them. In the horizontal axis, reside the
documents evaluated for the query.

Finally, our algorithm was assessed against Google and AOL results for the same
queries. The vertical axis in the following Fig. 4, shows the N-DCG metric and the
horizontal contains the 20 queries. From the results, our algorithm performs much
better than Google (69%) and better than AOL (71%).

Google decides the returned list through Page Rank and focuses on user “clicks” as
well as the incoming and outgoing links between pages. As such pages with lesser
interactions between each other are hardly going to be presented in the list. On the other
hand, the close values between our algorithm (75%) and AOL – which are both higher
than Google’s - could be explained through the use of a common technique between
the two approaches which is the clustering of the pages before they are returned for a
specific query. Finally, we perform a soft comparison of our algorithm with the
techniques and approaches presented in the related researches (Giakoumi et al. 2015;
Plegas and Stamou 2012) to further evaluate our algorithm. Our test range was much
more limited than the ones used in the aforementioned paper as such the results are
inconclusive. Specifically, our algorithm seems to perform 5%–10% better but the
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queries used are not the same nor in the same extensive number. At the same time, the
range of the corpus used in our experiments is significantly smaller mainly due to the
limited capacity and related resources used for our research as such further experiments
are necessary to conclude.

9 Conclusions

In this paper we presented a framework in an attempt to improve the quality in the
retrieval performance of search engines. The novel approach of our research is the use
of a more generalized structure unit, namely gloss, in order to represent our texts
throughout language and probabilistic models in conjunction with a lately very
effective technique – clustering. Our main goal in this approach is to introduce a more
generalized way of modeling the input in a conceptual way in order to enforce the
inclusion of independent modules, re-usable and easily attached to different methods
and techniques. This way a model can be flexible enough to be attached in a variety of
approaches. At the same time, our algorithm needs further improvement. In our
approach the most significant one concerns the use of WordNet where the interface for
the input has limited options; a different lemmatizer of stemmer could be developed to
provide the words to WordNet in a better comprehensive and pos-tagged way without
losing information. To this extend someone can further enhance the scores by applying
the Wikification techniques in the final document ranking.
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In a more complex approach, an entirely different thesaurus could also be used, like
YAGO which offers a much better framework for conceptual analysis but so far lacks
the tools to provide massive input and assess its results.
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Abstract. Nowadays machine translation is widely used, but the required data
for training, tuning and testing a machine translation engine is often not suffi-
cient or not useful. The automatic selection of data that are qualitatively
appropriate for building translation models can help improve translation accu-
racy. In this paper, we used a large parallel corpus of educational video lecture
subtitles as well as text posted by students and lecturers on the course fora. The
text is quite challenging to translate due to the scientific domains involved and
its informal genre. We applied a random forest classification schema on the
output of three machine translation models (one based on statistical machine
translation and two on neural machine translation) in order to automatically
identify the best output. The unorthodox language phenomena observed as well
as the rich-in-terminology scientific domains addressed in the educational video
lectures, the language-independent nature of the approach, and the tackled
three-class classification problem constitute innovative challenges of the work
described herein.

Keywords: Machine learning � Educational data � Data selection
Machine translation � Random forests

1 Introduction

In recent years, many people, companies and organizations make use of machine
translation (MT) solutions. MT software has been improving, and researchers are trying
to generate the best translation of a source text. The use of MT is said to have become
an indispensable tool, not only for scientific purposes, but also for the general public.
Moreover, automatic translation contributes decisively to the learning process, since it
can extend the learning target group by breaking the language barrier and enhancing
access to the educational material. To this end, the European project TraMOOC
(Translation for Massive Open Online Courses) [10] aims at improving the translation
process, and overcoming the language barriers in online educational content.

After almost half a century that statistical approach prevailed in MT [9], a new
method, the neural – based approach, appeared. This, in contrast to statistical machine
translation (SMT) implemented by using parallel text corpora to calculate probabilities,
generates much more accurate translations. More specifically, neural machine trans-
lation (NMT) implements deep learning techniques to teach text translations by taking
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on existing statistical models as a basis. Also, NMT is able to use algorithms to train
itself with linguistic rules [3].

Certainly, many challenges occur in the translation process. Additionally, it should
be noted that there is difficulty in translation out of domain data. Therefore, there is a
large amount of data to be translated. For large sentences, an extension of the classical
neural encoder-decoder can be used, taking into account only the words which have
information relevant to the target word and not the whole sentence [1]. Post-editing and
data selection are two ways to reduce the data (i.e. choosing only quality parallel
segments) without hurting translation quality. Many online MT platforms now prompt
users to improve the proposed translation themselves [12]. This may be a solution to
improve translation models, but it also creates a multitude of data that needs to be
evaluated regarding usability. On the other hand, data selection methods can be used to
recognize the useful and non-useful features in parallel segments. Research has shown
that when models are trained with less, but more accurate, data, their performance
improves [17].

In this paper, we consider data selection as a classification problem and we explore
the idea of using three translation prototypes for our experiments, one based on SMT
and the other two based on NMT. The contribution of this paper is multi-fold:

• the educational content domain comprises scientific fields that involve a high degree
of terminology and unknown words. This phenomenon requires a set of robust
learning features to represent the parallel text segments.

• the informal genre (spontaneous speech transcriptions and forum text) presents
linguistic phenomena that are unorthodox and ungrammatical, like repetitions,
interjections, fillers, truncated utterances etc., posing a challenge to the automatic
identification of grammatical utterances.

• the proposed approach is language independent. All linguistic features are based on
string similarity and no morphosyntactic information is incorporated in any form.

• a metalearner (Random Forest) is employed for data classification, for the first time
for the task at hand to the authors’ knowledge, in order to tackle the aforementioned
challenges.

2 Experimental Setup

This section describes the corpora, tools and the classification process used.

2.1 Corpus

The parallel corpus we worked on was provided from the TraMOOC project. As
already mentioned, the corpus includes lecture speech transcriptions and text posted by
class participants on course fora. The source corpus consists of 2,687 segments (sen-
tences) in English (Src). For each of these segments, three translation outputs into
Greek are available, generated by three prototypes (Trans1, Trans2, Trans3), whereas
one reference translation (Ref) from a professional translator is also provided. Trans-
lation model 1 (Trans1) used the open-source phrase-based SMT toolkit Moses [8], the
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translation models 2 (Trans2) and 3 (Trans3) used the NMT Nematus toolkit [15].
Trans1 is a statistical based prototype trained on both in- and out-of-domain data.
Trans2 is trained on the same data as Trans1 and uses labels to identify and remember
the domain, while Trans3 is the result of training with more in-domain data providing
via crowdsourcing, weight tying, layer normalization, and improved domain adapta-
tion. Out of domain data included widely known corpora e.g. Europal, JRC-Acquis,
OPUS, WMT News corpora etc. In domain data included TED, QED corpus, Coursera
etc. [11].

Data pre-processing included the removal of symbols (for example #, $), and some
alignment corrections, so that each segment is mapped to its Src, Ref, Trans1, Trans2
and Trans3 variations.

A challenge was the translation of entities like URLs, mathematical expressions and
rare words. The first two entity types were copied to the translation output by some
prototypes (Trans2 & Trans3, and Trans3 respectively), while the third type is tackled
by the third prototype by word division in order to improve MT output [16].

2.2 Annotation

Two Greek linguists have annotated each segment with A, B or C depending on
whether Trans1, 2 or 3 is more similar to Ref respectively. We observe low annotation
percentage for class A (17%) compared with class B (37%) and C (46%). This confirms
the superiority of the NMT vs. SMT models. At this point, it’s important to notice that
the two annotators gave different answers in 82 of the 2,687 segment cases. For the
different answers, the annotators had a discussion and finally agreed on one common
label.

We present five segments and their Trans1-2-3 and Ref translations (Table 1), the
sixth segment is an example of disagreement of two linguistics.

Table 1. Segment examples from source, Trans1, Trans2, Trans3 and Ref.

ID Source Trans1 Trans2 Trans3 Ref

1 The archplot refers to
the classical design of
a story and has been
called by many names.

H archplot amauέqesai
rsηm jkarijή
rvediarlό lia1
irsoqίa1 jai έvei
jkηheί le pokkά
omόlasa.

To aqvaϊjό rvέdio
amauέqesai rsom
jkarijό rvediarlό
lia1 irsoqίa1 jai έvei
jkηheί apό pokkά
omόlasa.

H aqvijή pkojή
amauέqesai rsom
jkarrijό rvediarlό
lia1 irsoqίa1 jai έvei
omolarseί apό pokkά
omόlasa.

H jύqia pkojή
amauέqesai rsηm stpijή
dialόquxrη lia1
irsoqίa1 jai έvei pάqei
pokkά omόlasa.

2 A bit of gaming
history: Which now
famous video game
character made his/her
first appearance in the
1981 “Donkey Kong”
arcade game?

Έma jollάsi sη1
irsoqίa1 paivmidiώm: H
opoίa sώqa diάrηlo
bimseopaivmίdi
vaqajsήqa1 έjame sηm
pqώsη sη1 eluάmirη
rso 1981 “DonkeyKong”
bimseopaivmίdi;

Έma jollάsi sη1
irsoqίa1 sot
paivmidioύ: Pot sώqa
o diάrηlo1
video-paivmίdi
vaqajsήqa1 έjame sηm
pqώsη sot eluάmirη so
1981 rso
bimseopaivmίdi sot
DoneyKong;

Έma jollάsi irsoqίa1
paivmidiώm: To opoίo
sώqa o diάrηlo1
vaqajsήqa1 sot
bimseopaivmidioύ έjame
sηm pqώsη sot
eluάmirη rso paivmίdi
“DonkeyKong”
paivmίdi;

Kίcη irsoqίa
paivmidiώm: Poio1/a
rηleqimό1 cmxrsό1
vaqajsήqa1
bimseopaivmidioύ
eluamίrsηje cia pqώsη
uoqά so 1981
rso «Donkey Kong»;

3 This is where studying
critical thinking can
help.

Edώ eίmai pot
rpotdάfotm reiqά
lahηlάsxm Kqisijή
Rjέwη lpoqeί ma
boηhήrei.

Edώ eίmai pot η lekέsη
sη1 jqίrilη1 rjέwη1
lpoqeί ma boηhήrei.

Edώ eίmai pot η lekέsη
sη1 Kqisijή1 Rjέwη1
lpoqeί ma boηhήrei.

Re atsό so rηleίo oi
rpotdέ1 rsηm Kqisijή
Rjέwη lpoqoύm ma
boηhήrotm.

(continued)
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ID 1: (i) archplot: No translation by Trans1 (not found). Trans2 and Trans3 cor-
rectly separate the two synthetics. Trans2 translates the first synthetic as a main word
(aqvaϊjό = archaic), common in historical contexts, but not correct in this segment.
Trans3 finds the meaning of the prefix: arch- (archi › aqvή, aqvijή).

(ii) has been called: the three trans didn’t change the passive into the active form.
Trans1 and 2 gave the most common meaning (jkηheί). Nevertheless, the more suc-
cessful translation of Trans3 (omolarseί) makes a pleonasm with the object (omόlasa),
Ref’s choice being the correct (pάqei).

ID 2: (i) which: None of the three Trans translated correctly this question word, not
being the first word of the segment.

(ii) Trans1 incorrectly connected which to history giving the same grammatical
gender (irsoqίa…η opoίa). Trans2 chose the sometimes confusing, but very common,
pot (not the question word poύ). Trans3 incorrectly connected which to a bit giving the
same grammatical gender (jollάsi…so opoίo).

(iii) now: None of the three Trans translated it as an adjective.
(iv) Trans1 and Trans2 didn’t connect the word game to character as a genitive

case (paivmίdi…vaqajsήqa1), as was done correctly by Trans3 (vaqajsήqa1
bimseopaivmidioύ).

ID 3: (i) This is where: no metaphorical sense by the three Trans.
(ii) studying: the same translation by Trans2 and Trans3 (lekέsη), but not

expressing the action, the process, as a verb would have done. Trans1 uses a verb
(rpotdάfotm) and the sense of “process” is given also by adding an object but the
syntax generates a pleonasm (rpotdάfotm reiqά lahηlάsxm) and the syntax of the
segment is incorrect.

ID 4: (i) Authorship: Trans1 translated this word by the word Niemann that is
non-existing in the source segment. It’s important to note that we find the Niemann
Statement in Harvard and other contexts and this is relevant with essays and authors.
Very interesting, (but the result is completely false) is also the Trans2 translation
process: from the basic meanings of the whole word (authorship =origin, source)

Table 1. (continued)

ID Source Trans1 Trans2 Trans3 Ref

4 Upload the essay as a
zip file including the
Statement of
Authorship.

Amέbare so dojίlio x1
savtdqolijό uάjeko,
rtlpeqikalbamolέmη1
sη1 dήkxrη1 Niemann.

Amέbafe sηm eqcarίa
x1 ueqlotάq,
rtlpeqikalbamolέmη1
sη1 dήkxrη1 sot
aqvaίot pkoίot.

Amebάrse sηm έjherη
x1 έma aqveίo zip
rtlpeqikalbamolέmot
sη1 dήkxrη1 sot
diasάjsη.

Amebάrse sηm έjherη
x1 rtlpierlέmo aqveίo
rtlpeqikalbamolέmη1
sη1 Dήkxrη
Rtccqauijή1
Pasqόsηsa1.

5 You need to get the
audience to want to
“lean into the screen”.

Ha pqέpei ma pάqese so
joimό ma hέkotm ma
“kisή rsηm ohόmη”.

Pqέpei ma jάmei1 so
joimό ma hέkei ma
“ktcίrei rsηm ohόmη”.

Pqέpei ma jάmei1 so
joimό ma hέkei ma
“ceίqei rsηm ohόmη”.

Ha pqέpei ma jάmese so
joimό ma hέkei
ma « lpei rsηm ohόmη» .

6 For anybody interested
in deeper exploration
of the origins of
storytelling please
check-out Professor
Hobohm’s full lecture
on the topic that we
added below.

Cia όpoiom
emdiauέqesai cia
bahύseqη eneqeύmηrη
sot pqoέketrη sη1
auήcηrη1 paqajakώ
ekέcnse-out o
jahηcηsή1 Hobohm
eίmai celάso diάkenη
cia so hέla pot
pqorhέrale paqajάsx.

Cia opoiomdήpose
emdiauέqesai cia
bahύseqη έqetma cia
sηm pqoέketrη sη1
auήcηrη1, paqajakώ
enesάrse sηm pkήqη
diάkenη sot jahηcηsή
Hobohm cia so hέla
pot pqorhέrale apό
jάsx.

Cia opoiomdήpose
emdiauέqesai cia
bahύseqη eneqeύmηrη
sη1 jasacxcή1 sη1
auήcηrη1, paqajakώ
ekέcnse sηm pkήqη
diάkenη sot jahηcηsή
Xόlpol cia so hέla
pot pqorhέrale
paqajάsx.

Όpoio1 emdiauέqesai
cia pio dienodijή
έqetma rvesijά le sηm
pqoέketrη sη1
auήcηrη1 paqajakώ
qίnse lia lasiά re όkη
sη diάkenη sot
jahηcηsή Hobohm pάmx
rso hέla pot
pqorhέrale apό jάsx.

Automatic Selection of Parallel Data for Machine Translation 149



Trans2 uses a synonym: aqvaίot (ancient), but at the same time it separately translates
the second synthetic of the word (-ship) to give the common phrase: aqvaίot pkoίot.

(ii) essay: Trans1 gives the main meaning of the word (dojίlio), but the Trans2
and Trans3 choices are also correct (eqcarίa, έjherη), Trans3 choice being Ref’s
choice.

(iii) zip file: Trans1 translates zip by the common adjective of file, but here it is
irrelevant: savtdqolijό. The Trans2 translation (ueqlotάq) is completely irrelevant
here, but very common in other contexts. Trans3 correctly doesn’t translate zip in this
context.

ID 5: (i) get: Trans1 gives the most common translation (pάqese), but it is not
correct here. Trans2 and Trans3 correctly translate this multi-sense word.

(ii) You: Only Trans1 correctly translates You as a plural pronoun.
(iii) lean: None of the three Trans is correct (kisή, ktcίrei, ceίqei) compared to

Ref’s correct choice (lpei). The word here has a very special metaphorical meaning:
“to enter”. The sense of “motion” of the preposition into, in the Source text, is partly
conveyed in Trans3 (ceίqei).

ID 6: Annotator 1 labeled Trans2 as the better translation for the following reasons:
(1) έqetma is a better translation for exploration in this segment, as the main meaning of
the word (eneqeύmηrη) here is not precise, (2) pqoέketrη for the word origins is the
best translation in this segment and is the same as the Ref tranlation, (3) enesάrse is not
the best translation for check-out in this segment but is better than ekέcnse, because its
meaning is not the primary one (i.e. check) but closer to other secondary meanings of
check, like “note” or “hold”. By check-out, in combination with the word whole, the
writer here means: “read” or better “study and keep in mind”, but it can’t be translated
so, as it is far from the meaning of check, (4) Trans2 kept the proper noun Hobohm in
Latin letters, like Ref, and as it is considered to be good practice for dealing with proper
nouns from one language to another.

Annotator 2 labeled Trans3, as the better translation for the following reasons:
(1) eneqeύmηrη is the exact meaning of “exploration”, in combination with its prepo-
sitional phrase of the origins, implying “deeper research” (eneqeύmηrη being more
exploratory than a simple research (έqetma)), (2) sη1 jasacxcή1 is the primary and
most common meaning for of the origins, as it refers to “the first appearance”, to “the
creation” of the subjective genitive: storytelling, (3) Trans3 changed the Latin into
Greek letters for the proper noun: Xόlpol, as the target language is Greek, and it is
common practice to do so.

2.3 Features

We considered the task at hand as a classification problem with three output (class)
values, so we represented each segment as a tuple (Src, Trans1-2-3, Ref). Each tuple
was modeled as a feature-value vector, while the features are based on string similarity,
they contain no form of morhosyntactic information, and are therefore language
independent. The feature set was based on the work by Barrón-Cedeño et al. [2] and
Pighin et al. [13]. Feature values were calculated using MATLAB.
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Basic-Simple Features
These are simple string similarity features. Levenshtein distance is a string similarity
metric, which calculates the minimum number of single-character changes required to
change one word into the other. Also, another string similarity metric was used to
determine if Trans 1-2-3 is contained in Ref (Containment c) [5].

• Length (in number of words) of Src-Trans1-Trans2-Trans3-Ref.
• Length in words of Trans1, Trans2, Trans3, Ref divided by Src, also for Trans1,

Trans2, Trans3 divided by Ref.
• Length in characters divided by length in words for Src, Trans1, Trans2, Trans3 and

Ref.
• Levenshtein distance of Trans1, Trans2, Trans3 divided by Length of words and

characters of Trans1, Trans2, Trans3.
• Number of words that exist in Trans and do not exist in the Ref divided by the

number of words in Trans (and vice versa).
• Containment c of Trans1-Ref, Trasn2-Ref, Trans3-Ref [5].
• Ratio of (third bullet)’s resulting features between (Trans1-Trans2-Trans3, Src),

(Ref, Src), and (Trans1-Trans2-Trans3, Ref).
• Longest word for Src, Trans1, Trans2, Trans3 and Ref.
• Longest word in Trans1, Trans2, Trans3 divided by Src and Ref and longest word in

Ref divided by longest word in Src.
• If Ref = Trans1 or Trans2 or Trans3, then True, otherwise False, if Src = Trans1 or

Trans2 or Trans3, then True, otherwise False.

Noise-Based Features

• If Src is a one word string then True, otherwise False.
• If Src is a string of more than five words then True, otherwise False.
• If Src is a string with length six to ten words then True, otherwise False.
• If Src is a string with length up to eleven words then True, otherwise False.
• If Src, Trans1, Trans2, Trans3, Ref has a word with length 10 to 14 characters then

True otherwise False. We did the same with word length 15 to infinity.
• If Src or Trans1 or Trans2 or Trans3 has a word of three repeated characters then

True, otherwise False.

Similarity-Based Features

• The length factors (LF-defined in [14]), LF(Ref, Trans1), LF(Ref, Trans2) and LF
(Ref, Trans3) are calculated.

• Using the LF (described above), if LF(Ref, Trans1) > LF(Ref, Tans2) then True,
otherwise False. The same comparison is performed on LF(Ref, Trans2) and LF
(Ref, Trans3), as well as on LF(Ref, Trans1) and LF(Ref, Trans3) (and vice versa).

2.4 Results

We have nominal and numeric features. We normalized the numeric features so that
their values range between 0 and 1, by using the Feature scaling method. We decided to
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use the Weka machine learning workbench [18] for training and testing our dataset. We
used evaluation measures that are common in classification, and adopted from Infor-
mation Retrieval. The first measure is Precision, that is True Positive / (True Posi-
tive + False Positive). The second measure is Sensitivity - (Recall), that is True
Positive / (True Positive + False Negative).

Given the challenges governing the genre and the domain of the data, we decided to
apply a meta-learner for increased robustness. We chose the Random Forest classifier,
due to their using the Law of Large Numbers and the ability to avoid overfitting [4],
and achieving high generalization accuracy. Random Forests implement an ensemble
learning schema that generates multiple decision trees during training, and constructs a
combination of the classification outputs of each tree model for prediction. We set the
number of iterations (number of trees to be constructed) to 65. Each tree was con-
structed while considering 20 random features. We employed 10 fold cross validation
as testing mode. The minority class (A) causes problems in the classification process:
the classification algorithms give low accuracy as they tend to classify the new unseen
segments in the majority class [7]. In order to improve the accuracy of the classifier for
the minority class (precision 49%, recall 22%), we used the Smote filter [6], which is an
over-sampling approach for creating new synthetic training data. Smote combines the
feature values of minority class examples with the feature values of their nearest
neighbor examples (n = 5) in order to produce new examples of the minority class. The
Smote process is applied only on the training data. Using Smote, the segments of class
A doubled in number, and the total number of segments reached 3150. We observed
that we had better results when we used RandomForest_Smote including all the fea-
tures as seen in Table 2.

It is noted that the results obtained are satisfactory, given that in our experiment we
had three classification values, in contrast to related research that targeted a binary class
output [2]. Moreover, the features we used are simple string comparison features, and
they are language independent, including no morphosyntactic information in any form.

Table 2. Precision and recall of our experiments.

Classifier : RandomForest
Class Precision Recall Number of

features
Number of
instances

A 49% 22% 82 2687
B 46% 36% 82 2687
C 50% 70% 82 2687

Classifier : RandomForest_Smote

A 77% 63% 82 3150
B 44% 32% 82 3150
C 50% 68% 82 3150
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It is noted that the results obtained are satisfactory, given that in our experiment we
had three classification values, in contrast to the [2] research. In addition, the features
we used are simple string comparison features, and they are language independent.

We observed in the table that when we applied RandomForest before the Smote
filtering, the classifier correctly classified 22% of A segments for Class A (Trans1), 36%
of B segments for Class B (Trans2) and 70%ofC segments for Class C (Trans3). After the
Smote process, a major change is observed in Class A, where the percentage increased to
64%. For classes B and Cwe did not notice any particular changes.What is remarkable is
that when the classifier does not sort correctly, it usually classifies the segments from one
neural model to another (60%B -> C and 25%C -> B), and amuch smaller percentage to
the statistical model (7% C -> A and 8%B -> A) as well. In total, we can see in the figure
below (Fig. 1) the percentages of incorrectly classified instances.

The majority of incorrectly classified instances from classes A and B, were clas-
sified by Random Forest in class C (60%). For classes A and C 28% were misclassified
into B. We observe a low percentage, only 12%, of misclassifications from classes B
and C to class A.

We note that Trans1 does not apply the basic syntactic rules, i.e. the subject-verb
agreement, the subject-predicate agreement, as well as the modifiers agreements (at-
tributive adjectives, predicate adjectives). Non-agreement is also observed in genitive
constructions (possessive case, subjective and objective genitives), when of course
there is not of (genitive case) or by. However, it has been found that Trans1 has, in
many cases, a richer vocabulary than Trans2 and Trans3. In addition, Trans1 retains the
main names, as Trans2 also does, in the Latin script, as it is considered right, and does
the same in words not existing in its vocabulary, avoiding false and unrelated

12% 
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60% 

0%

10%

20%

30%

40%
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Fig. 1. Total percentages for incorrectly classified instances.
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translations, as in Trans2 and Trans3 sometimes occurs. Trans2 applies the above
agreements, but not always successfully. Trans2 disposes quite satisfactory vocabulary,
but not always about words that having more than two basic meanings. However, as it
has been said, Trans2 translates all the common words, even those that do not exist in
its vocabulary, breaking up compound words into their components and translating
them, but, in some cases, this translation is wrong. Trans3 applies the above agree-
ments more successfully than Trans2, it translates more successfully the components of
compound words, but, as it has been said, Trans3 lags somewhat to the vocabulary
richness.

It is important to know which features are more important to the classifier, so we
tried the attribute evaluator technique (in Weka). Ratio of length in words and ratio of
length in characters seem to be functional, as well as the Length Factor (LF), as we
have described in Sect. 2.3. On the other hand, comparisons, like if Ref = Trans1-2-3,
seem not to be so useful for the classifier.

3 Conclusions and Future Work

In conclusion, this study aimed at automatic data selection for machine translation. It is
based on the processing of a sufficiently large parallel corpora database. In this regard,
we considered the data selection task as a classification problem. More specifically,
three translation models were used, which represent both the old approach (SMT) and
the state of art (NMT) to MT. In this way, differences in the translation process and the
approach of the three models become more apparent. 82 characteristics have been
calculated and 2,687 segments have been annotated. For proper analysis, we
pre-processed our data before using Weka tool. We used Smote to address the class
imbalance problem in our data. The results recorded give a better translational pre-
diction to model 3, which does not make much of an impression, as this is a sophis-
ticated translation model. It is worth mentioning that the translation was from English
to Greek, which increased the task complexity, since the Greek language is a moro-
hologically rich language with ambiguities. One way to more accurately approach
ambiguities in the future might be the use of data categorization. For example,
grammatical categorization may prove far superior to the lexical features employed
herein, an approach that has already been considered for the Greek language [19].
Furthermore, it could be studied whether the use of in-depth features influences the
translation process, such as etymology, that is believed to be of great help for the Greek
language.

It is worth asking ourselves whether we can find similar results amongst other
language pairs, and this may be a new field for study.
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Abstract. Biomolecular computation is the scientific field focusing on
the theory and practice of encoding combinatorial problems in ordi-
nary DNA strands and applying standard biology lab operations such
as cleansing and complementary sequence generation to them in order
to compute an exact solution. The primary advantage offered by this
computational paradigm is massive parallelism as the solution space
is simultaneously searched. On the other hand, factors that need to
addressed under this model are the DNA volume growth and compu-
tational errors attributed to inexact DNA matching. Biomolecular com-
putation additionally paves the way for two- and three-dimensional self
assemblying biological tiles which are closely linked at a theoretical level
to a Turing machine, establishing thus its computational power. Appli-
cations include medium sized instances of TSP and the evaluation of the
output of bounded fan-out Boolean circuits.

Keywords: Biomolecular computation · DNA computation
Computing paradigm · Computational media · Parallel computing
CREW PRAM · TSP · Boolean circuits
Nondeterministic Turing machine

1 Introduction

The seminal paper [19] is widely known for essentially establishing the field
of quantum computing. However, a lesser known offshoot is biomolecular com-
puting, alternatively known as DNA computing. The founding notions of this
computational paradigm were presented in [2], where it was proposed that regu-
lar DNA strands can represent combinatorial inputs instead of the functions of
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a living organism. Then standard lab operations can be applied to these strands
in order to extract strands containing a solution. As a concrete application, the
TSP was solved exactly through a brute force methodology in a medium sized
graph G = (V,E) in O (|V | + |E|) elementary operations and O (log |V |) DNA
strands, indicating the potential of massive parallelism. This was repeated in [32]
with a different algorithmic approach though in the sequence of lab operations,
establishing the fact that novel and efficient algorithms are also necessary in this
computational paradigm.

The primary objective of this survey is to concisely summarize the principles
and notions of the paradigm of biomolecular computing with an emphasis on
the potential for massively parallel computations. The latter may well serve in
the dawn of the big data and 5 V era as an unconventional inspiration for the
designers of parallel algorithms or distributed systems.

The remaining of this survery is structured as follows. Section 2 summarizes
the principal concepts of biomolecular computing, the connections to known
computational models, and describes computational applications not examined
elsewhere in this survey. The elementary operations, advantages, and disadvan-
tages of the biomolecular paradigm are explained in Sect. 3. The most impor-
tant application, namely TSP, is described in Sect. 4. The parallelism potential
is explored in Sect. 5, while factors working against the computation scale up are
investigated in Sects. 6 and 7. The main points are summarized in Sect. 8 and
certain conclusions are drawn. Finally, Table 1 summarizes the survey notation.

Table 1. Survey notation.

Symbol Meaning
�
= Definition or equality by definition

�s�, �s� DNA strand s in 5-3 and 3-5 direction respectively

s̄ Complementary DNA strand of s in 5-3 direction

|s| Length (number of bases) of DNA strand s

s1 ‖ s2 Strands s1 and s2 match completely

s1 � s2 Strand s2 matches to the right side of s1

s1 � s2 Strand s2 matches to the left side of s1

s1 � s2 Strand s2 matches to a middle segment of s1

s1 �‖ s2 Strands s1 and s2 do not match

s1 ∩ s2 = k Strands s1 and s2 overlap in k bases

|S| Cardinality of set S

E [X] Mean value of random variable X

Var [X] Variance of random variable X
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2 Previous Work

As stated earlier, the groundwork for the paradigm of biomolecular computing
was laid in [2] followed by [32]. Soon, notions and applications emerged as noted
in the early surveys [40,45,47]. The computational power of the paradigm is
explored in [6,9] and its limits in [18]. The enormous potential for parallelism
is highlighted in [21–24,43]. The notion of self assembly was applied to this
paradigm in [1,31,48]. According to this principle, which is reminiscent of non-
supervised learning, DNA tiles in a test tube given proper mobility conditions
and time can attach themselves to tiles or strands containing fully or partial
complementary sequences without human intervention in two [50,51] or three
dimensions [28]. Issues pertaining to complexity of the biomolecular paradigm
are examined from various viewpoints in [4,29,46].

Another way to examine the potential and the complexity of biomolecular
computation is through the simulation of the operation of sequential, bounded
fan-in Boolean circuits with DNA strands as first shown in [3,36] and described
in detail in the follow up work [39]. Questions regarding the complexity of con-
structing and evaluating the output of such circuits are addressed in [34,35,37],
whereas self assembling circuits are investigated in [38].

Among the algorithmic applications of biomolecular computation are the
brute force parallel solution of k-SAT in [13] and in [5], dynamic programming
on the Cell Matrix architecture [49], and splicing systems [11]. Shortest path
algorithms implemented in biomolecular elementary operations are presented in
[33] and in [42]. Length bounded computing with DNA strands and its connec-
tions to space complexity are explored in [20]. An evolutionary algorithm also
expressed these operations is described in [12].

Finally, steps regarding the implementation of a DNA computer are given in
[25,26,41,44], although these proposals vary. DNA operations can be also sim-
ulated over Neo4j with properties in edges corresponding to physical or chem-
ical DNA properties in an approach similar to the one presented in [30] for
implementing persistent data structures. Concerning software, a fully functional
graphical computing environment for biomolecular computation is described in
[10]. It also includes DNA C, a C variant which is a combination of the C con-
structs pertaining to integers with an extension implementing the fundamental
operations of biomolecular computing. The exclusion of floating point arith-
metic should not come as a surprise, since biomolecular computation is discrete
in nature and has been so far applied only in combinatorial problems. Nonethe-
less, should the need arise, floating point numbers can be approximated fairly
well by rationals or by continued fractions. For instance, the golden ratio ϕ is
represented by the infinite fraction1

ϕ = 1 +
1

1 +
1

1 +
1

1 + . . .

(1)

1 OEIS sequence A000012.
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3 Paradigm Notions

3.1 Definition

Knowledge transfer and inspiration between computer science and biology has
been fruitful. This relationship has already resulted in bioinformatics, connec-
tomics, and computational biology. One of them, with direct reference to the
everyday laboratory handling of DNA strands, is the paradigm of biomolecular
computation which can be formally defined as

Definition 1. Biomolecular computing is the art and science of using DNA
strands as computational medium to appropriately encode candidate solutions to
(possibly intractable for a Turing machine) combinatorial problems and using
standard biological laboratory techniques in order to select an exact solution.

From Definition 1 follows that any DNA encoding corresponds strictly to
candidate solutions of a combinatorial problem and not to the design and func-
tions of a living being. Also, the difference from the fields of bioinformatics and
computational biology should be clear. Although the inspiration, terminology,
and implementation are biological, the paradigm is definitiely computational as
the objective is to codify and efficiently solve instances of intractable, at least
under the conventional Turing machine model, combinatorial problems.

3.2 Abstract DNA Operations

Under the biomolecular computation paradigm the elementary operations
applied to the DNA strands in the test tube are the following.

– Initialize (T0): Crate a test tube T0 containing each admissible candidate
solution for a combinatorial problem according to a probability distribution,
usually the uniform one.

– Copy(T0, T1): Copy the contents of T0 to the tube of T1.
– Merge(T0, T1): Mix the contents of T0 and T1 to T0.
– Detect(T0): Examine whether T0 is empty.
– Select(T0, s0): Extract s0, if present, from T0.
– Extract(�): Extract strands of length �.
– Cleavage(s0, σ0): Slice s0 according to the shorter template strand σ0.
– Anneal(s0): Create double DNRA strands from a single one.
– Denature(s0): Create single DNA strands from a double one.
– Ligate(T0): Create bonds between double strands inside tube T0.

The basic storage unit in this paradigm is the test tube which may contain a
fixed volume of DNA strands. The latter are not necessarily of the same type. In
fact, the opposite is quite common as the tube contains the results of a sequence
of lab operations applied to a set of candidate solutions. It is only after the end of
these operations where the solution, if any, to the instance at hand is extracted
and cultivated that a test tube may contain only copies of a single strand.
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4 TSP

Perhaps the most well known biomolecular algorithm is the one shown in algo-
rithm 1 for solving TSP for a graph G = (V,E). Notice this is a brute force
method which can be used among others to discover community structure in
graphs as in [15,27]. However, this approach could not be a basis for heuristic
techniques such as those in [16,17]. The primary characteristic of algorithm 1
is that all paths of length j are created in j steps. Assume that each vertex is
encoded with bv and each edge with be bases. Each vertex vk has a unique coding
sk in DNA bases, while the edge (vi, vj) is encoded as the concatenation of s̄i

and s̄j .

Algorithm 1. TSP expressed in biomolecular operations
Require: tubes T0, Tv with encoded vertices; tube Te with encoded edges
Ensure: a Hamilton circle is found
1: initialize(T0)
2: for j ← 1 to |V | do
3: merge(T0, Te)
4: merge(T0, Tv)
5: ligate(T0)
6: end for
7: extract(|V | (bv + be))
8: denature(T0)
9: return detect(T0)

5 Parallelism

Theoretically, the biomolecular computation paradigm can be reduced to sim-
ulating a CREW PRAM, a version of RAM with P > 1 processors and M
memory locations where multiple processors can read the same memory address
but only one can write any given time at a given memory address. The CREW
PRAM operation set LOAD, READ, WRITE as well as the memory configu-
ration of this machine can be simulated by a sequence of biomolecular opera-
tions as shown in [46] through a sequence of successive configurations of length
O (log (PM)) each. Starting from a random configuration, mixing a sequence of
admissible configurations, at the expense of a multiplicatively growing volume,
finally yields one superconfiguration of concatenated configurations representing
a desired sequence of computation, assuming that one can be found. By repeat-
edly applying cleavage operations, the individual configurations are extracted.

Another way to quantify the actual parallelism offered by the biomolecular
paradigm is to use Amdahl’s law as a benchmark

Γ
�=

1

(1 − γ0) +
γ0
s

, 0 ≤ γ0 < 1 (2)
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where Γ is the actual speedup, γ0 is the parallelizable part of the task, and s is
the speedup of that part. Thus, the size of the parallelizable part plays a crucial
role and essentially defines how much can be actually sped up as for infinite s

Γ → 1
1 − γ0

(3)

6 Error Free Computations

6.1 Overview

Errors in the biomolecular computation can be classified into two broad cate-
gories. The first source of errors lies in the encoding of candidate solutions as
there can be partial DNA matches which may eventually create false final solu-
tions, in other words creating false positives. Moreover, the elementary opera-
tions described above may not be executed with absolute sucess due to a number
of factors. This might create depending on the nature of the operations involved
either false positives or false negatives.

6.2 Encoding

Concerning the solution encoding, an obvious approach might be to choose an
encoding with controllable redundancy β0. Namely, each bit of information is
expressed with α0 = 1 + β0 bits in total and on average. Thus, the ratio ρ0 of
original to redundant information is

ρ0
�=

1
β0

=
1

α0 − 1
< 1 (4)

For instance, in a graph problem with |V | if each vertex normally requires
�log |V |� bits to encode, then it would require α0 times as much.

Regarding the number of false negatives or false positives, it can be argued
that it is proportional to the partial matches of DNA strings. While there is
a case where an intended match of two DNA strands s1 and s2 fails, strand
mismatches denoted by s1 �‖ s2 can be considered accurate for the most part.
On the contrary, partial matches either from left or from right are with high
probability indicators of failed operations, especially if the two strands overlap
in only a few bases. For a single biomolecular step in the same test tube T0, let

u = |s1 ‖ s2|
ur (k) = |s1 � s2, s1 ∩ s2 = k|
ul (k) = |s1 � s2, s1 ∩ s2 = k|

um = |s1 	 s2|
uo = |s1 �‖ s2| (5)



The Biomolecular Paradigm 163

denote respectively the number of DNA perfect matches, right and left matches
in k bases, middle matches and no matches. Thus, in a single biomolecular step
the ratios of true matches Q+ and true mismatches Q− are

Q+ �=
u + um

u + um +
|s2|∑

k=1

ur (k) +
|s2|∑

k=1

ul (k)

Q− �=
uo

uo +
|s2|∑

k=1

ur (k) +
|s2|∑

k=1

ul (k)

(6)

Another way to assess the reliability of a sequence of n0 biomolecular oper-
ations is the following. Let πk be the success probability of each operation. The
success probability π+ by the product rule, assuming operation independence,
is

π+ �=
n0∏

k=1

πk = π1 . . . πn0 (7)

Thus, if μ1 ≤ πk ≤ μ2, then the following bounds can be derived

e−n0μ2 ≤ π+ ≤ e−n0μ1 (8)

Perhaps a more accurate way to assess the average value of π+ is to consider
the geometric mean of the sequence

π̄
�=

(
n0∏

k=1

πk

) 1
n0

= μ1

(
n0∏

k=1

(
1 +

ηk

μ1

)) 1
n0

, πk = μ1 + ηk (9)

6.3 Trials

Due to the nature of the actual biological operations, they are not always exe-
cuted with abolute correctness. This can be attributed to a number of reasons
including the age, technology, and condition of lab equipment, the chemistry and
quantity of DNA strands themselves, the nature of bonds between strands, and
lab conditions such as radiation and electomagnetic pulses of various frequences.
As a result, a strand encoding an invalid solution can emerge from the test tubes
or a strand containing the solution can be missed in them [7,8].

The geometric distribution models sequences of test outcomes where the
probability of success is p0. Its probability mass function is defined as

prob {X = k} �= p0 (1 − p0)
k
, k ∈ Z

+ (10)

The interpretation of X is that it models the number of failed attempts of an
experiment before the single successful outcome of that experiment. The mean
value of this distribution is readily calculated in equation (11).

E [X] �=
+∞∑

k=0

k prob {X = k} =
1 − p0

p0
= elogit(1−p0) (11)
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The logit (·) function is the inverse of the sigmoid function extensively used
to train deep recurrent and tensor stack networks [14] expresses the logarithm
of the odds of a single Bernoulli trial. Also is a special case of a link function
to the generalized linear model and leads to the logistic regression, commonly
found in deep learning applications.

The variance of X is its mean value scaled by the success probabilty p0. This
is coherent with intuition, since the larger p0, the fewer attempts are required
to achieve success and the number of failed attempts will be close to zero.

Var [X] �=
+∞∑

k=0

(k − E [X])2 prob {X = k} =
1 − p0

p20
=

E [X]
p0

(12)

7 Volume Considerations

The major practical limitation of biomolecular computation is the volume neces-
sary to represent each candidate solution. This is limited not only by the volume
of the test tube, but also by the encoding which, in turn, implies a redundancy
rate to ensure higher operation success probabilites. If V0 is the hard limit for
the test tube volume, α0 the encoding redundancy factor, n is the number of
candidate solutions, and �0 the solution length, then

V0 ≥ (a0n�0)
1+ε ⇔ n ≤ 1

a0�0
V

1
1+ε0
0 (13)

where ε0 is a constant which depends on a number of diverse factors such as
lab temperature and tube technology. If a biomolecular computation requires
J0 steps to complete, then the required volume grows exponentially. Then, the
above limit should be modified as

n ≤ 1
a0�0

V
1

J0(1+ε0)

0 (14)

8 Conclusions

This survey explores the foundations, applications, and limits of biomolecular
computation which represents an alternative computational paradigm. The lat-
ter is based on the handling of potentially very long strands of ordinary DNA
using standard biology lab operations such as annealing, generating a comple-
mentary strand, selecting a strand, or concatenating two strands. These strands
do not codify the inner workings of any living organism. Instead, they contain
a suitably selected representation of a computational problem. By selecting an
appropriate representation of an input instance, a plethora of various output
instances are created by a series of biological operations. Although a fraction
of the abovementioned output instances may contain incomplete operations and
must be removed by cleansing operations, their majority will contain with high
probability a solution.
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Abstract. Sometimes the difference between two distinct words of the
same length cannot be smaller than a certain minimal amount. In par-
ticular if two distinct words of the same length are both periodic or
quasiperiodic, then their Hamming distance is at least 2. We study here
how the minimum Hamming distance dist(x, y) between two words x, y
of the same length n depends on their periods. Similar problems were
considered in [1] in the context of quasiperiodicities. We say that a period
p of a word x is primitive if x does not have any smaller period p′ which
divides p. For integers p, n (p ≤ n) we define Pp(n) as the set of words of
length n with primitive period p. We show several results related to the
following functions introduced in this paper for p �= q and n ≥ max(p, q).

Dp,q(n) = min { dist(x, y) : x ∈ Pp(n), y ∈ Pq(n) },
Np,q(h) = max {n : Dp,q(n) ≤ h }.

1 Introduction

Consider a word x of length |x| = n, with its positions numbered 0 through
n − 1. We say that x has a period p if xi = xi+p for all 0 ≤ i < n − p. Our work
can be seen as a quest to extend Fine and Wilf’s Periodicity Lemma [14], which
is a ubiquitous tool of combinatorics on words.

Lemma 1 (Periodicity Lemma [14]). If a word x has periods p and q and
|x| ≥ p + q − GCD(p, q), then x also has a period GCD(p, q).

Other known extensions of this lemma include a variant with three [10] and an
arbitrary number of specified periods [11,16,17,23], the so-called new periodicity
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lemma [3,13], a periodicity lemma for repetitions that involve morphisms [19],
and extensions into periodicity of partial words [4–9,22], into abelian [12] and
k-abelian [18] periodicity, into bidimensional words [20], and other variations
[15,21].

We say that a word x of length n is periodic if it has a period p such that
2p ≤ n. For two words x and y of length n, by dist(x, y) we denote their Hamming
distance being the number of positions i = 0, . . . , n − 1 such that xi �= yi. The
following folklore fact gives a lower bound on how different are two distinct
periodic words. Its proof can be found in [1].

Fact 2. If x and y are distinct periodic words of the same length, then
dist(x, y) �= 1.

We present several generalizations of this fact.
Results similar to Fact 2 were presented recently in the context of quasiperi-

odicity [1]. We say that a word x has a cover u if each position in x is located
inside an occurrence of u in x. The word x is called quasiperiodic if it has a cover
u other than x. In [1] the following generalization of Fact fct:folklore was shown:
dist(x, y) > 1 for any two distinct quasiperiodic words x, y of the same length.
This type of fact has potential applications; see [2].

There is a quantitative difference between periods and covers. For example,
there are words x and y of length 1024 with shortest covers of length 4 and 5,
respectively, and dist(x, y) = 2:

x = (abaa)256 and y = aaba(abaa)255

with covers abaa and aabaa. However, if x and y are words of length 1024 with
shortest periods 4 and 5, respectively, then we must have dist(x, y) ≥ 357.

We say that a period p of a word x is primitive if no proper divisor of p is a
period of x, i.e., if p′ | p and p′ is a period of x, then p′ = p. We define

Pp(n) = { |x| = n, p is a primitive period of x }.

The ultimate goal of this work is a characterization of the function Dp,q defined
for p �= q and n ≥ max(p, q) as:

Dp,q(n) = min { dist(x, y) : x ∈ Pp(n), y ∈ Pq(n) }.

As Dp,q is non-decreasing for given p, q, it can be described by the following
auxiliary function:

Np,q(h) = max {n : Dp,q(n) ≤ h }.

One can note that Lemma 1 can be equivalently formulated as Np,q(0) < p+q−
GCD(p, q) (Fig. 1). Similarly, an equivalent formulation of Fact 2 is Np,q(1) < 2q.

Fine and Wilf [14] also proved that the bound p+ q −GCD(p, q) of Lemma 1
cannot be improved. Consequently, Np,q(0) = p + q − GCD(p, q) − 1. On the
other hand, we show that Np,q(1) = 2q − 1 only for p | q. Hence, the bound
Np,q(1) < 2q of Fact 2 is not tight in general.
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Our Results. In Sect. 2 we consider the case that p | q. In the remaining
sections, we only consider the case of p < q and p � q. In Sect. 3 we show exact
values of the function Dp,q for p + q − GCD(p, q) ≤ n ≤ 2q. In Sect. 4, we show
the following bounds valid for abitrary n ≥ q:

⌊
n−q
p

⌋
≤ Dp,q(n) ≤ 2

⌈
n−q
p

⌉
.

We also prove an alternative bound Dp,q(n) ≥
⌊

2n
p+q

⌋
valid for n ≥ p + q.

h N3,4(h)
a a b a a b
a a b a aa

a a b a a b a a
a a b a aa b a

a a b a a b a a b a
a a b a aa b aa a

a a b a a b a a b aa
a a b a aa b aa a b

a a b a a b a a b aa b a a b a a
a a b a aa b aa a b a a a b a a

h N2,3(h)
a b a
a b a

a b a b
a b aa

a b a b a
a b aa b

a b a b a b a b a
a b aa b a a b a

a b a b a b a b a b
a b aa b a a b aa

a b a b a b a b a b a
a b aa b a a b aa b

a b a b a b a b a b a b a b a
a b aa b a a b aa b a a b a

a b a b a b a b a b a b a b a b
a b aa b a a b aa b a a b aa

Fig. 1. Upper table: values of N3,4(h) for h = 1, . . . , 5 together with pairs of words of
length N3,4(h) that have the Hamming distance h. Lower table: values of N2,3(h) for
h = 0, . . . , 7.

2 Preliminaries

Let us consider a finite alphabet Σ. If x is a word of length |x| = n, then by
xi ∈ Σ for i = 0, . . . , n − 1 we denote its ith letter. We say that a word v is a
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factor of a word x if there exist words u and w such that x = uvw. A factor v
is called a prefix of x if u is an empty word in some such decomposition and a
suffix if w is an empty word in some such decomposition. By x[i..j] we denote
the factor xi . . . xj .

If xi = xi+p for all 0 ≤ i < n − p for some integer p, then p is called a period
of x and the prefix of x of length p is called a string period of x. If x has period
p, then y is called a periodic extension of x with period p if y also has period p
and has x as a prefix.

We say that a period p is primitive if no proper divisor of p is a period of x.
Note that the shortest period (denoted p = per(x)) is always primitive.

We say that a word x is primitive if there exists no other word u and integer
k > 1 such that x = uk. Note that p is a primitive period of x if and only if the
corresponding string period is a primitive word. Two words x and y are each
other’s cyclic rotations if there exist words u and v such that x = uv and y = vu.
In this case we also say that |u| is the shift between x and y.

For a sequence of positive integers (a1, . . . , am), we define a (a1, . . . , am)-
decomposition of a word x as a sequence of consecutive factors of x of lengths
a1, . . . , am, a1, . . . , am, . . . The sequence ends at the last complete factor that can
be cut out of x; see Fig. 2 for an example.

Fig. 2. The (1, 2, 4)-decomposition of ababbababaababaabaab is a ba bbab a ba abab a ab.

If p | q, we can give a simple complete characterization of functions Np,q and
Dp,q.

Fact 3. If p | q and p < q, then Dp,q(n) =
⌊
n
q

⌋
and Np,q(h) = q · (h + 1) − 1.

Proof. We first show that Dp,q(n) ≥
⌊
n
q

⌋
. Consider a positive integer n, words

x ∈ Pp(n), y ∈ Pq(n), and the (q)-decompositions of x and y: α1, . . . , αk and
β1, . . . , βk. Observe that α1 = . . . = αk and β1 = . . . = βk because q is a period
of both x and y, but α1 �= β1 because q is a primitive period of y, but not a
primitive period of x. Hence, dist(x, y) ≥ k.

As for the other inequality on Dp,q(n), let us take x = (ap−1b)�n/p�an mod p

and let y be the word that is obtained from x by changing the letters at positions
i ≡ q − 1 (mod q) from b to c. Then dist(x, y) =

⌊
n
q

⌋
.

Finally, the formula for Np,q(h) follows directly from the other one. ��
Henceforth, we will always assume that p � q and q � p.
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3 Exact Values for Small n

Let us start with the following useful lemma.

Lemma 4. Let x be a word of length n and let y by its cyclic rotation by s
characters. If x �= y, then dist(x, y) ≥ 2. Moreover, there are two mismatches
between x and y located at least GCD(n, s) positions apart.

Proof. Note that yi = x(i+s) mod n for 0 ≤ i < n. Since x �= y, we have xa �= ya =
x(a+s) mod n for some position a. Let k be the smallest positive integer such that
xa = x(a+ks) mod n. Due to x(a+s) mod n �= xa and x(a+ns) mod n = xa, we have
1 < k ≤ n. Let b = (a+ (k − 1)s) mod n. Note that xb �= xa = x(b+s) mod n = yb.
Hence, a and b are positions of two distinct mismatches between x and y. More-
over, b ≡ (a + (k − 1)s) mod n ≡ a (mod GCD(n, s)). Consequently, these two
mismatches are indeed located at least GCD(n, s) positions apart. ��

For an illustration of the following Lemma5, see Fig. 3.

Lemma 5. Consider positive integers p, q satisfying p < q and p � q. Let x and
y be words of length n such that p + q − GCD(p, q) ≤ n ≤ q + p	 q

p
 − 1, p is a
period of x, and q is a period of y but not a period of x. Then

dist(x, y) ≥
⌊
n−q
p

⌋
+

⌊
n−q+GCD(p,q)

p

⌋
.

Proof. Let u = x[0..p − 1] and let v be the cyclic rotation of u by q characters.
Note that u is a string period of x, so u �= v; otherwise, q would be a period of
x. Consequently, Lemma 4 provides two distinct indices a, b such that ua �= va,
ub �= vb, and a ≤ b − GCD(p, q) < p − GCD(p, q). Let us define

A =
{
kp + a : 0 ≤ k <

⌊
n−q+GCD(p,q)

p

⌋}
,

B =
{
kp + b : 0 ≤ k <

⌊
n−q
p

⌋}
.

Observe that

max A =
⌊
n−q+GCD(p,q)

p

⌋
p − p + a ≤ n − q + GCD(p, q) − p + a < n − q

and max B =
⌊
n−q
p

⌋
p − p + b ≤ n − q − p + b < n − q.

Moreover,

max A ≤
⌊
p�q/p�−1+GCD(p,q)

p

⌋
p−p+a =

⌈
q
p

⌉
p−p+a < q+a ≤ q+min(A∪B),

and

max B ≤
⌊
p�q/p�−1

p

⌋
p − p + b =

⌈
q
p

⌉
p − p < q ≤ q + min(A ∪ B).

Consequently, for each i ∈ A ∪ B, there are positions xi and xi+q, and all
these 2(|A| + |B|) positions are distinct. Moreover, observe that for i ∈ A, we
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have xi = ua �= va = xi+q, while for i ∈ B, xi = ub �= vb = xi+q. Thus, for
i ∈ A ∪ B, we have xi �= xi+q, but yi = yi+q; hence xi �= yi or xi+q �= yi+q.
The positions we consider are distinct, so dist(x, y) ≥ |A ∪ B| = |A| + |B| =⌊
n−q
p

⌋
+

⌊
n−q+GCD(p,q)

p

⌋
, as claimed. ��

For an illustration of the following Lemma6, see Figs. 4 and 5.

q

p

x u

a b

u

a+ p

v

a+ q b+ q

v

a+ b+ q

Fig. 3. Illustration of the equalities in the bound in Lemma 5 for � q
p
� = 1.

Lemma 6. Consider coprime integers p, q satisfying 1 < p < q. Let w be a
word of length p + q − 2 with periods p and q, but without period 1. Moreover,
let n be an integer such that p + q − 1 ≤ n ≤ q + 	 q

p
p − 1, and let x and y
be periodic extensions of w of length n preserving periods p and q, respectively.
Then per(x) = p, per(y) = q, and

dist(x, y) ≤
⌊
n−q
p

⌋
+

⌊
n−q+1

p

⌋
,

Proof. Claim. If a position i satisfies i < q or (i−q) mod p < p−2, then xi = yi.

Proof. The claim is clear for i < q+p−2 since due to the common prefix of x and
y. Thus, we consider a position i = q+kp+r with 1 ≤ k < 	 q

p
 and 0 ≤ r < p−2.
We have xq+kp+r = xq+r = yq+r = yr = xr = xkp+r = ykp+r = yq+kp+r. This is
because positions r < kp+ r < q + r are within the common prefix of x and y. ��

Consequently,

dist(x, y) ≤ {i : q ≤ i < n ∧ (i − q) mod p ≥ p − 2} =

{j : 0 ≤ j < n − q ∧ j mod p = p − 1} + {j : 0 ≤ j < n − q ∧ j mod p = p − 2} =⌊
n−q
p

⌋
+

⌊
n−q+1

p

⌋
,

as claimed. Next, we prove that p′ := per(x) is equal to p. Note that p′ ≤ p by
definition of x. For a proof by contradiction, suppose that p′ < p. Note that w
has periods p′ and q. Moreover, |w| = p + q − 2 ≥ p′ + q − 1, so GCD(p′, q) is a
period of w. Moreover, n ≥ p+q−1 ≥ p+GCD(p′, q)−1, so GCD(GCD(p′, q), p)
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is a period of x. However, GCD(GCD(p′, q), p) = GCD(p′,GCD(q, p)) = 1 is not
a period of w, which is a prefix of x.

Similarly, suppose that q′ := per(y) < q. We observe that |w| = p + q − 2 ≥
p+q′ −1, so GCD(p, q′) is a period of w. Moreover, n ≥ p+q−1 ≥ GCD(p, q′)+
q − 1, so GCD(GCD(p, q′), q) is a period of y. However, GCD(GCD(p, q′), q) =
GCD(q′,GCD(p, q)) = 1 is not a period of w, which is a prefix of y. ��

q p − 2 2 p − 2

p

x u u u

u

p
p

�= �=
y u u u

u

q

q

Fig. 4. Illustration of the equalities in the lower bound in Lemma 6 for n = q + 2p− 2.

Fig. 5. A periodic prefix of a Fibonacci word and a power of a Fibonacci word that
differ only at two positions.

Theorem 7. If p < q, p � q, and p + q − GCD(p, q) ≤ n ≤ q + 	 q
p
p − 1, then

Dp,q(n) =
⌊

n − q

p

⌋
+

⌊
n + GCD(p, q) − q

p

⌋
. (1)

Proof. Lemma 5 gives a lower bound of Dp,q(n). Our upper bound is based on
Lemma 6. Let d = GCD(p, q), p′ = p

d , q′ = q
d , and n′ =

⌊
n
d

⌋
. Observe that

1 < p′ < q′ and p′ + q′ − 1 ≤ n′ ≤ q′ + 	 q′

p′ 
p′ − 1. Hence, Lemma 6 results in
strings x′, y′ with of length n′ with shortest periods p′ and q′ respectively, and
with dist(x′, y′) ≤

⌊
n′−q′

p′

⌋
+

⌊
n′−q′+1

p′

⌋
=

⌊
n−q
p

⌋
+

⌊
n−q+GCD(p,q)

p

⌋
.



How Much Different Are Two Words with Different Shortest Periods 175

Let c be a character occurring neither in x′ nor in y′. Let us define x and y so
that xid+d−1 = x′

i and y =id+d−1= y′
i, and xj = yj = c if j mod d �= d − 1. Note

that dist(x, y) = dist(x′, y′) and |x| = |y| = n. Also, observe that due to the
choice of the character c, all periods of x and y are larger than dn′ or multiples
of d. Consequently, per(x) = dper(x′) = dp′ = p and per(y) = dper(y′) =
dq′ = q. This completes the construction. ��
Corollary 8. The formula (1) of Theorem7 applies for p + q − GCD(p, q) ≤
n ≤ 2q.

Fact 9. The function Dp,q(n) is non-decreasing for n ≥ p + q − GCD(p, q).
Moreover:

Dp,q(n) = h ⇐⇒ Np,q(h − 1) < n ≤ Np,q(h)
Np,q(h) = n ⇐⇒ Dp,q(n) = h < Dp,q(n + 1)

4 Bounds for Dp,q(n) for Arbitrary n

Lemma 10. Let p, q be integers such that p < q and p � q. Moreover, let x and
y be words of length n ≥ q such that p is a period of x, and q is a period of y

but not of x. Then dist(x, y) ≥
⌊
n−q
p

⌋
.

Proof. Since q is not a period of x, we have xi �= xi+q for some position i,
0 ≤ i < n− q. Consider a set J = {j : 0 ≤ j < n− q ∧ j ≡ i (mod p)}. Since p is
a period of x, we have xj �= xj+q for each j ∈ J ; on the other hand, yj = yj+q,
so xj �= yj or xj+q �= yj+q. Moreover, p � q implies that the positions j, j + q

across j ∈ J are pairwise distinct. Consequently, dist(x, y) ≥ |J | ≥
⌊
n−q
p

⌋
. ��

Theorem 11. If p < q, p � q, and n ≥ p + q, then
⌊
n−q
p

⌋
≤ Dp,q(n) ≤ 2

⌈
n−q
p

⌉
.

Proof. The lower bound follows directly from Lemma10. The upper bound is
obtained using words (x, y) ∈ Sp,q,n with string periods ap−1b and (ap−1b)kar

where q = kp+r. Indeed, x and y agree on the first q positions. After that, inside
each pair of corresponding fragments of length at most p they have at most 2
mismatches. ��
Remark 12. In general, it is not true that Dp,q(n) ≥ 	n−q

p 
. For example, words
x = cacbcacbcacbcacbcac and y = cacbcacacbcacacbcac of length 19, with shortest
periods p = 4 and q = 6, respectively, satisfy dist(x, y) = 3 < 	 19−6

4 
.

Theorem 13. If p < q and p � q and n ≥ p + q, then Dp,q(n) ≥
⌊

2n
p+q

⌋
.

Proof. We use the following claim:

Claim. If p < q and p � q, then
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(a) Np,q(1) = q + p − 1,
(b) Np,q(2) = q + 2p − GCD(p, q) − 1.

Proof. Observe that q + p ≤ q + 2p − GCD(p, q) ≤ q + 	 q
p
p − 1, so the values

below are within the scope of Theorem 7. We have:

Dp,q(q + p − 1) =
⌊
p−1
p

⌋
+

⌊
p+GCD(p,q)−1

p

⌋
= 0 + 1 = 1

Dp,q(q + p) =
⌊
p
p

⌋
+

⌊
p+GCD(p,q)

p

⌋
= 1 + 1 = 2.

This concludes the proof of part (a).

Dp,q(q + 2p − GCD(p, q) − 1) =
⌊
2p−GCD(p,q)−1

p

⌋
+

⌊
2p−1

p

⌋
= 1 + 1 = 2

Dp,q(q + 2p − GCD(p, q)) =
⌊
2p−GCD(p,q)

p

⌋
+

⌊
2p
p

⌋
= 1 + 2 = 3.

This concludes the proof of part (b). ��
Consider words x ∈ Pp(n), y ∈ Pq(n) and their (p + q)-decompositions:

α1, . . . , αk and β0, . . . , βk−1. If αi = βi for some 1 ≤ i ≤ k, then, by the Peri-
odicity Lemma, both αi, βi have period GCD(p, q); consequently, both x and
y have period GCD(p, q), a contradiction. Hence, part (a) of the claim implies
dist(αi, βi) ≥ 2 for each i = 1, . . . , k.

Let αk+1 and βk+1 be the suffixes of x and y starting immediately after
the last factors of the corresponding decompositions. If |αk+1| < p+q

2 , then we
already have that

dist(x, y) ≥ 2
⌊

n
p+q

⌋
=

⌊
2n
p+q

⌋
.

Otherwise, by part (b) of the claim applied for the words αkαk+1 and βkβk+1,
we have

dist(x, y) ≥ 2
(⌊

n
p+q

⌋
− 1

)
+ 3 = 2

⌊
n

p+q

⌋
+ 1 =

⌊
2n
p+q

⌋
.

In both cases we obtain the desired inequality. ��

5 Conclusions

The paper studies the following general type of question:

How much dissimilar in a whole should be two objects which are
different in some specific aspect?

The answer to this type of question heavily depends on the studied type of
the objects. Thus sometimes the answer is completely trivial; for example, two
different strings of the same length may differ at only a single position. In this
work we show that if we consider different strings of the same length that are
additionally periodic, then the implied number of positions where the two strings
must differ can be large. The exact number depends on the length of the strings
and on their periods.
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Abstract. High throughput sequencing RNA-sequencing technologies and
modern in silico techniques have expanded our knowledge on short non-coding
RNAs. These sequences were initially split into various categories based on their
cellular functionality and their sequential, thermodynamic and structural proper‐
ties believing that their sequence can be used as an identifier to distinguish them.
However, recent evidence has indicated that the same sequences can act and
function as more than one type of non-coding RNAs with a striking example of
mature microRNA sequences which can also be transfer RNA fragments. Most
of the existing computational methods for the prediction of non-coding RNA
sequences have emphasized on the prediction of only one type of noncoding
RNAs and even the ones designed for multiclassification do not support multiple
labeling and are thus not able to assign a sequence to more than one non-coding
RNA type. In the present paper, we introduce a new multilabel- multiclass method
based on the combination of multiobjective evolutionary algorithms and multi-
label implementations of Random Forests to optimize the feature selection
process and assign short RNA sequences to one or more non-coding RNA types.
The overall methodology clearly outperformed other machine learning techni‐
ques which were used for the same purpose and it is applicable to data coming
from RNA-sequencing experiments.

Keywords: Multi-label classification · Non-coding RNAs
Multi-objective optimization · Random forests · Dimensionality reduction

1 Introduction

Non-coding RNAs (ncRNAs) are RNA fragments that are not translated to proteins [1].
Small ncRNAs typical size is of 18–35 nucleotides (nt) and long-non-coding RNAs
(lncRNAs) can be more than 200 nt (e.g., enhancer RNA – eRNA) [2]. The transfer
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RNA (tRNA) or the ribosomal RNA (rRNA) have been the subject of several studies
and this has established their well-accepted functional roles in cells. However, over the
past few years, advances on sequencing biotechnologies and other improvements on
experimental protocols led to the elucidation of more ncRNA categories, the most
prominent being: microRNAs (miRNAs), small nuclear RNAs (snRNAs), small nucle‐
olar RNAs (snoRNAs), small inferring RNAs (siRNAs), piwi-interacting RNAs
(piRNAs), ti-RNAs, spli-RNA, tRNA fragments (tRfs) and others to be identified [3].

Recently, transcriptomics analysis using RNA-seq data has also become the state-
of-the-art procedure for identifying and annotating functionally ncRNA molecules.
However, since ncRNA transcripts are drastically different from mRNAs, the majority
of ‘general-purpose’ bioinformatics programs face limitations and are not well suited
for discovering effectively ncRNAs from RNA-seq [4]. To mitigate this problem, several
computational methods have been tailored to the needs of ncRNA data analysis.

NcRNAs were initially split into various categories based on their cellular function‐
ality and their sequential, thermodynamic and structural properties believing that their
sequence can be used as an identifier to distinguish them. However, recent evidence has
indicated that the same sequences can act and function as more than one type of ncRNAs
with a striking example of mature microRNA sequences which can also be transfer RNA
fragments. Most of the existing computational methods for the prediction of non-coding
RNA sequences have emphasized on the prediction of only one type of ncRNAs [5] and
even the ones designed for multiclassification, do not support multiple labeling and are
thus not able to assign a sequence to more than one non-coding RNA types.

For each one of the aforementioned short non-coding RNA types, a variety of
computational methods exists for their prediction [6]. These are split into the computa‐
tional methods which are designed to be specific to one type of short ncRNAs and the
ones which can predict more than one type of short ncRNAs [7]. The first category of
methods presents increased classification performances but their applicability is limited
as they cannot be used to analyze on a single run a large transcriptomic dataset and to
predict different types of short ncRNAs. Moreover, most of the methods belonging to
the second category exclude from their analysis significant types of short ncRNAs, while
others are based on data mining in existing repositories and thus they cannot extend the
current knowledge on short ncRNAs. Finally, most of these methods use the same
features for all the different types of short ncRNAs. Another important drawback of
existing methodologies is that they consider the different types of non-coding RNAs as
separate forcing every RNA sequence to be classified in only one type of non-coding
RNAs. However, as already mentioned, recent evidence has proven that this does not
hold since tRNA fragments can have the same sequence as miRNAs [8]. If we add this
fact to the previously known one that several types of non-coding RNAs are generated
from pruning other types of non-coding RNAs, as in the case of pre-miRNAs and mature
miRNAs, then a need for a multilabel computational method is raised to treat these data
effectively.

In the present paper, we introduce a new multilabel, multiclass method called Multi-
label GARF, which combines multi-objective evolutionary algorithms with multi-label
Random Forest implementations. In particular, it uses a Pareto-based multi-objective
optimization to select the optimal subset of features to be used as inputs, to select the
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most suitable implementation of Random Forests for every dataset and to optimize its
parameters. This optimization process is being guided by 7 fitness functions which are
evaluating the solutions based on the classification performance of the Random Forest
models extracted from them, and based on their simplicity in terms of the number of
selected inputs and their number of random trees. The multi-objective optimization
framework, by design avoids local optimal solutions promoting the optimal exploration
of the search space.

For the problem of classifying the RNA sequences to non-coding RNA types, for
the purposes of the present manuscript, a new dataset was constructed with pre-miRNAs,
mature miRNAs, snoRNAs, tRNAs, tRFs, rRNAs, pseudo hairpins and random RNA
sequences. All these sequences were pairwise compared to locate similar sequences and
for some of them multiple labels were assigned by this process. For all the sequences of
the dataset, 58 sequential, thermodynamical and structural features were calculated
including most significant features from existing non-coding RNA classification
methods. The proposed solution was applied on this dataset and its performance was
compared with existing state-of-the-art multi-label methods. Multi-label GARF signif‐
icantly outperformed other methods in terms of classification performance on the testing
dataset. Its performance surpassed 60% of the very strict multi-label accuracy metric
which considers a sample to be classified correctly only if all its labels have been
predicted correctly. It is noteworthy than none of the random RNA sequences were
assigned to any of the non-coding RNA types and this makes the final predictive models
suitable for screening RNA-seq reads for non-coding RNA sequences.

2 Materials and Methods

RFAM database [9] was used to download mature miRNA (1865), pre-miRNA (2547),
tRNA (12522), rRNA (25723) and snoRNA (12522) sequences. Moreover, tRNA frag‐
ments (tRFs) were downloaded from MINTbase [10] and tRFdb [11]. In order to train
and test effectively the machine learning classifiers, the random undersampling method
was applied randomly selecting only 1865 sequences of each category to be included in
the final dataset since this is the plurality of the minority class. The produced dataset
was extended with 1865 pseudo hairpin sequences constructed following the method
described in [12] and 1865 random RNA-sequences of lengths from 20 to 200.

These sequences were pairwise compared to identify equal or similar sequences
allowing total 2 mismatches belonging to more than one categories or sequences which
can be found within other sequences. This analysis was conducted to assign multiple
labels to these types of sequences.

As a next step for all of these sequences 58 structural, sequential and thermodynamic
features were calculated using InSyBio ncRNAseq tool [13]. The final dataset was split
in training and testing set with 2/3 of its sequences being assigned to the training set and
the remaining 1/3 to the test set. This split was conducted randomly but reassuring that
1:1 proportion is maintained for every class in the dataset.

The proposed designed and implemented method is a hybrid method which solves
on parallel the problems of dimensionality reduction and multiple labels classification.
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In specific the proposed method, Multi-Label GARF, is an ensemble dimensionality
reduction technique which utilizes a multiobjective evolutionary algorithm [14] for the
identification of the optimal feature subset to be used as input to the classifiers as well
as for the selection of the most suitable type of Random Forests classifier [15] to be used
and its optimal parameters.

The multi-objective evolutionary framework used for this implementation was based
on the multi-objective evolutionary algorithm initially applied in [16] for the optimiza‐
tion of the preprocessing pipeline for the analysis of Mass Spectrometry data. This is
based on a Pareto-optimization technique to allow fast convergence to good exploration
properties and effective handling of the contradictory goals of minimizing the number
of used features, maximizing the accuracy of the classifiers and minimizing the
complexity of the classifier to achieve better generalization properties.

The algorithm starts by randomly initializing a first population of solutions which
are represented as float vectors. These vectors consist of (i) float variables for the
parameter number of random trees to be used and the minimum number of samples
assigned per leaf to control the splitting process on Random Forests, (ii) a float variable
to choose between the two alternative multi-label Random Forest algorithms (a value
greater than 0.5 indicates the selection of method 2 and a value less than 0.5 indicates
the selection of method 1) and 58 float variables for deciding if a feature will be selected
as input or not (values greater than 0.5 forces a feature to be used as input). The float
vectors of the population are initialized randomly with values from the normal distri‐
bution with mean equal to min_value + (max_value − min_value)∕2 and variance
(max_value − min_value)∕2, where max_value is the maximum allowed value of an
optimization variable and min_value is its minimum allowed value.

For the variation of the population of solutions in order to create new solutions,
crossover and mutation operators are sequentially applied. Regarding the crossover
operators, two crossover methods are used with probabilities which are also provided
by the user (45% probability for two-point crossover operator, 45% probability for arith‐
metic crossover and 10% for not applying crossover operator were used for this imple‐
mentation). For the mutation, the Gaussian mutation operator is applied since it is the
most suitable operator for the float representation scheme which is adopted in the
proposed algorithm with mutation probability 1%.

To better handle the multiple objectives of the current problem, the selection process
was based on a multi-objective optimization method. The first step is to calculate the
number of Pareto frontiers (sets of solutions where no solution is better than other solu‐
tions in the same set to all optimization goals). To calculate the Pareto frontiers, the
efficient and fast solution described in [17] was used. An initial fitness value is then
assigned to every solution equal to the reverse order of the parent front to which it has
been assigned by the previous step. Next, the method calculates solution niches by
grouping together solutions according to their similarity. The fitness values of every
solution in a given niche are divided by the variable m (average similarity of every
solution) which is calculated by performing pairwise comparisons of all solutions of the
niche calculating their geometrical distances and calculating the mean pairwise distance
of them. These fitness values are then tuned according to the number of solutions
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belonging to each niche. Roulette Wheel Selection is then used to select the population
of the next generation. The best solution passes as it is to the next generation.

The total fitness value is calculated with the weighted sum of the optimization goals
with the weights pre-defined by the user. The specific fitness functions (FF) which were
used for multi-label GARF algorithm were the following:

FF1 =
1

1 + Number of selected features
FF2 = Classification Accuracy
FF3 = Hamming Loss Classification Metric

FF4 =
1

1 + Number of trees used by Random Forests

FF5 =
Average number of samples per node Split in Random Trees

Total Number of samples
FF6 = Recall Classification Metric
FF7 = Precision Classification Metric

Fitness function 1 aims at the minimization of the selected features in order to
increase the interpretability of the classifier. Fitness functions 4 and 5 were used to
promote solutions which lead to simpler models to present better generalization prop‐
erties. The rest of the fitness functions are employed to increase the algorithm’s classi‐
fication performance.

The algorithm was terminated when the population of solutions is deemed as
converged (the similarity among the solutions surpasses a predefined threshold) or when
the maximum number of generations is reached.

The multi label Random Forest classifiers implementation was based on sklearn
python library [18] using two different approaches regarding the function used to
measure the quality of a split in the process of generating the trees of random forests.
The first method is called Gini and uses the Gini impurity function [19] and the second
method uses the information gain function [20].

The overall pipeline of the multi-label GARF is depicted in Fig. 1.
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Fig. 1. Flowchart of proposed method: multi-label GARF

3 Experimental Results

All features of the dataset were arithmetically normalized to the interval [−1, 1] and
missing values were imputed using KNN-Impute method [21]. Then the Multi-label
GARF and other multi-label methods were used to train multi-label classification models
using the training dataset. The trained classification models were applied on the testing
dataset and Table 1 presents the Accuracy and Hamming-Loss metric for every model.

The state of the art multi-label models which were used for comparison reasons were
the Random Forest implementation of sklearn library, the extra trees algorithm [22], the
multi-label KNN [23], a Decision Tree algorithm [24] and the Binary Relevance algo‐
rithm [25]. For all these algorithms, all features were used as inputs and they were tested
using their default parameters.
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Regarding the Multi-label GARF algorithm, after extensive testing in the training
set, a population of 50 individuals was used and a maximum number of 200 generations
was set for the termination criterion. Further increase in the number of generations did
not improve the results. Mutation Probability was set to 1%. Moreover, during its training
phase internal 5-fold cross validation was applied using the training dataset. In order to
take into account, the stochastic nature of this method we run the experiments 25 times
and the results of Table 1 are the mean values together with their standard deviation
(SD). The goal significances for the fitness functions 2, 3, 6, 7 were set to 1.5 and for
the other goals to 1. By this way we are setting for the final ordering of the solutions,
classification performance to be twice as significant as the goals of minimizing the
classification model’s complexity.

The best solution uncovered by Multi-label GARF method among all runs used the
Gini metric for splitting criterion on the random tree nodes, 8637 number of random
trees, 3 as minimum number of samples assigned per leaf and 27 features were selected.
Moreover, a closest examination on the results indicated that none of the random RNA
sequences was assigned to any of the non-coding RNA types by the multi-label GARF
method.

Multi-label GARF significantly outperformed the other examined methods in terms
of classification performance on the testing dataset. Its performance was over 60% of
the very strict multi-label accuracy metric which considers a sample to be classified
correctly only if all its labels have been predicted correctly. None of the other examined
methods presented accuracy more than 30%.

Finally, it is noteworthy than none of the random RNA sequences were assigned to
any of the non-coding RNA types and this makes the final predictive models suitable
for screening RNA-seq reads for non-coding RNA sequences.

4 Discussion

Predicting and classifying short ncRNAs is of crucial importance for systems biology
and translational medicine to: (i) allow the prediction of new ncRNA molecules for
human or other not well studied organisms (including the human microbiome), (ii) ease
the analysis of high throughput sequencing experiments by allowing for the efficient

Table 1. Comparative results on the classification of non-coding RNA sequences using the
proposed technique and other existing machine learning techniques compatible with multi-label
datasets.

Method Accuracy (mean − SD) Hamming-Loss Metric
(mean − SD)

Multi-label GARF 61% − 0.3461 0.051 − 0.002529
Random forest 28% − 0.0002 0.010 − 0.000061
Extra trees 12% − 0.0002 0.009 − 0.000062
Multi label KNN 1% − 0.0008 0.010 − 0.000006
Decision tree 29% − 0.0004 0.010 − 0.000007
Binary relevance 22% − 0.0005 0.012 − 0.000005
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identification and quantification of non-coding RNAs without the need of analyzing
them separately by modifying samples with specialized libraries and (iii) enable the
understanding of ncRNAs functionality. To the best of our knowledge, most existing
methods are offering prediction of very limited number of non-coding RNA categories
with most of them emphasizing on miRNAs. Moreover, all existing methods do not take
into account the fact that some sequences may be assigned to more than one ncRNA
categories while some ncRNA sequences are being generated from pruning other
ncRNAs.

In the present work, we have attempted to overcome these difficulties by proposing
a unified multi-label multi-classification algorithmic framework which combines multi-
label Random Forests with a multi-objective optimization algorithm to find the optimal
classification model with the minimum number of inputs. To test the proposed solution,
we generated the first multi-label dataset for non-coding RNAs mining information from
several databases and compared the proposed solution with other state-of-the-art multi-
label classification models. The multi-label GARF clearly outperformed all other
methods in both classification metrics used. Moreover, on this specific dataset none
random RNA sequence was assigned to any type of non-coding RNAs. Furthermore,
the additional labels which are assigned by it in some of the sequences which maintained
the strict metric of multi-label accuracy in approximately 60% should be further explored
in the future as meaningful information could reside on them about other functionalities
that could be performed by the same sequences or parts of them.

The fact that the proposed technique was able to train models that can predict non-
coding RNAs within longer RNA sequences makes it appropriate for being applied
directly on the reads extracted from deep RNA-sequencing experimental techniques. As
an example, in the case of identifying miRNAs from RNA-sequencing, a common
problem is whether to search for pre-miRNAs or for mature miRNAs since both types
of RNA sequences can be detected in a biosample. The extracted predictive models from
the present paper can solve efficiently this problem as well as the problem that non-
coding RNAs are most of the time only a subset of a read being generated by sequencing
technologies. Thus, an interesting future direction includes testing and validating the
performance of the proposed method directly on sequences exported from RNA-
sequencing experiments. Moreover, despite the promising results of the proposed model,
its performance can be further improved by including even more features as potential
inputs (e.g. existence of clover structure). Finally, the current implementation can be
expanded to allow for the prediction of other types of non-coding RNAs such as scRNAs
and diRNAs.
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Abstract. The identification of meaningful groups of proteins has always been a
major area of interest for structural and functional genomics. Successful protein
clustering can lead to significant insight, assisting in both tracing the evolutionary
history of the respective molecules as well as in identifying potential functions
and interactions of novel sequences. Here we propose a clustering algorithm for
same-length sequences, which allows the construction of subset hierarchy and
facilitates the identification of the underlying patterns for any given subset. The
proposed method utilizes the metrics of sequence identity and amino-acid sim-
ilarity simultaneously as direct measures. The algorithm was applied on a
real-world dataset consisting of clonotypic immunoglobulin (IG) sequences from
Chronic lymphocytic leukemia (CLL) patients, showing promising results.

Keywords: Hierarchical clustering � Amino acid sequences
Sequence similarity � Sequence identity

1 Introduction

One of the main challenges in computational biology concerns the extraction of useful
information from biological data. This requires the development of tools and methods
that are capable of uncovering trends, identifying patterns, formingmodels, and obtaining
predictions of the system [1]. Themajority of such tools andmethods exist within thefield
of data mining. Clustering [2] is a data mining task that divides data into several groups
using similarity measures, such that the objects within a cluster are highly similar to each
other and dissimilar to the objects belonging to other clusters based on that metric. From a
machine learning perspective, the search for meaningful clusters is defined as unsuper-
vised learning due to the lack of prior knowledge on the number of clusters and their
labels. However, clustering is a widely used exploratory tool for analyzing large datasets
and has been applied extensively in numerous biological, genomics, proteomics, and
various other omics methodologies [3]. Genomics is one of the most important domains
in bioinformatics, whereas the number of sequences available is increasing exponentially
[1]. Often the first step in sequence analysis, clustering can help organize sequences into
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homologous and functionally similar groups, can improve the speed of data processing
and analysis, and can assist the prediction process.

There have been several approaches in the past, attempting to address the issue of
identifying meaningful groupings of sequences of identical lengths. While sequence
clustering has a long history in the field of bioinformatics ([4, 5]), there are few
attempts in literature that can be successfully applied to sequences of the same length.
One of the most notable approaches is the Teiresias algorithm [6, 7], that discovers
rigid patterns (motifs) in biological sequences based on the observation that if a pattern
spans many positions and appears exactly k times in the input, then all fragments (sub
patterns) of the pattern have to appear at least k times in the input. The main drawback
of this algorithm is that pairwise comparisons are employed between all the sequences
of the dataset, leading to an exponential increase in execution time and memory
requirements for large-scale datasets.

In this paper, we introduce a method for clustering amino acid sequences of
identical length, using an approach that does not demand pairwise comparisons
between the sequences, but it is instead based on the usage of a matrix that contains the
amino acid frequencies for each position of the target sequences.

2 Methodology

The proposed clustering method uses both sequence identity and amino-acid similarity
as similarity measures to form the clusters (both concepts are further defined below).
Ultimately, a binary top-down tree is constructed by consecutively dividing the fre-
quency amino acid matrix of a given cluster into two sub-matrices, until only two
sequences remain at each cluster at the leaf-level.

2.1 Binary Tree Construction

The first phase consists of a top down hierarchical clustering method. Hierarchical
clustering is one of the most commonly used approaches for sequence clustering [8]. At
the beginning of the process, it is assumed that all N sequences belong to a single
cluster, which is consequently split recursively while moving along the different levels
of the tree. Ultimately, the constructed output of the clustering process is presented as a
binary tree. The right side of the tree is expected to be much longer than the left side
due to the constraints posed by the split process; the sequences with the highest
similarity percentage at a specific sequence position are assigned to the right side,
whereas the remaining sequences are assigned to the left. The process of this phase
(Algorithm 1, Fig. 2) can be formally described in the following steps and further
detailed below:

1. Create frequency and frequency-similarity based matrix (FM, FSM)
2. Compute average identity of the matrices (id, idS)
3. Split each frequency matrix into two sub matrices
4. Update the Level matrix and the Identity matrices (Y, I, IS)
5. Check for branch break.
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Step 1: Frequency amino acid and frequency-similarity based amino acid matrix.
The first aims to construct a frequency amino acid matrix. This is defined as a
2-dimensional matrix, with number of rows equal to the number of the different amino
acids (i.e. 20 rows) and number of columns equal to the length (L) of the sequences
provided as input. Each element (i,j) of the matrix corresponds to the number of times
amino acid i is present in position j for all sequences. The count matrix (CM) contains
the absolute values, whereas the frequency matrix (FM) contains the corresponding
frequencies (Eq. 1). In addition to CM, a second frequency matrix is constructed using
the same approach, but instead of the 20 amino acids, groups of similar amino acids are
used under given schemes. As a use case in this paper, the 11 IMGT physicochemical
classes are taken into consideration, as shown in Fig. 1, and an 11 x L frequency matrix
is constructed.

FM ¼ CM=N ð1Þ

Step 2: Compute Identity. The identity is a similarity metric that is computed for
each cluster based on the corresponding amino-acid frequency matrix. This metric,
calculated as a percentage, indicates how compact the cluster is. Its maximum value
(100%) corresponds to the case when the number of unique sequences that belong to a
cluster is equal to one. The overall identity is equal to the average identity of each
position in the given sequence (Eq. 2), and it is produced based on the CThr matrix,
that contains only the elements of the amino acid matrix (CM) that correspond to amino
acids that appear more than once in the corresponding column (Eq. 3).

id ¼
XL

j¼1
max CThr ; j½ �ð Þ=N

� �
=L ð2Þ

CThr½i; j� ¼ CM i; j½ �; if CM i; j½ �[ 1
0; if CM i; j½ � � 1

�
; i ¼ 1; ::; 20; j ¼ 1; ::; L ð3Þ

Steps 3–4: Split of Frequency Matrices. Each cluster is divided into two distinct
subsets according to the following criteria and in the order that they are listed:

Fig. 1. The 11 IMGT Physicochemical classes for the 20 amino acids [9]. (Color figure online)
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1. Select the element of the frequency amino acid matrix with the highest percentage.
An example of the division of cluster0 using this criterion is shown in Fig. 3.

2. If there exist more than one columns of the frequency amino acid matrix that
contain the same highest percentage value, the selection is applied using the entropy
criterion, defined below.

3. In the case where more than one columns exhibit the exact same entropy value,
criterion 1 is applied to the frequency similarity amino acid matrix.

4. In the case of non-unique columns, criterion 2 is applied to the frequency similarity
amino acid matrix.

5. If the number of columns is still more than one, one column from the above sub
group of columns is randomly selected.

Fig. 2. Block diagram of the tree construction.

Fig. 3. The division of Cluster 0 using the first criterion.
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Entropy criterion. The entropy is computed for each column of the frequency matrix
and represents the diversity of the column. A lower entropy value indicates a more
homogeneous column, therefore the column with the lowest entropy value is selected
during the splitting process.

E½j� ¼
X20

i¼1
k; j ¼ 1; ::; L; where k ¼ 0; if FM i; j½ � ¼ 0

1; if FM i; j½ � 6¼ 0

�
ð4Þ

Step 5: Branch Breaking. Acluster is no further divided into subsets when the
number of sequences that belong to the cluster is less than 3.

2.2 Software Implementation

The algorithm outlined in the paper is implemented in R, a programming language that
is widely used for statistical computing, graphics and data analytics. In order to produce
an interactive and user-friendly tool, thus making it easier for users to interact with the
data, the analysis, and the visualization of the results, an R Shiny application was built
using the shiny package. In practical terms, a Shiny App is a web page/ UI connected
to a computer running a live R session (Server). The users can select personalized
parameters via the UI. These parameters are passed on to the Server, where the actual
calculations are performed and the UI’s display is updated according to the produced
results.

R Shiny applications consist of at least twoR scripts; the first one implements theUser
Interface (ui.R) by controlling the layout of the page using html commands and other
nested R functions, and handles the input parameters provided by the users. The second
script implements the Server (server.R) and contains essential commands and
instructions on how to build the application and process the data. Except from those two
essential scripts, a helper script is defined (helpers.R), which includes all the func-
tions needed for further processing of the data and achieving the desirable plot formats.

Apart from the shiny package, several other packages have been utilized in order
to add further functionality to the application and visualize the produced results.
Indicatively, the DiagrammeR, data.tree and collapsibleTree libraries
were very useful towards the visualization of the constructed tree. The latter is more
interactive and gives the user the opportunity of collapsing branches and focusing on
the branch or level of interest. Another special graph of our application is the logo
graph, which contains the common letters of a specific cluster or level and can be
produced through the use of the ggseqlogo library. Finally, our R Shiny Application
is publicly available from the following URL:

https://github.com/mariakotouza/H-CDR3-Clustering.
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Algorithm 1: Binary Tree Construc on

N: Number of sequences
ΤL: Number of tree levels
Y: The Level matrix
I: The Iden ty matrix of FM
IS: The Iden ty matrix of FSM
Input: (X: Vector Nx1)
Output:   (Y: Table NxΤL, I, IS: Table NxΤL) 
1. Ini aliza on: 
1.1 Put all sequences into cluster C0

1.2 Compute the frequency amino acid matrix FM0 

1.3 Compute the frequency similarity based amino acid matrix FSM0 

1.4 Compute Ini al Iden ty id00, idS00

1.5 Compute Ini al Entropy E0 and ES0 

2. Itera on: 
Repeat for every new cluster-i 

*.1 Compute the level that Ci belongs to
Criteria for Division 

*.2 Select celli of FMi or FSMi according to the following criteria:
*.2.1 Elm ← the elements of FMi with the maximum value 
*.2.2 if Elm.length < 2 then
*.2.3 celli ← Elm 
*.2.4 Go to step *.3

end if
*.2.5 Elm ← the elements of Elm with the minimum value of Ei 

*.2.6 if Elm.length < 2 then
*.2.7 celli ← Elm 
*.2.8 Go to step *.3

end if
*.2.9 Elm ← the elements of Elm with the maximum value of FSMi 

*.2.10 if Elm.length < 2 then
*.2.11 celli ← Elm 
*.2.12 Go to step *.3

end if 
*.2.13 Elm ← the elements of Elm with the minimum value of ESi 

*.2.14 if Elm.length < 2 then
*.2.15 celli <- random element of Elm

end if 
Division 

*.3 j ← index of the le  child of node-i (Ci) 
*.4   Put the sequences that belong to celli into cluster Cj

*.5 Put all the other sequences into cluster Cj+1

*.6   Compute the frequency amino acid matrixes FMj and FMj+1

*.7   Compute the frequency-similarity based amino acid matrixes FSMj and FSMj+1

*.8   Compute Iden ty idj, idj+1, idSj and idSj+1

*.9   Compute Entropy Ej and Ej+1

*.10 Fill in column Y[ ,level] with Cj or Cj+1

*.11 Fill in column I[ ,level] with idj or idj+1 and column IS[ ,level] with idSj or idSj+1

*.12 Check if we have reached leaf 
End

3. return Y, I
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3 Results

Our method was applied on a real-world dataset comprising 123 clonotypic
immunoglobulin (IG) amino acid sequences (deduced from the corresponding IG gene
rearrangement sequences) from patients with chronic lymphocytic leukemia (CLL). All
sequences utilized the IGHV4-34 gene with 111 (90.2%) being assigned to 6 distinct
biologically relevant groups (subsets), and had an identical length of 20 amino acids.
These subsets are characterized by the presence of common amino acid sequence
patterns within the VH CDR3 of the clonotypic IG. Subset #4 is a major subset and
patients belonging to this subset display an indolent clinical course, while the other
subsets are minor. In detail, 101 sequences were assigned to subset #4, 2 to subset
#207, 2 to subset #4-34/20-1, 4 to subset #4-34-16, 2 to subset #4-34-18 whereas 12
sequences carried heterogeneous receptors and, thus, were not assigned to any subset.

Through the application of our tool, a binary tree with 19 levels was constructed
(Fig. 5). The average value and the standard deviation of each level’s identity using the
20 amino-acid and the 11 IMGT Physicochemical classes are summarized in Table 1.
The table shows that the identity value increased towards the leaves of the tree.
Notably, when the 11 classes were used instead of the individual amino-acids, the total
identity value was a little higher as expected.

Table 1. Average and standard deviation identity and similarity value of the clusters of the 19
tree levels.

Identity Mean
Value

Identity Standard
Deviation

Similarity
Mean Value

Similarity Standard
Deviation

Level.0 0.000 NA 0.000 NA
Level.1 5.000 0.000 7.500 3.535
Level.2 38.750 41.708 41.250 39.660
Level.3 34.166 33.078 37.500 31.741
Level.4 37.500 25.083 41.500 25.500
Level.5 55.500 31.837 61.000 28.848
Level.6 71.875 29.753 79.375 23.969
Level.7 65.833 31.211 71.666 26.204
Level.8 66.666 26.394 72.500 22.079
Level.9 68.125 23.594 78.125 19.628
Level.10 70.833 24.579 77.500 18.907
Level.11 73.750 20.310 80.000 16.903
Level.12 75.000 15.811 80.500 14.615
Level.13 79.583 15.877 84.166 13.953
Level.14 80.416 13.221 83.333 12.851
Level.15 85.000 12.792 86.250 13.164
Level.16 86.250 111.505 87.083 11.957
Level.17 87.500 9.414 88.750 8.822
Level.18 93.750 7.723 94.166 7.334
Level.19 98.000 4.216 98.000 4.216
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In more detail, both Average Identity and Average Similarity values are equal to
zero at the root of the tree and they almost consistently increase at each level, reaching
the value of 98 percent on level 19. At any given point, the Average Similarity value is
equal or greater than the Average Identity value, which is reasonable assuming that
every similarity group contains one or more individual letters. Regarding the Identity
Standard Deviation and Similarity Standard Deviation, it can be observed that both
have an initial value of NA at the root, they are slightly increased for levels 1 and 2 and
then their values decrease for every level until reaching the leaves. This is an expected
outcome of the process, since the standard deviation is a measure of how spread out
numbers are. Finally, the Identity Standard Deviation is equal to or greater than
Similarity Standard Deviation, because the number of individual letters is greater than
the number of similarity groups and therefore the amount of spread is higher.

Figure 4 shows the logos of four clusters from four different levels of the tree. The
size of each amino-acid indicates the percentage of its occurrence at the specific
position of the CDR3 sequence, whereas the color of the amino-acid represents the
IMGT Physicochemical class it belongs to. The color code used for the logo figures is
consistent with the color scheme shown in Fig. 1.

Subset #4 is the largest subset in the present data series comprising 101 clonotypic
IG sequences. Most of them (93/101, 92%) formed cluster 13, at level 4 of the clus-
tering process, with level 0 being the root of the tree. Cluster 13 also included 3
non-subset IG sequences. The identity and similarity rates of this cluster were 20% and
30%, respectively. The CDR3 of cluster 13 is 20 amino acids long and consisted of 4
conserved positions and 16 positions that are characterized by variability. Subset
#4-34/20-1 consisted of 2 clonotypic IG sequences. These sequences were grouped
together at level 9 (cluster 57) with high identity and similarity rates (80% and 95%,
respectively). Only 4 positions of the CDR3 were encoded by different amino acids: A

(a) Cluster 13            (b) Cluster 57

(c) Cluster 31 (d) Cluster 39

Fig. 4. CDR3 region logos of four clusters of different levels of the tree.

196 S.-F. Tsarouchis et al.



R Y _ _ V V T A _ _ N Y Y Y Y G M D V. More uniform groups and less variability at a
position level is noticed at higher levels of clustering. Consequently, identity and
similarity rates increase from one level to another. Subset #4-34-16 consisted of 4
clonotypic IG sequences. Three out of 4 IG sequences (75%) were grouped together at
level 5 forming cluster 31 with 45% identity and 50% similarity. Cluster 31 also
included a non-subset IG sequence. At the next level of clustering (level 6) the
sequences assigned to subset #4-34-16 (3/4, 75%) formed cluster 39 with higher
identity and similarity rates (70%|80%). Six positions were characterized by variability.

Fig. 5. The binary tree with 12 levels and values for each cluster with the format [cluster id,
number of cluster sequences, identity, similarity]
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4 Discussion

In this study, we applied a new clustering technique to 123 immunoglobulin (IG) se-
quences of the CDR3 region from patients with chronic lymphocytic leukemia (CLL),
all of which express the IGHV4-34 gene. This is a hierarchical method that constructs a
top-down binary tree by iteratively breaking the amino-acid frequency matrix into two
sub-matrices and using identity and amino-acid similarity as measures for the clus-
tering. The results of this analysis showed that the identity value increases as one
transitions from the root towards the leaves of the tree. In the case when the 11 IMGT
Physicochemical classes were used instead of the 20 individual amino-acids, the
identity value was a little higher as expected.

The proposed method can extract patterns from the clusters at the different tree
levels. For example, the pattern that corresponds to cluster 13 (as shown in Fig. 4a) is _
R _ _ _ _ _ _ _ _ _ _ Y _ Y _ G _ _ _, whereas the consensus pattern of cluster 39
(Fig. 4d) is _ _ _ V V P A A _ _ P _ Y Y Y Y G M D V. These patterns can be directly
used by biomedical experts in order to evaluate the cluster and infer potential mean-
ingful interaction at the amino acid level. In our case, clustering is performed to
discover previously unknown patterns (unsupervised learning) and then, as a next step,
sequence labeling can be performed to assign new sequences to the existing classes.

Future steps involve the application of graph theory on the produced tree, in
conjunction with string distance metrics, in order to further refine the clustering process
and uncover potential connections between different clusters/ nodes of the tree.
Moreover, additional testing will be required, especially focusing on large-scale
datasets and optimizing the code for speed and memory usage.

Acknowledgments. The authors would like to thank Katerina Gemenetzi, Andreas Agath-
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for providing the dataset as well as for their critical review of the paper.
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Abstract. An increasing number of applications, in domains ranging
from bio-medicine to business and to pervasive computing, feature data
represented as a long sequence of symbols (string). Sharing these data,
however, may lead to the disclosure of sensitive patterns which are rep-
resented as substrings and model confidential information. Such pat-
terns may model, for example, confidential medical knowledge, business
secrets, or signatures of activity patterns that may risk the privacy of
smart-phone users. In this paper, we study the novel problem of con-
cealing a given set of sensitive patterns from a string. Our approach
is based on injecting a minimal level of uncertainty to the string, by
replacing selected symbols in the string with a symbol “∗” that is inter-
preted as any symbol from the set of possible symbols that may appear
in the string. To realize our approach, we propose an algorithm that
efficiently detects occurrences of the sensitive patterns in the string and
then sanitizes these sensitive patterns. We also present a preliminary
set of experiments to demonstrate the effectiveness and efficiency of our
algorithm.

Keywords: String · Sanitization · Data privacy

1 Introduction

Data that are used in a number of applications such as mining and web analysis
often come in the form a long sequence of events. In many of these applications,
such as biomedical informatics, network analysis, and marketing, the patterns of
interest in analysis come in the form of consecutive symbols, i.e., substrings of the
long sequence (string). At the same time, the data also contains patterns (sub-
strings) that represent confidential information that must be protected before
the data are published (released) for analysis. Examples of such information are
medical knowledge (diagnosis and medications) and business secrets.

In this work, we study the general problem of sanitizing a string. The problem
deviates from existing works, which focus on the sanitization of event sequences,
or relational tables (i.e., collections of records). We formalize the problem of
protecting a string by sanitizing (i.e., concealing) a given set of sensitive pat-
terns that represent confidential information. To achieve this, we replace selected
c© IFIP International Federation for Information Processing 2018
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symbols in all occurrences of the sensitive patterns in the string with a symbol
“∗”. That is, we inject uncertainty in the string. This clearly reduces the use-
fulness of the protected string in applications. Thus, in our problem, we aim
to conceal the sensitive patterns while preserving the utility of the string as
much as possible. As we show, the problem is NP-hard. To address the prob-
lem, we propose an algorithm, called SSA (String Sanitization Algorithm) that
first efficiently detects occurrences of the sensitive patterns in the string and
then sanitizes these sensitive patterns. The detection of the sensitive patterns
is performed by the Aho-Corasick algorithm [3], which takes linear time in the
length of the string. The sanitization of the sensitive patterns is performed by a
greedy algorithm that is inspired by the well-known greedy algorithm for the Set
Cover (SC) problem [5]. This algorithm is called SanitizeClusters, and it works
by iteratively replacing the symbol that is contained in the largest number of
currently unprotected sensitive patterns with the special symbol “∗”.

We also present a preliminary set of experiments to demonstrate the effective-
ness and efficiency of our algorithm. In our experiments, we apply the algorithm
to a commonly used sequential dataset and study empirically its effectiveness in
terms of preserving data utility, as well as its efficiency. Our results show that
the algorithm can sanitize the dataset in less than 10 ms and produce a sanitized
dataset with a small number of occurrences of the symbol “∗”.

The organization of the rest of the paper is as follows. Section 2 summa-
rizes the related work and state of art of this current research. In Sect. 3, we
present our preliminaries containing formal definitions and an overview of the
problem statement. We highlight our approach in Sect. 4, where we present our
algorithms, their implementation and examples. We present a preliminary exper-
imental evaluation of our approach in Sect. 5. Finally, we conclude and discuss
future work in Sect. 6.

2 Related Work

Data sanitization is an important methodology to protect data, by means of
concealing confidential knowledge in the form of user-specified patterns. Most
existing sanitization approaches are applied to a collection (multi-set) of trans-
actions [15,19,20], sequences [2,8,11], or trajectories [2] and prevent the mining
of frequent sensitive patterns [2,8,19] or association rules [15,20], by applying
deletion. To preserve utility, these approaches attempt to minimize the total
number of deleted items (events) [8] and/or changes in the frequency of non-
sensitive patterns [2], as well as in the output of frequent pattern [8,11,19] or
association rule [15,20] mining. We share the utility goal of [8], but contrary to
all these approaches, we consider a long string of events.

This is somewhat similar to the work of [13], which considered a sequence
of events that are associated with time points. However, our work differs from
that of [13] along two important dimensions. The first dimension is related to the
type of data considered. Specificailly, we consider a string (sequence of symbols),
whereas the work of [13] considers a sequence of multisets of symbols, where each
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multiset is associated with a time point. The second dimension is related to the
problem considered. Specifically, the problem we aim to solve requires concealing
sensitive strings (i.e., sequences of consecutive symbols that can potentially con-
tain gaps), while minimizing the total number of deleted events. On the ontrary,
the problem of [13] requires concealing single events (symbols), while preserving
the distribution of event in the entire sequence. Also, we consider a sensitive
string concealed when it does not appear in the entire string (i.e., has frequency
zero), whereas the work of [13] considers a sensitive event concealed when its
frequency in the event sequence is below a given threshold in any prefix of the
sequence. The two problems also belong to different complexity classes; our prob-
lem is strongly NP-hard, as we show, and thus cannot be solved optimally in
polynomial time, whereas the problem in [13] is weakly NP-hard and thus admits
a pseudopolynomial time optimal algorithm.

Anonymization is a different methodology to protect data, whose goal is
not to conceal given sensitive patterns but to preserve the privacy of individ-
uals, whose information is contained in the data, by preventing inferences of
the identity and/or sensitive information of these individuals. Most anonymiza-
tion approaches are applicable to a collection of transactions [4,9], trajectories
[1,16], or sequences (with [18] or without [14] time points), each of which is asso-
ciated with a different individual. Another category of approaches anonymizes
an individual’s time-series [17] or event sequence [10], using differential privacy
[7]. Anonymization approaches guard against the disclosure of an individual’s
identity [1,14] and/or sensitive information [1,4,10,17,18]. However, they can-
not be applied to our problem, because their privacy models do not conceal
the sensitive patterns in a long string, which we require to preserve privacy.
Suppressing sensitive patterns from an infinite event sequence has been stud-
ied in [12,21]. These works aim to achieve privacy by minimizing the number
of occurrences of sensitive patterns, while preserving the occurrences of certain
nonsensitive patterns that are specified by data owners. Both types of patterns
are sets of events. Thus, these works are not applicable to our problem, because
they consider different type of data and have different utility goals.

3 Background and Problem Definition

3.1 Background

We begin with basic definitions and notation from [6]. Let x = x[0]x[1] . . . x[n − 1]
be a string of length |x| = n over a finite ordered alphabet. We consider the case
of strings over an integer alphabet: each letter is replaced by its lexicographical
rank in such a way that the resulting string consists of integers in the range
{1, . . . , n}. For two positions i and j on x, we denote by x[i . . . j] = x[i] . . . x[j]
the factor (sometimes called substring) of x that starts at position i and ends at
position j (it is of length 0 if j < i), and by ε the empty string of length 0. We
recall that a prefix of x is a factor that starts at position 0 (x[0 . . . j]) and a suffix
of x is a factor that ends at position n − 1 (x[i . . . n − 1]). A prefix (resp.suffix)
is said to be proper if it is any prefix (resp. suffix) of the string other than the
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string itself. For example, any of the strings in {a,ac, acc, accg} (respectively,
{ccgt, cgt, gt, t}) is a proper prefix (respectively, suffix) of the string accgt.

We denote with S a string that we aim to protect and with S the set of
symbols contained in S. To protect the string S, we conceal a set of substrings,
SP = {sp1, . . . , spn}, of S. We refer to the substrings of SP as sensitive patterns,
and we denote the set of symbols ∪i∈[1,n]spi with SP. To conceal a sensitive
pattern spi, we replace at least one symbol in it with a symbol ∗ �= ε. This
process constructs a sanitized sensitive pattern sp′

i corresponding to spi. If spi
occurs multiple times in the string S, we replace each occurrence of spi with
sp′

i. Doing this for every sensitive pattern in SP constructs a sanitized string
S′ corresponding to S. Clearly, we cannot be certain about the symbols that
were replaced by the symbol “∗” in the sanitized string S′. This helps preserving
privacy, because a recipient of S′ interprets “∗” as any symbol of S (assuming
that S is public knowledge and contains more than one symbol).

3.2 Problem Definition

In this section, we formally define the probem we study and show that it is
NP-hard.

Problem 1 (Optimal String Sanitization (OSS)). Given a string S and a set of
sensitive patterns SP = {sp1, . . . , spn}, construct a sanitized string S′ from S,
such that: (I) S′ contains no spi ∈ SP , i ∈ [1, n], as a substring, (II) S′ contains
each sanitized pattern, sp′

i, i ∈ [1, n], that is constructed from spi by replacing at
least one symbol in spi with the symbol ∗, as a substring, and (III) the number
of occurrences (multiplicity) of the symbol ∗ in S′ is minimum.

Theorem 1. The OSS problem is NP-hard.

Proof. The proof is by reducing the NP-hard Set Cover (SC) problem to
OSS. The SC problem is defined as follows. Given a universe of elements
U = {u1, . . . , un} and a collection L = {L1, . . . , Lm} such that each Lj ∈ L
is a subset of U , find a subcollection L′ ⊆ L, such that: (I) L′ covers all elements
of U (i.e., ∪Lj∈L′Lj = U), and (II) the number of subsets in L′ is minimum.

We map a given instance ISC of SC to an instance IOSS of the OSS problem,
in polynomial time, as follows:

I Each element ui ∈ U is mapped to a sensitive pattern spi ∈ SP , so that
covering the element ui corresponds to constructing a santized pattern sp′

i

from spi.
II Each subset Lj = {u1, . . . , ur} ∈ L is mapped to a set SPj = {sp1, . . . , spr}

⊆ SP of sensitive patterns which have a common symbol sj ∈ S, so
that selecting Lj corresponds to constructing a set of sanitized patterns
{sp′

1, . . . , sp
′
r} by replacing the common symbol sj of the patterns in SPj

with the symbol ∗.
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In the following, we prove the correspondence between a solution L′ to the given
instance ISC of SC and a solution S′ to the instance IOSS .

We first prove that, if L′ is a solution to ISC , then S′ is a solution to IOSS .
Since ∪Lj∈L′ = U = {u1, . . . , un}, a sanitized sensitive pattern sp′

i is constructed
for each sensitive pattern spi in SP . Thus, S′ contains no sensitive pattern
in SP as a substring, and it contains each sanitized sensitive pattern sp′

i that
corresponds to a sensitive pattern spi, i ∈ [1, n], as a substring. Since the number
of subsets in L′ is minimum and each Lj ∈ L′ leads to the replacement of the
common symbol sj of the patterns in SPj with ∗, the sensitive patterns in
SP are sanitized with the minimum number of occurrences of the symbol ∗.
Furthermore, all occurrences of a sensitive pattern spi must be replaced with
its corresponding sensitive pattern sp′

i. Thus, the number of occurrences of the
symbol ∗ contained in the sanitized string S′ is minimum, and S′ is a solution
to IOSS .

We now prove that, if S′ is a solution to IOSS , then L′ is a solution to ISC .
Since S′ is a solution to IOSS , each sensitive pattern in SP is sanitized, which
implies that L′ covers all elements of U . In addition, the number of occurrences
of the symbol ∗ in S′ is minimum. This implies that the sensitive patterns in
SP are sanitized with the minimum number of occurrences of the symbol ∗ and
hence the number of selected subsets in L′ is minimum. Thus, L′ is a solution
to ISC . ��

4 String Sanitization Algorithm

This section discusses the String Sanitization Algorithm (SSA), which aims
to solve the OSS problem. The algorithm is based on: (i) the Aho-Corasick
string matching algorithm whose objective is to efficiently detect the occurrences
of all sensitive patterns in the string, (ii) the SetIntersection algorithm whose
objective is to organize sensitive patterns into clusters based on the symbols they
share, and (iii) the SanitizeClusters algorithm whose objective is to perform the
sanitization of the sensitive patterns in each cluster by replacing selected symbols
in the patterns by the symbol “∗”.

4.1 Aho-Corasick Algorithm

The Aho-Corasick algorithm [3] is a well-known, efficient algorithm for detecting
all occurrences of a finite set of patterns P = {p1, . . . , pk} in a given text T . Both
patterns and T are strings. The algorithm constructs a finite state machine
(FSM) automaton for the set of patterns P , which is used to perform pattern
matching on the text T (i.e., find the symbol of T at which each occurrence
of each pattern in P occurs in T ). The benefit of the Aho-Corasick algorithm
is that it works in linear time (when the string is independent of the number
of patterns, as in our case). Specifically, the worst-case time complexity of the
algorithm is O(|T | +

∑
i∈[1,k] |pi| + MP,T ), where |T | denotes the length of T ,

∑
i∈[1,k] |pi| denotes the the total length of the patterns in P , and MP,T denotes
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the number of occurrences of patterns in P in the text T . This is typically much
faster than the naive solution of detecting the occurrences of each pattern in P
independently, which takes O(

∑
i∈[1,k] |pi| · |T |) time.

In this work, we use the Aho-Corasick algorithm to detect all occurrences
of sensitive patterns {sp1, . . . , spn} in the string S, which is needed to before
sanitizing the sensitive patterns (i.e., replacing at least one symbol in each sen-
sitive pattern with ∗, in all occurrences of the sensitive pattern in the string).
Thus, the worst-case time complexity of the Aho-Corasick algorithm in our
case is O(|S| +

∑
i∈[1,m] |spi| + MSP,S), where |s| is the length of the string

S,
∑

i∈[1,m] |spi| is the total length of the sensitive patterns in SP , and MSP,S

is the number of occurrenses of sensitive patterns in SP in S. Since the sensitive
patterns have generally a small number of occurrences (since they model confi-
dential knowledge), the Aho-Corasick algorithm is a good choice for detecting
the occurrences of sensitive patterns in the OSS problem.

4.2 SetsIntersection Algorithm

After applying the Aho-Corasick algorithm to the string S, all occurrences of
each sensitive pattern spi ∈ SP are contained in Occ(SP ). We denote the j-th
occurrence of sensitive pattern spi in the string S with Occ(spi, j). If the sensitive
pattern spi is a substring spi[l . . . l′] of S, we denote its occurrence with the
positions l and l′. Given Occ(SP ) and SP , the SetsIntersection algorithm begins
by creating an empty two-dimensional array A. Then, it fills A by iterating over
each sensitive pattern spi and creating a cluster C that contains spi together with
all other sensitive patterns that share a position with spi. The set of sensitive
patterns in C is added into the first element of A. The second element of A
contains either the first position of each occurrence of a sensitive pattern, if the
cluster contains only one sensitive pattern (i.e., no other sensitive pattern shares
symbols with the sensitive pattern in the cluster), or the common positions of
all occurrences of the sensitive patterns in C otherwise. After considering all
sensitive patterns, the algorithm returns the array A.

4.3 SanitizeClusters Algorithm

This algorithm gets as input the array A created by the SetsIntersection algo-
rithm, together with the string S. First, it initializes the sanitized string S′ with
the original string S. Then, in the for loop, it iteratives over each cluster (set
of sensitive patterns contained in the first element of each record in the array
A), and it sanitizes the sensitive patterns in the cluster. The sanitization of the
sensitive patterns in the cluster (see do while loop) is performed until every
sensitive pattern in the cluster has at least one symbol replaced by ∗. To sani-
tize the sensitive patterns in the cluster, the algorithm finds the most frequent
position p corresponding to the sensitive patterns in the cluster and replaces the
position with ∗ in S′. If there are more than one most frequent positions, the
algorithm selects the last position, for efficiency. After all clusters are sanitized,
the algorithm returns the sanitized string S′.



206 O. Ajala et al.

Algorithm 1. SetsIntersection
1: Input: sensitive patterns SP , Occ(SP ) containing all occurrences of each sensitive pattern

in the string S.

2: Output: 2D array A. The i-th record of A contains two elements: the first is the cluster i
(set of sensitive patterns), and the second is the positions of S that these sensitive patterns
share.

3: Create empty 2D array A

4: for each sensitive pattern spi ∈ SP

5: create new cluster Cj that contains spi
6: Add into Cj all sensitive patterns that share a position with spi
7: A[j][0] ← Cj

8: if Cj contains one sensitive pattern then

9: A[j][1] ← first position of each occurrence of the sensitive pattern
10: else
11: A[j][1] ← all common positions of each occurrence of the sensitive patterns in Cj

and the first position of each occurrence of a sensitive pattern in Cj

12: end if

13: return A

Algorithm 2. SanitizeClusters
1: Input: Array A created by Algorithm 1, string S

2: Output: Sanitized string S′
3: S′ ← S
4: for each cluster C contained in the first column of A

5: do

6: p ← most frequent position in C (break ties with last most frequent position)
7: Replace p with ∗ in S′
8: while a sensitive pattern in C does not have at least one symbol replaced with * in S′

9: return S′

4.4 SSA Algorithm

We are now ready to present the SSA algorithm. The algorithm gets as input
the string S and the set of specified sensitive patterns SP , and it begins by
calling the Aho-Corasick algorithm, to obtain a set of positions Occ(SP ), for each
sensitive pattern in SP . Then, SSA calls the SetsIntersection algorithm using
Occ(SP ) and SP , to create the array A that organizes the sensitive patterns into
clusters that are associated with their corresponding positions. Next, the array
A together with the string S is given as input to the SanitizeClusters algorithm,
which produces the sanitized string S′. Last, the SSA algorithm returns S′.
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Algorithm 3. SSA (String Sanitization Algorithm)
1: Input: String S, set of sensitive patterns SP
2: Output: Sanitized string S′

3: Occ(SP ) ←Aho-Corasick(S, SP )
4: A ←SetsIntersection(SP,Occ(SP ))
5: S′ ←SanitizeClusters(A,S)
6: return S′

4.5 Example of Applying SSA

Suppose we have the string S = {aatccagcaactagaattgcaagcctcaaaact}, and
the set of sensitive patterns SP = {sp1, . . . , sp5} = {ag, caa, aac, aact, aag},
as shown in Fig. 1.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32

Fig. 1. Occurrences of sensitive patterns sp1, . . . , sp5 in the string S.

The SSA algorithm will first execute the Aho-Corasick algorithm to obtain
Occ(SP ), as shown in Fig. 2. After that, the SetsIntersection will be executed
to create clusters of sensitive patterns and find the common positions of all
occurrences of the sensitive patterns in each cluster (i.e., positions in S that
are shared by all patterns in the cluster), if the cluster contains more than one
sensitive patterns, or the first position of all occurrences of the sensitive pattern,

Occurences start position end position
Occ(sp1, 1) 5 6
Occ(sp2, 1) 7 9
Occ(sp3, 1) 8 10
Occ(sp4, 1) 8 11
Occ(sp1, 2) 12 13
Occ(sp2, 2) 19 21
Occ(sp5, 1) 20 22
Occ(sp2, 3) 26 28
Occ(sp3, 2) 29 31
Occ(sp4, 2) 29 32

Fig. 2. Occ(SP ) constructed by output of the Aho-Corasick algorithm. Occ(spi, j)
refers to the j-th occurrence of the sensitive pattern spi in the string S and corresponds
to a a pair of positions denoting the positions at which the occurrence of spi starts and
ends in S.
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cluster positions
{sp1} 5,12

{sp2, sp3, sp4} 8,9
{sp2, sp5, sp1} 20,21

sp2 26

sp3, sp4 29, 30,31

Fig. 3. Array A constructed by the SetIntersection algorithm. The position deleted by
the SanitizeClusters appears in bold.

otherwise. The 5 clusters, together with their corresponding positions in the
string S are returned as an array A, as illustrated in Fig. 3.

After that, the SanitizeClusters algorithm will consider each cluster and
replace the most frequency of its corresponding positions in the string S with
∗, until all occurrences of all sensitive patterns in the cluster are sanitized (i.e.,
they have at least one of their positions replaced with ∗). The positionts that
will be replaced with ∗ are shown in bold in Fig. 3. Then, the SanitizeClusters
algorithm will return the sanitized string S′, which is produced by replacing the
selected positions with ∗. The sanitized string S′ is shown in Fig. 4. Last, S′ is
output by the SSA algorithm.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32

Fig. 4. Sanitizing sensitive patterns in a given text string after applying SSA

5 Experimental Evaluation

In this section, we evaluate SSA in terms of efficiency (running time) and utility
(total number of deleted symbols). We did not compare against existing saniti-
zation methods, as they cannot address the OSS problem. The dataset used was
the Activities of Daily Living (ADL) dataset. This dataset is available from the
UCI repository (https://archive.ics.uci.edu/ml/), and it has been used in prior
works on data sanitization [13]. Based on this dataset, the following results were
obtained:

Num. of sens. patterns Total length of sens. patterns Num. of ∗s Time (in ms)
5 9 694 5.25
10 17 694 5.75
15 33 447 5.87

Fig. 5. Results for dataset for activity brushing of teeth.

https://archive.ics.uci.edu/ml/
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Num. of sens. patterns Total length of sens. patterns Num. of ∗s Time (in ms)
5 11 134 5.60
10 17 219 5.75
15 33 220 5.82

Fig. 6. Results for dataset for activity drinking glass.

Num. of sens. patterns Total length of sens. patterns Num. of ∗s Time (in ms)
5 9 607 5.5
10 17 682 5.77
15 33 895 5.82

Fig. 7. Results for dataset for activity climbing stairs.

As can be seen from Figs. 5, 6, and 7, the algorithm is reasonably efficient,
requiring no more than 10 ms to sanitize the set of sensitive patterns, which con-
tains no more than 15 patterns. Furthermore, as expected, the runtime generally
increases with the number of sensitive patterns, because, the more sensitive pat-
terns we have, the larger their sum of lengths are (shown as total length of
sensitive patterns in the tables).

In addition, the algorithm does not replace a large number of symbols with
∗. Specifically, the number of symbols that were replaced was no more than 895.
As expected, the number of symbols that were replaced generally increases with
the number of specified sensitive patterns. For example, it increases from 607 to
895 in Fig. 7. However, this was not true in Fig. 5, because in this experiment the
sensitive patterns that were added as the number of sensitive patterns increased
from 5 to 15 did not have many of their symbols selected for replacement by the
algorithm.

6 Conclusion and Future Work

String sanitization is a necessary task in applications that feature sequences
containing confidential information. This paper studied the problem of how to
efficiently sanitize a string by replacing a small number of selected symbols
contained in sensitive patterns with a special character “∗”. To deal with the
problem, we proposed an algorithm SSA that fuses two sub-algorithms, one
for detecting occurrences of sensitive patterns in the string, and another for
sanitizing the sensitive patterns. The proposed algorithm was implemented and
evaluated using the ADL dataset. Our results demonstrate the efficiency and
effectiveness of our approach. Being the first work on addressing the problem
of sanitizing a string, this work opens up a number of interesting avenues for
future investigation. These include: (i) examining how to preserve the utility of
the sanitized string in analytics or mining applications, (ii) developing algorithms
for sanitizing strings that do not fit into the main memory, and (iii) performing
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an evaluation of the algorithm using sensitive patterns that are specified by
experts and model their privacy requirements (e.g., as in [9,16]).
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10. Götz, M., Nath, S., Gehrke, J.: MaskIt: privately releasing user context streams
for personalized mobile applications. In: SIGMOD, pp. 289–300 (2012)

11. Gwadera, R., Gkoulalas-Divanis, A., Loukides, G.: Permutation-based sequential
pattern hiding. In: ICDM, pp. 241–250 (2013)

12. He, Y., Barman, S., Wang, D., Naughton, J.F.: On the complexity of privacy-
preserving complex event processing. In: PODS, pp. 165–174 (2011)

13. Loukides, G., Gwadera, R.: Optimal event sequence sanitization. In: Proceedings
of the 2015 SIAM International Conference on Data Mining, pp. 775–783 (2015)

14. Monreale, A., Pedreschi, D., Pensa, R.G., Pinelli, F.: Anonymity preserving sequen-
tial pattern mining. Artif. Intell. Law 22(2), 141–173 (2014)
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Abstract. A string is called a palindrome if it reads the same from
left to right. In this paper we define the new concept of an abelian
palindrome which satisfies the property of being abelian equivalent to
some palindrome of the same length. The identification of abelian palin-
dromes presents a novel combinatorial problem, with potential applica-
tions in filtering strings for palindromic factors. We present an algorithm
to efficiently identify abelian palindromes, and additionally generate an
abelian palindromic array, indicating the longest abelian palindrome at
each location. Specifically, for an alphabet of size |Σ| ≤ log2(n) and after
O(n) time preprocessing using O(n + |Σ|) space, we may determine if
any factor is abelian palindromic in O(1) time. Additionally, we may
determine the abelian palindromic array in O(|Σ|n) time. We further
specify the algorithmic complexity when this condition on alphabet size
|Σ| is relaxed.

1 Introduction

The identification of palindromic factors in strings, has been a much studied
area of stringology, due to the interesting combinatorial aspects and the strong
ties with genetic analysis, where palindromes often correspond to significant
structures in DNA [3].

Variations of the palindrome identification problem have been frequently
introduced, for example Karhumäki and Puzynina presented results on k-abelian
palindromes on rich and poor words [2]. Holub and Saari considered the problem
as applied to binary words, investigating the properties of palindromic factors
of binary strings [4].

We introduce our own simple modification to the problem, yet to be explored,
namely abelian palindromes. Though an interesting combinatorial problem in
it itself, an efficient method of detecting abelian palindromes can potentially
provide a filter by which ordinary palindromic factors may be deduced. This
follows from the fact that an ordinary palindrome must necessarily also be an
abelian palindrome, and therefore the search space may be reduced if non abelian
palindromes can be efficiently dismissed.
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Likewise, the abelian palindromic array may potentially be used to assist in
the calculation of the ordinary palindromic array, for the purpose of performing
a greedy factorisation of a string into ordinary palindromes. This follows from
the fact that the abelian palindromic array provides an upper bound for the
equivalent value in the ordinary palindromic array.

The rest of this paper is organised as follows. In Sect. 2, we present basic
definitions and notation on strings as well as definitions and results on abelian
palindromes. Section 3 presents various data structures and algorithmic tools
used in our final algorithms. In Sect. 4, a detailed implementation of our algo-
rithms are presented, the first being identification of abelian palindromes, the
second being the generation of the abelian palindromic array. Our concluding
remarks are noted in Sect. 5. Additionally, the pseudocode of our implementation
may be found in Sect. 6.

2 Preliminaries

2.1 Basic Terminology

We begin with basic definitions and notation from [1]. Let x = x[0]x[1] . . . x[n − 1]
be a string of length |x| = n over a finite ordered alphabet. We consider the case
of strings over an integer alphabet Σ: each character may be replaced by its
lexicographical rank in such a way that the resulting string consists of integers
in the range {0, . . . , n − 1}. We use ord(x[i]) to refer to the lexicographical
rank of the character x[i]. We use Σ[i] to refer to the ith character of Σ, i.e.
Σ[ord(x[i])] = x[i]. For example, for the alphabet Σ = {a, c, g, t} we have
ord(g) = 2 and Σ[2] = g.

For two positions i and j on x, we denote by x[i . . j] = x[i] . . . x[j] the factor
(sometimes called substring) of x that starts at position i and ends at position j
(it is of length 0 if j < i), and by ε the empty string of length 0. We recall that
a prefix of x is a factor that starts at position 0 (x[0 . . j]) and a suffix of x is a
factor that ends at position n − 1 (x[i . . n − 1]).

Let y be a string of length m with 0 < m ≤ n. We say that there exists an
occurrence of y in x, or, more simply, that y occurs in x, when y is a factor of
x. Every occurrence of y can be characterised by a starting position in x. Thus
we say that y occurs at the starting position i in x when y = x[i . . i + m − 1].

We denote the reverse string of x by xR as the string obtained when reading
x from right to left, i.e. xR = x[n − 1]x[n − 2] . . . x[1]x[0]. We say a string x is a
palindrome when x = xR.

We make use of the bit-wise exclusive or (XOR) operation between two
binary strings x and y of the same length |x| = |y|, denoted x ⊕ y. This adheres
to the standard definition of XOR on two binary strings, i.e. z[i] = (x[i] +
y[i]) (mod 2) where z = x ⊕ y. We may similarly apply the XOR operation to
integers, x, y ∈ Z by converting x and y to their respective binary equivalents,
performing the XOR operation, and converting the binary result into an integer.
For example, given x = 5, y = 11 we have x ⊕ y = 5 ⊕ 11 = 0101 ⊕ 1011 =
1110 = 14.



Efficient Recognition of Abelian Palindromic Factors 213

2.2 Abelian Palindromes

The concept of abelian strings relates to the idea of disregarding the order of
appearance of characters in a string, and concerning ourselves only with the
number of occurrences of each character within the string. With this in mind,
we wish to define the concept of an abelian palindrome. To facilitate this, we
must first recall the definition of a Parikh Vector.

Definition 1. The Parikh vector P(T ) of a string T over the alphabet Σ, is a
vector of size |Σ| which enumerates the number of occurrences of each character
of the alphabet in T . If the character c ∈ Σ has ordinality i = ord(c) in the
lexicographical ordering of the alphabet Σ, then P(T )[i] stores the number of
occurrences of c in T .

We say that two strings T1 and T2 are abelian equivalent denoted T1 ≈p T2

if and only if they have the same Parikh vector, i.e. are permutations of each
other.

For example, the string T1 = accgta has the Parikh vector P(T1) =
(2, 2, 1, 1). The string T2 = gactcac has the same Parikh vector and thus
T1 ≈p T2. We may now define the concept of an abelian palindrome.

Definition 2. A string T is an abelian palindrome if and only if there exists
some palindrome P such that P ≈p T .

Note that in general, a string T will more easily satisfy the abelian palin-
dromic property over the palindromic property. This comes as a direct result of
Lemma 1, which follows clearly from Definition 2.

Lemma 1.

T palindromic =⇒ T abelian palindromic (1)
T not abelian palindromic =⇒ T not palindromic (2)

Proof. Assume T is palindromic, choose P = T . Therefore we have P = T ≈p T .
Thus T is abelian palindromic and Statement 1 is proven. Statement 2 follows
as the contrapositive of Statement 1. ��

3 Tools

3.1 Initial Observations

We wish to efficiently identify abelian palindromic factors within a string. To
enable this, we define some further concepts and auxiliary data structures.

From Definition 2, it is clear that whether a string T is an abelian palindrome
is dependant on the values in its Parikh vector P(T ), specifically the number of
values that are odd or even. We use |P(T )| to refer to the total number of values
in P(T ), and further use |(P(T ))|odd and |(P(T ))|even to refer to the number of
odd and even values in P(T ) respectively. This notation allows us to succinctly
describe the defining quality of an abelian palindrome in Lemma 2.
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Lemma 2. T abelian palindromic ⇐⇒ 0 ≤ |(P(T ))|odd ≤ 1.

Proof. We refer to the length of T as n. We call Tl = T [0 . . 
n − 1
2 − 1�] the left

half of T and Tr = T [�n − 1
2 + 1 . . n − 1] the right half of T . Note that if n is

even, T = Tl Tr. If n is odd, T = Tl c Tr where c = T [n − 1
2 ]. For an ordinary

palindrome P , it is clear that if a character s occurs m times in Pl it must
correspondingly occur m times in Pr, to preserve the palindromic property of P .

We first show that if T is an abelian palindrome, the number of odd values in
the Parikh vector |(P(T ))|odd can not exceed 1 by contradiction. Let us assume
that |(P(T ))|odd > 1. In this case, we have at least 2 different characters s1, s2 ∈
Σ with an odd number of occurrences in T . For any permutation of the characters
in T , at least one of these two characters must have all its occurrences contained
entirely within Tl and Tr, and we call this character s. The character s therefore
occurs 2m times in T where m is the number of occurrences of s in Tl. Therefore s
has an even number of occurrences, which leads us to a contradiction. Therefore
we conclude that 0 ≤ |(P(T ))|odd ≤ 1.

We now show that we can always form a palindrome from a permutation of
T when 0 ≤ |(P(T ))|odd ≤ 1. In the notation below we use PR

l to represent the
reversal of Pl.

Let us assume |(P(T ))|odd = 0. In this case, P(T ) contains only even values.
We distribute the characters evenly to form an even length palindrome P such
that P ≈p T as follows (with braces under characters indicating the number of
repetitions of that character):

Pl = Σ[0]
︸︷︷︸

1
2P(T )[0]

Σ[1]
︸︷︷︸

1
2P(T )[1]

. . . Σ[|Σ| − 1]
︸ ︷︷ ︸

1
2P(T )[|Σ|−1]

P = Pl PR
l

Now let us assume |(P(T ))|odd = 1. In this case, P(T ) contains a single odd
entry corresponding to some character c = Σ[i]. We distribute the characters
evenly, placing the character c at the centre, to form an odd length palindrome
P such that P ≈p T as follows:

Pl = Σ[0]
︸︷︷︸

1
2P(T )[0]

. . . Σ[i − 1]
︸ ︷︷ ︸

1
2P(T )[i−1]

Σ[i + 1]
︸ ︷︷ ︸

1
2P(T )[i+1]

. . . Σ[|Σ| − 1]
︸ ︷︷ ︸

1
2P(T )[|Σ|−1]

Σ[i]
︸︷︷︸

1
2 (P(T )[i]−1)

P = Pl Σ[i] PR
l

Thus we have shown that 0 ≤ |(P(T ))|odd ≤ 1 is both a necessary and suffi-
cient condition for T to be an abelian palindrome. Therefore Lemma 2 follows.

��
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3.2 Prefix Parity Integer Array

We aim to describe a new data structure that will prove useful in recognising
palindromic factors, beginning with some new definitions.

Lemma 2 provides us with a useful criterion by which we can seek longest
abelian palindromes. We first provide some additional definitions which will
prove useful.

Definition 3. A prefix Parikh vector Pi(T ) of a string T is the Parikh vector
of the ith prefix of T :

Pi(T ) = P(T [0 . . i]) for 0 ≤ i ≤ n − 1

Definition 4. A parity vector P(T ) of a string T over the alphabet Σ is a bit
vector of length Σ which indicates the parity (even or odd) of the number of
occurrences of each character of Σ in T (0 indicates even, 1 indicates odd):

P(T )[i] = P(T )[i] (mod 2)

Definition 5. A prefix parity vector Pi(T ) of a string T is the parity vector of
the ith prefix of T :

Pi(T ) = P(T [0 . . i]) for 0 ≤ i ≤ n − 1

Definition 6. A parity integer P̂(T ) of a string T over the alphabet Σ is a
decimal integer representing the value of the parity vector P(T ) when interpreted
as a binary number, with the order of magnitude of each bit determined by the
lexicographical order of the alphabet Σ:

P̂(T ) =
|Σ|−1
∑

i=0

2i × P(T )[i]

Definition 7. A prefix parity integer P̂i(T ) of a string T is the parity integer
of the ith prefix of T :

P̂i(T ) = P̂(T [0 . . i]) for 0 ≤ i ≤ n − 1

Definition 8. The prefix parity integer array P̂A(T ) of a string T of length n is
an integer array of length n, which contains the value of P̂i(T ) at each position
i:

P̂A(T )[i] = P̂i(T )

The prefix parity integer array P̂A(T ) (example: see bottom of Fig. 1) is the
key to identifying longest abelian palindromes in a string T . To observe this, we
note that the Parikh vector of a factor of T can be determined by evaluating the
difference between the two prefix Parikh vectors at the start and end indexes of
the factor. The parity vector and parity integer of a factor can also be determined
in a similar way, by employing the bit-wise exclusive or (XOR) operation. We
summarise these observations in Lemma 3.
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Fig. 1. Example of prefix Parikh vectors, prefix parity vectors and prefix parity inte-
gers.

Lemma 3. Given a string T :

P(T [i . . j]) = Pj(T ) − Pi−1(T ) (1)
P(T [i . . j]) = Pj(T ) ⊕ Pi−1(T ) (2)

P̂(T [i . . j]) = P̂j(T ) ⊕ P̂i−1(T ) (3)

Proof. Given a factor F = T [i . . j] we have T [0 . . j] = T [0 . . i − 1]F . Therefore
it follows that P(T [0 . . j]) = P(T [0 . . i − 1]) + P(F ) =⇒ P(F ) = P(T [0 . . j]) −
P(T [0 . . i − 1]). Thus Statement 1 is proven.

Statement 2 follows from Statement 1 by observing that the truth table for
the XOR operator is analogous to the parity table for the subtraction operator
(when we interpret 0 as even, 1 as odd):

− even odd ⊕ 0 1

even even odd 0 0 1

odd odd even 1 1 0

Note that subtraction (mod 2) and XOR are both commutative operations,
and therefore the order of operations is unimportant for both tables.
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Statement 3 is simply an alternative formulation of Statement 2 in the form
of parity integers instead of parity vectors. ��

Given P̂A(T ), it now becomes simple to verify whether a factor T [i . . j] is an
abelian palindrome, i.e. 0 ≤ |P(T [i . . j])|odd ≤ 1.

Lemma 4. Given a text T over the alphabet Σ, the following holds:

T [i . . j] abelian palindromic ⇐⇒ P̂j(T ) ⊕ P̂i−1(T ) ∈ {0} ∪ {20, 21, . . . , 2|Σ|−1}

Proof. The lemma follows from the application of previously defined lemmas.
We use brackets under runs of characters to indicate the length of that run of
characters:

T [i . . j] is abelian palindromic

⇐⇒
Lem. 2

0 ≤ |P(T [i . . j])|odd ≤ 1

⇐⇒ |P(T [i . . j])|odd = 0 ∨ |P(T [i . . j])|odd = 1

⇐⇒
Def. 4

P(T [i . . j]) = 0 . . . 0
|Σ|

∨ P(T ) ∈ {0 . . . 0
|Σ|−1

1 , 0 . . . 0
|Σ|−2

10 , . . . , 1 0 . . . 0
|Σ|−1

}

⇐⇒
Def. 6

P(T [i . . j]) = 0 ∨ P̂(T ) ∈ {20, 21, 22, . . . , 2|Σ|−1}

⇐⇒
Lem. 3

P̂j(T ) ⊕ P̂i−1(T ) ∈ {0} ∪ {20, 21, . . . , 2|Σ|−1}

��
Lemma 4 immediately leads us to Lemma 5, which allows us to identify the

longest factor of a string T starting at i which is abelian palindromic.

Lemma 5. Given a text T over the alphabet Σ, the longest abelian palindromic
factor of T occurring at position i is T [i . . j] where j satisfies the following:

j = max{j′ : P̂j′(T ) ∈ M(T, i)}
M(T, i) = {P̂i−1(T ) ⊕ k : k ∈ {0} ∪ {20, 21, . . . , 2|Σ|−1}}

For a given string T and position i, we call M(T, i) the match set.

Proof. For a fixed i, the longest T [i . . j] which is abelian palindromic is found
by determining the largest j, such that i and j satisfy the condition in Lemma
4. We may derive the match set M(T, i) from this condition by employing the
fact that XOR is commutative:
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P̂j′(T ) ⊕ P̂i−1(T ) ∈ {0} ∪ {20, 21, . . . , 2|Σ|−1}

⇐⇒ ∃k ∈ {0} ∪ {20, 21, . . . , 2|Σ|−1} such that P̂j′(T ) ⊕ P̂i−1(T ) = k

⇐⇒ ∃k ∈ {0} ∪ {20, 21, . . . , 2|Σ|−1} such that P̂j′(T ) = P̂i−1(T ) ⊕ k

⇐⇒ Pj′(T ) ∈ {P̂i−1(T ) ⊕ k : k ∈ {0} ∪ {20, 21, . . . , 2|Σ|−1}} = M(T, i)

Thus for a given i, the largest j′ satisfying the above condition gives us the
j corresponding to the largest abelian palindromic factor T [i . . j]. ��

3.3 Rightmost Array

We describe a simple data structure that will prove useful for identifying longest
abelian palindromes (Fig. 2).

Definition 9. The rightmost array R(A) of an integer array A of length n
over the alphabet {0, . . . , n − 1} stores at position i the index of the rightmost
occurrence of the integer i in A. If there is no occurrence of i in A then A[i] = −1.
Formally stated:

R(A)[i] = k ⇐⇒ A[k] = i ∧ A[k′] �= i ∀ k′ > k

R(A)[i] = −1 ⇐⇒ A[k] �= i ∀k

Fig. 2. Example of rightmost array.

4 Algorithms

4.1 Abelian Palindromic Factor Recognition

Abelian Palindromic Factor Recognition
Input: A string T of length n.
Output: A function F : {0 . . n − 1} × {0 . . n − 1} → {true, false} where
F (i, j) returns true if T [i . . j] is abelian palindromic and false if T [i . . j] is
not abelian palindromic, in O(1) time.
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Our algorithm to generate a function recognising abelian palindromic factors,
relies on the construction of the prefix parity integer array P̂A(T ). As shown in
Lemma 4, we are able to determine if T [i . . j] is abelian palindromic by evaluating
the truthfulness of the expression P̂j(T ) ⊕ P̂i−1(T ) ∈ {0} ∪ {20, 21, . . . , 2|Σ|−1}.

Given P̂A(T ), this expression may be evaluated in O(1) time for a given
i and j. This follows from the fact that XOR is a constant time operation.
Additionally, we may check if an integer is a power of 2 in constant time by
employing the (mod 2) operation.

It is important to note, that these operations are constant time under the
assumption that their arguments do not exceed the maximum word size w of the
computer implementation used. If we assume that the alphabet size is bounded
by the logarithm of n, then this assumption holds, i.e. |Σ| ≤ log2(n). Alterna-
tively, the limitation on |Σ| need not depend on n, and may instead be expressed
in terms of the word size w of a machine. If the word size is w, we may assume
these operations are constant for an alphabet size |Σ| ≤ w. For a larger |Σ|, the
expression in Lemma 4 may be evaluated in O( |Σ|

w ) time.
We now consider the construction of P̂A(T ). It is possible to construct the

array directly while maintaining a single instance of P̂i(T ), by Lemma 6.

Lemma 6.

P̂A(T )[0] = 2ord(T [0])

P̂A(T )[i] = P̂A(T )[i − 1] + (2Pi(T )[ord(T [i])] − 1) × 2ord(T [i]) 0 < i ≤ n − 1

Proof. The case for P̂A(T )[0] is trivially true. We note that P̂A(T )[i] = P̂i(T )
is an integer representation of Pi(T ) interpreted as a binary string. Pi(T ) and
Pi−1(T ) differ by a single bit flip, corresponding to the character encountered at
T [i]. Therefore by Definitions 6 and 7, P̂i(T ) and P̂i−1(T ) will accordingly differ
by a single power of 2, specifically 2ord(T [i]).

Whether 2ord(T [i]) should be added or subtracted is dependant on the current
parity of the character T [i]. This is determined by Pi(T )[ord(T [i])], with 1
corresponding to addition (+1) and 0 corresponding to subtraction (−1).

Thus the mapping 2b − 1 where b ∈ {0, 1} is the most recently flipped bit
b = Pi(T )[ord(T [i])], indicates the appropriate addition (+1) or subtraction
(−1). ��

With this iterative equation for P̂A(T ), we now have all the tools necessary
to efficiently determine abelian palindromic factors and solve the problem as
stated. We formalise the result in Theorem 1.
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Theorem 1. Given a string T of length n over the alphabet Σ, after O(n) time
preprocessing and O(n + |Σ|) space, we may perform queries to determine if
T [i . . j] is abelian palindromic in O(1) time when |Σ| ≤ log2(n).

Additionally with no constraint on the size of Σ, with O( |Σ|
w n) time prepro-

cessing we may perform such queries in O( |Σ|
w ) time, where w is the computer

word size.

Proof. By using Lemma 6 we may iteratively construct P̂A(T )[i] from P̂A(T )[i−1]
in O(1) time at each step, while maintaining the Σ-sized data structure Pi(T ),
resulting in a total time complexity O(n) and space complexity O(n + |Σ|) to
construct P̂A(T ).

By evaluating the expression on P̂A(T ) in Lemma 4, we may then determine
if T [i . . j] is abelian palindromic. Evaluating this expression may be performed
in O(1) time when the number of bits required to store P̂i(T ) is no larger than a
single computer word w, i.e. when |Σ| ≤ log2(n) ≤ w. In general, P̂i(T ) may be
stored in |Σ| bits, requiring � |Σ|

w  words to store, and thus a multiplying factor
of O( |Σ|

w ) time is required for all operations involving P̂i(T ), both when con-
structing P̂A(T ) and when evaluating the expression in Lemma 4, corresponding
to a single query. ��

4.2 Abelian Palindromic Array Algorithm

Abelian Palindromic Array
Input: A string T of length n.
Output: An array P of size n such that A[i] stores the length of the longest
abelian factor of T occurring at position i, i.e. as a prefix of T [i . . n − 1].

Our algorithm to generate the abelian palindromic array makes use of The-
orem 1 and the rightmost array described in Definition 9. We also make use of
Lemma 7.

Lemma 7. The abelian palindromic array P of a string T satisfies:

P [i] = max{R(j) : j ∈ M(T, P̂A(T )[i])}

Where M is the match set as described in Lemma 5.

Proof. Lemma 5 indicates that the longest abelian palindromic factor occurring
at i is T [i . . j] where j is the index of the rightmost prefix parity integer with a
value contained in the match set M(T, i).
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By Definition 9, this rightmost j can be found by taking the largest value
obtained when querying the rightmost array with every member of the match
set. ��
Theorem 2. Given a string T of length n over the alphabet Σ, we may deter-
mine the abelian palindromic array of T in O(|Σ|n) time and O(n + |Σ|) space,
when |Σ| ≤ log2(n).

Proof. Via the proof in Theorem 1 we are able to calculate the prefix parity
integer array P̂A(T ) in O(n) time and with O(n + |Σ|) space.

Since |Σ| ≤ log2(n), we know all values of R(A)[i] ∈ {−1, 0, . . . , n − 1}.
Therefore the rightmost array R(P̂A(T )) may be calculated in O(n) time, by
parsing P̂A(T ) from right to left and storing any new values encountered. Full
details are available in the pseudocode in Sect. 6.

We now apply Lemma 7, which enables us to determine the longest abelian
palindromic factor occurring at i by performing |Σ| constant time queries. Thus
a total of O(|Σ|n) constant time queries are required, and the total time com-
plexity to generate the abelian palindromic array is O(|Σ|n). ��

5 Conclusion

We have presented two algorithms, the first for recognising whether or not a
factor is abelian palindromic, and the second for generating an array which
provides the length of the longest abelian palindromic factor at each position in
a string.

The proposed algorithms are both dependant on a new data structure called
the prefix parity integer array, requiring O(n) time to compute for a string with
an alphabet size |Σ| ≤ log2(n). Additional complexity is required to determine
the longest abelian palindromic factor for each position, namely O(|Σ|n) time.

The main improvement in this work, would be to remove the need for the
current requirement that |Σ| ≤ log2(n), in order to obtain our current best
complexity time. This appears to be a reasonable goal.
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6 Pseudocode

Algorithm. Abelian Palindromes
1: function getPrefixParityIntegerArray(T, Σ)
2: n = |T |
3: σ = |Σ|
4: A = integer array of length n filled with 0 � stores final result
5: B = integer array of length σ filled with 0 � stores powers of 2
6: B[0] = 1
7:
8: for i = 1 to σ − 1 do
9: B[i] = 2 × B[i − 1]
10: end for
11:
12: P = boolean array of length σ filled with 0
13: prev = 0
14:
15: for i = 0 to n − 1 do
16: if P[ord(T [i])] == 1 then � ord is the 0-indexed lexicographical order
17: A[i] = prev − B[ord(T [i])]
18: else
19: A[i] = prev + B[ord(T [i])]
20: end if
21:
22: P[ord(T [i])] = not P[ord(T [i])] � not 1 = 0, not 0 = 1
23: prev = A[i]
24: end for
25:
26: return A
27: end function

Algorithm. Abelian Palindromes
1: function getRightmostArray(A)
2: n = |A|
3: R = integer array of length n filled with -1 � stores final result
4:
5: for i = n − 1 to 0 do � parses A from right to left
6: if R[A[i]] == −1 then
7: R[A[i]] = i
8: end if
9: end for
10:
11: return R
12: end function
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Algorithm. Abelian Palindromes
1: function getMatchSet(x, n)
2: M = integer array of length n + 1 filled with 0 � stores final result
3:
4: for i = 0 to n − 1 do
5: M [i] = x ⊕ 2i � XOR operation
6: end for
7:
8: M [n] = x
9:
10: return M
11: end function

Algorithm. Abelian Palindromes
1: function getAbelianPalindromicArray(T, Σ)
2: n = |T |
3: σ = |Σ|
4: A = getPrefixParityIntegerArray(T, Σ)
5: R = getRightmostArray(A)
6: P = integer array of length n filled with 0 � stores final result
7:
8: for i = 0 to n − 1 do
9: M = getMatchSet(A[i − 1], σ) � A[−1] defined as 0
10:
11: rightmostMatch = −1
12:
13: for each match in M do
14: if R[match] > rightmostMatch then
15: rightmostMatch = R[match]
16: end if
17: end for
18:
19: if rightmostMatch > i − 1 then
20: P [i] = rightmostMatch − i + 1
21: else
22: P [i] = 0
23: end if
24: end for
25:
26: return P
27: end function
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Abstract. Recommender systems can help to more easily identify rel-
evant artifacts for users and thus improve user experiences. Currently
recommender systems are widely and effectively used in the e-commerce
domain (online music services, online bookstores, etc.). On the other
hand, due to the rapidly increasing benefits of the emerging topic Inter-
net of Things (IoT), recommender systems have been also integrated to
such systems. IoT systems provide essential benefits for human health
condition monitoring. In our paper, we propose new recommender sys-
tems approaches in IoT enabled mobile health (m-health) applications
and show how these can be applied for specific use cases. In this context,
we analyze the advantages of proposed recommendation systems in IoT
enabled m-health applications.

1 Introduction

Empowering and motivating people is a major challenge. This becomes espe-
cially crucial when it comes to the health and the physical condition of an indi-
vidual [23]. It is a well-known fact that the average human lifetime is increasing.
Living longer implies the risk of age related health problems that reduce signifi-
cantly the quality of life. Therefore, many people need to improve and maintain
their independence, functional capacity, health status as well as their physical,
cognitive, mental and social wellbeing. Modern mobile and sensor technologies
enable the recording of all kinds of data related to a person’s daily lifestyle,
such as exercises, steps taken, body weight, food consumption, blood pressure,
cigarettes smoked, etc. This type of self-data tracking is often referred as the
Quantified-Self concept [23].

Recent works have shown that tracking measurements such as step counts,
spent calories and body weight are very effective to make the user conscious
of its importance and it may lead to lifestyle changes by motivating a person
c© IFIP International Federation for Information Processing 2018
Published by Springer International Publishing AG 2018. All Rights Reserved
L. Iliadis et al. (Eds.): AIAI 2018, IFIP AICT 520, pp. 227–237, 2018.
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to engage in physical exercise [15]. Additionally, by tracking measurements over
time, he/she gets insights regarding his/her progress and he/she is able to experi-
ence the direct relation between his efforts and the actual outcome. For instance,
going for jogging twice a week leads to a decrease of body fat percentage [19].

As an emerging topic, the Internet of Things (IoT) [2,10,18] represents a
networked infrastructure of connected different types of devices. In this context,
a huge amount of services and applications is created which makes the identifi-
cation of the relevant ones a challenging task. Several IoT solutions have been
proposed to implement the concept of Quantified-Self and related challenges in
the areas of health care and assisted living [14,17,26]. AGILE1 is an EU-funded
project aiming to build a modular hardware and software gateway for IoT with
support for protocol interoperability, device and data management, IoT applica-
tions execution, and external Cloud communication. The main concept behind
AGILE is to enable users to easily build IoT applications and control connected
devices through a modular IoT gateway and a set of full stack (OS, runtime and
applications) IoT software components. One of five pilot projects of AGILE is
Quantified-Self which is an IoT enabled m-health (mobile health) system based
on the AGILE gateway environment.

In the AGILE project, we have developed new recommendation approaches
especially useful in IoT scenarios [7,8,24]. Recommender systems [11] suggest
items (alternatives, solutions) which are potential interest for a user. Examples of
related questions are: which book should be purchased?, which test method should
be applied?, which method calls are useful in a certain development context? or
which applications are of potential interest for the current user? A recommender
system can be defined as any system that guides a user to interesting or useful
objects for the user in a large space of possible options or that produces such
objects as output [6].

In this paper, we propose new recommendation approaches in the IoT enabled
m-health domain based on our example domain Quantified-Self. In Quantified-
Self, we collect patients data using variety of IoT technologies. Based on the
measured patients information, our proposed recommender provides life quality
increasing solutions both to patients and physicians.

The remainder of this paper is organized as follows. First of all, we give an
overview of the state of the art in recommendation technologies in IoT enabled
m-health (Sect. 2). In Sect. 3, we introduce the example application Quantified-
Self, thereafter we explain our proposed recommendation approaches for each
use case based on the sample dataset from Quantified-Self (Sect. 4). Finally, in
Sect. 5 we conclude our work with a discussion of issues for future work.

2 Related Work

IoT-based applications enable a deeper understanding for recommender sys-
tems which can primarily be explained by the availability of heterogeneous
1 AGILE (An Adaptive & Modular Gateway for the IoT) is an EU-funded H2020

project 2016–2018 – see http://agile-iot.eu/.

http://agile-iot.eu/
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information sources [1,9,29]. Thanks to this ongoing IoT revolution, huge
amounts of data are being collected in clinical databases representing patients’
health states. Sensor-based Internet-enabled devices equipped with radio fre-
quency identification (RFID) [25] tags and other communication enablers [3]
are opening up exciting new ways of innovative recommendation applications in
the health domain. Hence, required digital information is already available for
patient-oriented decision making. This means, when this data can be used by
recommendation algorithms, very important results can be obtained [3].

In [28], authors propose to centralize personal health records (PHR) using a
system which allows access for the owner as well as for authorized health profes-
sionals. In this system, recommender systems may support patients with addi-
tional laymen-friendly information helping to better comprehend their health
status as represented by their record.

PHR management systems may fail to satisfy the individual medical informa-
tion needs of their users. Personalized recommendations could solve this problem.
In [27], a ranking procedure based on a health graph is proposed which enables
a match between entries of a PHR management system and health information
artifacts. This way, the user of such a system can obtain individualized health
information he might be interested in.

Researchers have indicated that integrated medical information systems are
becoming an essential part of modern healthcare systems. Such systems have
evolved to an integrated enterprise-wide system. In particular, such systems
are considered as a type of enterprise information system or enterprise resource
planning (ERP) [13] system addressing healthcare industry sector needs. As part
of efforts, nursing care plan recommender systems can provide clinical decision
support, nursing education, clinical quality control, and serve as a complement
to existing practice guidelines [5]. The authors of [5] exploit correlations among
nursing diagnoses, outcomes and interventions to create a recommender system
for constructing nursing care plans.

In [21], a health recommendation system architecture is proposed using rough
sets, survival analysis approaches and rule-based expert systems to recommend
clinical examinations for patients or physicians from patients’ self reported data.
Such data can be treated as condition attributes, while survival time from a
follow-up study can be treated as the target function.

Authors of [4] propose the application of IoT for personalized healthcare in
smart homes. An IoT architecture is presented which enables such healthcare
services. Continuous monitoring of physical parameters and processing of the
medical data form the basis of smarter, connected and personalized healthcare.
The core functionalities of the IoT architecture are exposed using Restful web
services.

In this paper, we apply recommendation techniques which are also applied in
these related works. The added value in our work is especially the differentiation
in recommended items indeed. We propose two new recommenders for our IoT
project which recommends new apps, healthcare devices, and physical activity
plans for patients.
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3 Example Domain: Quantified-Self

Quantified-Self is used as an example domain to explain our proposed recom-
mendation approaches throughout this paper. The realization of Quantified-Self
concept requires the integration of several m-health and IoT elements (see Fig. 1),
where proposed applications are orchestrated around the AGILE Gateway [16].
The gateway connects to the home network and through the gateway’s man-
agement user interface, the owner has access to all provided features, such as
reporting and visualization tools, can manage (store/view/edit) their data and
define an access policy to share data with their social network contacts. Wear-
able activity trackers and medical sensors automatically communicate with the
gateway whenever within range, and upload the most recent data. Integration
with cloud platforms allows data synchronization between the gateway and the
owner’s online profile, which enables the user to access their data through a
web application. In addition, health and activity data can be downloaded to the
gateway from the owner’s personal accounts on relevant platforms.

Fig. 1. Software architecture of Quantified-Self on the basis of the AGILE gateway.

As illustrated in Fig. 1, each user of the Quantified-Self application is pro-
vided with a set of activity tracking devices and biosignals sensors (such as
oximeters2, blood pressure monitors3 or glucometers4), to monitor their daily

2 https://en.wikipedia.org/wiki/Pulse oximetry.
3 http://bestreviews.com/best-blood-pressure-monitors.
4 https://en.wikipedia.org/wiki/Glucose meter.

https://en.wikipedia.org/wiki/Pulse_oximetry
http://bestreviews.com/best-blood-pressure-monitors
https://en.wikipedia.org/wiki/Glucose_meter
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physical activity and physical condition. All activity data and biosignal mea-
surements are stored locally, on the user’s gateway. Users are able to visualize
and manage their data, create reports and export the data from the gateway or
even import past data from other cloud services they might have used before,
such as Fitbit5, GoogleFit6, etc. In parallel, motion and lifestyle data can be
processed and analyzed on the gateway, so as personalized recommendations
are sent to the user’s smart phone in order to encourage them to reach their
physical activity goals. Moreover, users are able to share their activity data and
achievements with certain people/users from their social circle, including rela-
tives, friends and most importantly their physicians.

The Quantified-Self concept is targeting data acquisition on aspects of a per-
son’s daily life in terms of inputs (e.g. food consumed, quality of surrounding
air), states (e.g. mood, arousal, blood oxygen levels), and performance (men-
tal and physical activities) through a modern, health centric, social and mobile
enabled, communication platform that resides in the gateway (in terms of col-
lecting and visualizing data). The application is developed using the AGILE
environment and software stack, and uses the communication modules of the
gateway to collect data from self-tracking devices of users: wristbands or smart
watches, weighting scales, oximeters, blood pressure monitors, etc. In addition,
the cloud integration modules are exploited for periodically importing activity
data and biosignals from other providers and applications through their public
APIs.

Since the implementation of the aforementioned application is ongoing and
the number of users who are currently using it is limited, an extended dataset
from an established m-health solution [17,20] has been used as the knowledge
base for our recommender. The main dataset consists of the “biosignal” mea-
surements of patients and elders, which are acquired directly from the biosignal
sensors that users are equipped with. Both in the present Quantified-Self solution
and the application which provided the knowledge base, sensors that are used
support wireless communication, and particularly Bluetooth, for simplified inte-
gration of the sensors, and for seamless, real-time synchronization of measure-
ment data. The sensors currently supported are the following: activity trackers,
pulse oximeters, blood pressure monitors, weighing scales, spirometers, glucome-
ters, and thermometers. These sensors measure the following biosignal types:
step count, heart rate (bpm), oxygen saturation (%), blood pressure (mmHg),
FEV1 (L), peak flow (L/min), blood glucose levels (mg/dL), and body temper-
ature (Celsius/Fahrenheit). It should be noted though that the modular design
that has been followed, enables the potential integration of additional devices
in the same application, which may require different operational workflows and
communication patterns.

The biosignals’ dataset includes approximately half million records of the
aforementioned biosignals from one hundred users in a time frame of three years.
Besides the biosignal data, the knowledge base includes information for users’

5 https://www.fitbit.com/at/home.
6 https://www.google.com/fit/.

https://www.fitbit.com/at/home
https://www.google.com/fit/
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demographics (gender, age, location), as well as their personal health record
(lab results, medication and allergies). In order to ensure the smooth commu-
nication between the different components of the system, and for the smooth
data integration with external systems well established data models have been
used. Therefore in the proposed approach, all components and workflows which
require data exchange and/or storage follow the Fast Healthcare Interoperability
Resources Specification (FHIR)7.

4 Recommendation Systems in Quantified-Self

We explain our proposed recommendation approaches for IoT enabled m-health
applications based on the given example domain Quantified-Self. The increasing
trend of using Quantified-Self solutions is also helpful for this improvement.
The utilization of recommendation technologies is essential for improving the
health conditions of individuals. The users of IoT enabled m-health applications
can get recommendations for new activity plans, IoT enabled m-health devices,
applications, healthy nutritions. All these recommendations help the users to
enhance their life style and reach their target health conditions easier than before.
These recommendations indeed play an important role like a personal trainer or
personal coach.

4.1 Use Case - 1: Virtual Coach

In order to motivate subscribers/users for sportive activities, Quantified-Self -
Virtual Coach collects demographic information (age, location, physical condi-
tion, medical history, chronic diseases, etc.) of each user. It stores user profiles on
its online server and a recommender engine calculates the similarities between
users based on their demographic data. Using the similar users’ information, a
new activity plan (how often, what to measure, which activities) or a new IoT
device (a wristband, step counter watch, etc.) can be recommended to users.

In this case, a recommender engine uses Collaborative Filtering as the recom-
mendation technology to find similarities between users. Quantified-Self - Virtual
Coach recommends new activities or new devices to users based on these sim-
ilarities. Collaborative Filtering [12] is based on the idea of promotion, where
the opinion of similar users are considered. These users are also denoted as the
nearest neighbors which means these are the users who have similar preferences
compared to the current user. The first step of a collaborative filtering recom-
mender is to identify the k-nearest neighbors8 and to guess the preferences of
the current user using the purchased items by nearest neighbors.

There are several similarity metrics in the context of collaborative filtering
scenarios for determining nearest neighbors [11]. For the purposes of our exam-
ple, we use a simplified formula that supports the identification of k-nearest
neighbors9 (see Formula 1).
7 https://www.hl7.org/fhir/.
8 k represents the number of users with similar profile or purchased items compared

to the current user.
9 For simplicity we assume k = 1.

https://www.hl7.org/fhir/
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Table 1. Profiles of users are stored in the online server of the recommender engine in
anonymous mode (without their names, addresses, etc.).

Profiles of users

Demographics Devices

Profile Age Gender Location Chronic diseases Oximeter Wristband BPM device

user-1 Young Male Urban Asthma -

user-2 Middle Female Suburban Diabetics - -

user-3 Elder Male Suburban Diabetics - -

Active user Young Female Urban Asthma - -

similarity(usera, userb) =
1

1 + Σn
property=1|eval(usera) − eval(userb)| (1)

When Formula 1 is applied to the example of Table 1, property becomes
demographics and devices of users. Thus, for the seven properties (age, gender,
location, chronic diseases, oximeter, wristband, BPM (hearth beats per minute)
device) of each user, the calculation result of eval(user a) - eval(user b) for the
ith property is 0 if their values are same, otherwise it is 1. For instance, for
the first property age, the calculation result of eval(user 1) - eval(user 2) is 1,
because age of user 1 is young whereas age of user 2 is middle. Since they do
not have the same values, their difference is 1. For another instance, for the
sixth property wristband, the calculation result of eval(user 1) - eval(user 2) is
1, because the usage of oximeter of user 1 is whereas for user 3 it is .
Since they have the same values, when property = 5, the result of eval(user 1)
- eval(user 3) is 0. In Table 1, user-1 (the nearest neighbor) has demographics
which are similar to those of the current user. Consequently, a collaborative
recommender proposes devices to the current user which have been investigated
by the nearest neighbor (e.g., an oximeter device is recommended to the current
user).

4.2 Use Case - 2: Virtual Nurse

Quantified-Self - Virtual Nurse motivates different types of chronic patients (i.e
diabetes, asthma, cancer, cardiovascular) to reach their goals on the basis of a
recommended plan. It collects the measured data of patients and checks their
health conditional targets. If the measured values are very far from their expected
(target) values, then some specific recommendations can be placed for those
patients. The recommendations should be personalized and related to the base
line of each user’s data, which will be permanently updated.

The patient medical data includes the personalized models that shows the
behavioral responses of the patients versus the coach interventions to discover
best-practices and measure adherence. The recommender could act as a decision
support system that gathers information from the patient, finds an activity plan
that matches with the available objectives and offers a personalized list. A physi-
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cian might intervene (semi-supervised recommendation) to select the collected
information that are more related with the wellbeing of the patient.

In this case, the recommender engine uses Content-based Filtering as the
recommendation technology to find a related plan based on the user data.
Quantified-Self - Virtual Nurse recommends new activity plans to users based on
their actual and expected measurements. Content-based Filtering [22] is based
on the assumption of monotonic personal interests. For example, users interested
in the topic sports devices are generally not changing their interests so often but
keep their interests in the same topic. The basic approach of content-based fil-
tering is to compare the content of already used items with new items that can
potentially be recommended to the user.

Table 2. Actual and expected (targets) measurements of patient-1. The tar-
gets of the available activity plans are also represented. Arrows denote
increase(↑)/decrease(↓)/stay(←→) targets of a plan. For instance, plan-2 is targeting
to decrease the blood pressure and weight. Therefore, plan-2 includes activities which
can decrease these two parameters.

Medical data of a patient and possible activity plans

Systolic blood
pressure (mm Hg)

Heart-rate
(bpm)

Weight (kg)

Targets of plan-1 ↓ ↓ ↓
Targets of plan-2 ↓ ←→ ↓
Targets of plan-3 ←→ ↓ ←→
Targets of plan-4 ←→ ←→ ↑
Targets of patient-1 120.00 (↓) 70.00 (↓) 80.00 (↓)

Actuals of patient-1 142.00 91.00 108.00

A simplified example of a related recommendation approach is given in
Table 2. When applying a content-based filtering based approach, recommended
items (plans) are determined on the basis of the similarity of the patient’s targets
and available plans. Similar to collaborative filtering, there are different types of
similarity metrics [11]. For the purposes of our examples, we introduce a simpli-
fied formula that supports the identification of, for example, relevant plans for
the patient-1 (see Formula 2).

similarity(patient, plan) =
#(targets(patient) ∩ targets(plan))
#(targets(patient) ∪ targets(plan))

(2)

Formula 2 determines the similarity on the basis of the targets of plans and
targets of patient-1. For instance, the similarity between patient-1 and plan-
3 is calculated as 0.33 where #(targets(patient) ∩ targets(plan)) = 1 since
there is only 1 same target (target for hearth-rate) and #(targets(patient) ∪
targets(plan)) = 3 where the number of targets for both is three (systolic blood
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pressure, hearth-rate, and weight). In our example of Table 2, plan-1 has the
highest similarity with the targets of patient-1, therefore plan-1 is recommended
to patient-1.

5 Conclusions and Future Work

The utilization of recommender systems is considered essential for improving
the health conditions of individuals. In this paper, We proposed two new recom-
menders for our IoT project which recommends new apps, healthcare devices,
and physical activity plans for patients. We analyzed the applicabilities and the
advantages of recommendation technologies in IoT enabled m-health applications
by showing examples on the pilot application (Quantified-Self ) of our project
(AGILE ). We have proposed two recommendation use cases Virtual Coach and
Virtual Nurse which help users/patients to improve their health conditions. This
improvement is provided by correct device or sportive activity recommendations
for users by Virtual Coach, and correct activity plan recommendation for patients
by Virtual Nurse. As future work, we will implement mentioned recommender
engines for Quantified-Self system and analyze the results in the bases of changes
in the health data of users. Besides, we plan to detect anomalies in Quantified-
Self activity plans and send additional recommendations to users/physicians.
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Abstract. Although the healthcare sector has been hugely benefited from the
advantages made in the Information and Communication Technology (ICT)
domain in the recent years, the emerging technology breakthrough of the Internet-
of-Things (IoT), in which all devices and services are collaborating while
reducing human intervention, promises new solutions that will enable users to
have a more home-centric healthcare, and a sustainable active and healthy ageing.
This paper is proposing a smart-home IoT infrastructure for the support and
extension of the independent living of older adults in their living environments
that responds also to real needs of caregivers and public authorities. The proposed
infrastructure seamlessly utilizes health and monitoring devices for the provision
of a safe environment for an elderly, the mitigation of frailty and the preservation
of quality of life and autonomy. It also provides a mechanism for easy setup and
testing of the installed equipment and a decision support system that offers
advanced data analytics and visual analytics mechanisms to the formal and
informal caregivers of the elderly for the efficient monitoring of their health and
activity status.

Keywords: Telemedicine · Internet of Things · Elderly monitoring

1 Introduction

Most of the countries are encountering a shift in the distribution of their population
towards older ages, caused by rising life expectancy, declining birth rates, or a combi‐
nation of both.

Although the current health caring model is hospital-centric, it is expected to grad‐
ually be transformed to a more hospital-home-balanced by 2020 [1], and eventually to
home-centric. Ageing in place does not only reflects the preferences of the elderly who
wish to stay in their own homes as they age [2], yet in addition of the policymakers, who
are attracted by the possibility of keeping the health care expenditures within the bounds
of economic possibility [3].

The effort made in this health caring model transformation is primarily based on the
use Ambient Assisted Living (AAL) solutions. Typically, AAL refers to the use of ICT,
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assistive devices and smart home technologies in a person’s daily living to enable indi‐
viduals living in their place in a convenient and safe manner. It ensures greater autonomy
and provides supportive home environments by means of integrating sensors, actuators,
smart interfaces, and artificial intelligence [4].

IoT emerged as one of the major communication advantages in recent years and is
defined as the ability of everyday life objects to connect and communicate with each
other [5]. These devices, objects or things are identifiable, readable, recognizable and
even controllable via the Internet. With the use of IoT, AAL systems are enhanced and
able to consist of medical sensors, wireless sensors, computer hardware, computer
networks, software applications, and databases, which can be interconnected to
exchange data and provide services in an Ambient Assisted environment [6].

One of the main problems with the IoT is that it is so vast and such a broad concept
that there is no proposed, uniform architecture. In order for the idea of IoT to work, it
must consist of an assortment of the sensors, network, communications and computing
technologies, amongst others [7]. Creating an IoT health system that will ensure the
monitoring and independent living of an elderly at his home has many challenges that
must be faced. An efficient topology must be selected, and devices produced to different
specification and using different communication protocols must be integrated. All vital
private information such as personal healthcare information must also be protected by
providing confidentiality, integrity, authentication and authorization.

Although several IoT platforms have been developed to support cognitively impaired
individuals, a major challenge is to provide a solution that combines efficiently health
and behavioural monitoring, thus addressing a large variety of daily needs of the elderly.

This paper presents a smart-home IoT infrastructure for the support of independent
living of the elderly developed in the context of the ACTIVAGE H2020 EU project.
Specifically, the architecture developed for the Greek deployment site, where a large-
scale pilot will take place in three different regions with 500 beneficiaries, is presented.
The proposed architecture includes a wireless sensor network consisted of devices and
sensors of different communication protocols and provides tools for easy installation of
the equipment by the personnel. The platform aggregates information gathered by
sensors and health devices and integrates them to support the delivery of telehealth
services. The collected data are stored in cloud infrastructure and can be accessed only
by authorized informal and formal caregivers for monitoring of the health and activity
status of the elderly.

The rest of the paper is structured as follows: Sect. 2 describes several solutions that
have been implemented for monitoring and supporting the independent living of elderly
people, whereas Sect. 3 describes the architecture and the layers of the proposed solution
along with an in-detail analysis of all used devices/sensors and protocols. Finally,
Sect. 4 concludes the paper.

2 Related Work

The technological advances in microelectromechanical systems have made available
efficient, low cost, low power miniature devices for use in remote monitoring
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applications. Several platforms have been implemented in order to monitor and support
the independent living of elderly adults. For example, the IN LIFE system [8] is a cloud-
based platform that provides AAL support to cognitively impaired elderly people,
through numerous provided tools and services. The MyLife project [9] supports inde‐
pendence for older people with reduced cognitive function by giving them access to
simple and intuitive services that adapt to their individual needs and wishes. Although
both platforms, meet several needs posed by cognitive decline, they do not utilize the
capabilities provided by the IoT infrastructure. On the other hand, numerous solutions
adopt the IoT paradigm for the indoor support of elderly people and mainly focus on
human activity recognition (HAR) and health monitoring.

The goal of the human activity recognition is to recognize common human activities
in real life settings by extracting knowledge from the data acquired by smart sensors [10].

There are HAR solutions that utilize sensors that are placed in various locations
within a smart home, acting as non-intrusive monitoring devices for identifying human
behaviors. In particular, Kasteren et al. [11] designed a system for recognizing various
living activities in a smart home deploying door sensors, pressure-sensitive mats, float
sensor, and temperature sensor. For the TAFETA project [12], a home-based automated
system has been implemented that monitors the health and well-being of an elderly while
remaining unobtrusive by using various types of intelligent sensors in the elderly’s
home. Chen et al. [13] designed a system for recognizing complex living activities in a
smart home deploying contact, motion, tilt and pressure sensors, while Zhang et al. [14]
also describe a similar system named “Smarter and Safer Home” that deploys sensors
in homes, acting as non-intrusive monitoring devices for human behavior of elderly
people. The aggregated data of the aforementioned systems are used in order to identify
“abnormal” situations.

Other HAR solutions provide activity-monitoring functionalities by using wearable
devices for indoor localization. Komai et al. [15] describe an activity monitoring system
that utilizes a wearable BLE beacon device for indoor localization. Popleteev [16]
presented an activity tracking and indoor positioning system with a wearable magnet
and similarly, Belmonte-Fernández et al. [17] by using a Smart-watch wearable device
that acquires the Wi-Fi strength signals of surrounding installed Wireless Access Points.
Finally, [18] Santos et al., has proposed an RFID based M-health care system using IoT
based connected devices, that identifies the position of an m-health related item (e.g.
elderly) carrying an RFID tag.

Regarding the health monitoring, its goal is to allow an individual to closely monitor
his/her vital signs, provide feedback for maintaining an optimal health status and create
alerts when vital measurements are below or over a predefined threshold [19].

Several health-monitoring systems utilize devices that are placed in the living envi‐
ronment of the elderly and are used by him/her periodically during the day for measuring
vital signs. Specifically, the system presented by [20] utilizes an electronic blood pres‐
sure device that transmits the measured data (i.e., pulse wave) to the data processing
center, from where they are accessible in real-time by a doctor. In a similar way, Cao
and Liu [21] developed an IoT system that measures saturation peripheral oxygen and
pulse rate, and transmits them to a cloud-side server.
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Other solutions use wearable bio-signal sensors that monitor human vital signs
continuously. Menychtas et al. [22] introduced a mechanism for uniform biosignals
collection from wearables and biosignal sensors, and decision support modules for
patient monitoring. In [23] a holistic solution for communication and management of
Bluetooth biosignal sensors and activity trackers promoting mHealth and self-care is
proposed. A glucose monitoring system based on an implantable unit that utilizes Blue‐
tooth low energy, to transmit the measured glucose data to patients’ mobile phone or
PDA is presented by Ali et al. [24]. Pinto et al. [25] demonstrated a platform for moni‐
toring and registering patients’ vital information as well as providing mechanisms to
trigger alarms in emergency situations by using a wristband equipped with numerous
sensors.

The infrastructure proposed in this paper supports the efficient monitoring of the
elderly through a combination of heterogeneous devices that provide both human
behavior monitoring and measurement of vital signs of the elderly in his/her living
environment in a non-intrusive way. It also supports a mechanism that enables the easy
installation and testing of the equipment. The collected data are securely forwarded to
a cloud infrastructure offering also decision support functionalities to the formal and
informal caregivers of the elderly through advanced data analytics and visual analytics.

3 Proposed Solution

Before describing the proposed solution, it is essential to present the end-users of the
platform and their needs:

• Assisted person: Elderly people, from 65 year and above, with chronic health prob‐
lems or with frailty due to physical, cognitive or emotional problems, who need
formal or informal support when staying at home or in their daily living environment
for safety and security.

• Informal caregiver: responsible for providing support on a daily basis to a relative
that suffers from a chronic condition and cannot live alone and yet be safe. The service
will allow him/her to monitor the relative remotely and respond immediately and
effectively in case of an emergency.

• Formal caregiver: responsible for providing systematic daily assistant at home or
at a daycare center. The service will allow the formal caregiver to coordinate different
care recipients at the same time more efficiently as well as respond to different emer‐
gency cases faster.

In order to meet the needs of the aforementioned user groups, an IoT infrastructure
was designed and implemented, as it is depicted in Fig. 1, which enables devices with
sensing, processing and communication capabilities to be connected to the Internet. It
is an extension of the three-layered architecture proposed by [26] where each layer is
equivalent to the most basic features of an IoT-based platform: data collection, trans‐
mission, and analysis [27]. The installed devices are connected to the Internet through
a gateway, forming a Machine-to-Machine (M2M) network.
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Fig. 1. The adopted three-layered system architecture

A lab-based pilot was used as a reference site to test the proposed infrastructure.
Specifically, the smart home of CERTH/ITI was used for living lab testing, providing a
fully controllable environment similar to the real cases. The assessment was based on
gathering data from different sensors, in which CERTH/ITI employees and a limited
number of elderly performed activities of daily living in standardized scenarios. Based
on the aforementioned lab-based pilot, the proposed solution produced promising
preliminary feedback and results.

3.1 The Perception Layer

The first layer that is named Perception Layer (Fig. 2) is responsible for cognizing and
collecting information of devices for a user and integrating them into the next layers. It
includes a number of heterogeneous, wireless sensors and health devices that create a
Wireless Sensor Network (WSN) and a central node is in charge of gathering the sensed
data. The central node that is referred as an Aggregation Point in this paper is part of
the second layer and is described in detail in the following section. The used devices are
using common communication protocols that are featured by low power consumption,
short-range communication, and lightweight protocol stack.

The selection of the devices and protocols was made after an in detail examination
of the necessities and requirements of the user groups. In particular, these are the proto‐
cols used by the selected devices:

• Bluetooth standard [28]
• Z-Wave [29]
• ZigBee [30]
• RF (869.2-869.25 MHz)

All devices are battery operated. Consequently, the sensor placement is not
constrained by the availability of a nearby power socket, enabling this way an easy
installation phase.
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According to [26], the devices in the Perception Layer can be summarized in two
main categories: (1) Body Area Network (BAN) devices, which are on-body devices
usually for obtaining user health/activity status, and (2) fixed context devices that are
generally installed in the home. In a manner corresponding to this categorization, these
are the devices used in the implemented system:

• Body Area Network (BAN) devices (transmit on demand)
• Wearable panic button: for emergency cases, a panic button is utilized. It is a

small, wearable device, which the elderly has on him. Its activation results in the
device automatically transmitting an emergency alarm notification to the carers
of the elderly.

• Health device for vital signs: this device is able to measure the vital signs of the
elderly, such as the blood pressure and pulses or the blood glucose levels

• Fixed context devices (transmit data on an event basis or as periodic reports)
• Passive InfraRed (PIR) sensors: by installing Passive Infrared (PIR) sensors in

each room, it is possible to track the presence and motion of an elderly in the home
and trace occupancy habits.

• Magnetic contact sensors: the central entrance of the home is equipped with a
magnetic contact sensor that transmits a signal that indicates the binary state of
“open” or “closed”.

• Sensor for measuring hazardous levels of CO: one of the most common symp‐
toms that patients with early stages of Alzheimer’s or dementia have is the
frequent and progressive memory loss [31]. Forgetting to turn off one of the
devices that are usually located in the kitchen may turn hazardous for the elderly.
By installing this sensor, it is able to determine if there are dangerous levels of
CO in the home.

Fig. 2. The Perception Layer that contains all integrated devices
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3.2 The Gateway Layer

The second tier is the Gateway layer (Fig. 3), which receives all sensor data and meas‐
urements of the perception layer and then transmits them to the third layer. For this layer,
a smart device named Aggregation Point is used that undertakes the data aggregator role
in the home environment and enables the communication/connection between all
installed devices/sensors. It is equipped with a variety of transceiver modules that enable
the communication with the devices through the aforementioned protocols, and it
features an IoT platform that is responsible for their integration and orchestration. The
supported IoT platforms are:

• universAAL [32], which is an open source platform that enables seamless intero‐
perability of devices, services and applications on an unprecedented scale.

• IoTivity [33], which is an open source software framework enabling seamless
device-to-device connectivity.

All data collected by the end-devices are forwarded to the Internet, and specifically
to the Cloud Layer described in the next section. This is accomplished through an ADSL
router or a mobile router (3G/4G) in cases of homes that do not have an ADSL connec‐
tion.

The communication protocol used for the transmission of the sensed data to the next
layer is the message queuing telemetry transport (MQTT) connectivity protocol and its
selection was based on the work produced by Campo et al. [34]. Its simplicity and the
fact that it does not need high CPU and memory usage make this protocol ideal for the
interconnection between the Gateway Layer and the Cloud Layer. Moreover, it supports
an extensive variety of different devices and mobile platforms, and it provides TSL/SSL
security at transport layer [35].

Fig. 3. The Gateway Layer that is responsible for the aggregation of the sensed data
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Additionally, a mechanism for easy setup and testing of the installed equipment in
the smart home by the installer is provided through a web-based application supported
by each Aggregation Point. In particular, the aforementioned web-based application
supports the configuration of the Aggregation Point for the communication with the
Cloud Layer and provides forms for describing and registering the devices/sensors. It
communicates with the IoT platform installed on the Aggregation Point via RESTful
services exposed for identifying the communication protocol to be used, and handling
the pairing and the communication with the devices. The following main functionalities
are supported by this application:

• Device registration for adding and describing a new sensor/health device.
• Device removal for removing a sensor/health device from the smart home ecosystem
• Device discovery by querying the registered devices, along with details regarding

their capabilities.
• Device update for updating information related to a device, e.g. change device pass‐

word.

3.3 The Cloud Layer

The third layer is the Cloud Layer (Fig. 4) that incorporates a cloud-based software
architecture that collects the information gathered from the sensors installed in each
home and provides the two following functionalities: (1) storing collected information
and (2) analyzing this information and providing a decision support mechanism through
advanced data analytics & visual analytics to the end-users.

For example, the motion sensors are stored in the various rooms of the elderly home
and automatically recognize the traceability of each home space. The information trans‐
mitted is properly analyzed in order to automatically recognize user habits within a home
(e.g. how often he/she visits the bathroom, when he/she visits the kitchen, and for how
long, etc.). Recognizing the habits of the elderly contributes to the automatic detection
of risk-bearing situations (e.g. the elderly has not visited the bathroom during the day)
as well as changes in habits that may be related to health problems (e.g. while the elderly
used to be in the kitchen for one hour every noon to prepare his/her daily meal, this
custom has changed).

Moreover, the door opening and closing detector that is placed in the central entrance
of each home automatically identifies the entrance/exit of the elderly from the house.
This information, combined with the information provided by the home-based motion
detectors, is properly analysed to identify the user’s habits (e.g., how often he/she exits
the house, for how long, etc.) and consequently contribute to the automatic detection of
risk situations (e.g. the elderly has not exited home for a long time) as well as changes
in habits (for example, a change in the number of the weekly exits and the duration).

The special panic button, which the elderly always has on him, can be used in an
emergency case (e.g. fall, severe dizziness, sickness, etc.). At the click of the panic
button, the person (s) indicated by the elderly (e.g. relatives, health personnel, etc.) is
informed in order to contact with him/her and take appropriate action for help provision.
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Similarly, an alarm notification will be created in case the blood pressure or blood
glucose levels indicate abnormal vital signs.

Regarding the security of the accumulated data, anonymization and encryption tech‐
niques are applied. Data anonymization preserves privacy by eliminating identifiability
from the dataset, i.e., the link between sensitive information and people, while encryp‐
tion protects the confidentiality of the data and prevents unauthorized third parties or
threat actors from accessing them. Finally, further research is currently made in order
to make the platform compliant with the new General Data Protection Regulation
(GDPR) [36], which will come into force on May 2018.

The data accumulated is accessible to two different types of users, for whom the
following applications have been implemented:

• Application for helping carers (both formal and informal) monitor the health status/
activity of the corresponding elderly through advanced data analytics.

• Application for offering monitoring and decision support to the administrator of the
infrastructure through advanced data analytics.

Fig. 4. The Cloud Layer that is responsible for the storing of the information collected from all
sites
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4 Conclusion

There is a major researching movement that explores various ICT arrangements in order
to enhance healthcare provision by mobilizing the potential of IoT. In this paper, we
exhibited a smart-home IoT infrastructure created for monitoring the health and activity
status of elderly individuals in their living environments. For supporting the independent
living of older adults in their living environments and providing perceived safety, a set
of heterogeneous sensors, able to provide behavioural and environmental condition
information, was utilized in addition to health devices, used for vital sign measurement.
The installation and the efficient set up of these devices are feasible through a web-based
application implemented for the corresponding personnel. All the aggregated data are
collected in a transparent way by the IoT infrastructure deployed in the home and stored
securely in a cloud-based infrastructure, where they analysed. The outcome of the anal‐
ysis is advanced data analytics & visual analytics presented to the formal and informal
caregivers, thus providing them with a decision support mechanism.

The platform will be additionally tested and evaluated through large-scale pilots that
will take place in three different regions of Greece, in the context of the ACTIVAGE
project. In these pilots, the platform will be deployed in 500 homes and it will provide
activity and health status monitoring of elderly people living autonomously in real life
scenarios. Inputs from these pilot sites will enable the further evaluation and refinement
of the platform.

Acknowledgement. This work is supported by the EU funded project ACTIVAGE
(H2020-732679).
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Abstract. Cyber-physical systems (CPSs) are slowly emerging to dominate our
world through their tight integration between the computational and physical
components. While the reliability evaluation of physical systems is well-studied,
the one referring to CPSs is difficult due to the fact that software systems do not
degrade, as they follow a well-defined failure model like in physical systems.
Henceforth, a great attention has been given to tackle the challenge of reliability
in CPSs, especially in the field of Medical CPSs (MCPSs) that are being consid‐
ered as a powerful candidate for healthcare applications. This paper proposes a
generic approach for effectively measuring reliability in MCPSs, taking into
consideration the multiple MCPSs’ applications that exist. The proposed
approach captures the MCPS’s reliability by initially modelling its components,
accompanied with the selection of the evaluation environment, which is finally
being followed by the failure analysis, and the reliability estimation, which are
necessary for deciding whether a MCPS is considered as reliable or not.

Keywords: Cyber-physical systems · Medical cyber-physical systems
Reliability

1 Introduction

Cyber-Physical Systems (CPSs) are attracting a lot of attention in recent years and are
being considered as an emerging key research area, where according to [1], CPS market
is globally expected to drive growth through 2027, whilst it is listed as the number one
research priority by the US President’s Council of Advisors on Science and Technology
[2]. A CPS is able to combine computation and communication capabilities with the
physical world, meaning that it can control the physical world as well as the connections
between objects. Therefore, a CPS is a concept that seeks to converge with the cyber
world composed of various physical systems [3], while using a distributed software that
implements smart algorithms in order to control these entities. CPSs are able to add
smart mechanisms to fully automate manufacturing processes, manage and enhance the
operations and safety of environments and infrastructures, enhance energy consumption
in smart buildings, or improve healthcare for patients, among others [4, 5].

However, the development of such complex systems that are composed of many
distributed and heterogeneous components interacting in various ways and capabilities,
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is extremely difficult [4]. CPSs, compared to purely computational or purely physical
systems, exhibit quite a number of challenges, as the connection between the computa‐
tional and the physical entities is far from smooth. Due to device proliferation and large-
scale connectivity, a variety of functionalities are now feasible in CPSs. Connectivity
however, also means that CPSs function in unreliable open environments, where due to
the fact that the software gets further coupled with hardware and users, reliability eval‐
uation becomes a significant challenge [6]. Henceforth, a great attention has been given
in particular to tackle this challenge, confronting system reliability as a fundamental
requirement of CPSs.

This requirement becomes extremely important to the healthcare domain [7], where
CPSs are being considered as a powerful candidate for healthcare applications including
in-hospital and in-home patient care [8]. In fact, a separate class of CPSs, namely
Medical Cyber Physical Systems (MCPSs) are recognized in the literature [9, 10], as
interconnected, intelligent systems of medical devices that support a holistic treatment
of a patient. For example, in the context of a hospital, the ones that were previously used
as stand-alone medical devices are now being designed with embedded software, and
integrated with network interfaces [11, 12]. These network interfaces are used to
communicate with other devices during patient treatments as well as monitoring, and
healthcare systems [13]. Hence, MCPSs constitute a technological chance for new
applications in healthcare assuring more advanced care and treatment of patients.

However, the development of a systematic reliability analysis of CPSs, especially
in the healthcare domain, has not received an adequate consideration. To address this
challenge, in this paper a generic approach is proposed that can be used to effectively
measure the reliability in MCPSs. This approach captures a general MCPS’s reliability
following four (4) sequential steps. Initially, the modelling of the MCPS’s components
takes place, whilst afterwards, the selection of the evaluation environment occurs,
followed by the failure analysis, and the reliability estimation that are necessary for
finally deciding whether the MCPS is being considered as reliable or not.

The rest of this paper is organized as follows. Section 2 describes the study of the
state of the art regarding MCPSs and their applications, while the challenges of the
MCPSs are being analysed, citing a more detailed view of the reliability challenge.
Section 3 describes the proposed approach for measuring reliability in MCPSs, while
Sect. 4 is addressing the future challenges, analyzing our conclusions and plans.

2 Related Work

2.1 Medical CPS

The term “Cyber-Physical System” was created a few years ago. The concept had existed
for several decades, as the Computer Science and Engineering community has been
dealing with it by calling CPSs as “real-time computing systems” or “embedded
computing systems” [14]. However, the last few years, those terms have been replaced
by the official name of “Cyber-Physical Systems”, suggesting that these systems provide
the people with much more properties and functionalities. In particular, the definition
from Cyber-Physical Systems Week [15] refers to the CPSs as “complex engineering
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systems that rely on the integration of physical, computation, and communication
processes to function”. In more details, CPSs refer to the integration of computation
with physical processes (i.e. they are about intersection, not the union of the physical
and the cyber [16, 17]). In that case, embedded computers and networks monitor
and/or control the physical processes based upon local and remote computational
models, usually with feedback loops, where physical processes affect computations and
vice versa [18–20]. In other words, CPSs are specialized computing systems that interact
with control or management objects, integrating computing, communication, and data
storage with real world’s objects and physical processes, in a real-time, safe, secure, as
well as efficient manner [21, 22].

CPSs are being applied in many domains [17, 23, 24], however those in the healthcare
domain in particular, are among the most remarkable ones. More specifically, in this
domain a separate class of CPSs exists, namely Medical Cyber Physical Systems
(MCPSs) [10, 17], that are being considered as interconnected, intelligent systems of
medical devices that support a holistic treatment of a patient. The inherent feature of
MCPSs is a conjunction of embedded software control of networked medical devices
with complex safety that always have to match the needs of the patients [25]. Hence,
MCPSs are context-aware, life-critical systems with patient safety as the main concern,
demanding rigorous processes for validation to guarantee user requirement compliance
and specification-oriented correctness [26]. For that reason, medical devices and systems
must be dynamically reconfigured, distributed, and interact with patients and caregivers
in complex environments. For example, devices such as infusion pumps for sedation,
ventilators and oxygen delivery systems for respiration support, as well as a variety of
sensors for monitoring patients’ conditions are used in many operating rooms. Often,
these devices must be assembled into a new system configuration to match specific
patient or procedural needs. The challenge is to develop systems and control method‐
ologies for designing and operating these systems that are certifiable, safe, secure, and
reliable [27].

Consequently, CPSs’ research is revealing numerous opportunities and challenges
in the healthcare domain, aiming to transform the delivery of healthcare by enabling
smart medical treatments and services [28]. Some examples of these include intelligent
operating rooms and hospitals, image-guided surgery and therapy, fluid flow control for
medicine and biological assays, in-home sensors for detecting changing health condi‐
tions, new operating systems for making personalized medical devices interoperable,
and the development of physical and neural prostheses [28, 29]. Other opportunities of
utilizing CPSs in healthcare include the introduction of coordinated interoperation of
autonomous and adaptive devices, as well as new concepts for managing and operating
medical physical systems using computation and control, miniaturized implantable
smart devices, body area networks, programmable materials, and new fabrication
approaches [30].

2.2 Applications of Medical CPS

The research on CPSs in healthcare is still in its early stages. Although many CPSs’
architectures have been proposed in the literature, the number of CPSs’ architectures
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proposed for healthcare applications is very low. However, various research efforts have
been conducted on developing CPSs for healthcare applications, based on integrating
sensor and cyber infrastructures, and focusing mainly in the areas of the patients’ daily
living, monitoring, as well as medication intake.

Concerning the patients’ daily living applications and their medication intake, the
authors in [31] proposed the Ambient-Intelligence Compliant Objects (AICOs) that exist
in a virtual layer overlaid by ordinary household objects integrated by various multi‐
modal and unobtrusive wireless sensors, so as to represent one or more activities of a
person. In the same concept, the authors in [32] presented the Wireless Identification
and Sensing Platform (WISP) that utilizes the enhanced passive Radio Frequency Iden‐
tification (RFID) tags with sensors so as to facilitate the data communication from sensor
to receiver. The authors in [33] proposed the iCabiNET, a system that utilizes smart
RFID packaging. Being capable of recording the removal of a pill by breaking an electric
flow into the RFID circuit, using either residential network at home or smart appliances.
In the same notion, the authors in [34] presented the iPackage, an intelligent packaging
prototype that consists of remote medication intake and vital signs monitoring. More‐
over, in [35] the LiveNet is presented, which is a real-time distributed mobile platform
for monitoring the activities of Parkinson’s disease and epilepsy patients. What is more,
the authors in [36] proposed a system that detects fall by using an accelerometer on the
head level and identify the fall via an algorithm. Finally, the authors in [37] proposed
the HipGuard, which is a posture analysis application used for detecting the posture for
the recovery period of eight to twelve weeks after hip replacement surgery, by integrating
seven sensors positioned in specific locations near surgery.

Concerning the patients’ monitoring, the authors in [38] proposed the MobiHealth,
a system that gathers data from the wearable sensor devices that the patients carry all
day, collecting audio and video signals to provide early response in case of accidents.
Furthermore, in [39] the CyPhyS+ system is presented, a comprehensive, low-cost and
standards’ compliant CPS, based on the concept of Internet of Things (IoT) for remote
health monitoring of elderly, while in [25] a dependable MCPS for telecare of pregnant
women at home has been presented. Moreover, the authors in [40] presented the Mobile
ECG system that uses smart phones as base station for electrocardiography (ECG)
measurement and analysis, forwarding the received data to the medical professionals.
The authors in [41] presented the CodeBlue, a platform that consists of biomedical
sensors (e.g. pulse oximeter, motion sensor), aiming to manage the communication
among these devices. Finally, in the same concept, the authors in [42] proposed the
AlarmNet, a wireless biosensor network system prototype, consisting of heart rate, pulse
rate, oxygen saturation, and ECG system, that is able to monitor all the patients’ meas‐
urements, and provide a graphical user interface to assist healthcare professionals to
monitor the vital signs of their patients.

2.3 Reliability in Medical CPS

Due to the importance of MCPSs’ applications and the complexity of their development
process, huge research efforts have been started on different CPSs’ challenges [4, 30,
43]. However, a great attention has been given in particular to the reliability challenge,
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confronting system reliability as a fundamental requirement of MCPS. More particu‐
larly, reliability is a measure of the ability that the system operates as expected under
predefined conditions for a predefined duration of time. As systems are composed of a
number of components, reliability of systems is expressed through the aggregation of
the reliability of each of their components [6]. Reliability may be measured in different
ways depending on the particular situation [44, 45], and can be estimated using either a
qualitative or a quantitative method. To accurately describe quantitatively the concept
of reliability it is essential to define the notions of fault, failure and error, as all of them
are highly related to the concept of reliability [20]. However, some systems’ reliability
cannot be estimated quantitatively due to various reasons (e.g. lack of failure data), and
therefore qualitative methods may be applicable.

Reliability has been recognized as a critical requirement for CPSs. In [17] it is pointed
out that CPSs will not be deployed into mission critical applications as traffic control,
automotive safety, and healthcare without improved reliability. An unreliable system
may lead to disruption of service, financial cost and even loss of human life [46–48].
For that reason, the demand for reliability in CPSs, and especially in MCPSs, has
constantly been increased. If demands for reliability are not addressed effectively, further
deployment of MCPSs will be slowed down in applications [17, 18]. Therefore, the
reliability analysis for MCPSs is very challenging, and for that reason a lot of effort has
been put into the research area in order to cope with this challenge. More particularly,
in [49] a hybrid method that uses fault-tolerant structures with formal verification is
proposed. The presented architecture supports the design of reliable CPSs. Another
example of such efforts is presented in [50] that describes a service-oriented CPS with
a service-oriented architecture and a mobile Internet device [6]. What is more, the
authors in [51] developed a reliability model where Markov models are constructed for
each component, in order to estimate the reliability of an Integrated Modular Avionics
(IMA) system. In the same concept, in [52] a Markov Imbedded System (MIS) is used
in order to model dependence between components in a smart power grid. Additionally,
in [53] a phased-mission system model, which consists of Markov models for individual
components and a binary decision diagram is proposed, so as to analyze the reliability
of a fuel management system in an aircraft. Furthermore, the authors in [54] developed
a reliability framework through a weighted reliability metric, using individual compo‐
nents’ reliabilities and the performance metric of the CPSs considering their services,
cyber security, resilience, elasticity, as well as vulnerability. Moreover, the authors in
[55] presented the Failure Analysis and Reliability Estimation (FARE), a data-driven
approach for reliability evaluation using historical data, accelerated life testing data, and
real-world data.

Therefore, it becomes clear that the reliability of CPSs has received great attention
in different applications. However, all of the aforementioned researches, do not highlight
the complete reliability of the existing systems, which is crucial for any CPS in the
healthcare domain. Moreover, most of these approaches are giving specific solutions to
problems of a particular domain, arising the need of a holistic approach. Especially in
MCPSs a little work has been done, even though this field seems to be of extremely
importance, taking into consideration that the MCPSs are expected to be safe and reliable
even in changing environments and unforeseen conditions [56]. For that reason, in this
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paper an approach is being presented that constitutes a generic approach for effectively
measuring the reliability in MCPSs. More specifically, this approach provides a set of
methods and metrics on failure analysis, as well as reliability estimation for capturing
MCPSs’ reliability. Therefore, the proposed approach includes a more general and
accurate representation of MCPSs’ reliability, measuring various metrics for estimating
systems’ reliability, as well as offering a holistic system representation that covers the
different MCPSs’ applications that exist. It is worth mentioning that the proposed
approach is extensible for accommodating new reliability measurement techniques and
metrics. It does not only provide a retrospect evaluation and estimation of the MCPSs’
system reliability using past data, but also provides a mechanism for continuous moni‐
toring and evaluation of MCPSs’ reliability for runtime enhancement.

3 Proposed Approach

Our approach proposes a generic way for effectively measuring the reliability in MCPSs.
More specifically, the proposed approach consists of four (4) different stages: (i) the
CPS modelling, (ii) the evaluation environment, (iii) the failure analysis, and (iv) the
reliability estimation, as depicted in Fig. 1.

Fig. 1. Proposed approach architecture

CPS Modelling. In this stage of the proposed approach, the modelling of the MCPS’s
components takes place, using a specific domain modelling language [57] to capture the
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component-component interactions, whilst taking into consideration the different appli‐
cations that the MCPSs may be implemented. In more details, the specific MCPS whose
reliability is going to be examined, may have been used either for daily living applica‐
tions, or for patients’ monitoring, or for medication intake of patients. As depicted in
Fig. 1, the MCPS always consists of the physical or hardware components (i.e. physical
part), the cyber or software components (i.e. cyber part), and the communication
between them. However, each one of them is differentiating according to the three (3)
aforementioned situations of usage of the MCPS.

Regarding the patients’ daily living applications and their medication intake, as for
the physical part, in both situations this is comprised of a set of networked diverse
medical devices (MDs) including biomedical sensors and actuators. The latter are used
either for monitoring different patients’ measurements (e.g. a smart watch for measuring
patients’ daily steps) or for capturing whether a patient has taken her medication or not
(e.g. an electronic monitoring device for measuring medication adherence). Regarding
the cyber part, this is responsible for the control and the management of these MDs, the
processing of the acquired biosignals, as well as the invocation of the smart alarms that
go back to the patient herself.

Regarding the patients’ monitoring, as for the physical part, this is comprised of a
set of MDs including biomedical sensors and actuators. The latter are being used, as in
the previous scenario, for monitoring different patients’ measurements (e.g. a smart
watch for measuring patients’ daily steps) as well as for in-home monitoring systems.
Concerning the cyber part, this is responsible for the control and the management of
these MDs, in combination with the monitoring system, the processing of the acquired
biosignals, the invocation of smart alarms, and the communication with the surveillance
center, whose outputs are finally sent back to the caregiver.

Henceforth, all of the aforementioned are considered as potential applications of
MCPSs, being feasible to be modelled through a model-based analysis framework. In
this framework, the MCPS that is being used is being modeled in a domain specific
modelling language [57] in which each system-level function is associated to the corre‐
sponding component(s) through functional decomposition and component association.
It should be noted, that in this stage, it is considered that there are used only MCPS of
known nature (i.e. their architecture is known).

Evaluation Environment. In this stage, after the MCPS’s modelling, the selection of
the evaluation environment takes place. As it can be observed in Fig. 1, there exist
various different evaluation environments where the failure data (i.e. either MCPS does
not provide correct solutions or MCPS provides correct solution, but not within the
expected time) will be collected, and the reliability tests will be implemented. This
collection is being implemented regardless of the situation that the MCPS has been used
for, as all of the possible existing situations are being constituted of the general concept
that covers the MCPSs. In more details, the MCPS’s model is sent to the lab environment,
as medical systems need to be properly tested for reliability prior to their use in the
medical operations. To this end, two (2) different types of tests may occur in the lab
environment. In the first case, accelerated tests [58] can be applied based on a life test
that simulates the actual running environment. More specifically, these tests include the
Highly Accelerated Life Test (HALT) in a normal pace, which is similar to the stress
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test that creates a situation such that failure is more likely to happen. It is a method based
on physics of failure, an approach for reliability assessment based on modelling and
simulation that relies on understanding the physical processes contributing to the
appearance of the failures [59]. However, in some cases the accelerated tests are not
applicable in a lab environment, thus the second type of test can be applied. This type,
is being based upon the components’ reliability data (i.e. compositional reliability) that
can be used to construct the whole MCPS’s reliability. Although there are many ways
to do the compositional reliability [60], it should be noted that these estimates are not
often indicative or accurate for representing the whole system reliability, mainly due to
the communication failure that is often not easy to be incorporated in these models [61].

Failure Analysis. After the selection of the most suitable case for the lab environment
in order to perform the evaluation, the failure analysis stage occurs, which includes the
failure detection and diagnostics, along with domain knowledge and heuristics. In
general, the operation of a CPS can be divided into three (3) possible scenarios: (i) the
CPS provides the correct solution, within the expected time, (ii) the CPS does not provide
correct solution (i.e. incorrect solution or no solution at all), and (iii) the CPS provides
the correct solution, but not within the expected time. The last two cases are considered
as system-level failure cases of a CPS and are being taken into consideration in our
proposed approach. In more details, regarding the failure detection, this can be used as
a proxy to a system’s failure (e.g. an out of range measurement), whilst it might
be induced by the external environment, a human mistake or an internal system fault
[62, 63].

As for the failure diagnostics, these are responsible for processing the detected failure
data using [64]:

(i) the root cause analysis that is used to classify the failure type, analyze its nature
and mechanism,

(ii) the corrective action recommendation that is used to correct the current failure and
avoid future recurrence of the same type of failure,

(iii) the preventive action recommendation that is used to prevent occurrence of a
certain potential failure before it happens.

Reliability Estimation. In the final stage of the proposed approach, after ingesting the
failure detection and diagnostics data, the estimation of the MCPS’s reliability takes
place. More particularly, as mentioned in Sect. 2.3, reliability can be estimated using
either a qualitative or a quantitative method. In our approach, we primarily examined
and used quantitative methods for MCPSs’ reliability estimation, implementing some
commonly used reliability metrics [55]:

• Failure Rate: It is defined as the total number of failures within an item population,
divided by the total time expended by that population, during a particular measure‐
ment interval under stated conditions.

• Mean Time Between Failures (MTBF): It is the mean expected time between system
failures, in terms of the predicted elapsed time between inherent failures of a system
during operation.
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• Mean Time To Failure (MTTF): It is sometimes used instead of MTBF in cases where
a system is replaced after a failure.

• Mean Time To Repair (MTTR): It is the mean time required to repair a failed compo‐
nent or device.

• Availability or Mission Capable Rate: It is the proportion of time that a system is in
a functioning condition.

• Power-on hours (POH): It is the length of time (in hours), during which electrical
power is applied to a device.

• Availability at time: It is the probability that the system is able to function on a specific
pre-defined time.

• Survival Probability: It is the probability that the system does not fail in a time interval
(0; t].

Consequently, in order to calculate the reliability of the chosen MCPS in terms of
whether it is considered as reliable or not, a pre-defined threshold level is being set for
each different reliability metric. Afterwards, the results of each metric are being aggre‐
gated, calculating the average value of the pre-defined metrics, and finally deciding
whether the MCPS is considered as reliable or not.

4 Conclusions

In this paper, we have raised the importance of addressing reliability of CPSs, by deeply
studying the challenging topic of MCPSs’ reliability. We have considered all the
possible existing applications of MCPSs whose architecture is known in advance, and
proposed a generic approach for effectively capturing the reliability metrics of MCPSs
so as to calculate the degree of the MCPSs’ reliability. In this approach four (4) sequen‐
tial steps were implemented, beginning from the modelling of the MCPS’s components,
followed by the selection of the evaluation environment, the failure analysis, and finally,
the reliability estimation.

Currently, we are working on the evaluation of the developed approach, by testing
it with multiple existing MCPSs in the lab environment. Our future work includes the
development of a mechanism that does not require prior knowledge of the used MCPS’s
architecture. Furthermore, one of our main goals is to extend the existing approach by
including more metrics concerning the failure analysis, as well as the reliability esti‐
mation. Finally, we are willing to implement a visualization module providing the final
results of the approach, enabling the users to observe the reliability results of each
MCPS.
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Abstract. The exponential growth of the number and variety of IoT devices and
applications for personal use, as well as the improvement of their quality and
performance, facilitates the realization of intelligent eHealth concepts. Nowa‐
days, it is easier than ever for individuals to monitor themselves, quantify and log
their everyday activities in order to gain insights about their body performance
and receive recommendations and incentives to improve it. Of course, in order
for such systems to live up to the promise, given the treasure trove of data that is
collected, machine learning techniques need to be integrated in the processing
and analysis of the data. This systematic and automated quantification, logging
and analysis of personal data, using IoT and AI technologies, has given birth to
the phenomenon of Quantified-Self. This work proposes a prototype decentral‐
ized Quantified-Self application, built on top of a dedicated IoT gateway, that
aggregates and analyses data from multiple sources, such as biosignal sensors and
wearables, and performs analytics and visualization on it.

Keywords: Quantified-Self · Internet of Things · Visual data analytics
Personal informatics · Sensors · Activity tracking · eHealth · Containers

1 Introduction

The technological developments of the last decade contributed to an abundance of
commercially available and affordable biomedical sensors, activity trackers and wear‐
ables. Moreover, these sensors come with specially developed smartphone applications,
which enable the users to collect data about themselves, in a systematic and automated
manner, and have access to reports and analyses, providing insights and valuable feed‐
back.

The types of data that is collected in the context of Quantified-Self are virtually
countless, including but not limited to: health, physical activity, nutrition, psychological
and mental state or environment [26]. For each of these categories, several applications
exist that focus on the collection and analysis of relevant data, all of them aiming at
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highlighting the individual characteristics of the user’s lifestyle, identifying his or her
strong and weak points and triggering desirable behavior change. Machine learning and
big data are technologies that are applied in this area to facilitate that analysis of the data
and the creation of personalized knowledge for users and medical experts [8].

According to research, the mere monitoring and logging of values, such as body
weight, is effective in itself, by making the user conscious of its importance and in turn,
leading to lifestyle changes [17]. The tracking of values over time, additionally, produces
insights regarding the user’s progress, highlighting the direct relation between their
efforts and the results (e.g. systematically going to the gym leads to a decrease of body
fat percentage [20]). State-of-the-art solutions include mobile applications for GPS
tracking of cardio activities, websites for tracking body weight, fat percentage and bone
mass using connected body scales, mobile apps for blood pressure monitoring, apps with
integrated activity tracking [24].

Research has shown, however, that over 50% of people using similar applications
have given up on them after a few months [11]. Some of the reasons include absence of
a holistic approach to data collection and analysis, and lack of customization capabilities
[19]. The constant emergence of new applications and corresponding wearable devices,
usually incompatible with the previous ones, hardens the adoption of a vendor-free
solution like the one proposed in this work. Furthermore, there exist privacy concerns
in current Quantified-Self applications, since, typically, the collected data is permanently
stored in the cloud, giving ownership and, thus, control of it to the application provider.
The greater the sensitivity of the data, the greater the risk for the user, in case of data
loss, data manipulation or hacker attacks. Moreover, a lot of providers, in order to main‐
tain the free-of-charge status of their Quantified-Self services, sell the data to third
parties (e.g. for advertising or marketing purposes) [13].

The proposed Quantified-Self approach aims to provide the technical and functional
background to support data collection from multiple sources, in the context of health
and activity tracking, the analysis of that data and the visualization of the results, while
taking into consideration the aforementioned shortcomings of the state-of-the-art appli‐
cations. On the one hand, it allows the user to combine on the same platform several
devices, resolving the compatibility issues by exploiting the advancements of Bluetooth
communication technologies, and particularly of BLE [15]. On the other hand, being
built on top of the innovative software stack of AGILE [1] and deployed on a Raspberry
Pi, instead of the typical hybrid deployment in smartphone and cloud, it gives ownership
of the data over to the user.

The rest of the paper is structured as follows: Sect. 2 describes the related work in
the area of Quantified-Self while Sect. 3 presents the proposed solution and the imple‐
mentation of the system. The resulting application, with the data analysis and visuali‐
zation features is presented in Sect. 4. Finally, Sect. 5 discusses the advancements of
this approach compared to other approaches, concludes this work and highlights the
future plans.
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2 Related Work

A Quantified-Self application, such as the one presented here, aims at, not simply quan‐
tifying and gathering data, but also exploiting data analysis methodologies and tools to
give feedback to the user and promote behavior change. Bentley et al. [3] have studied
the ways such change can occur, particularly in the context of health and wellbeing,
highlighting the importance of the general (environmental and personal) context of the
user’s life, a conclusion that has also been reached by Choe et al. [6], who have shown
that not tracking context and triggers leads to decreased chances to improve outcomes.
This necessitates a holistic approach to data collection, in order to capture and quantify
the whole spectrum of this context while in parallel, given the multifaceted nature of the
user’s everyday life, sophisticated data mining techniques need to be used, in order to
uncover hidden, meaningful patterns in it. F. Bentley’s et al. research, moreover,
explores how users perceive and react to recommendations about behavior change,
suggesting that the use of natural language, instead of charts or numbers, can sometimes
be more effective.

With regards to the ways IoT data can be harvested, Chen et al. [5] have presented
an overview of the various data mining techniques, applied in the context of IoT. What
distinguishes IoT systems, concerning data mining, is the requirement for real-time data
processing, as well as processing at the edge of the network (Edge Analytics). As an
example, such requirements exist in telemonitoring systems, such as the ones presented
by Panagopoulos et al. [23] and Aguilar et al. [2], where doctors need to monitor patients
and receive notifications in real time. Strongly connected with the above is the research
of Li et al. [14], which investigates the potential IoT applications in a more general
context than that of health and medical care. More concretely, through the lens of fog
computing the researchers highlight the ways Smart Living can be advanced, in various
aspects of everyday life (work, entertainment, energy consumption and, naturally,
health) through the quantification and analysis of data.

Regarding the specific sensors that are used, as well as the architecture of the sensor
network and the flow of collected data, the works of Kor et al. [12] and De Silva et al.
[7] make obvious the relevance and applicability of the Internet of Things and Quanti‐
fied-Self concepts in healthcare and mHealth. Finally, Weinberg et al. [27] have exam‐
ined the privacy concerns that accompany the transition from Web 2.0 to Internet of
Things. Conflicts of interests between users and organizations have elevated data owner‐
ship to a crucial issue. In the context of IoT, where data is generated automatically and
continually, the question of who owns it is, indeed, of paramount importance.

3 System Architecture

The Quantified-Self concept is targeting data acquisition on aspects of a person’s daily
life in terms of inputs (e.g. food consumed, quality of surrounding air), states (e.g. mood,
arousal, blood oxygen levels), and performance (mental and physical activities) through
a modern, health centric, social and mobile enabled, communication platform that
resides in the gateway (in terms of collecting and visualizing data).
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However, the ecosystem of biosignal sensors and activity trackers is very diverse
from both business and technical perspectives. The vendors have also different business
and market strategies, and in many cases these strategies are reflected in the devices
themselves in technical and operational level. The open source designs for such devices
that can be used for producing or communicating with them are uncommon. The hard‐
ware and firmware of the majority of the devices is proprietary and closed source, hence
establishing communication with the device as a third-party required guidance from the
vendors either by providing access to the communication protocols or through libraries/
APIs. Therefore, what is usually happening today, is that the users are obliged to use
each wearable and sensor with different, companion applications, which store the date
to independent systems.

The unique characteristic of the proposed approach is that the Quantified-Self appli‐
cation is deployed on top of an IoT Gateway [18], which eliminates the need for addi‐
tional applications or hardware. Wearable activity trackers and medical sensors auto‐
matically communicate with the gateway whenever within range, and offload the most
recent data. However, for the wearables that the manufacturers provide only API libra‐
ries for Android and iOS, or specific applications for synchronizing the data with manu‐
facturers’ cloud platforms, neither of which is compatible with the proposed setup. In
these cases, the activity data offloading is achieved via Internet and the public APIs of
the cloud platform.

Fig. 1. Quantified-Self concept

Figure 1 presents the general architecture for the proposed Quantified-Self applica‐
tion. Each user connects the various activity tracking devices and biosignals sensors
(such as oximeters, blood pressure monitors or glucometers), to monitor their daily
physical activity and physical condition. The user is able to visualize and manage the
locally stored data and create reports. In parallel, the data are processed and analyzed
on the gateway, with personalized recommendations being sent to the users, encouraging
them to reach their physical activity goals. In order to address the requirements for
modularity and extensibility, the architectural model of the application is based on
containers. More specifically, four main containers are deployed on the gateway to
provide the required functionality of the application: (a) IoT/Sensors for managing the
communication with the various sensors and acquiring the biosignal measurements, (b)
Storage for storing the data locally, (c) Analytics for the periodic and ad-hoc analysis
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of the data in order to create valuable knowledge for the users’ health condition and
activity and finally (d) the Quantified-Self Web Application which coordinates the
previous containers and provides a UI with modern reporting and data visualization
functionality.

All components of the application (the core application, database and Shimmer) run
on a Raspberry Pi, on top of the AGILE Software Stack [18], on a Linux based operating
system. The container-based deployment approach of AGILE was adopted, ensuring the
virtual isolation of the components from each other and providing the required flexibility
for the maintenance and extension of the system with additional features.

3.1 IoT Sensors Integration

The AGILE IoT Gateway software stack is a flexible architecture built for single board
computers running independently or on the edge of the network. By providing devel‐
opers ready, short distance networking abilities, such as Bluetooth or Zigbee, it allows
acquisition from local sensors, view and local storing of data. For the integration of the
Quantified-Self biosignal sensors and activity trackers, the respective components of
AGILE were used. Using the harmonized REST API, the integration of any sensor is
simplified in the cases where specific commands or operational workflows are required,
custom device drivers are implemented. This approach follows a registration/publish/
subscribe device model. Each device needs to be registered before use and the applica‐
tion can subscribe to the sensor data endpoints in order for published data to be streamed
to the user. This model works well with BLE devices, which use GATT notifications [4]
to stream data to the host.

3.2 Data Management

Attempting to combine on the same platform data from different medical devices, such
as oximeters, glucometers, smart scales and blood pressure monitors, introduces signif‐
icant complexities regarding the storage and manipulation of that data. Integrating,
furthermore, data from the cloud APIs of Fitbit [9] and GoogleFit [10], only increases
these complexities. The homogeneous and consistent manipulation of the collected data,
however, is a necessary prerequisite for any meaningful processing to take place in the
system. To this end, the tools developed by the open-source project Open mHealth [22]
proved particularly useful. These tools include, a collection of schemata that define the
structure of health data. Specifically, these schemata standardize the representation of
health data following the syntactic rules of JSON, i.e. key-value pairs, defining the keys
to be used for all types of health data. For the purposes of the proposed Quantified-Self
application this standardization facilitates the easy and smooth integration of the data,
regardless of the source, and simplifies the architectural choices for the database and the
REST API. In the case of the medical sensors that communicate with the gateway
through BLE, the conversion of the data to JSON objects that comply with the Open
mHealth rules takes place during that communication.
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3.3 Data Analytics

The amount of the activity and medical data that is collected gives ample opportunity
for the analysis of that data and the discovery of patterns in it, providing valuable feed‐
back to the user. The analytics component is based on the python tools of Scikit-learn
[25], Matplotlib [16] and Numpy [21] which have been deployed on a specific container
configured to communicate with the database and the web application. Scikit-learn,
specifically, is a well-known machine-learning library for Python, featuring classifica‐
tion, regression and clustering algorithms, including the k-means algorithm that was
extensively used in the proposed application. Numpy is numerical library for Python
that provides, primarily, support for multi-dimensional arrays and matrices, designed to
interoperate with Scikit-learn. The data visualization was realized utilizing Matplotlib,
which is a plotting library for Python, along with the drawing capabilities of the Java‐
Script programming language.

Since all data are stored locally, the data analytics component periodically, or upon
user’s request, processes the activity and biosignal data in order to create reports and
aggregated information to be presented in the web app. In the current implementation
data clustering and correlation techniques have been used, and the results are also
exploited to provide motivational messages to the users. Regarding the clustering tech‐
niques, data cleaning and pre-processing was necessary. This included removing the
outliers from the datasets, normalizing the measurements values, as well as adding
potential missing values, either by replacing them with the mean value of the dataset or
by filling in the respective values from the nearest data vector in the Euclidean space.
Once the data cleaning was done, the data was aggregated, in most cases by day, and
the k-means algorithm was applied on that aggregated data.

3.4 Quantified-Self Web Application

The user interacts with the system through a web application, which is also hosted on
the IoT Gateway and is only accessible through the local home network and does not
expose itself or the user’s data to public networks or the Internet. Through the applica‐
tion, the users are able to manage the various IoT sensors (e.g. register and initialize
them) and the stored data by communicating with the respective components of the
system. The web application also visualizes the user’s activity data, collected both from
local sensors (if available) and the APIs of GoogleFit and/or Fitbit. The activity consists
of the number of steps taken each day, the duration of physical activity every day, as
well as the calories burned. Examples of such visualizations are shown in Figs. 2 and
3, where the user can see the number the steps taken during the last 7 days or the average
duration of the user’s physical activity for each day of week for the last year.
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Fig. 2. Number of steps taken the last 7 days

Fig. 3. Duration of physical activity on average per day of week

Another category of data is the biosignals, namely heart rate, blood pressure, oxygen
saturation, glucose levels and body weight. These are collected through specific sensors
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that communicate with the AGILE Gateway or directly, as user input. Similar
visualization exists for that second category as well.

On the home page of the application, the user can find general results of the statistical
analysis of the data, such as the ones shown in Figs. 4 and 5. Based on these, relevant
messages appear to encourage and motivate the user. Furthermore, the system informs
the user of how the overall community of users is doing, and he or she compares to it.
Finally, there is also the option of setting goals, regarding the performance of the user.
Ultimately, these features aim to maximize the user’s commitment and bring about
improved performance.

Fig. 4. Information about today’s activity presented in the Homepage

Fig. 5. Information about the average activity of the user, also presented in the Homepage

4 Experimentation

The proposed Quantified-Self application was provided to real users in order to assess
the visual data analytics functionality. The biosignals data were analyzed using well-
known k-means algorithm. As an example of this, in particular, the heartbeat and oxygen
saturation data have been clustered in three clusters. Specifically, each data point
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represents the average heartbeat and oxygen saturation measurements in a specific day
and the choice of three clusters corresponds to the intuition that, for any given user, there
are days with good measurements (green cluster), days with medium measurements (red
cluster) or days with bad measurements (blue measurements). Furthermore, using the
elbow method, the choice of three clusters was shown to be close to optimal, and it was,
thus, selected due to its to intuitive interpretation. Once the clustering has been made,
each day can be assigned to one cluster, informing, thus, the user, of the quality of his/
her measurements that day. The results of the clustering can be presented to the user
with a pie chart, as in Fig. 6 with the percentage of the user’s measurements in each
cluster.

Fig. 6. Percentage of measurements in the 3 clusters (Color figure online)

Another example of how clustering can provide useful insights to the user is
presented in Fig. 7. Specifically, each day of week is broken down in the percentages of
the measurements of that day that belong to each one of the 3 clusters.

Fig. 7. Clusters per day of week

Moreover, a visualization is also included in the web application in order to provide
valuable information to the user presenting the results of the clustering analysis as a time
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series. Concretely, to each one of the, say, last 30 days, a cluster 1 to 3 is assigned, with
cluster 1 representing good measurements, cluster 2 medium measurements and cluster
3 bad measurements. It is possible to see, then, how the clustering changes or, in other
words, how the quality of the user’s measurements changes between days. In Fig. 8 the
visualization of such an analysis can be seen. Specifically, the blue columns represent
the cluster values for each day in the last month, whereas the orange ones present the
delta of these values, namely, how small or big the change is between days. In this way,
significant changes, i.e. anomalies can be traced.

Along with the clustering, the application computes the correlation between the two
datasets, using the Pearson Correlation Coefficient, in order to indicate the strength of
the linear relationship between the data (for the clustering example presented above, the
coefficient is equal to −0.22). Generally, the correlation coefficient can be calculated for
any combination of the data types in the application, enabling the user to receive feed‐
back in the form of natural language phrases, such as: “On days when you run more than
20 min, your oxygen saturation level increases”.

Fig. 8. Time series of the clusters of last 30 days: the blue bars represent the cluster to which
each one of the last 30 days belongs, whereas the orange bars represent the change of clusters
between days (Color figure online)

5 Discussion and Conclusions

The competitive advantages of the proposed Quantified-Self application are twofold.
The main innovation, on the business level, is the fact that the data remain on the user’s
gateway, while data processing and analytics are provided locally. On the technical level,
the infrastructure of the AGILE Gateway supports communication with and integration
of several devices on the same platform. These two, combined, bring several benefits
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for the end-user, as well as for the developers’ community. Furthermore, the visualiza‐
tion that the application employs provide valuable feedback to the user. The combination
of different charts, shapes, coloring and phrasing of the results aim at enabling the users
to intuitively understand and interpret their behavior and performance.

The application proposes a fully automated solution that requires minor engagement
of the user, making it suitable for people unfamiliar with technology. What further makes
the solution user-friendly and advances its ease-of-use is the fact that the underlying IoT
gateway can be built using affordable, commodity hardware. Moreover, the native
support for modularity, extensibility and high customization, without the need to speed
effort across the different layers and components of the gateway, is one of the most
important benefits for the Quantified-Self application allowing for its continuous evolu‐
tion and adaptation following the users’ growing requirements and the new technolog‐
ical solutions and trends in the domain.

The application will be further extended by employing more sophisticated gamifi‐
cation techniques to advance the goal setting and data sharing features, as well as addi‐
tional machine learning methods, like classification or regression, which would be used
to predict value for the user, such as future body weight. Furthermore, there is also room
for the integration of more interactive and informative visualization tools, which would
build on top of the existing ones.
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