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Preface

This volume of Lecture Notes in Computer Science (LNCS) contains the papers
selected for presentation at the 23rd International Conference on Natural Language and
Information Systems, held in Paris, France (CNAM), during June 13–15, 2018
(NLDB2018).

Since its foundation in 1995, the NLDB conference has brought together researchers,
industry practitioners, and potential users interested in various application of natural
language in the database and information systems field. The term “information systems”
has to be considered in the broader sense of information and communication systems,
including big data, linked data, and social networks. The field of natural language
processing (NLP) has itself recently experienced several exciting developments. In
research, these developments have been reflected in the emergence of neural language
models (Deep Learning, Word2Vec) and a (renewed) interest in various linguistic
phenomena, such as in discourse and argumentation theory (argumentation mining).
Regarding applications, NLP systems have evolved to the point that they now offer
real-life, tangible benefits to enterprises. Many of these NLP systems are now consid-
ered de facto offerings in business intelligence suites, such as algorithms for recom-
mender systems and opinion mining/sentiment analysis as well as question-answering
systems.

It is against this backdrop of recent innovations in NLP and its applications in
information systems that the 23rd edition of the NLDB conference, NLDB 2018, took
place. We have welcomed research and industrial contributions, describing novel,
previously unpublished works on NLP and its applications across a plethora of topics.
Indeed, this year NLDB had 99 submissions from which we selected 18 long papers
(18% acceptance rate), 26 short papers, and nine posters, and each paper was reviewed
by an average of three reviewers. The conference and Program Committee co-chairs
had a final consultation meeting to look at all the reviews and make the final decisions.

This year, we had the opportunity to welcome two invited presentations from:

– Prof. Jean-Gabriel Ganascia (LIP6 Laboratory, Institut Universitaire de France)
– Dr. Serge Rosmorduc (Cedric Laboratory, Conservatoire National des Arts

et Métiers, France)

We would like to thank all who submitted papers for reviews and for publication in
the proceedings and all the reviewers for their time, effort, and for completing their
assignments on time.

April 2018 Max Silberztein
Faten Atigui

Elena Kornyshova
Elisabeth Métais
Farid Meziane
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A Proposal for Book Oriented Aspect
Based Sentiment Analysis:
Comparison over Domains

Tamara Álvarez-López1,2(B), Milagros Fernández-Gavilanes1,
Enrique Costa-Montenegro1, and Patrice Bellot2

1 GTI Research Group, University of Vigo, Vigo, Spain
{talvarez,milagros.fernandez,kike}@gti.uvigo.es

2 Aix Marseille Univ, Université de Toulon, CNRS, LIS, Marseille, France
patrice.bellot@univ-amu.fr

Abstract. Aspect-based sentiment analysis (absa) deals with extract-
ing opinions at a fine-grained level from texts, providing a very use-
ful information for companies which want to know what people think
about them or their products. Most of the systems developed in this
field are based on supervised machine learning techniques and need a
high amount of annotated data, nevertheless not many resources can be
found due to their high cost of preparation. In this paper we present
an analysis of a recently published dataset, covering different subtasks,
which are aspect extraction, category detection, and sentiment analysis.
It contains book reviews published in Amazon, which is a new domain
of application in absa literature. The annotation process and its charac-
teristics are described, as well as a comparison with other datasets. This
paper focuses on this comparison, addressing the different subtasks and
analyzing their performance and properties.

Keywords: Aspect-based sentiment analysis · Book reviews
Datasets · Annotation · Evaluation

1 Introduction

People have access to a huge amount of information available online about a wide
diversity of subjects and users can express their opinions about products or ser-
vices by means of social networks or blogs. Analyzing the user-generated content
on the Web became very interesting both for consumers and companies, helping
them to better understand what people think about them and their products. For
this reason, many studies arose in the fields of Opinion Mining and Sentiment
Analysis [1], trying to extract the most relevant information in an automatic
way. Most of these works aim at extracting the global sentiment from the whole
text, by means of different approaches, which can be supervised [2], normally
based on classifiers, or unsupervised, such as [3], where the authors aim at cap-
turing and modeling linguistic knowledge by using rule-based techniques. In the
last years many works can also be found applying deep learning techniques [4].
c© Springer International Publishing AG, part of Springer Nature 2018
M. Silberztein et al. (Eds.): NLDB 2018, LNCS 10859, pp. 3–14, 2018.
https://doi.org/10.1007/978-3-319-91947-8_1
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However, extracting the specific entities or aspects to which a sentiment is
expressed provides a more specific insight of what people think about a partic-
ular product, and this is exactly the aim of the so-called absa. Several studies
emerged in the absa field [5,6], as well as competitions like SemEval [7], where
researchers are encouraged to submit and evaluate their systems over common
datasets. Again we can find supervised approaches based on classifiers and condi-
tional random fields (crfs) [8] and unsupervised ones based on frequency studies
or syntax dependencies [9].

For developing absa systems, annotated datasets are essential for training
and testing. However, manually annotating the user-generated reviews is a tough
task, time and resource consuming, and not many datasets are available. We
can find the following ones. The first one and widely used in the literature
is on electronic products [10], tagged with aspects and the sentiment associ-
ated. Then, [11] works with restaurant reviews, annotated with categories from
a predefined list and their sentiments. Similarly annotated with predefined cat-
egories, we find [12], which is about movie reviews. Finally we have to mention
the datasets created for SemEval [7], providing datasets for 8 languages and 7
domains, including restaurants, laptops, mobile phones, digital cameras, hotels
and museums. Particularly for the book domain, only two works can be found
on annotated corpora, one for Arabic language [13] and the other one for Por-
tuguese [14].

Motivated by the few amount of resources found, we developed a new dataset
for English language in the book domain, which was firstly presented in [15]. The
aim of this paper is to provide a new glance of this dataset, its structure and
annotation process, as well as to provide an evaluation benchmark for different
subtasks in absa and to compare its performance to other datasets available,
analyzing the particularities of each one.

The remaining of this article is structured as follows. In Sect. 2 the datasets
under analysis are described. Section 3 presents the new dataset we created,
including inter-annotator agreement levels and different statistics. In Sect. 4 the
evaluation and comparison of all the datasets are shown. Finally, Sect. 5 provides
some conclusions and future work.

2 ABSA Datasets

In this section we present the different datasets considered, all of them manually
annotated for absa. Not much work on annotated datasets for this task can be
found, so we use those which are publicly available, in electronics, restaurant
and laptop domains, and were widely used in the literature.

2.1 Electronic Product Reviews

The Customer Reviews Dataset [10] contains customer reviews of five electronic
products, bringing a total number of 314 reviews, collected from Amazon.com
and C|net.com and manually annotated. The features for which an opinion is
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expressed are tagged, along with the sentiment, represented by a numerical value
from +3 (most positive) to −3 (most negative). In this dataset1 both explicit and
implicit features (not explicitly appearing in the text) were annotated, however
only the explicit ones were taken into account for this work. In Table 1 detailed
information about this dataset is shown. For the next experiments, we will test
each dataset separately, using the other four as training.

Table 1. Number of: reviews, sentences, aspects extracted, and aspects tagged as
positive or negative, for each product in the electronics dataset

Data Product #Revs. #Sent. #Aspects #Pos.Asp. #Neg.Asp.

D1 Digital camera 45 597 256 205 51

D2 Digital camera 34 346 185 155 30

D3 Cell phone 41 546 309 230 79

D4 MP3 player 95 1716 734 441 293

D5 DVD player 99 740 349 158 191

Total 314 3945 1833 1189 644

2.2 SemEval Datasets

In the following, the two datasets provided by SemEval workshop [7] for English
language are examined, in the domains of restaurants and laptops. They both
have a similar structure, containing several reviews annotated at sentence level.
In every sentence the specific aspects, called Opinion Target Expressions (ote),
are identified; the aspect category to which the ote belongs, chosen from a
predefined list; and the polarity (positive, negative or neutral).

The list of categories designed for restaurants is formed by a combination
of entity#attribute and it is composed of 12 different ones, such as restau-
rant#prices, food#quality or ambience#general. However, for the laptop dataset
the categories are much more specific, combining 22 different entities with 14
attributes, obtaining a great number of possibilities. For the aim of this paper
we shorten this list by regrouping the entities and attributes, so we can obtain a
similar number of categories for all the datasets under evaluation. We only keep
the entities laptop, software, support and company, while the entities hardware,
os, warranty and shipping are removed due to their low frequency of appearance.
Finally, the rest of the entities are grouped in components, as they all refer to
different components of a laptop. About the attributes, we keep all of them,
but only associated to the laptop entity. For the rest of entities, the attribute is
always general. Like that we obtain a list of 13 categories.

Both datasets are divided into training and test and more detailed informa-
tion is displayed in Table 2. The information shown about the laptop dataset
belongs to the new annotations we created by summarizing the categories.
1 Available online at https://www.cs.uic.edu/∼liub/FBS/sentiment-analysis.html.

https://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html
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Table 2. Number of: reviews, sentences and categories, distinguishing between positive,
negative and neutral ones, for restaurants and laptops

Domain #Revs. #Sent. #Cat. #Pos.Cat. #Neg.Cat. #Neu.Cat.

Restaurants Train 350 2000 2506 1657 751 98

Test 90 676 859 611 204 44

Laptops Train 450 2500 2730 1547 1002 181

Test 80 808 749 454 254 41

3 New Book Reviews Dataset

Performing absa on book reviews is very useful for different kind of users, includ-
ing professional as well as non-expert readers, helping them when searching for
a book which fits in certain requirements. It can be later applied to recommen-
dation in digital libraries or electronic book shops.

In the following subsections we present the new dataset, the annotation pro-
cess, its structure and some statistics. It is publicly available online2 and it
was previously introduced in [15], where some information about the annota-
tion process and the dataset properties can be found. Throughout this work, we
focus in providing additional information, as well as a baseline for its evaluation,
comparing it to other datasets available for the same task.

3.1 Data Collection

For the construction of this dataset, 40 book records were selected randomly
from the Amazon/LibraryThing corpus in English language provided by the
Social Book Search Lab [16], a track which is part of the CLEF (Conference
and Labs of the Evaluation Forum). Its main goal is to develop techniques to
support readers in complex book search tasks, providing a dataset for the book
recommendation task, consisting of 2.8 million book descriptions from Amazon,
where each description contains metadata about the booktitle, author or isbn, as
well as user generated content, like user ratings and reviews. However, it does
not contain any annotations about the aspects or sentiments from the reviews.

Our dataset is composed by the textual content of the reviews associated
to each of the 40 books selected, obtaining a total number of 2977 sentences
from 300 reviews, which were annotated with aspects, categories and sentiment
information.

3.2 Task Description

This new corpus is intended to cover different subtasks in the absa field:

2 http://www.gti.uvigo.es/index.php/en/book-reviews-annotated-dataset-for-
aspect-based-sentiment-analysis.

http://www.gti.uvigo.es/index.php/en/book-reviews-annotated-dataset-for-aspect-based-sentiment-analysis
http://www.gti.uvigo.es/index.php/en/book-reviews-annotated-dataset-for-aspect-based-sentiment-analysis
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1. Aspect Extraction. The aim is to extract the specific features mentioned in
the text, which are related to the authors, characters, writing quality, etc.
In our dataset we differentiate between explicit and implicit aspects. Implicit
aspects are those which are not explicitly written in the analyzed sentence,
but can be figured out by the context or the previous sentences:
e.g.: Sent 1 → When Arthur is suffering from asthma,... (target = Arthur)
Sent 2 → Then, he starts seeing a large house. (implicitTarget = Arthur)

2. Category Detection. Each target detected in a sentence is classified at a more
coarse-grained level, assigning a category from a predefined list. The cate-
gories defined for the book domain try to cover most of the features that
readers mention in their reviews and are divided into two groups, the ones
related to the book itself and those related to its content. In the first group:
general, author, title, audience (type of readers which the book was writ-
ten for), quality (about the writing style), structure (related to the chapters,
index, etc.), period (when the book was written or published), length and
price. Then the categories included in the second group are: characters, plot,
genre (related to the literary genre) and period (when the plot takes place).

3. Sentiment Polarity. This last task consists of assigning a polarity to every
aspect detected from three possible ones: positive, negative and neutral.

3.3 Annotation Process

In order to construct the annotated dataset and support all the tasks previously
defined, different tags are attached at sentence level: Out of Scope, Target, Occur-
rence, Implicit Target, Category and Polarity. More information about them can
be found in [15] and an example of an annotated sentence is shown in Fig. 1.

Fig. 1. Example of an annotated sentence from the corpus

The reviews selected for the dataset were annotated by three different anno-
tators, researchers in the field of nlp and, in particular, in Sentiment Analysis
from the University of Vigo. In order to ensure the consistency of the final cor-
pus, some guidelines were given to the annotators, as well as training sessions
to solve the doubts arisen. Finally, only those annotations in which at least two
of the three annotators agreed were taken into account.

When integrating the results from the three annotators, one of the main dif-
ficulties found was to determine the boundaries of a particular target. For exam-
ple, in the sentence “I would recommend ages 8 and over” one annotator can
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tag ages 8 and over as an aspect, whilst other can annotate just ages 8. For this
situation we consider that both annotators agreed and the longest one is taken
into account, as so they do the authors in [14] .

In order to calculate the inter-annotator agreement, the Dice coefficient (Di)
is used, instead of Cohen’s Kappa coefficient, as the annotators may tag any
word sequence from the sentences, which leads to a very large set of possible
classes:

Di = 2 · |Ai ∩ Bi|
|Ai| + |Bi| (1)

where Ai, Bi are the aspects tagged by annotators A and B, respectively. In
Table 3 the agreement between annotators A and B (A|B), A and C (A|C) and
B and C (B|C) are shown, as well as the average of the three. The inter-annotator
agreement study is also applied to the implicit aspects detected, the category
identification, the polarity assigned to an aspect when there was already an
agreement in annotating the aspect concerned and the pairs aspect-category,
which means that both annotators extracted the same aspect and also assigned
the same category to it.

Table 3. Detailed Dice coefficients for aspect, category, aspect+category, polarity, and
implicit aspect annotations

Annotators Aspect Cat. Asp.+Cat Polarity Implicit

A|B 0.76 0.72 0.65 0.77 0.36

A|C 0.76 0.74 0.68 0.77 0.37

B|C 0.74 0.70 0.63 0.71 0.37

Avg. 0.75 0.72 0.65 0.75 0.37

As we can see in Table 3, for the task of identifying the specific aspects, the
75% of agreement is reached, which is a good result due to the difficulty of the
task. Then similarly, the annotators tag the same categories for a particular
sentence with an agreement of 72%, regardless of the aspects extracted. When
taking into account the tuple <aspect, category>, the Dice coefficient decreases
to 65%, which is normal as in this case they have to agree simultaneously on
two parameters. Once the annotators agree on a particular aspect, they also
coincide in the polarity annotation with an agreement of 75%. Finally, the Dice
measure obtained for the implicit aspect extraction task is 37%, which means a
very poor agreement. This can be explained due to the complexity of detecting
implicit aspects, as they do not appear written in the sentence, so it makes more
difficult the annotation task. There is still much room for improvement in this
last task and for the aim of this paper we will not take them into account for
the experiments.
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3.4 Dataset Characteristics

The complete dataset is composed of 300 reviews, belonging to 40 different books,
with a total of 2977 sentences. For the following experiments the dataset was
divided into training and test, selecting around the 25% of the reviews for test-
ing and the rest for training, making sure that the reviews included in each
one belong to different books, in order to avoid biased results. In Table 4 some
additional information is shown.

Table 4. Number of: sentences, annotated aspects (explicit and implicit), and sentences
tagged as out of scope for the book dataset

Dataset #Sent. #Explicit Asp. #Implicit #OutOfScope

#P #N #NEU Total

Train 2219 726 296 1663 2685 265 469

Test 758 230 88 501 819 64 182

In Table 4 we can also see the polarity distribution (positive (P), negative (N)
and neutral (NEU)) of explicit aspects, which is similar for training and test.
Moreover, it can also be observed that the number of neutral aspects is quite
higher that the rest of the polarities. This is due to the annotation schema, as
in this dataset not only the opinionated aspects are annotated, but also those
with no opinion associated (neutral). We found very common to mention char-
acteristics of the book related to the plot or the characters in an informative
way and annotating also this kind of aspects will be useful for future tasks, such
as recommendation or summarization.

Finally, in Fig. 2 the distribution of the category annotations is shown for
training and test, being similar across both of them. We find that the most
common categories are characters and plot. However, categories like the price or
the length of the book are not so usual in this kind of reviews.

4 Performance Evaluation: Comparative

In this section we present the evaluation results for the datasets previously
described according to the three different tasks. A baseline system was designed
for each task and applied to every dataset, analyzing and comparing the results.

For the evaluation of aspect term extraction and category detection we use
precision, recall and F-measure, whilst for sentiment analysis we use the accu-
racy, following the same evaluation procedure as in the SemEval workshop [7].

4.1 Aspect Extraction Task

For this task the baseline system consists of crfs, using the CRF++ tool [17].
We extract for each single word the following features: words, lemmas, bigrams,
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Fig. 2. Aspect category distribution in training and test sets for books

POS tags and entity recognition, obtained by means of Stanford CoreNLP
tool [18]. We also extract the value of each two successive tokens in the the
range −2,2 (the previous and subsequent two words of actual word) for each
feature. Moreover when the system identifies two or more consecutive words as
aspects, we consider them as a single multiword aspect.

In Table 5 we can see the results obtained for the three datasets (the lap-
top dataset is not annotated with aspects, therefore it cannot be evaluated for
this task), in terms of precision, recall and F-measure. It can be observed that
applying the same baseline for all the datasets, the restaurant dataset obtains
the highest F-measure. However, for electronics, and especially for books, we
find quite low recall, what means that it is harder to extract all the aspects
annotated, maybe due to the kind of texts which can be more complex in these
two domains, in terms of the diversity of vocabulary.

Analyzing some properties of the datasets, we can see in Fig. 3 the relation
between the number of sentences, the vocabulary size and the target extraction
performance. The vocabulary size of a dataset is determined by the number
of unique word unigrams that it contains. As we can see in Fig. 3, increasing
the number of sentences does not always imply an increase in the vocabulary
size. However, when the vocabulary size increases, the performance of the aspect
extraction task becomes lower. With a higher amount of different words, there
should also be more different aspects to detect.

If we inspect the list of aspects annotated in the test dataset for each domain,
we find that for restaurants there are 312 different aspects, 278 different ones
for electronics and 417 for books. Moreover, for the book dataset we find more
terms which are considered as aspects just once in the whole dataset. For the
electronics domain, even if there are less different aspects, the biggest difficulty
is to differentiate when the same term should be considered as aspect or not. We
find that the terms which are most frequently correctly detected (true positive)
are usually the same as those which are most frequently not detected (false
negative), as well as those that are extracted but should have not (false positive).
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Fig. 3. Number of sentences, vocabulary size, and F-measure for the aspect extraction
task for the different datasets

This situation arises a very interesting challenge for aspect extraction, as it is
not easy to decide when a particular word should be considered as aspect or not,
according to the specific context or sentence.

4.2 Category Detection Task

The baseline developed here is based on an ensemble of binary svm classifiers
with a linear kernel, one for each category. The library libsvm3 was used, with
the following binary features at sentence level: words, lemmas, POS tags and
bigrams. Then, for each sentence, one, several or no categories can be found.

The datasets evaluated for this task are restaurants, laptops and books, as
for electronics there are no category annotations, and the performance results,
in terms of precision, recall and F-measure, can be seen in Table 5.

We can see again that the restaurant dataset obtains the highest results, while
the worst performance is obtained for the book dataset. When the evaluation
is performed for each category separately, some differences can be found for the
three domains. For the restaurant dataset the F-measure results obtained for the
different categories are more similar to each other than those obtained for the cat-
egories in the book domain. For laptop dataset, and especially for book dataset,
we can find some categories with really low performance. While the worst per-
formance in the restaurant domain is 23% for the restaurant#miscellaneous cat-
egory, in laptops we find four different categories whose F-measure is lower than
25%, rising to eight categories in the book domain. However, we also have to
highlight the low representation of certain categories in the book dataset, making
it more difficult for the classifier to learn when to annotate them for a particular
sentence.

In addition to this, we find the categorization in general more difficult for the
book domain. In this dataset the category which achieves the highest F-measure
is characters, as there are many sentences both in training and test annotated
for it. However, the F-measure is still 50%, while in the restaurant domain the
categories which are more accurately detected obtain results around 80%.
3 https://www.csie.ntu.edu.tw/∼cjlin/libsvm/.

https://www.csie.ntu.edu.tw/~cjlin/libsvm/
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The categories which obtain the best performance are restaurant#general,
food#quality and ambience for restaurants; laptop#general, laptop#price and
laptop#quality for laptop dataset; and finally for the book domain they are
general, characters and author. These categories are also the most common in
both training and test sets for each domain and the classifiers tend to work
better with bigger amount of data.

Table 5. Precision, recall, and F-measure for aspect and category detection tasks

Dataset Aspect Category

Precision Recall F-measure Precision Recall F-measure

Restaurants 0.69 0.64 0.66 0.72 0.64 0.68

Electronics 0.64 0.31 0.42 - - -

Laptops - - - 0.66 0.40 0.50

Books 0.59 0.14 0.22 0.53 0.30 0.38

4.3 Aspect-Based Sentiment Analysis Task

For extracting the sentiment associated to each aspect, we consider a window of
five words before and after the specific aspect. The window size was determined
by performing several experiments varying this parameter, so the highest results
were obtained when it was equal to five. Then, we add the polarities of all the
words included, considered as a numerical value and extracted from a sentiment
lexicon, socal [19]. This dictionary is composed of a list of words with a polar-
ity associated, expressed on a scale between −5 (most negative) and +5 (most
positive). Then, if the addition of the polarities divided by the number of words
with sentiment associated is higher than 1, the target is considered positive; if
it is lower than −1 it is tagged as negative; and neutral otherwise.

This task is applied to electronics, restaurant and book datasets at aspect
level. For laptop dataset, as there are no annotated aspects, we extract the senti-
ment of the whole sentence and assign it to the annotated categories. In Table 6
we can see the results obtained. It can be observed that the weighted average
accuracy is quite similar for all the datasets. The highest results are obtained
for positive aspects. One of the reasons is the high amount of positive aspects in
relation to negative or neutral in most of the datasets. In the restaurant domain,
the 71% of the aspects are positive, whilst only 5% of them are tagged as neu-
tral. Similar percentages can be obtained from the laptop domain. In electronics,
65% of the aspects are positive and the other 35% are negative. Finally, for the
book dataset it can be seen that the accuracy is similar for the three classes. In
this case the 61% of the aspects are neutral, 28% are positive and only 10% are
negative. However, if we take into account the F-measure instead of accuracy, we
observe that the highest results are obtained for neutral aspects (70%), followed
by positive (58%) and negative (24%).
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Table 6. Accuracy for aspect polarity extraction task

Dataset Positive Negative Neutral Weight.Avg.

Restaurants 0.72 0.52 0.32 0.66

Electronics 0.68 0.51 - 0.62

Laptops 0.6 0.5 0.35 0.55

Books 0.57 0.56 0.57 0.57

5 Conclusions

The aim of this paper was to provide a common evaluation benchmark for the
absa task and its different subtasks: aspect extraction, category detection and
sentiment analysis at the aspect level. Different datasets available in the litera-
ture were studied and compared, belonging to electronics, restaurant and laptop
domains. Moreover, different characteristics and the annotation process were
described for the new dataset in the domain of books, not yet explored in the
state of the art. Then, different baselines were proposed for the evaluation and
comparison. The aim here was not to provide a new approach for absa, but to
analyze the distinctive features of reviews from different domains and how they
affect to the absa performance, as well as to perform the evaluation of the new
dataset developed.

As future work we plan to continue the research in the book domain and
develop new baselines which fit better for this kind of reviews, which seem to
present bigger challenges for absa. Moreover, we would like to work in the inte-
gration of aspect extraction from book reviews for improving book recommen-
dation systems, introducing them as new inputs, so that the system could apply
a reranking of the recommendation list according to this new information.
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Montenegro, E., González-Castaño, F.J.: Unsupervised method for sentiment anal-
ysis in online texts. Expert Syst. Appl. 58, 57–75 (2016)

4. Dos Santos, C.N., Gatti, M.: Deep convolutional neural networks for sentiment
analysis of short texts. In: 25th International Conference on Computational Lin-
guistics, pp. 69–78. COLING (2014)
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15. Álvarez-López, T., Fernández-Gavilanes, M., Costa-Montenegro, E., Juncal-
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Quaresma, P., Gonçalves, T., Larsen, B., Balog, K., Macdonald, C., Cappellato,
L., Ferro, N. (eds.) CLEF 2016. LNCS, vol. 9822, pp. 351–370. Springer, Cham
(2016). https://doi.org/10.1007/978-3-319-44564-9 29

17. Kudo, T.: CRF++: Yet another CRF toolkit (2005). http://crfpp.sourceforge.net/
18. Manning, C.D., Surdeanu, M., Bauer, J., Finkel, J., Bethard, S.J., McClosky, D.:

The stanford CoreNLP natural language processing toolkit. In: Association for
Computational Linguistics (ACL) System Demonstrations, pp. 55–60 (2014)

19. Taboada, M., Brooke, J., Tofiloski, M., Voll, K., Stede, M.: Lexicon-based methods
for sentiment analysis. Comput. Linguist. 37, 267–307 (2011)

https://doi.org/10.1007/978-3-319-44564-9_29
http://crfpp.sourceforge.net/


Stance Evolution and Twitter
Interactions in an Italian Political Debate

Mirko Lai1,2(B), Viviana Patti1, Giancarlo Ruffo1, and Paolo Rosso2

1 Dipartimento di Informatica, Università degli Studi di Torino, Turin, Italy
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Abstract. The number of communications and messages generated
by users on social media platforms has progressively increased in the
last years. Therefore, the issue of developing automated systems for a
deep analysis of users’ generated contents and interactions is becom-
ing increasingly relevant. In particular, when we focus on the domain
of online political debates, interest for the automatic classification of
users’ stance towards a given entity, like a controversial topic or a politi-
cian, within a polarized debate is significantly growing. In this paper
we propose a new model for stance detection in Twitter, where authors’
messages are not considered in isolation, but in a diachronic perspective
for shedding light on users’ opinion shift dynamics along the tempo-
ral axis. Moreover, different types of social network community, based
on retweet, quote, and reply relations were analyzed, in order to extract
network-based features to be included in our stance detection model. The
model has been trained and evaluated on a corpus of Italian tweets where
users were discussing on a highly polarized debate in Italy, i.e. the 2016
referendum on the reform of the Italian Constitution. The development
of a new annotated corpus for stance is described. Analysis and classi-
fication experiments show that network-based features help in detecting
stance and confirm the importance of modeling stance in a diachronic
perspective.

Keywords: Stance · Political debates · Homophily · Twitter

1 Introduction

Nowadays, social media are gaining a very significant role in public debates.
Political leaders use social media to directly communicate with the citizens, and
citizens often take part in the political discussion, by supporting or criticizing
their opinions or proposals. Therefore, social media provide a powerful experi-
mental tool to deduce public opinion’s mood and dynamics, to monitor political
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sentiment, and in particular to detect users’ stance towards specific issues, like
political elections or reforms, and their evolution during the debate and the
related events [3]. Online debates are featured by specific characteristics. As
observed by Adamic and Glance, web users tend to belong to social communi-
ties segregated along partisan lines [1]. Albeit the scientific debate is still open,
some recent studies suggest that the so called “echo chambers” and “filter bub-
bles” effects tend to reinforce people’s pre-existing beliefs, and they also filter
and censure divergent ones [13].

In this study we examine the political debate in Twitter about the Italian
constitutional referendum held on December 4, 2016 in Italy. To carry on our
analysis, we first collected a dataset of about 1M of Italian tweets posted by
more than 100 K users between November 24 and December 7, 2016, about the
Italian constitutional referendum. Then, we extended the collection by retriev-
ing retweets, quotes, and replies, aiming at a representation of political com-
munication through different types of social networks. Furthermore, we divided
our dataset in four temporal phases delimited by significant events occurred
around the consultation period, for analyzing the dynamism of both users’ stance
and social relations. We manually annotated the evolution of the users’ stance
towards the referendum of 248 users, creating a corpus for stance detection
(SD), i.e. the task of automatically determining whether the author of a text
is in favour, against, or neutral towards a given target [9]. On this corpus, we
were able to analyze the relations that occur among users not only considering
the social network structure, but also the users’ stance. Based on this analysis
we propose a new model for SD in Twitter featured by two main characteristics:
(i) network-based features have been included in the model, which result from
the analysis of different types of social network communities, based on retweet,
quote, and reply relations; (ii) authors’ messages are not considered in isolation,
but in a diachronic perspective. The major contributions of this work are:

1. A new resource. We developed a manually annotated corpus for SD about
an Italian political debate, ConRef-STANCE-ita henceforth. Such kind of
resource is currently missing for Italian, in spite of the growing interest in the
SD witnessed by the recent shared tasks proposed for English [9], Spanish
and Catalan [12].

2. Stance detection. We propose a new SD model including a set of features
based on social network knowledge. Experiments show that analyzing users’
relations helps in detecting stance.

3. Stance diachronic evolution. Our analysis on the debate provides some evi-
dence that users reveal their stance in different ways depending on the stage of
the debate; in particular, our impression is that users tend to be less explicit
in expressing their stance as the outcome of the vote approaches.

4. Network analysis. Users tend to communicate with similar users, and a strong
signal of homophily by stance among supporters and critics of the reform
has emerged. Moreover, users having different opinions on the referendum
often communicate using replies: a significant number of replies posted among
ideologically opposed users occurs in the corpus.
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The rest of the paper is organized as follows. In Sect. 2 we briefly discuss
the related work. In Sect. 3 we describe the development of the corpus, and its
characteristics in terms of social network. In Sect. 4 we describe our SD model
and the classification experiments. Section 5 concludes the paper.

2 Related Work

Political Sentiment and Stance Detection. Techniques for sentiment anal-
ysis and opinion mining are often exploited to monitor people’s mood extracting
information from users’ generated contents in social media [11]. However, espe-
cially when the analysis concerns the political domain [3], a recent trend is to
focus on finer-grained tasks, such as SD, where the main aim is detecting users’
stance towards a particular target entity. The first shared task on SD in Twitter
held at SemEval 2016, Task 6 [9], where is described as follows: “Given a tweet
text and a target entity (person, organization, movement, policy, etc.), automatic
natural language systems must determine whether the tweeter is in favor of the
target, against the given target, or whether neither inference is likely”. Standard
text classification features such as n-grams and word embedding vectors were
exploited by the majority of the participants of the task. The best result was
obtained by a deep learning approach based on a recurrent neural network [14].

Machine learning algorithms and deep learning approaches were also
exploited in a second shared task held at IberEval 2017 on gender and SD in
tweets on Catalan Independence, with a focus on Spanish and Catalan [12]. With
regard to SD, participating teams exploited different kinds of features such as
bag of words, bag of parts-of-speech, n-grams, word length, number of words,
number of hashtags, number of words starting with capital letters, and so on. The
best result was obtained by a support vector machine (SVM) classifier exploiting
three groups of features: Stylistic (bag of: n-grams, char-grams, part-of-speech
labels, and lemmas), Structural (hashtags, mentions, uppercase characters, punc-
tuation marks, and the length of the tweet), and Contextual (the language of
each tweet and information coming from the URL in each tweet) [5].

Political Debates and Diachronic Perspective. Recently, Lai et al. [6]
explored stance towards BREXIT at user level by aggregating tweets posted by
the same user on 24-h time windows. This shows how stance may change after
relevant events, a finding supported by the work of Messina et al. analysing the
same debate [8]. A way to represent a dynamic system is aggregating empirical
data over time considering different size of time-windows. Albeit the aggregation
time window size is often dictated by the availability of data gathered and this
issue has often been neglected in the literature, the importance of the choice of
time-windows needs to be considered [4].

Political Debate and Social Media. The huge amount of users generated
data allows researchers to observe social phenomena with computational tools in
an unprecedented way. Despite social media ease the access to a range of several
conflicting views, some works suggest that the existence of the so called “echo
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chambers” (i.e., when users are exposed only to information from like-minded
ones) and “filter bubbles” (i.e., when content is selected by algorithms according
to the user’s previous behaviors) can have both positive and negative effects in
online and offline forms of political participation [1,13]. Lazarsfeld and Merto
theorized that homophily is involved [7] after the observation that people tend
to bond in communities with others who think in similar ways, regardless of any
differences in their status characteristics (i.e. gender, age, social status). Recent
works shed some light on the relation between social media network structure
and sentiment information extracted from posted contents. For example, Lai et.
al. [6] reported some preliminary results showing that a strong relation exists
between user’s stance and friend-based social media community the user belongs,
studying the English debate on BREXIT.

3 The ConRef-STANCE-ita Corpus

3.1 Data Collection and Diachronic Perspective

Twitter is a microblogging platform where users post short messages called
tweets. Users can share with their followers (users who follow them) the tweets
written by other users; this type of shared tweets is known as retweets. Further-
more, users can add their own comments before retweeting making a tweet a
quote. Moreover, it is possible to answer to another person’s tweet, generating
a so called reply. Replying to other replies makes possible the development of
longer conversation threads, including direct and nested replies.

Researches on Twitter are made easy by the Twitter’s REST and Streaming
APIs, a set of clearly defined Web services that allow the communication between
the Twitter platform and developers. All APIs return a message in JSON, a cross-
platform data-interchange format. Also for these reasons, we chose Twitter as
platform to gather our experimental data.

Collection. We collected tweets on topic of the Referendum held in Italy on
December 4, 2016, about a reform of the Italian Constitution. On Sunday 4
December 2016, Italians were asked whether they approve a constitutional law
that amends the Constitution to reform the composition and powers of the Par-
liament, the division of powers between the State, the regions, and other admin-
istrative entities. This referendum was source of high polarization in Italy and
the outcome caused a sort of political earthquake1. The data collection consists
of four steps:

1. About 900 K tweets were collected between Nov. 24th and Dec. 7th through
the Twitter’s Stream API, using as keywords the following hastags: #refer-
endumcostituzionale, #iovotosi, #iovotono2.

1 The majority of the voters rejected the reform causing the resignation of Matteo
Renzi, the Prime Minister that assumed full responsibility for the referendum defeat.

2 #constitutionalreferendum, #Ivoteyes, #Ivoteno.
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2. The source tweet from each retweet was recovered by exploring the tweet
embedded within the JSON field retweeted status. Then, we used the sta-
tuses/retweets/:id Twitter REST API in order to collect all retweets of the
each retweeted tweet present in the dataset.

3. We recovered the quoted tweet of each quote exploring the embedded tweet
within the JSON field quoted status.

4. We retrieved conversation threads recursively resorting to the Twitter REST
API statuses/show/:id, by using, as parameter, the id specified in the field
in reply to status id of each replied tweet.

Through these steps, we have thus enlarged the available number of tweets
(more than 2 M) w.r.t. those gathered by the Twitter Stream API alone (about
900 K). Therefore, we extended the number of possible relations between users
(retweets, quotes, and replies) involved in the debate through steps 2, 3 and 4
for deeper analyzing social media networks.

Diachronic Perspective. Using the same methodology described in [6], we
divided the collected tweets in four discrete temporal phases, each one delimited
by significant daily spikes of tweets. The spikes correspond to events occurred
leading up to the referendum, as it is shown in Fig. 1. We thus consider the
following four 72-h temporal phases:

– “The Economist” (EC): The newspaper The Economist sided with the “yes”
campaign of the referendum (tweets retrieved between 2016-11-24 00:00 and
2016-11-26 23:59).

– “Demonstration” (DE): A demonstration supporting the “no” campaign of
the referendum had been held in Rome exactly one week before the referen-
dum (tweets retrieved between 2016-11-27 00:00 and 2016-11-29 23:59).

– “TV debates” (TD): The Italian Prime Minister, Matteo Renzi, who sup-
ported the “yes” campaign of the referendum, participated to two influential
debates on TV (tweets retrieved between 2016-11-30 00:00 and 2016-12-02
23:59).

– “Referendum outcome” (RO): The phase includes the formalization of the
referendum outcome, and the resignation of the Italian Prime Minister (tweets
between 2016-12-04 00:00 and 2016-12-06 23:59).

Fig. 1. Daily frequency of tweets and the discrete division in temporal phases.
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3.2 Annotation for Stance

We applied to our data the same annotation schema previously exploited at the
shared tasks proposed at SemEval 2016 [9] and IberEval 2017 [12] for annotating
stance in English, Spanish and Catalan tweets. Here three labels were consid-
ered: FAVOR, AGAINST, NONE. The annotation guidelines provided to the
annotators follow.

From reading the following tweets, which of the options below is most likely to
be true about the tweeter’s stance or outlook towards the reform subjected to the
Italian Constitutional referendum?

– FAVOR: We can infer from the tweet that the tweeter supports the reform.
– AGAINST: We can infer from the tweet that the tweeter is against the reform.
– NONE: We can infer from the tweet that the tweeter has a neutral stance towards
reform or there is no clue in the tweet to reveal the stance of the tweeter towards
the reform.

Stance at User Level. We followed the same approach described in [6], where
the stance is at user level rather than at tweet level. This means that we deduced
the stance from multiple texts written by the same user rather than considering
the stance of a single text. We define a triplet as a set of three tweets written
by the same user in a single temporal phase. The triplet includes: one tweet,
one retweet and one reply. This means that each user, for which we annotated
the stance, may be a connected node in a network of relations of both retweet
or reply. The users who wrote at least one tweet, one retweet, and one reply
(a triplet) in each temporal phase are 248. The annotated corpus consists of
992 triplets (248 users by 4 temporal phases). For example, a single user wrote
the tweet, the retweet, and the reply highlighted by the black bullet. The reply
message in the triplet includes also the related tweet (marked with a white bullet)
written by another user.

Tweet

• Travaglio: “Il 2 dicembre grande serata nostra Costituzione
in diretta streaming” #ioDicoNo URL via @fattoquotidiano
(Travaglio: “The 2th December a great night for our Constitution
in streaming live” #ISayNo URL through @fattoquotidiano)

Retweet

•RT @ComitatoDelNO: Brava @GiorgiaMeloni che ricorda a
!01usatlov1onemlaàtirevalerid)aeravorp(idizneroettam@

(RT @NOCommittee: well done @GiorgiaMeloni who reminds to
@matteorenzi to (try to) say the truth at least 1 time over 10!)

Reply

•@angelinascanu @AntonellaGramig @Rainbowit66 per la poltrona.
iSnuatsab#lediovaaracùipasocaL

#IoDicoNo #IoVotoNO #vergognaPD
(@angelinascanu @AntonellaGramig @Rainbowit66 for their seats.
The most important thing for you of the #justaYES
#ISayNo #IVoteNO #shamePD)

↪→ to

◦Già dovrebbe spiegare...ma la risposta si conosce.
Il 4 dicembre #bastaunSi #IoVotoSI URL
(He already should explain... but the answer is known.
The 4 December #justaYES #IVoteYES URL)
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Manual Annotation. Two native Italian speakers, domain experts, provided
two independent annotations on all the 992 triplets. For what concerns the
triplets for which an agreement between the first two annotators was not
achieved, we recurred to CrowdFlower3, a crowd-sourcing platform. We exploited
100 tweets as test questions in order to evaluate the CrowdFlower annotators.
We required that annotators were native Italian speakers living in Italy. The
annotators have been evaluated over the test questions and only if their preci-
sion was above 80% they were included in the task. A further annotator was
required unless at least 60% of the previous annotators agreed on the stance of
a given triplet. We required a maximum of 3 additional annotators in addition
to the 2 domain experts, regarding ambiguous triples. Overall, each triplet was
annotated by at least 2 annotators to a maximum of 5.

Agreement. We calculated the inter-annotation agreement (IAA) as the num-
ber of annotators who agree over the majority label divided by the total number
of annotators for each single triplet. This type of inter-annotator agreement was
proposed by Mohammad et al. [10] to overcome the problem of calculating agree-
ment over a set of documents annotated by a different number of annotators.
The IAA calculated over all 992 triplets is 74.6%. Finally, we discharged triplets
annotated by 5 annotators having less than 3 annotators in agreement on the
same label. We named the Twitter with the stance about the Constitutional
reform as ConRef-STANCE-ita, and it consists of 963 triplets.

Label Distribution. Table 1 shows the label distribution over temporal phases
in the ConRef-STANCE-ita4. The percentage of triplets labeled as AGAINST
is higher than the rest of labels. This is in tune with the final oucome of the refer-
endum (59.12% vote “no”)5. The frequency of the label NONE over the different
temporal phases is another interesting point. As we can see, the distribution of
this label constantly increases from phase EC to phase RO.

Table 1. Label distribution

Label EC DE TD RO Overall

AGAINST 72.7% 72.7% 71.5% 62.8% 69.9%

FAVOR 19.8% 18.3% 16.9% 14.0% 17.2%

NONE 6.2% 9.1% 11.6% 22.3% 12.3%

Disagreement 1.2% 0% 0% 0.8% 0.5%

3 http://www.crowdflower.com.
4 ConRef-STANCE-ita and code available at: https://github.com/mirkolai/Stance-

Evolution-and-Twitter-Interactions.
5 https://en.wikipedia.org/wiki/Italian constitutional referendum, 2016.

http://www.crowdflower.com
https://github.com/mirkolai/Stance-Evolution-and-Twitter-Interactions
https://github.com/mirkolai/Stance-Evolution-and-Twitter-Interactions
https://en.wikipedia.org/wiki/Italian_constitutional_referendum,_2016
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We also explored if users’ stance changes over time. We find that 66.8%
of the users were labeled with the same stance in all three intervals (55.0%
AGAINST, 10.9% FAVOR, 0.8% NONE). For what concerns users that change
stance across different time intervals, about 12% of them varies annotated stance
in the last phase (10% AGAINST → NONE; 2.5% FAVOR → NONE). Similar
observations were made in [6], while investigating English tweets on the UK
European Union membership referendum debate (BREXIT).

3.3 Social Media Networks Communities

Networks Science has applications in many disciplines due to networks (or
graphs) that are able to represent complex relations among involved actors.
Those relations are usually called edges and the actors are nodes. A network is
weighted when each edge is characterized with a numerical label that reflects
the strength of the connection between two nodes. Therefore, the network is
unweighted when there is no difference between edges, i.e., all weights are equals
to one.

In this work, we represent the relations among Twitter users involved in the
Constitutional Referendum debate in the form of graphs. We extracted social
media network communities from each graph using the Louvain Modularity algo-
rithm [2]. Then, we examined the structure of four types of communication net-
works focusing on the dynamism of interactions and the percentage of uncross-
stance relations (edges between two users with the same stance) for each type
of communication. Table 2 shows the dimensions of each graph in each temporal
phase.

Table 2. Graphs’ dimension for each temporal phases.

retweet quote reply

nodes edges nodes edges nodes edges

Overall 94,445 405,843 24,976 69,240 20,936 41,292

EC 25,793 83,134 6,907 13,574 6,236 8,651

DE 28,015 98,717 7,577 15,665 6,663 9,714

TD 33,860 127,593 9,599 22,479 8,801 14,046

RO 63,805 158,243 14,919 21,977 8,497 10,832

Retweet. First, we consider the retweet-based networks. We gathered the
retweet list of 649,306 tweets. We created a directed graph for each temporal
phase. In particular, an edge between two users exists if one user retweeted a
text of the other user during a defined temporal phase. The Louvain Modularity
algorithm find about 800 communities for each temporal phase (except for the
phase RO where about 1100 communities exist). About 90% of users belong to
less than 20 communities.
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Quote. We also considered the quote-based networks. We created a directed
graph for each temporal phase. An edge between two users exists if one user
quotes the other within a defined temporal phase. The four quote-based networks
contain about 500 distinct communities (except for phase RO where about 800
communities exist). 1% of the communities contains about 50% of users.

Reply. Finally, we considered the reply-based networks. We recursively gathered
the replied tweets of 81,321 replies. The recovered replies are 103,559 at the end
of the procedure. Then, we created a directed graph for each temporal phase.
In particular, an edge between two users exists if one user replies the other
during a defined temporal phase. The communities extracted from the reply-
based network are about 700 for each temporal phase (except for phase RO where
about 1500 communities exist). There are many communities that contain very
few users, indeed only the 2% of the communities contains more than 10 users.

3.4 Relations and Stance

Here, we analyze the relations that occur among users not only considering
the network structure, but also the users’ stance. Table 3 shows the percentage
of “uncross-stance” relations (edges between two users with the same stance)
considering only users annotated with the labels AGAINST or FAVOR. We
considered both unweighted and weighted graphs, where the strength of the
connection is the number of interactions (retweet, quote, or reply) between two
users within the same temporal phase. Following, we evaluated the percentage
of “uncross-stance” relations for each of the four network types.

Table 3. The percentage of uncross-stance relations among users.

retweet quote reply

unweighted weighted unweighted weighted unweighted weighted

Overall 98.6% 99.1% 94.8% 97.6% 81.9% 77.3%

EC 98.1% 98.9% 94.0% 96.9% 82.0% 71.9%

DE 99.7% 99.8% 96.1% 97.9% 83.2% 81.0%

TD 98.6% 99.4% 93.9% 97.7% 81.2% 78.9%

RO 97.5% 97.6% 96.3% 97.9% 80.9% 77.1%

Retweet. First, we analyzed the reply-based network. The considered 3,099 rela-
tions are respectively distributed on the four temporal phases as follows: 749,
885, 989, and 476. The column retweet in Table 3 shows the percentage of
uncross-stance retweets in the retweet-based network. The users usually retweet
only tweets belonging to users having the same stance (98.6% and 99.1% overall
respectively for unweighted and weighted graphs). There are no significant dif-
ferences between unweighted and weighted graphs. Notably, the percentage of
uncross-stance relations slightly decreases in the phase RO.
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Quote. Then, we considered networks based on quote relations. We performed
the analysis over 717 relations (respectively 183, 179, 247, and 108 for each tem-
poral phase). The column quote in Table 3 shows the percentage of uncross-
stance quotes over the temporal phases. There are no significant differences
between temporal phases, but the percentage of uncross-stance relations varies
between unweighted and weighted graphs (from 94.8% to 97.6% overall).

Reply. Finally, we analyzed the reply-based network. 662 relations are dis-
tributed over the four temporal phases as follows: 172, 173, 207, and 110.
The column reply in Table 3 shows the percentage of uncross-stance in both
unweighted and weighted for each temporal phase. There are no significant differ-
ences between temporal phases, but the percentage of uncross-stance replies sig-
nificantly varies between unweighted and weighted graphs (in particularly from
81.9% to 77.3% overall). Moreover, here we find a signal that uncross-stance
relations is not the whole story.

4 Experiments

We propose a new SD model relying on a set of new features, which exploits SVM
as machine learning algorithm in a supervised framework. As evaluation metrics,
we use two macro-average of the Fmicro metrics i.e. Favg and FavgAF

. The first
one computes the average among f-AGAINST, f-FAVOR, and F-NONE Fmicro

metrics. The second one, proposed in both SemEval 2016 Task 6 and IberEval
2017 SD tasks [9,12], computes the average between f-AGAINST and f-FAVOR
Fmicro metrics. We compare our results with two baselines such as: unigrams,
bigrams and trigrams Bag of Words using SVM (BoW ) and Majority Class
(MClass). We compute the two metrics performing a five-cross validation on the
ConRef-STANCE-ita corpus employing each combination of the following
features:

– Bag of Hashtags (BoH ) and Bag of Mentions (BoM ): hashtags/mentions
as terms for building a vector with binary representation. These features use
the texts contained in the tweet, the retweet, and the reply belonging to the
triplet.

– Bag of Hashtags+ (BoH+) and Bag of Mention+ (BoM+): tokens
extracted from the hashtags/mentions as terms for building a vector with
binary representation. We segmented hashtags in tokens using the greedy algo-
rithm attempting to find the longest word from a list of about 10M words
extracted from Wikipedia’s Italian pages. We consider as token the lemma of
the verb to vote when an inflection of this verb is found. For what concerns
mentions, tokens are the result of the name splitting, using space as separa-
tor. Names are extracted from the User Object field name of the mentioned
user. The feature uses the texts contained in the tweet, the retweet, and the
reply belonging to the triplet.

– Bag of Hashtags+ Replies (BoH+R) and Bag of Mentions+ Replies
(BoM+R): These features are similar to BoH+ and BoM+, but they use infor-
mation from the conversation thread, by exploiting the text of the replied
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tweet belonging to the triplet. A different prefix has been used in order
to differentiate these tokens from the ones belonging to BoH+ and BoM+
feature.

The combination of BoH+, BoM+, and BoH+R (afterwards TCon) achieved
the highest results, Favg 0.76 and FavgAF

0.85. Notably, removing BoH+R from
TCon, FavgAF

declines to 0.83 and Favg declines to 0.69. The model probably is
benefiting from the opposition of stance between reply and replied tweets.

Network-Based Features. In order to study the impact of knowledge of
the social network for each network’s type, we introduced three new features
that consider the community which the user belongs to: Retweet Com-
munities (CRet), Quote Communities (CQuo), and Reply Communi-
ties (CRep) respectively. In particular, considering the temporal phase tp ∈
{EC,DE, TD,RO}, N binary variables exist, one for each of the N detected
communities in the retweet-based, quote-based, or reply-based networks. The
variable set to one corresponds to the community to which the users who wrote
the triplet belongs in the given temporal phase tp. Fig. 2 shows the combination
of the three network-based features with TCon. As we can see, the combina-
tion of TCon, CRet, and CQuo achieved the highest value for both Favg and
FavgAF

(0.79 and 0.90, respectively) by improving the results obtained using
only the TCon features (0.76 and 0.85, respectively). Nevertheless, adding the
CRep feature does not improve neither Favg and FavgAF

.

Fig. 2. F measured achieved adding network-based features to TCon. FavgAF : average
between f-AGAINST and f-FAVOR Fmicro metrics. Favg: average among f-AGAINST,
f-FAVOR, and F-NONE Fmicro metrics.

5 Discussion and Conclusion

In this work we created a manually annotated Italian corpus for addressing SD
from a diachronic perspective, which allows us to shed some light on users’ opin-
ion shift dynamics. We observed that in this debate, users tend to be less explicit
on their stance as the outcome of the vote approaches. Analyzing the relations
among users, we also observed that the retweet-based networks achieved the
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highest percentage of uncross-stance relations (percentage very close to 100%).
This is a signal that Twitter’s users retweet almost exclusively tweets they agreed
on. Very high percentage of uncross-stance were achieved also by the quote-based
networks. The variation between unweighted and weighted graphs could mean
that users mainly quote users they agree on. Therefore, it is more likely to be in
agreement when the number of quotes connecting two users increases. Interest-
ingly, the opposite is happening on reply-based networks, where we can observe a
higher percentage of communications between users with different stances. These
observations led us to propose a new model for SD, which includes three new
network-based features. The performed experiments show that adding CRet and
CQuo features to content-based features considerably improve the accuracy of
SD. We are guessing that when homophily is observed, the user’s awareness of
being a member of a community can ease user’ stance prediction. This does not
happen in CRep: although the users mainly reply to other users with a similar
opinion, we observe about 20% of cross-stance edges. This is a particularly inter-
esting case where inverse homophily (or also heterophily) could be observed. It
will be matter of future investigations.
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Abstract. Online Reputation Management systems aim at identifying
and classifying Twitter influencers due to their importance for brands.
Current methods mainly rely on metrics provided by Twitter such as
followers, retweets, etc. In this work we follow the research initiated at
RepLab 2014, but relying only on the textual content of tweets. More-
over, we have proposed a workflow to identify influencers and classify
them into an interest group from a reputation point of view, besides the
classification proposed at RepLab. We have evaluated two families of
classifiers, which do not require feature engineering, namely: deep learn-
ing classifiers and traditional classifiers with embeddings. Additionally,
we also use two baselines: a simple language model classifier and the
“majority class” classifier. Experiments show that most of our methods
outperform the reported results in RepLab 2014, especially the proposed
Low Dimensionality Statistical Embedding.

Keywords: Online reputation management
Influencers classification · Author categorization
Textual information · Twitter

1 Introduction

The rise of Social Media has led to the emergence and spread out of new ways
of communicating, without borders or censorship. Nowadays, people can con-
nect with other people anywhere and let them know their opinion about any
matter. Furthermore, it is happening massively. The collective imaginary that
is formed by the opinions expressed about a brand (organisational or personal)
is what makes up its (online) reputation. That is why Online Reputation Man-
agement (ORM) has proliferated in parallel with the final goal of taking control
of the online conversation to mold it at will. The first step is to find out where
people are expressing their opinions about the brand, and what these opinions
are. In recent years, research has been very prolific in sentiment analysis, irony
c© Springer International Publishing AG, part of Springer Nature 2018
M. Silberztein et al. (Eds.): NLDB 2018, LNCS 10859, pp. 28–39, 2018.
https://doi.org/10.1007/978-3-319-91947-8_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91947-8_3&domain=pdf


Identifying and Classifying Influencers in Twitter only 29

detection, stance detection, and so forth. However, one of the main interests for
brands is to know who is behind these opinions. Concretely, to know who are the
influencers1 of their sector and what kind of influence they may generate (what
kind of authority/auctoritas2 they have over what they say).

1.1 Related Work

Companies are interested in identifying influencers and classifying them. This
problem has been addressed in Twitter in the framework of the RepLab3 shared
task in 2014 [2], as a competitive evaluation campaign for ORM.

At the RepLab the three approximations which obtained the best results were
UTDBRG, LyS and LIA. In UTDBRG [1], the underlying hypothesis was that
influential authors tweet actively about hot topics. A set of topics was extracted
for each domain of tweets and a time-sensitive voting algorithm was used to rank
authors in each domain based on the topics. They used quantitative, stylistic and
behavioral features extracted from tweet contents. In LyS [14], features were
extracted considering PoS tagging and dependency parsing. They used specific
(such as URLs, verified account tag, user image) and quantitative (number of
followers) profile meta-data. Finally, the authors of LIA [4] modeled each user
based on the textual content, together with meta-data associated to her tweets.

Most of the current approaches rely on topology-based features. For example,
the authors in [3] used a logistic regression method where all tweets from each
user belonging to a given class were merged to create one large document. They
employed 29 features such as user activity, stylistic aspects, tweets characteris-
tics, profile fields, occurrence-based term weighting, and local topology. That is,
they considered also features such as local topology (size of the friends set, size
of the followers set, etc.) that are traditionally used by researchers from social
network analysis. In this vein, the Collective Influence algorithm [10], which has
been recently optimised [11], uses the “percolation” concept to isolate and iden-
tify the most influential nodes in a complex network. Recent investigations [7]
also combine textual with topological features to find which tweets are worth
spreading. Some findings suggest that influencers use more hashtags and men-
tions, as well as they follow more people on average.

However, our approximation aims at addressing the problem of identifying
and classifying influencers in Twitter only on the basis of the textual information
available in the tweets, without taking into consideration meta-data nor topolog-
ical information from Social Network Analysis. We aim at investigating whether
only textual features allow to find and classify such influencers in Twitter.

1 Influencer is a user (person or brand) who may influence a high number of other
people.

2 In ancient Rome, auctoritas was the general level of prestige a person had. Due to
that, authority in this context means prestige.

3 http://www.clef-initiative.eu/track/replab.

http://www.clef-initiative.eu/track/replab
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1.2 Our Approach

In RepLab, several different categories are proposed to classify influencers. How-
ever, some of these categories are very low populated and the overall distribu-
tion is very imbalanced. Furthermore, industry usually considers two types of
influence: (i) the capacity of influencing others with their own opinions (influ-
ence/authority); and (ii) the ability to spread a message to the users with whom
the user interacts (betweenness). Due to that, we have focused on an alternative
way to detect and classify a subgroup of authority. Concretely, journalists who
may spread a message, and professionals who have the authority. The proposed
approach is based on the schema shown in Fig. 1. In a first step, influencers are
identified. Then, the identified influencers are classified in two ways. On the one
hand, they are classified according to the RepLab taxonomy. On the other hand,
influencers are firstly classified as belonging or not to the authority group and
then, they are disaggregated into professionals or journalists.

Fig. 1. Workflow to identify and classify influencers.

The remainder of this paper is organized as follows. Section 2 describes our
methodology. Section 3 discusses the experimental results, whereas the conclu-
sions are drawn in Sect. 4.

2 Methodology

In this section, the RepLab 2014 shared task corpus is described. Then, we
present the methods we propose to address the problem. Finally, the evaluation
measures are discussed.

2.1 RepLab’14 Shared Task Corpus

The data collection contains over 7,000 Twitter profiles (all with at least 1,000
followers) that represent the automotive, banking and miscellaneous domains.
We focus on the first two domains. Each profile contains the last 600 tweets
published by the author at crawling time. Reputation experts performed man-
ual annotations for two subtasks: Author Categorization and Author Ranking.
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First, they categorized profiles as company, professional, celebrity, employee,
stockholder, journalist, investor, sportsman, public institution, and ngo. Those
profiles that could not be classified into one of these categories, were labeled
as undecidable. In addition, reputation experts manually identified the opinion
makers and annotated them as Influencer. Because the Author Categorization
task is evaluated only over the profiles annotated as influencers in the gold stan-
dard, the exact number of profiles in training/test is shown in Table 14.

Table 1. RepLab’14 corpus statistics.

Automotive Banking

Class Training Test Total Training Test Total Total

Undecidable 454 - 454 556 - 556 1, 010

Professional 312 358 670 279 286 565 1, 235

Journalist 202 171 373 258 231 489 862

Company 94 119 213 51 33 84 297

Sportsmen 49 36 85 8 4 12 97

Celebrity 27 24 51 33 7 40 91

NGO 21 5 26 78 83 161 187

Public Inst. 12 3 15 27 30 57 72

Employee 3 8 11 1 6 7 18

Total 1, 174 724 1, 898 1, 291 680 1, 971 3, 869

2.2 Methods

In this section we present all the approaches that we have evaluated and com-
pared, along with their running parameters and configuration. We combine both
traditional machine learning and deep learning methods with different word
embedding techniques. We have classified the approaches based mainly on the
type of embeddings they use, as we would like to explore the impact of the dif-
ferent types of embeddings on the classification tasks described above. We have
also included a language model approach that was meant to serve as a baseline
but has surprisingly given good results.

Glove. Glove [12] is a word embedding model used for learning vector repre-
sentations of words. Such representations are able to encode semantic relations
between words, like synonyms, antonyms, or analogies. Therefore, they have
been widely used for NLP tasks. It is a count-based model based on matrix
factorization. We have evaluated the following approach using this type of word
vectors:
4 We did not include Stockholder and Investor classes because they did not have data

for Automotive and in Banking they did not have either training or test data.
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– LSTM with Glove Twitter embeddings (LSTM+Glove)

Long short-term memory (LSTM) [5] is a deep learning technique that
addresses the problem of learning long range dependencies and thus, is a state-
of-the-art semantic composition model for a variety of text classification tasks.

In our experiment, we use a combination of the Glove pre-trained word
vectors on Twitter5 and the learned vectors for the RepLab dataset as input
sequences for LSTM. In particular, each tweet is represented as the sum6 of its
word embeddings of dimension 50. In order to generate longer sequences per
user, we generate sequences of five consecutive tweets. The configuration of the
network is as follows: LSTM has 128 hidden units, we add a dropout layer with
rate 0.5 and a softmax layer. We set a batchsize of 128 and train during 50
epochs.

Doc2vec. Doc2vec [8] is an extension of Word2vec [9]. Word2vec is another
word embedding model but it differs from Glove in that it is a predictive model
and uses a neural network architecture. Doc2vec learns to correlate labels and
words, rather than words with other words. The purpose is to create a numeric
representation of a document, regardless of its length. We have evaluated the
following approaches using Doc2vec:

– Logistic Regression with doc2vec (LR+d2v)
– Support Vector Machines with doc2vec (SVM+d2v)
– Multi Layer Perceptron with doc2vec (MLP+d2v)
– Convolutional Neural Network with doc2vec (CNN+d2v)

We have evaluated both traditional machine learning methods (i.e., LR and
SVM) and deep learning methods (i.e., MLP and CNN).

In the experiments, we consider each tweet as a document and obtain its
vector representation of dimension 50. All the tweets of a user are aggregated
by summing7 the tweet vectors. This way, we obtain one feature vector per user
that encapsulates the semantics of all her tweets. The feature vectors are passed
to different classifiers for training. LR is configured with regularization 1e-5 and
SVM uses a linear kernel. MLP is composed by 5 layers, a dense layer with 64
neurons, a dropout layer with rate 0.5, another dense layer and dropout layer
with the same configuration and the output softmax layer. The batchsize is set to
128 and we train it for 20 epochs. For the CNN we basically use the configuration
shown in [6].

Low Dimensionality Statistical Embedding (LDSE). LDSE8 [13] repre-
sents documents on the basis of the probability distribution of the occurrence

5 https://nlp.stanford.edu/projects/glove/.
6 Sum has empirically given better results than average or concatenation.
7 Sum has empirically given better results than average.
8 Previously in other tasks as Low Dimensionality Representation (LDR).

https://nlp.stanford.edu/projects/glove/
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of their words in the different classes. The key concept of LDSE is a weight,
representing the probability of a term to belong to one of the different cate-
gories: influencer vs. non-influencer, interest-group vs. others, professional vs.
journalist. The distribution of weights for a given document should be closer to
the weights of its corresponding category. Formally, we represent the documents
following the next three steps:

Step 1. We calculate the tf-idf weights for the terms in the training set D and
build the matrix Δ, where each row represents a document d, each column a
vocabulary term t, and each cell represent the tf-idf weight wij for each term in
each document. Finally, δ(di) represents the assigned class c to the document i.

Δ =

⎡
⎢⎢⎣

w11 w12 ... w1m δ(d1)
w21 w22 ... w2m δ(d2)
... ... ... ...

wn1 wn2 ... wnm δ(dn)

⎤
⎥⎥⎦ , (1)

Step 2. Following Eq. 2, we obtain the term weights W (t, c) as the ratio between
the weights of the documents belonging to a concrete class c and the total dis-
tribution of weights for that term.

W (t, c) =

∑
d∈D/c=δ(d) wdt∑

d∈D wdt
,∀d ∈ D, c ∈ C (2)

Step 3. Following Eq. 3, these term weights are used to obtain the representation
of the documents.

d = {F (c1), F (c2), ..., F (cn)} ∼ ∀c ∈ C, (3)

Each F (ci) contains the set of features showed in Eq. 4, with the following
meaning: (i) average value of the document term weights; (ii) standard deviation
of the document term weights; (iii) minimum value of the weights in the docu-
ment; (iv) maximum value of the weights in the document; (v) overall weight of
a document as the sum of weights divided by the total number of terms of the
document; and (vi) proportion between the number of vocabulary terms of the
document and the total number of terms of the document.

F (ci) = {avg, std,min,max, prob, prop} (4)

As can be seen, this representation reduces the dimensionality to only six
features per class by statistically embedding the distribution of weights of the
document terms.

Finally, these weights are learned with a machine learning algorithm.
Concretely9:

9 We have tested several machine learning algorithms and finally we report the ones
with the best results.
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– Naive Bayes & BayesNet for influencers identification in the Automotive
and the Banking domains, respectively.

– Naive Bayes for authority group detection.
– SVM for journalist vs. professional discrimination.
– SVM for RepLab task on classification.

Language Model (LM). Language models represent documents as a genera-
tive process of emitting words from each document d, denoted P (wi|d). From
the training set we can estimate the probabilities that each class cj generates
words wi by simply applying Maximum Likelihood and Laplace Smoothing. The
resulting model, denoted with P (wi|cj), and the document model can be then
factorized to get an estimate of the probability of each class to be generated by
the document as follows:

P (cj |d) =
∑
wi

P (cj |wi) · P (wi|d)

Note that d can be either a tweet or a collection of tweets associated to a user.
In this paper, d refers to the collection of user tweets. The resulting distribution
P (cj |d) provides us the ranking of classes associated to each user to perform the
classification.

2.3 Evaluation Measures

In RepLab, because the number of opinion makers is expected to be low, the
influencers task is modeled as a search problem rather than as a classification
problem. Thus, the evaluation measure selected is MAP (Mean Average Preci-
sion). For the categorization task, the measure selected to be able to compare
us against RepLab results is Accuracy, which for multiclass settings, is equal to
micro-averaged precision. However, we also compute the macro averaged version
to see the effectiveness on the smaller classes.

3 Experiments and Discussion

This section presents the results of the different tasks defined in Fig. 1. Firstly,
the identification of influencers. Then, the detection of authority users and their
classification in journalists or professionals. Finally, the classification of the influ-
encers in the RepLab taxonomy.

3.1 Identification of Influencers

The first task is to identify whether a user is an influencer or not, which cor-
responds to the Author Ranking task at RepLab. Therefore, the results shown
in Table 2 can be compared to the best ones obtained in the competition. As
can be seen, the LDSE approach obtains the best results, followed by LR+d2v.
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Both of them outperform the best results obtained in the RepLab competition
by more than 20% on average, demonstrating their competitiveness for the task.
It has to be remarked that this was obtained on the basis of textual informa-
tion of tweets only, without considering meta-data and Social Network Analysis
information such as it was done by the best teams at RepLab and posteriorly
by Cossu et al. [3].

Table 2. Identification of influencers (MAP score). RepLab’14 best results were
obtained by UTDBRG in automotive and LyS in banking.

Automotive Banking Average

LSTM+Glove 0.663 0.654 0.659

MLP+d2v 0.674 0.718 0.696

CNN+d2v 0.785 0.718 0.752

LR+d2v 0.861 0.816 0.839

SVM+d2v 0.833 0.784 0.809

LDSE 0.874 0.810 0.842

LM 0.865 0.526 0.696

RepLab’14 0.720 0.520 0.620

Cossu’15 0.803 0.668 0.735

In this task, except in the case of LM in Banking, traditional approaches
obtain a better performance than deep learning approaches, with average differ-
ences between 5.7% and 18.3%.

3.2 Identification of the Authority Group

In order to separate the authority group from the rest of users, we have grouped
journalist and professional into one group, and the remaining classes in the
second group. As shown in Table 3, the resulting dataset is imbalanced towards
the authority group.

Table 3. Authority vs. others corpus statistics.

Class Automotive Banking

Training Test Total Training Test Total Total

Authority group 514 529 1,043 537 517 1,054 2,067

Others 206 195 401 198 163 361 762

Total 720 724 1,444 700 878 1,415 2,829

Results are shown in Table 4. The best average results have been obtained
by LDSE, which also demonstrates its robustness against the imbalance between
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classes with values about 77% in both micro and macro average. Deep
learning methods such as MLP+d2v and CNN+d2v, and to a lesser extent
LSTM+GLove, albeit they obtain a similar micro precision, show a trend to
bias to the majority class, as shown by the low macro precision.

Table 4. Identification of the authority group.

Automotive Banking Average

P-micro P-macro P-micro P-macro P-micro P-macro

LSTM+Glove 0.724 0.472 0.760 0.589 0.742 0.531

MLP+d2v 0.731 0.365 0.760 0.380 0.746 0.373

CNN+d2v 0.731 0.365 0.760 0.380 0.746 0.373

LR+d2v 0.733 0.641 0.785 0.702 0.759 0.672

SVM+d2v 0.751 0.677 0.774 0.681 0.763 0.679

LDSE 0.745 0.767 0.801 0.784 0.773 0.776

LM 0.606 0.432 0.716 0.520 0.661 0.476

Majority class 0.731 0.365 0.760 0.38 0.746 0.373

3.3 Discriminating Between Journalists and Professionals

Once the authority influencers are identified, they should be separated into the
corresponding class: journalist or professional. The corresponding dataset is also
imbalanced towards the professional class, as shown in Table 5.

Table 5. Journalists vs. Professionals corpus statistics.

Class Automotive Banking

Training Test Total Training Test Total Total

Professional 312 358 670 279 286 565 1,235

Journalist 202 171 373 258 231 489 862

Total 514 529 1,043 537 517 1,054 2,097

The obtained results are shown in Table 6. Again, the LDSE obtains the
highest results for both micro and macro precisions. In this task, traditional
approaches also obtain higher results than deep learning approaches, besides
less bias to the majority class.

3.4 Author Categorization

In this section we discuss the results of the classification of the influencers in the
RepLab taxonomy. Table 7 shows our results compared with the best accuracies
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Table 6. Discrimination between Journalist vs. Professional

Automotive Banking Average

P-micro P-macro P-micro P-macro P-micro P-macro

LSTM+Glove 0.673 0.574 0.625 0.619 0.649 0.597

MLP+d2v 0.677 0.338 0.553 0.277 0.615 0.308

CNN+d2v 0.677 0.338 0.584 0.617 0.630 0.478

LR+d2v 0.745 0.720 0.551 0.710 0.648 0.715

SVM+d2v 0.728 0.686 0.749 0.748 0.738 0.717

LDSE 0.742 0.746 0.756 0.755 0.749 0.751

LM 0.687 0.614 0,671 0.679 0.679 0.646

Majority class 0.677 0.338 0.553 0.277 0.615 0.308

Table 7. Results of the categorization task of the RepLab’14 shared task. RepLab’14
best results were obtained by LIA in both Automotive and Banking domains.

Automotive Banking Average

P-micro P-macro P-micro P-macro P-micro P-macro

LSTM+Glove 0.488 0.153 0.463 0.196 0.476 0.174

MLP+d2v 0.495 0.062 0.340 0.043 0.417 0.052

CNN+d2v 0.495 0.062 0.335 0.058 0.415 0.060

LR+d2v 0.524 0.228 0.594 0.330 0.559 0.279

SVM+d2v 0.526 0.243 0.579 0.279 0.553 0.261

LDSE 0.562 0.195 0.568 0.282 0.565 0.238

LM 0.699 0.205 0.760 0.394 0.730 0.300

Majority class 0.475 0.237 0.410 0.205 0.443 0.221

RepLab’14 0.450 - 0.500 - 0.475 -

reported in RepLab and the majority class prediction. This experiment includes
all the classes defined in the dataset10.

Results show that deep learning approaches (LSTM, MLP, CNN) have com-
parable performance to the best results of RepLab’14 in terms of micro preci-
sion. However, macro precision reveals poor performance regarding small classes.
In particular, LSTM classifies great part of the test dataset to the majority
class, basically following the training distribution. MLP+d2v and CNN+d2v
also obtain very poor performance because they classify all the test data to the
dominant class of the training set.

10 As the Undecidable class only appears in training set, we have removed it to avoid
noise in the training phase.
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Traditional machine learning approaches using embeddings outperform the
best results of the RepLab’14 competition, whose results are very similar to the
majority class baseline. It is worth noting the scores given by LM, which was
initially included as a baseline, but clearly outperforms the rest of the approaches
in this task. LM has a similar performance in all the tasks and its performance is
not downgraded in this multiclass classification task, unlike the other approaches.
This is due to the fact that LM builds the model for each class independently.

Once more, we should highlight that our approach, which only uses textual
information from tweets, obtains more than 25% better results than LIA where
meta-data information associated to tweets was also used.

4 Conclusions

Companies are interested in identifying influencers and classifying them. This
task was addressed in the framework of RepLab. In this paper, we were interested
in approaching the problem both on the basis of deep learning techniques and
with traditional machine learning. We compared the obtained results with the
best systems in RepLab and the more recent approach of Cossu et al. On the
contrary of the above systems, which used also meta-data and information from
Social Network Analysis, we used only textual information and outperformed
their results by more than 20% in influencer identification and more than 25%
in influencer classification.

It is noteworthy that deep learning approaches obtained worse results than
traditional techniques in all the previous tasks, where their results were biased
to the majority class. Probably the low number of training samples (around 500
without undecidable class) explains part of these results. Low Dimensionality
Statistical Embedding (LDSE) obtained the best results in almost all the tasks
and it shows its robustness against corpus imbalance.

Due to the interest of the industry on identifying different kinds of influence,
we have proposed an alternative methodology: first, we identify the influencer;
then, we determine if the influencer belongs to the authority group; finally, we
classify the influencer as journalist or professional. The results obtained show
that the best approach (LDSE) is competitive: more than 84% identifying influ-
encers, and 77% and 75% classifying them respectively in the authoritative
group, and as the type of influencer. Nevertheless, future work should focus
on combining it with generative models like LM as it shows best results in the
categorization task, which is the only multi-classification task.
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Abstract. Sentiment analysis is a popular research topic in social media
analysis and natural language processing. In this paper, we present the
details and evaluation results of our Twitter sentiment analysis experi-
ments which are based on word embeddings vectors such as word2vec and
doc2vec, using an ANN classifier. In these experiments, we utilized two
publicly available sentiment analysis datasets and four smaller datasets
derived from these datasets, in addition to a publicly available trained
vector model over 400 million tweets. The evaluation results are accompa-
nied with discussions and future research directions based on the current
study. One of the main conclusions drawn from the experiments is that
filtering out the emoticons in the tweets could be a facilitating factor for
sentiment analysis on tweets.

Keywords: Sentiment analysis · Twitter · Word embeddings
word2vec · doc2vec

1 Introduction

Sentiment analysis is a well-defined and well-studied topic in social media anal-
ysis and natural language processing (NLP). As presented in the related sur-
vey papers [11,14], considerable research effort has been devoted to solve this
problem and, more recently, deep learning methods have also been employed to
improve the sentiment analysis performance [21].

On the other hand, word embedding vectors like word2vec [12] have been
extensively utilized for NLP problems. These problems include sentiment anal-
ysis [16,18–20] on microblog posts, named entity recognition [4], and text clas-
sification [10].

Bag-of-words approach has been utilized for a long time in various domains
in NLP. In bag-of-words method, each word is equidistant to each other. How-
ever, word2vec method utilizes the distances between words. In doc2vec method,
document information is also utilized [12].

c© Springer International Publishing AG, part of Springer Nature 2018
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In this paper, we present the settings and evaluation results of our senti-
ment analysis experiments on tweets using features based on word embeddings.
Polarity classes (positive and negative) at different granularities are considered
during these experiments. Widely-employed Keras API [5] is used during the
experiments where word2vec and doc2vec [9] features are employed by an ANN-
based classifier. An ANN-based classifier is chosen since it is good at adaptive
learning, parallelism, pattern learning, sequence recognition, fault tolerance, and
generalization [17]. The experiments are carried out using three automatically-
annotated versions of two datasets and a model previously trained on a consid-
erably large third tweet dataset. The results are accompanied with discussions
and future research plans.

Our main contribution in the paper is the use of publicly available tools and
datasets during the experiments and, particularly, the use of the word2vec model
of a publicly-available and large tweet set (of 400 million tweets in English) [7]
for sentiment analysis purposes.

The rest of the paper is organized as follows: In Sect. 2, first we present the
details of the six datasets and the trained model used during the sentiment
analysis experiments and then describe the details of the actual experiments on
these datasets. Section 3 includes discussions of the results of these experiments
together with future research prospects. Finally, Sect. 4 concludes the study with
a summary of the main points of the presented study.

2 Sentiment Analysis Experiments Using Word
Embeddings

In this section, we first present the settings (in terms of test/train datasets and
trained model) of our sentiment analysis experiments and next, we present the
evaluation results of the actual experiments.

2.1 Sentiment Datasets and Model Used in the Experiments

Sentiment analysis experiments are carried out using the following seven
resources: two publicly-available datasets, four subsets derived from these
datasets, and the vector model of another larger tweet set. The details of these
resources are provided below:

1. The first dataset used for both training and testing purposes is the set of
1,6 million tweets in English which were automatically annotated as positive
or negative, based on the existence of positive and negative emoticons [6].
This dataset is commonly referred to as Stanford Twitter Sentiment (STS)
dataset. In our experiments, STS dataset without emoticons (which will be
referred to as STS-w/oe) has been used as training and testing dataset after
splitting, as will be presented in the upcoming subsection.

2. A subset of up to 50,000 tweets is extracted from the STS dataset, by auto-
matically processing them with sentiment dictionaries (as given in [2]) to
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obtain a fairly balanced set of highly positive and highly negative tweets.
This second dataset is created in order to alleviate the effects of inaccurate
annotations during the original automatic annotation of the STS dataset as
reported in the corresponding study [6]. Hence, although we have not manu-
ally annotated the dataset to calculate the actual accuracies, we expect this
subset to have less errors in the sentiment annotations. Because, as stated
above, only those tweets labelled with the polarity classes of highly positive
and highly negative are included in this subset, and it is likely that these
annotations have higher accuracy compared to that of the annotations with
the polarity classes of positive and negative. This dataset also does not include
emoticons and will henceforth be referred to as STS-50K-w/oe dataset. It has
also been used for training and testing purposes as will be clarified.

3. The third dataset used for both training and testing purposes is the set of
1,578,612 tweets from [13]. The dataset is publicly available and as it contains
emoticons, we will refer to it as TN-w/e. The dataset has been used as training
and testing datasets after splitting, as will be presented in the upcoming
subsection.

4. Similar to the second dataset above, a subset of up to 50,000 tweets is
extracted from the TN dataset, by automatically processing them to obtain a
fairly balanced set of highly positive and highly negative tweets. This dataset
will be referred to as TN-50K dataset. It has also been used for training and
testing purposes as will be clarified.

5. A random subset of up to 50,000 tweets is also extracted from the STS-50K-
w/oe dataset. This dataset will be referred to as STS-50K-random-w/oe, and
has been used for training and testing purposes during the experiments.

6. Similarly, a random subset of up to 50,000 tweets is also extracted from the
TN-w/e dataset. This dataset will be referred to as TN-50K-random-w/e,
and has been used for training and testing purposes.

7. We have used the word2vec word embeddings model for 400 million English
tweets, as presented in [7] where the model has been used to improve named
entity recognition on tweets. To the best of our knowledge, this model which
was trained on a considerably large tweet corpus, has not previously been
used for sentiment analysis purposes. Prior to the model creation, the tweets
have been preprocessed to use replacement tokens for mentions, URLs, and
numbers [7]. This preprocessing scheme has also been employed on the pre-
vious three dataset versions to increase the comparability of the results. This
model will be referred to as Model-400M in the rest of this paper and will
be used as the trained model only, since the actual tweets are not publicly
available.

Statistics regarding the six dataset versions, in terms of the tweets annotated
as positive or negative and total number of tweets, are summarized in Table 1.

2.2 Sentiment Analysis Experiments

In the experiments, word embeddings are generated by use of Gensim library [15].
Keras neural networks API [5] with Tensorflow backend [1] is used. However, for
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Table 1. Statistical information on the dataset versions.

Dataset Positive tweets Negative tweets Total

STS-w/oe 800,000 800,000 1,600,000

TN-w/e 790,185 788,443 1,578,612

STS-50K-w/oe 10,449 18,144 28,593

TN-50K-w/e 17,859 28,235 46,094

STS-50K-random-w/oe 10,449 18,144 28,593

TN-50K-random-w/e 17,859 28,235 46,094

these initial experiments reported in this paper, an ANN classifier implementa-
tion in Keras is used instead of the deep learning algorithms. Similar experiments
with deep learning algorithms such as those based on Long Short-Term Memory
(LSTM) [8] will be utilized within the course of future work.

Our sentiment analysis framework consists of one input layer, one hidden
layer and one output layer.

In the hidden layer, ReLu (Rectified Linear Units) method is employed. This
method functions mimics the neurons in human body. If its input is less than 0
then it outputs 0, and if the input is greater than 0 then it outputs raw value.
The function of it can be seen in following formula:

f(x) = max(x, 0) (1)

In the output layer we have implemented the sigmoid function for binary
classification, which can be expressed with the following formula:

S(x) = 1/(1 + (e−x)) (2)

The sigmoid function is especially used to predict the probability as 0 or
1 based on the model and this feature makes it suitable to be used in binary
classification. It can be implemented both in hidden and output layers and it is
implemented in the output layer of our neural nets.

In our model, the neural nets are trained for 20 epochs which means that each
training sample are examined 20 times by the model to detect the underlying
patterns.

In our Twitter sentiment analysis experiments, either a dataset version listed
in Table 1 is utilized for training and testing purposes or the trained model
(Model-400M) [7] is used for training and a dataset listed in Table 1 is used
during the testing phase. The settings in each of the experiments differ in the
following aspects:

– The dataset version/trained model used during training and the dataset ver-
sion used during testing,

– Either word2vec or doc2vec vectors are used as features
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Table 2. The evaluation results of sentiment analysis experiments.

Train dataset/model Test dataset Accuracy using

Word2Vec Doc2Vec

TN-50K-w/e TN-50K-w/e 81.4% 82.1%

STS-50K-w/oe STS-50K-w/oe 83.4% 83.6%

TN-50K-random-w/e TN-50K-random-w/e 66.9% 64.7%

STS-50K-random-w/oe STS-50K-random-w/oe 67.6% 67.1%

TN-w/e TN-w/e 79.1% 79.0%

STS-w/oe STS-w/oe 79.6% 79.3%

TN-w/e TN-50K-w/e 83.6% 85.3%

TN-w/e TN-50K-random-w/e 76.3% 76.3%

TN-w/e STS-50K-w/oe 87.5% 86.1%

TN-w/e STS-50K-random-w/oe 76.9% 77.0%

STS-w/oe TN-50K-w/e 84.7% 85.2%

STS-w/oe TN-50K-random-w/e 76.7% 77.4%

STS-w/oe STS-50K-w/oe 88.5% 88.8%

STS-w/oe STS-50K-random-w/oe 77.5% 77.2%

Model-400M TN-w/e 78.4% -

Model-400M STS-w/oe 78.8% -

Model-400M TN-50K-w/e 83.9% -

Model-400M TN-50K-random-w/e 75.4% -

Model-400M STS-50K-w/oe 86.3% -

Model-400M STS-50K-random-w/oe 74.0% -

In all of the experiments excluding the latter ones using Model-400M, the
9/10 of the training set has been randomly chosen as the actual training data and
1/10 of the test dataset has been randomly chosen as the actual test dataset. In
all experimental settings, three trials are conducted and the arithmetic averages
of the accuracies of these three trials are reported as the accuracy.

The test settings and sentiment analysis accuracies obtained as the results of
these experiments are presented in the Table 2. In the first column, the name of
the dataset/model used during training is given and in the second column the
test dataset is given. The latter two columns present the actual accuracies using
word2vec and doc2vec vectors as features, respectively.

3 Discussion of the Results

The following conclusions can be drawn from the evaluation results of the Twitter
sentiment analysis experiments presented in the previous section:
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– The sentiment analysis results are considerably higher for both versions of
STS-50K which contains automatically extracted highly positive and highly
negative sentiment annotations. Although this set is not a gold standard, since
it is further processed to increase its accuracy compared to the other datasets,
it is a comparatively cleaner dataset which leads to higher accuracies, reaching
up to ∼88% and to ∼86% using Model-400M during training.

– Considering the existence of emoticons in the tweets of the datasets in the
training and test sets, it is hard to draw a sound conclusion regarding this
issue. In some cases, the existence of emoticons in the training and test sets
leads to slight decreases but such differences may not be statistically sig-
nificant. However, for particular cases like the experiments on TN-50K-w/e
and STS-50K-w/oe (in the first two rows of Table 2), the sentiment analysis
results on the dataset without the emoticons (STS-50K-w/oe) are consider-
ably higher with both word2vec and doc2vec features.

– Using the vectors formed within Model-400M leads to moderate results com-
parable to the results of the other settings. It is a promising outcome since this
model includes only word2vec vectors without any sentiment-specific feature
on a considerably large tweet dataset.

Future work based on the current study includes the following:

– Conducting experiments using deep learning algorithms with word2vec and
doc2vec features on the STS, TN, and derived datasets used in the current
paper, as well as on other publicly available sentiment datasets. In these
experiments, widely-employed resources for sentiment analysis such as Senti-
WordNet [3] can be used.

– The experiments presented in the current paper can be replicated on tweets
in other languages as well, in order to observe the corresponding performance
rates. While doing this, the peculiarities of these languages should be taken
into account and the necessary preprocessing steps should be employed to
handle these peculiarities.

– Performing statistical tests to present the statistical significance of the
attained evaluation results as well as the results of those of the prospective
experiments.

– Further research on the processing of emoticons for sentiment analysis can be
conducted with an intention to improve the overall system performance.

4 Conclusion

Sentiment analysis is a significant NLP problem and word embedding models
such as word2vec and doc2vec are recent and important resources for the algo-
rithms tackling with this problem as well as other NLP problems. In this paper,
we present the settings and evaluation results of our sentiment analysis experi-
ments on two publicly available and commonly-used datasets and two datasets
at different scales derived from these datasets. The experiments are based on
word2vec and doc2vec features and also utilize a previously created publicly
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available model over 400 million tweets. Our results indicate that filtering out
emoticons seems to be an improving factor on clean annotated datasets, and
word embeddings based vectors over large tweet sets lead to favorable sentiment
analysis accuracies. Future work includes using deep learning algorithms and
performing statistical tests to reveal the statistical significance of the reported
results.
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Abstract. Sentiment Analysis is an active area of research and has pre-
sented promising results. There are several approaches for modeling that
are capable of performing classifications with good accuracy. However,
there is no approach that performs well in all contexts, and the nature
of the corpus used can exert a great influence. This paper describes a
research that presents a convolutional neural network approach to the
Sentiment Analysis Applied to Hotel’s Reviews, and performs a compar-
ison with models previously executed on the same corpus.
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Hotel’s reviews

1 Introduction

Sentiment Analysis has become an important decision-making tool and several
machine learning techniques have been applied with the objective of obtaining
analyzes with a good degree of prediction. A model that has commonly been used
as a baseline for Sentiment Analysis is the bag of words model, commonly applied
to a generative technique, such as Naive Bayes [2]. Even though a good tech-
nique, word bag models and Naive Bayes, does not produce the best results in all
situations, and discriminative models, usually it has better results in relation to
accuracy [6]. One of the discriminative techniques that has been most currently
applied in the of Sentiment Analysis is the use of Artificial Neural Nets. The
great recent growth of the neural networks approach as a machine learning tool
was mainly due to the development of hardware and learning algorithms that
enabled the implementation of networks with multiple layers called deep learning
[4]. Regardless of the technique used, it is fundamental that there are datasets
that can be used to feed these machine learning algorithms. One of the possible
sources for generating data set for Sentiment Analysis is the extraction of user
reviews of products and services such as travel and hotel booking sites. People
conduct reviews on a variety of Web sites, such as on social networks, forums, and
specialized websites. There are some example of websites such as TripAdvisor
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(http://www.tripadvisor.com), and Booking (http://www.booking.com), among
others that receive ratings related to tourism services. This type of site usually
has a reserved area so the traveler can evaluate the location and service they
have enjoyed using a star selector where the evaluator usually selects between
one and five stars and can make a more detailed comment. When observing a
series of evaluations made by people of hotels in Rio de Janeiro (the corpus used
in this work), it is possible to notice that several people evaluate the hotel with
high scores, but their commentary presents several problems found in the estab-
lishment. This type of information can not be acquired if only the assessment
made by the number of stars is considered. Thus, analyzing the content of the
evaluation becomes an important activity for the task of identifying the opinions
expressed by the guests.

This paper describes a research that presents a convolutional neural net-
work approach to the Sentiment Analysis Applied to Hotel’s reviews written in
Brazilian Portuguese for the city of Rio de Janeiro, and performs a comparison
with models previously executed on the same corpus. Reviews were taken from
tripadvisor site. This paper is organized as follows: the next section presents
researches previously developed that are related to this work; Sect. 3 describes
the corpus used; Sect. 4 describes the model created to perform the analysis;
Sect. 5 presents the results obtained; and Sect. 6 presents the final conclusions.

2 Related Works

Context is an important aspect when it comes to review analysis. Context helps
to get more information and disambiguate the meaning of the terms used by
the reviewer. Taking that into account Aciar [1] presented a method that uses
rules for the identification of preferences and context of hotel reviews taken from
TripAdvisor. The author selected 100 reviews to conduct her experiment. After
baseline tests and 50 other reviews that were also manually classified by spe-
cialists, F-measure values of 88% and 91% were obtained for rules that identify
context and preferences respectively. Our work does not seek to identify the
context, but the focus is to determine the polarity of the reviews, although this
information can serve as basis for future work that improves the determination
of polarity.

Naive Bayes classifier is a method used by several researchers to perform
Sentiment Analysis as in [9]. Our work performs an analysis of the same dataset
used by [9], which allows us to carry out a performance comparison between the
two researches. Sentiment Analysis was carried out using as dataset the com-
ments, in Brazilian Portuguese, made on the TripAdvisor site about hotels in Rio
de Janeiro city. The tests used were lemmatization, polarity inversion (after the
word “no” the subsequent words receives a reverse polarity) and Laplace smooth-
ing. The best result obtained 74.48% of accuracy by removing the stop-words
and performing the inversion of polarity, lemmatization and Laplace smooth-
ing. However, the accuracy for the neutral and negative values was 38.24% and
56.11% respectively. Classifying only the positive and negative classes using the

http://www.tripadvisor.com
http://www.booking.com
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same number of evaluations for both classes, the precision increased considerably
from 90.83% to 97.9% and from 56.11% to 78.69% in the positive and negative
classes respectively. In our work we did not remove accents, punctuation, did
not do lemmatization and did not convert the words into lowercase, in order to
take advantage of aspects that may influence the refinement of the task of senti-
ment analysis. Even though we did not perform this pre-processing, we obtained
relevant results.

[5] developed a neural language model called ConvLstm. The architecture
of its model is based on convolutional neural network (CNN). To obtain better
results, the model has an LSTM recurrence layer as an alternative to the grouping
layer in order to efficiently capture the long term dependency. The model is
more compact in comparison with networks that only adopt convolutional layers.
The model was validated with two sentiment databases: the Stanford Sentiment
Treebank and the Stanford Large Movie Review Dataset. In relation to this work
the similarity is in the choice of using databases with short texts, but the dataset
is not directed to the tourism domain.

3 The Corpus

Details on the creation of the corpus were presented in [9]. It consists of a set of
69,075 reviews about hotels located at Rio de Janeiro city, written in Brazilian
Portuguese. The reviews were taken from the TripAdvisor site, and the most
recent review date is from October 31, 2016.

Before applying the sentiment analysis techniques over the data, we first
performed a pre-processing in the corpus to correct some issues. Empty lines,
repeated punctuation characters, parentheses, and meaningless characters were
removed. Also, because the tool that extracted comments from the site truncated
them into 60 words, it was necessary to remove unfinished sentences. After these
normalization the corpus resulted in 3,298,395 words and 51,408 types. The next
stage of pre-processing was the removal of the stop-words except for the word
“no”, since it’s relevant when one want to extract an opinion from a particular
topic. A common technique is to invert the polarity of the words in a sentence
that occurs after the word no, although this is not always the appropriate method
[7]. After the withdrawal of the stop-words, the corpus resulted in 2,158,008
words and 42,284 types.

4 The Deep Learning Approach

The deep learning approach (DL) to natural language processing (NLP) has
become quite popular in the last decade [4]. According to [4], this was due to
the ease of model development, advances in hardware for parallel computing, and
the creation of learning algorithms for neural networks with a large number of
layers. Particularly in the case of NLP the popularity is also due to the adherence
of the technique to a large number of problems such as automatic translation,
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document summarization, syntactic and semantic annotation of lexical items,
speech recognition, text generation, and sentiment analysis.

However, in the case of NLP text analysis, in order to adopt the DL approach,
it is necessary to represent the words in a numerical form so that it can serve
as input to the neural network. One way of numerically capturing contextual
information and word relationships is through the use of dense vectors that
encode these relationships through their positioning in an n dimensional space.
There are some techniques for coding words in the form of dense vectors, with
the best known being Word2vec [10] and GloVe (global vectors) [11]. As it is
considered the state of the art in the representation of words in the form of
vectors, GloVe was the methodology used to represent the words in our work.
Preliminary tests showed that 100-dimensional GloVe vectors were sufficient for
our purposes. They were generated over the entire corpus, after the preprocessing
phase, but before the removal of the stop-words. We used the entire corpus in
order to capture as much statistical information as possible about the context
of the words aiming to create a vector that was best representative.

Another preparation step was the division of the corpus into 2 parts, one
with the score given by the travelers and the other with the comments. For
simplification instead of using the five possible classes (horrible, bad, reasonable,
very good and excellent), we mapped this five classes into just three classes
(negative, neutral and positive) according to the polarities presented in [8]. In
our mapping we have grouped the “horrible” and “bad” classes as the negative
class, the “reasonable” class became the neutral class and the “very good” and
“excellent” classes became the positive class.

For the development of the neural network model for a performance of the
sentiment analysis, the Keras framework was used. Keras [3] is an open source
neural network library written in Python and it was chosen due to its high level
API, and because it was developed with a focus on enabling fast experimen-
tation. Keras is capable of running on top of TensorFlow, CNTK, or Theano,
using them as backend. According to its documentation, Keras assists in the
development of deep learning models, providing high-level building blocks, so
it is not necessary to perform low-level operations such as product tensor and
convolutions. Nevertheless, it needs a specialized and optimized tensor manip-
ulation library to do so, serving as the “backend mechanism”. In this work we
used TensorFlow as backend. It is an open-source symbolic tensor manipulation
framework developed by Google. We picked TensorFlow as it is actively main-
tained, robust, and flexible enough to be able to develop models target for both
CPU and GPU.

In the case of sentences or sequence of words, the preferred neural network
architecture is the recurrent neural networks and their variations, such as LSTM
(long short-term memory) and GRU (Gated recurrent units). However, in the
case of sentences with a known maximum size, convolutional networks can also be
applied, due to the fact that they are able retain locality information. For these
reasons, the convolutional networks were the type of networks chosen for the
development of our model. After several tests the structure of the convolutional
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network that produced the best results presented the layers shown is described
below.

The first layer of the network is the layer that receives the embedded sen-
tences. It should be sized so that it can receive the sentence with the maxi-
mum size multiplied by the size of the vector of each word. Thus, in our case,
the embedding layer has to have the dimension (MaxLen, V ectorSize), where
MaxLen is the review maximum size (i.e. 80), and V ectorSize is the size of the
GloVe vector of each word, which in this case was established 100. Tests with
200-size vectors were performed, but the results were not better and lead to a
longer training time. The tests showed a structure with ten hidden layers, being
four convolutional of one dimension, four pooling layers and two dense layers
was able to produce good results without demanding high processing time. We
also added three DropOut layer aiming to avoid overfitting. For the pooling lay-
ers, we used as the basis of calculation the MaxPooling. At the output of each
convolution layer we applied a Rectified Linear Unit (ReLU) activation function.
The two dense layers emitted their results through a hyperbolic tangent activa-
tion function. The output layer had a single neuron using the sigmoid activation
function, so the result would be a number between 0 and 1. For simplification
purposes, we normalized the outputs to distribute them in each class accord-
ing to the given interval: between 0 and 0.25 was assigned to the negative class
which identification was 0. An output greater than 0.25 and up to 0.75 was
attributed to the neutral class, identified as 1. It was attributed to the positive
class, identified by 2, a result greater than 0.75.

We compiled the model with the Adam optimizer, and binary cross-entropy
were used as the loss function. For training, we divided the corpus into two parts,
80% for training and 20% for testing. We performed several experiments in order
to define the model parameters.

5 Results

The tests were carried out employing five different sub-corpus of the original
corpus aiming to balance the numbers of reviews in each class: Corpus 1 (68078
reviews divided into 4863 negative, 12117 neutral and 52098 positive); Corpus
2 (29097 reviews divided into 4863 negative and 12117 neutral and positive);
Corpus 3 (14589 reviews divided equally into each class); Corpus 4 (9726 reviews
with the same amount of negatives and positives); and Corpus 5 (56960 reviews
divided into 4863 negative and 52098 positive). All sub-corpus, except Corpus
1, had their reviews shuffled randomly to keep data from being concentrated,
and the training and test split could capture examples from all classes involved.
We did several tests to determine the number of training times for the model,
and we identified that 50 epochs yield good results, and increasing the number
of epochs did not result in greater accuracy, only a longer processing time.

Additionally, we tested word vectors (generated as GloVe vectors) of size 50,
100 and 200. The results presented here were obtained with the vector of size
100 as it achieved better results than vectors of size 50, and less processing time
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than those of size 200. On the other hand, when performing tests with vectors
of size 200 we obtained results similar to those of size 100, but with a longer
processing time. The results presented here correspond to the values obtained
using a convolutional neural network architecture with the layout and data shape
previously described.

The results obtained with our approach exceed those presented by [9]. Table 1
shows the precision and recall, and the confusion matrix generated using Corpus
1. Observing the confusion matrix, one can see that the greatest challenge is
to identify the neutral class. The classes imbalance is one of the factors that
influence this difficulty. Additionally, the neutral class ends up having a fuzzy
boundary, which causes some difficulties. Another aspect that we can highlight
is the normalization of the previous labels. The previous “bad” and “very good”
classes ended up being classified as negative and positive respectively, but the
neutral class has a broader range (between 0.25 and 0.75). The recall is relatively
low for the negative and neutral classes, but the accuracy of our model was better
than the work of [9]. The result shows an increase of 16.71% and 12.92% accuracy
of the negative and neutral classes, respectively, and a result very similar to that
found for the positive class accuracy (around 90%).

Table 1. Results for Corpus 1

Precision and recall Confusion matrix

Precision Recall Negative Neutral Positive

Negative 72.82% 56.78% 526 1380 79

Neutral 51.16% 56.19% 163 1013 913

Positive 90.47% 89.93% 33 1013 9384

Table 2 shows the precision and recall found using Corpus 2. In this corpus
the number of positive reviews has been reduced to the same number of neutrals.
We can note that the performance for neutral reviews has improved considerably,
and remained close to that found in the negative and positive classes compared
to Corpus 1. With this balancing we obtained the best accuracy to identify
the neutral class, above the results found in related works, pointing out that
our approach was able to better classify the neutral class correctly, as can be
observed in the confusion matrix presented in Table 2.

Using Corpus 3, where all classes were balanced, we obtained the results
presented in Table 3, indicating a higher hit rate for the positive and negative
classes in relation to the other two corpus. However, in relation to the neutral
class, there was an improvement over the results obtained in Corpus 1, but we
lost precision in relation to Corpus 2. It is possible to observe that the results
obtained in our work surpass the results obtained by [9] in all classes, with
improvement of 1.54%, 29.19% and 25.99% for the positive, neutral and negative
classes, respectively. With this we were able to demonstrate that our network
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Table 2. Results for Corpus 2

Precision and recall Confusion matrix

Precision Recall Negative Neutral Positive

Negative 73.09% 61.85% 627 361 27

Neutral 73.36% 82.05% 215 1976 217

Positive 89.27% 84.19% 20 358 2016

is able to correctly classify most of the reviews, even the neutral class, which
according to the literature is harder to identify and is often dismissed as having
difficult identification.

Table 3. Results for Corpus 3

Precision and recall Confusion matrix

Precision Recall Negative Neutral Positive

Negative 82.1% 73.44% 710 246 10

Neutral 67.43% 79.78% 145 758 61

Positive 92.37% 86.63% 10 121 852

We also performed experiments using only negative and positive reviews, as
[9] did. Using Corpus 4, which contains the same number of reviews of each class,
the obtained accuracy of the model was 95.74%. In relation to [9] the precision
for the positive class was 1.86% smaller but in relation to the negative class
we had an expressive improvement of 16.78%. Finally, we used Corpus 5 which
contain a high imbalance between the negative and positive classes. It is noticed
that even with the imbalance, we obtained a slightly higher precision for the
negative class (from 78.69% to 88.94% in relation to the classification using the
same number of reviews of each class performed by [9]) and a precision of 98.31%
for the positive class.

6 Conclusions

A challenging aspect of working with Sentiment Analysis is related to the fact
that opinions are subjective. Evaluations made by users may present inconsis-
tencies. For instance, in the corpus there are evaluations with positive scores
while in the corresponding description the user mostly points out the negative
aspects or suggestions to the place visited. This phenomenon can cause the clas-
sifier to label the review as negative or neutral according to the input text, but
its class is positive due to the score given by the user. This type of occurrence
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is discussed in [12], where they performed a study that analyzed the polarity of
the evaluations performed by people compared to the results obtained by three
different methods of sentiment analysis.

The results obtained with the tests performed in different corpus setup
showed that the convolutional neural network achieved considerably better
results than the study used in the comparison. We also took advantage of the
maximum information available in the corpus. Unlike [9] we did not perform
lemmatization, withdraw the punctuation marks, normalize the text in lower-
case, classify the polarity of the previously words or manual classify the text.
Also, using CNN eliminate the need for creating feature rules that can be difficult
to develop and validate as in [1]. We also covered three reviews classes.

CNN is often applied to corpus that has as many as billions of tokens, but even
for a corpus that can be considered relatively small, the results were satisfactory.
Future works may use a larger corpus and perform the tests again to observe
the accuracy of the approach for massive data sets. Using CNN for sentence
classification is an interesting approach when one is working with small sentences,
but as the size of sentences grows, recurrent network should be a more adequate
approach.
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Abstract. Hate speech may take different forms in online social media.
Most of the investigations in the literature are focused on detecting
abusive language in discussions about ethnicity, religion, gender iden-
tity and sexual orientation. In this paper, we address the problem of
automatic detection and categorization of misogynous language in online
social media. The main contribution of this paper is two-fold: (1) a cor-
pus of misogynous tweets, labelled from different perspective and (2) an
exploratory investigations on NLP features and ML models for detecting
and classifying misogynistic language.
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1 Introduction

Twitter is part of ordinary life of a great amount of people1. Users feel free to
express themselves as if no limits were imposed, although behavioural norms
are declared by the social networking sites. In these settings, different targets
of hate speech can be distinguished and recently women emerged as victims of
abusive language both from men and women. A first study [9] focused on the
women’s experience of sexual harassment in online social network, reports the
women perception on their freedom of expression through the #mencallmethings
hashtag. More recently, as the allegations against the Hollywood producers were
made public, a similar phenomenon became viral through the #metoo hashtag.
Another investigation was presented by Fulper et al. [4]. The authors studied
the usefulness of monitoring contents published in social media in foreseeing sex-
ual crimes. In particular, they confirmed that a correlation might lay between
the yearly per capita rate of rape and the misogynistic language used in Twit-
ter. Although the problem of hate speech against women is growing rapidly,

1 https://www.statista.com/statistics/282087/number-of-monthly-active-twitter-
users/.
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most of the computational approaches in the state of the art are detecting abu-
sive language about ethnicity, religion, gender identity, sexual orientation and
cyberpedophilia. In this paper, we investigate the problem of misogyny detection
and categorization on social media text. The rest of the paper is structured as
follows. In Sect. 2, we describe related work about hate speech and misogyny
in social media. In Sect. 3, we propose a taxonomy for modelling the misogyny
phenomenon in online social environments, together with a Twitter dataset man-
ually labelled. Finally, after discussing experiments and the obtained results in
Sect. 4, we draw some conclusions and address future work.

2 Misogynistic Language in Social Media

2.1 Hate Speech in Social Media

Recently, several studies have been carried out in the attempt of automatically
detecting hate speech. The work presented in [15] makes a survey of the main
methodologies developed in this area. Although linguistic features may differ
within the various approaches, the classification models implemented so far are
supervised. Furthermore, a great limit is that a benchmark data set still does not
exist. Hence, the authors of [11] built and made public a corpus labelled accord-
ingly to three subcategories (hate speech, derogatory, profanity), where hate
speech is considered as a kind of abusive language. In [17] the authors described
a corpus that was labelled with tags about both racial and sexist offenses. A
recent study about the distinction of hate speech and offensive language has
been presented in [8].

2.2 Misogyny in Social Media

Misogyny is a specific case of hate speech whose targets are women. Poland,
in her book about cybermisogyny [13], remarked among the others the prob-
lem of online sexual harassment. She deepened the matter about Gamergate
occurred in 2014 primarly bursted on 4chan and then spread across different
social networking sites. Gamergate was an organized movement which seriously
threatened lives of women belonging to the video games industry. The harass-
ment took place firstly online, then it degenerated offline. This episode confirms
that the cybermisogyny does exist, thus it is necessary to put effort in trying
to prevent similar phenomena. To the best of our knowledge only a preliminary
exploratory analysis of misogynous language in online social media has been
presented in [7]. The authors collected and manually labelleld a set of tweets as
positive, negative and neutral. However, nothing has been done from a compu-
tational point of view to recognize misogynous text and to distinguish among
the variety of types of misogyny.
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Table 1. Examples of text for each misogyny category

Misogyny category Text

Discredit I’ve yet to come across a nice girl. They all end up being
bitches in the end #WomenSuck

Stereotype I don’t know why women wear watches, there’s a perfectly
good clock on the stove. #WomenSuck

Objectification You’re ugly. Caking on makeup can’t fix ugly. It just makes
it worse!

Sexual Harassment Women are equal and deserve respect. Just kidding, they
should suck my dick

Threats of Violence Domestic abuse is never okay.... Unless your wife is a bitch
#WomenSuck

Dominance We better not ever have a woman president @WomenSuckk

Derailing @yesaIIwomen wearing a tiny skirt is “asking for it”. Your
teasing a (hard working, taxes paying) dog with a bone.
That’s cruel. #YesAllMen

Table 2. Unbalanced composition of misogyny categories within the dataset

Misogyny category # Tweets

Discredit 1256

Sexual Harassment and Threats of Violence 472

Stereotype and Objectification 307

Dominance 122

Derailing 70

3 Linguistic Misogyny: Annotation Schema and Dataset

3.1 Taxonomy for Misogynistic Behaviour

Misogyny may take different forms in online social media. Starting from [13] we
designed a taxonomy to distinguish between misogynous messages and, among
the misogynous ones, we characterized the different types of manifestations. In
particular, we modeled the followed misogynistic phenomena:

1. Discredit: slurring over women with no other larger intention.
2. Stereotype and Objectification: to make women subordinated or description

of women’s physical appeal and/or comparisons to narrow standards.
3. Sexual Harassment and Threats of Violence: to physically assert power over

women, or to intimidate and silence women through threats.
4. Dominance: to preserve male control, protect male interests and to exclude

women from conversation.
5. Derailing: to justify abuse, reject male responsibility, and attempt to disrupt

the conversation in order to refocus it.

A representative text for each category is reported in Table 1.
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3.2 Dataset

In order to collect and label a set of text, and subsequently address the misog-
yny detection and categorization problems, we start from the set of keywords in
[7] and we enriched these keywords with new ones as well as hashtags to down-
load representative tweets in streaming. We added words useful to represent the
different misogyny categories, when they were related to a woman, as well as
when implying potential actions against women. We also monitored tweets in
which potential harassed users might have been mentioned. These users have
been chosen because of their either public effort in feminist movements or piti-
ful past episodes of harassment online, such as Gamergate. Finally, we found
Twitter profiles who declared to be misogynistic, i.e. those user mentioning hate
against women in their screen name or the biography. The streaming download
started on 20th of July 2017 and was stopped on 30th of November 2017. Next,
among all the collected tweets we selected a subset querying the database with
the co-presence of each keyword with either a phrase or a word not used to
download tweets but still reasonable in picturing misogyny online. The labeling
phase involved two steps: firstly, a gold standard was composed and labeled by
two annotators, whose cases of disagreement were solved by a third experienced
contributor; secondly, the remaining tweets were labeled through a majority vot-
ing approach by external contributors on the CrowdFlower platform. The gold
standard has been used for the quality control of the judgements throughout
the second step. As far as it concerns the gold standard, we estimated the level
of agreement among the annotators before the resolution of the cases of dis-
agreement. The kappa coefficient [3] is the most used statistic for measuring the
degree of reliability between annotators. The need for consistency among anno-
tators immediately arises due to the variability among human perceptions. This
interagreement measure can be summarized as:

k =
observedagreement− chanceagreement

1 − chanceagreement
(1)

However, considering only this statistic is not appropriate when the prevalence of
a given response is very high or very low in a specific class. In this case, the value
of kappa may indicate a low level of reliability even with a high observed pro-
portion of agreement. In order to address these imbalances caused by differences
in prevalence and bias, the authors of [2] introduced a different version of the
kappa coefficient called prevalence adjusted bias-adjusted kappa (PABAK). The
estimation of PABAK depends solely on the observed proportion of agreement
between annotators:

PABAK = 2 · observedagreement− 1 (2)

A more reliable measure for estimating the agreement among annotators is
PABAK-OS [12], which controls for chance agreement. PABAK-OS aims to avoid
the peculiar, unintuitive results sometimes obtained from Cohen’s Kappa, espe-
cially related to skewed annotations (prevalence of a given label). Given the great
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unbalance among the misogyny categories aforementioned within the dataset
employed, we applied the PABAK-OS metric: with regards to the misogyny detec-
tion we obtained 0.4874 PABAK-OS, whereas for the misogyny categorization
0.3732 PABAK-OS. Thus, on one side the level of agreement on the presence of
misogynistic language is moderate as it is within the range [0.4;0.6], and on the
other side the level of agreement about the misogynistic behavior encountered is
fair as it is within the range [0.2;0.4]. These measures are reasonable, because the
classification of the misogynistic behavior is more complex than the identification
of the misogynistic language. The final dataset is composed of 4454 tweets2, bal-
anced between misogynous vs no-misogynous. Considering the proposed taxon-
omy, the misogynous text have been distinguished as reported in Table 2.

4 Methodology

4.1 Feature Space

Misogyny detection might be considered as a special case of abusive language.
Therefore, we chose representative features taking into account the guidelines
suggested in [11]:

1. N-grams: we considered both character and token n-grams, in particular,
from 3 to 5 characters (blank spaces included), and tokens as unigrams,
bigrams and trigrams. We chose to include these features since they usually
perform well in text classification.

2. Linguistic: misogyny category classification is a kind of stylistic classifica-
tion, which might be improved by the use of quantitative features [1,5]. Hence,
for the purpose of the current study we employed the following stylistic fea-
tures:
(a) Length of the tweet in number of characters, tweets labelled as sexual

harassment are usually shorter.
(b) Presence of URL, since a link to an external source might be an hint for

a derailing type tweet.
(c) Number of adjectives, as stereotype and objectification tweets include

more describing words.
(d) Number of mentions of users, since it might be useful in distinguishing

between individual and generic target.
3. Syntactic: we considered Bag-Of-POS. Hence, unigrams, bigrams and tri-

grams of Part of Speech tags.
4. Embedding: the purpose of this type of features is to represent texts through

a vector space model in which each word associated to a similar context lays
close to each other [10]. In particular, we employed the gensim library for
Python [14] and used the pre-trained model on a Twitter dataset3 that was
made public.

2 The dataset has been made available for the IberEval-2018 (https://amiibereval2018.
wordpress.com/) and the EvalIta-2018 (https://amievalita2018.wordpress.com/)
challenges.

3 https://www.fredericgodin.com/software/.

https://amiibereval2018.wordpress.com/
https://amiibereval2018.wordpress.com/
https://amievalita2018.wordpress.com/
https://www.fredericgodin.com/software/
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Table 3. Accuracy performance for misogynistic language identification

Features combination RF NB MPNN SVM

Char n-grams 0.7930 0.7508 0.7616 0.7586

Token n-grams 0.7856 0.7432 0.7582 0.7995

Embedding 0.6893 0.6834 0.7041 0.7456

Bag-of-POS 0.6064 0.6031 0.6017 0.5997

Linguistic 0.5831 0.6098 0.5963 0.5348

Char n-grams, Linguistic 0.7890 0.7526 0.7443 0.7627

Token n-grams, Linguistic 0.7739 0.7164 0.7593 0.7966

Embedding, Linguistic 0.6830 0.5878 0.7014 0.6556

Bag-of-POS, Linguistic 0.6069 0.6286 0.5997 0.5799

All Features 0.7427 0.7730 0.7613 0.7739

Table 4. Macro F-measure performance for misogyny category classification

Features combination RF NB MPNN SVM

Char n-grams 0.3429 0.31953 0.3591 0.3548

Token n-grams 0.3172 0.38177 0.3263 0.3825

Embedding 0.2905 0.14510 0.1734 0.3635

Bag-of-POS 0.2629 0.24625 0.2810 0.2628

Linguistic 0.2292 0.14424 0.1544 0.2125

Char n-grams, Linguistic 0.3458 0.27725 0.3637 0.3651

Token n-grams, Linguistic 0.2794 0.14991 0.3097 0.3841

Embedding, Linguistic 0.2945 0.22272 0.1661 0.2636

Bag-of-POS, Linguistic 0.2423 0.23096 0.2585 0.2221

All Features 0.2826 0.20266 0.3697 0.3550

4.2 Experimental Investigation

Measures of Evaluation. Since the nature of the dataset, we chose different
evaluation metrics in regard to the classification task. Thus, for the Misogynistic
Language identification we considered the accuracy as the dataset is balanced
in that respect. On the contrary, the representation of each misogyny category
is greatly unbalanced, and therefore the macro F-measure was used.

Supervised Classification Models. Linear Support Vector Machine (SVM),
Random Forest (RF), Näıve Bayes (NB) and Multi-layer Perceptron Neural Net-
work (MPNN) were used4, being these models the most effective in text catego-
rization [16].

4 We employed the machine learning package scikit-learn: http://scikit-learn.org/
stable/supervised learning.html.

http://scikit-learn.org/stable/supervised_learning.html
http://scikit-learn.org/stable/supervised_learning.html
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Experiments. We firstly carried out 10-fold cross validation experiments with
each type of features, where character n-grams and token n-grams are evalu-
ated individually, next the linguistic features in conjunction with each of the
remaining ones, and finally the all features were considered5.

Results. In Table 3 we report the results that have been obtained with the
classifiers employed in the misogyny identification. Further, in Table 4 the results
that have been obtained in the misogynistic behavior classification are shown.
As far as it concerns the misogynistic language identification, the performances
reached by the classifiers chosen are close to each other. On the contrary, about
the misogyny classification they may differ substantially. Token n-grams allow
to achieve competitive results, especially for the task of misogynistic language
identification in Twitter where indeed using all the features decreases marginally
the obtained accuracy6. Results about misogyny classification show the difficulty
of recognizing the different phenomena of misogyny. No matter that, token n-
grams obtained competitive results if compared when also linguistic features were
employed. Although the investigated features show promising results, additional
sets related to skip character [6] could be considered in the future.

5 Conclusions and Future Work

The work presented is the first attempt in detecting misogynistic language in
social media. Our aim was twofold: identifying whether a tweet is misogynous
or not, and also classifying it on the basis of misogynistic language that was
employed. Moreover, a taxonomy was introduced in order to study the different
types of misogynistic language behaviour. Last but not least, a dataset con-
taining tweets of the different categories was built and it will be made avail-
able to the research community to further investigate this sensitive problem
of automatic identification of misogynistic language. Although the misogyny
identification and classification is still in its infancy, the preliminary results we
obtained show a promising research direction. As future work, the increasing
level of aggressiveness will be tackles through a multi-label classification app-
roach. Final challenging task would be how to deal with irony in the context of
misogyny identification.

Acknowledgements. The work of the third author was partially funded by the Span-
ish MINECO under the research project SomEMBED (TIN2015-71147-C2-1-P).

5 When training the considered classifiers, we didn’t apply any feature filtering or
parameter tuning.

6 Results obtained with All Features are statistically significant (Student t-test with
p-value equal to 0.05).
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Abstract. Affective lexicons have been commonly used as lexical fea-
tures for depression classification, but their effectiveness is relatively
unexplored in the literature. In this paper, we investigate the effective-
ness of three popular affective lexicons in the task of depression clas-
sification. We also develop two lexical feature engineering strategies for
incorporating those lexicons into a supervised classifier. The effectiveness
of different lexicons and feature engineering strategies are evaluated on
a depression dataset collected from LiveJournal.
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1 Introduction

Depression is one of the most common mental disorders that can affect people
of all ages. It is the leading cause of disability and requires significant health
care cost to treat effectively [1]. Compared to the traditional clinical consulta-
tion, mental health studies based on social media present several advantages [2].
For instance, social media sites provide great venues for people to share their
experiences, vent emotion and stress, which are useful for medical practitioners
to understand patients’ experiences outside the controlled clinical environment.
In addition, information captured during clinical consultation generally reflects
only the situation of the patient at the time of care. In contrast, data collected
from social media is dynamic, thereby providing opportunities for observing and
recognising critical changes in patients’ behaviour [2].

There is a large body of work using social media for depression related studies,
e.g., predicting postpartum depression in new mothers [3], identifying depression-
indicative posts [4], and analysing the causes of depression [5]. These works
normally leverage various features for the depression classification task such as
lexical features (e.g., affective lexicons and linguistic styles), behavioural mark-
ers (e.g. time-posting), and social-networking features (e.g. engagement, number
of followers). Among these features, lexical features are the most commonly used
one. However, their effectiveness in supporting the task of depression classifica-
tion is relatively unexplored.

In this study, we investigate the effectiveness of three popular affective lex-
icons in the task of depression classification, namely, ANEW [6], MPQA [7],
c© Springer International Publishing AG, part of Springer Nature 2018
M. Silberztein et al. (Eds.): NLDB 2018, LNCS 10859, pp. 65–69, 2018.
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and SentiWordNet [8]. These lexicons are incorporated into a Multinomial Naive
Bayes (MNB) classifier via two different lexical feature engineering strategies,
i.e., (1) include a data instance (i.e., a post) for training only if it contains as
least one word from the lexicon, and (2) constrain the training set feature space
to the feature space of the lexicon. We test the effectiveness of different lexi-
cons and feature engineering strategies based on a depression dataset collected
from LiveJournal. Experimental results show that SentiWordNet outperforms
the other lexicons in general, and gives the best result. SentiWordNet achieved
84.4% accuracy using feature engineering Strategy 1, which is significantly better
than the baseline (MNB without incorporating any sentiment lexicons).

2 Methodology

In this section, we describe our approach for detecting depressive text by com-
bining a supervised learning model, namely Multinomial Naive Bayes (MNB) [9],
with different lexical feature engineering techniques. Our hypothesis is that by
leveraging external affective lexicon resources with appropriate feature engineer-
ing techniques, the performance of a MNB supervised classifier in predicting
depressive text can be significantly enhanced. Specifically, we have explored two
lexical feature engineering strategies as detailed below.

– Strategy 1: Include a data instance (e.g., a post) for training only if it
contains at least one word from the lexicon. This strategy filters out posts
that are potentially not relevant to depression.

– Strategy 2: Constrain the training set feature space to the features of the
affective lexicon. This strategy significantly reduces the feature space of the
training set by dropping the words that do not appear in the affective lexicon.

Please note that we only apply the feature engineering strategies to the train-
ing set in order to perform a fair comparison to the baseline, i.e., the original
MNB without incorporating any affective lexicons. The test set for the base-
line model and our models are identical. Our feature engineering strategies are
simple, but are adequate to achieve the main goal of this paper: i.e. to assess
the effectiveness of various affective lexicons for depression classification. The
feature engineering strategies provide a natural means for incorporating lexicon
resources into a MNB supervised classifier.

3 Experimental Setup

Dataset. We conduct our experiment based on a real-world dataset collected
from LiveJournal1, which consists of 29,686 depressive posts and 87,830 normal
(non-depressive) posts. The depressive posts are collected from the depression
communities (i.e., identified by searching communities whose name contains the

1 http://www.livejournal.com.
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keyword depress and its inflections, e.g.,depressed, depression), whereas the nor-
mal posts are randomly selected from communities not related to depression.
The total number of posts in the dataset is 117,516.
Affective Lexicons. We have investigated three affective lexicons, i.e., ANEW,
MPQA2 and SentiWordNet3. ANEW is a set of 2,476 words that are rated by
three emotional dimension (valence, arousal, and dominance). SentiWordNet is
a lexical resource that contains 7,247 words which are assigned three sentiment
scores (positivity, negativity, and objectivity). MPQA contains 7,319 words for
opinions and other private states, e.g., beliefs, emotions, speculations, etc.
Setting. We ran our experiments using the Multinomial Naive Bayes (MNB)
algorithm in Weka as it is computationally efficient and often provides competi-
tive performance for text classification problems [9]. Also note that we randomly
split the data into 80-20 fractions for training and testing. We repeat the process
5 times and report the averaged results for all models and the baseline.

4 Results

We analyse the statistics of affective lexicons coverage as shown in Table 1. The
top row in Table 1 shows the number of words from an affective lexicon that have
appeared in the corpus; and bottom row shows the percentage of words in the
corpus that are covered by an affective lexicon. We can see that the statistics for
both ANEW and SentiWordNet are quite similar, i.e., around 2,500 words of the
lexicon have appeared in the dataset, covering 4% of the words in the dataset.
The MPQA lexicon, in contrast, gives the highest coverage of about 9% for the
entire dataset.

Table 1. Statistics of affective lexicon.

ANEW MPQA SentiWordNet

# of matched affective words 2,430 5,781 2,699

Lexicon coverage 4% 9% 4%

Table 2 shows the classification performance of affective lexicons over two
lexical feature engineering strategies. It can be observed that SentiWordNet out-
performs ANEW and MPQA under both feature engineering strategies. In par-
ticular, SentiWordNet achieves the best overall accuracy of 84.4% with strategy
1, which is about 2.6% higher than the baseline (i.e., 81.8%). This improvement
is significant according to a paired T-test with p < 0.005. This result is slightly
surprising as one would expect the MPQA lexicon to perform best as it has the
highest coverage on the dataset. In addition we did a further experiment using
Support Vector Machines (SVM) with RBF kernel; SentiWordNet performed
2 http://mpqa.cs.pitt.edu.
3 http://sentiwordnet.isti.cnr.it/.
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Table 2. Classification performance of MNB with different lexical feature engineering
strategies.

Models Strategy 1 Strategy 2

Pre. Rec. F1 Acc. Pre. Rec. F1 Acc.

Baseline 63.6 79.8 70.0 81.8 63.6 79.8 70.0 81.8

ANEW 64.1 78.7 69.8 81.9 64.9 57.9 60.3 80.3

MPQA 64.2 78.6 69.9 82.0 60.1 30.5 40.3 77.2

SentiWordNet 68.4 81.3 73.5 84.4 68.8 49.3 57.0 81.0

Combined 69.2 82.1 75.1 85.3 70.2 53.2 60.5 82.8

best with 84.7% accuracy with Strategy 1. By combining all the three affective
lexicons together (i.e, see ‘Combined’ in Table 2), we see a further performance
boost 85.3%. When comparing the two different feature engineering strategies,
we observe that Strategy 2 gives worse performance than Strategy 1. In fact,
none of the models incorporating affective lexicons (apart from the combined
model) can outperform the baseline. This might be due to the fact that con-
straining the training set feature space to the features of the affective lexicon
has excluded many useful features, leading to a significant drop in model per-
formance. To conclude, SentiWordNet gives the best performance for depression
classification based on our feature engineering Strategy 1.

5 Conclusion

In this paper, we investigate the effectiveness of three popular affective lexicons
(i.e., ANEW, MPQA, SentiWordNet) in the task of depression classification. We
also develop two lexical feature engineering strategies for incorporating those
lexicons into a supervised classifier. Our experimental results show that affective
lexicons are useful for depression classification, and SentiWordNet is more effec-
tive than the other two affective lexicons under both lexical feature engineering
strategies. In the future, we would like to conduct experiments on more datasets
and test new feature engineering strategies, e.g., to apply topic models.
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Abstract. We present an implemented robotic system that learns elements of its
semantic and episodic memory through language interaction with its human
users. This human-like learning can happen because the robot can extract,
represent and reason over the meaning of the user’s natural language utterances.
The application domain is collaborative assembly of flatpack furniture. This
work facilitates a bi-directional grounding of implicit robotic skills in explicit
ontological and episodic knowledge and of ontological symbols in the
real-world actions by the robot. In so doing, this work provides an example of
successful integration of robotic and cognitive architectures.

Keywords: Learning based on language understanding
Integration of robotic and cognitive architectures
Memory management in artificial intelligent agents

1 Setting the Stage

The ability of today’s well-known artificial intelligent agents (Siri, Alexa, IBM’s Wat-
son, etc.) to react to vocal and written language communication relies ultimately on a
variety of sophisticated methods of manipulating semantically uninterpreted textual
strings. This methodology offers a solid breadth of coverage at a societally acceptable
level of quality for select application areas. Still, as an approach to modeling human-level
capabilities, this methodology has well-known limitations that are due to the dearth of
knowledge resources and processing engines needed for extracting and representing the
various kinds of meaning conveyed through natural language (NL) texts.

Two characteristics set out system apart from the few recent systems that actually
address aspects of extracting and representing linguistic meaning [5, 13]. First, it
simultaneously addresses the challenges of (a) learning-oriented language-based
human-robotic interaction, (b) symbol grounding, (c) linguistic meaning extraction, and
(d) the enhancement and management of the episodic, semantic and procedural
memory of a robot/agent. Second, the language processing component of the system
and its associated knowledge resources address a broader set of meaning-related lan-
guage phenomena, described at a finer grain-size of analysis.

© Springer International Publishing AG, part of Springer Nature 2018
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To implement language-based learning in a social robotics environment, we must
address the co-dependence among three capabilities: language understanding, learning,
and task-oriented physical, mental (reasoning) and verbal action. Language under-
standing and action require knowledge, while learning, achieved through language
understanding and reasoning, automatically adds to that knowledge.

2 Learning How to Build a Chair

The system we describe is a social robot collaborating with a human user. The
experimental domain is furniture assembly (e.g., [4]), widely accepted as useful for
demonstrating human-robot collaboration on a joint activity. Roncone et al. [13] report
on a Baxter robot supplied with high-level specifications, represented in the HTN
formalism [3], of basic actions implementing chair-building tasks. Using a keyboard
command or pressing a button, the user could trigger the execution of basic actions by
triggering the operation of low-level task planners that the robot could directly execute.
The robot could not reason about its actions, which were stored in its procedural
memory as uninterpreted skills. The system described here integrates the robotic
architecture of [13] with the OntoAgent cognitive architecture [8]. The integrated
system allows the robot to (a) learn the semantics of initially uninterpreted basic
actions; (b) learn the semantics of operations performed by the robot’s human col-
laborator when they are described in natural language; (c) learn, name and reason about
meaningful groupings and sequences of actions and organize them hierarchically; and
(d) integrate the results of learning with knowledge stored in its semantic and episodic
memory and establish their connections with the robot’s procedural memory.

The core prerequisite for human-like learning is the ability to automatically extract,
represent and use the meaning of natural language texts – utterances, dialog turns, etc.
This task is notoriously difficult: to approach human-level capabilities, intelligent
agents must account for both propositional and discourse meaning; interpret both literal
and non-literal (e.g., metaphorical) meaning; resolve references; interpret implicatures;
and, particularly in informal genres, deal with stops and starts, spurious repetitions,
production errors, noisy communication channels and liberal (if unacknowledged) use
of the least effort principle (e.g., [12]) by speakers and hearers. The language under-
standing module of our system, OntoSem [9], uses an ontology (semantic memory) of
some 9,000 concepts with on average of 16 properties each; an episodic memory of
remembered instances of ontological concepts; a semantic lexicon for English covering
about 25,000 lexical senses; and a frame-oriented formalism suitable for representing
the semantics of robotic actions, natural language utterances and results of the robot’s
processing of other perceptual modalities (e.g., interoception, [8]).

The Process. At the beginning of the learning process, the robot can (a) visually
recognize parts of the future chair (e.g., the seat and the tool (screwdriver) to be used,
(b) generate meaning representations (MRs) of user utterances and physical actions and
(c) perform basic programmed actions: GET(object) from storage area to workspace,
HOLD(object) and RELEASE(object). The user teaches the robot three types of things
(implemented in three learning modules of Fig. 1): (a) concept grounding: the
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connection between basic actions and MRs of utterances that describe them; (b) legal
sequences of basic actions forming complex actions; and (c) augmenting the robot’s
memory with descriptions of newly learned complex actions and objects.

Suppose the user issues the call for the robot to execute GET(screwdriver) and the
utterance Now you will fetch a screwdriver. The physical-conceptual grounding
learning module (LM) will link this procedure call with the representation of
change-location-1 in the MR that Ontosem produces for the example utterance (Fig. 2),
thus linking the robotic and the cognitive architectures. This is done by adding the
property PM-LINK with the filler GET(screwdriver) to the ontological concept instance
CHANGE-LOCATION-1. The immediate purpose of this linking of the robotic and the
cognitive architectures is to make the robot capable in its subsequent functioning to
(a) trigger basic actions autonomously on the basis of language input alone and
(b) learn complex event sequences by just being told, without having to actually
perform the actions comprising the complex event.

The robot can learn legal sequences of basic actions by understanding the user’s
utterances in their context. The robot organizes action sequences hierarchically and
makes sure that any non-terminal nodes in the resulting process network represent
meaningful complex actions. If the robot does not have specifications for these com-
plex actions in its stored knowledge, it learns new concepts for them, on the basis of the
MRs obtained by processing the relevant user utterances. We treat joint tasks as
complex tasks and require the system to decompose them into subtasks carried out by
each of the team members. Basic individual tasks include Robot Physical Actions
(RPAs), User Physical Actions (UPAs) and User Verbal Actions, UVA. The RPAs and
UPAs appear as terminal nodes in the process network being learned. The robot’s
activity that includes all the kinds of learning it does as well as updating its memory
structures comes under the rubric of Robot Mental Action, RMA. Due to space con-
straints we cannot illustrate a complete process of assembling a chair (even the shortest
version of the process numbers over 150 steps). So, we present a small subset of this

UVA1
UVA-RPA1, 
UVA-2 
UVA-UPA1, 
UVA-3 

An input sequence 
of text UVAs, a subset 
of which synchronized 
with RPAs and UPAs

understanding
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Fig. 1. The core learning process. Input is a sequence of user verbal actions (UVAs) which
explain user physical actions (UPAs) and issue commands to the robot, thus verbalizing robot’s
physical actions (RPAs), which facilitates grounding the former in the latter. UVAs are
interpreted into uniform meaning representation and provide input to grounding, process network
and concept/property learning modules (LMs). The memory management module (MMM) in-
corporates the results of learning into the episodic and semantic memories of the robot and
mutually grounds RPAs in the robot’s procedural memory and corresponding concepts in its
semantic memory.
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process – assembling the third of the four legs of the chair – accompanied by associated
robotic learning, as illustrated in Fig. 3. All UVAs are first analyzed and their meanings
are represented as MRs. UVA1 signals the beginning of the subsequence and, together
with UVA7, marks the boundaries of the complex action. All the RPAs and the UPA
occurring within this span, in the order of their occurrence, will form the set of the
terminal nodes in the subset of the overall process network, becoming children of the
non-terminal designating the complex action of building the right back leg. Once this
(sub)hierarchy is constructed, the non-terminal node at its root must be named. As the
robot assembles the back leg for the first time, it learns the composition of this complex
action (RMA1) and labels the parent node of this small subhierarchy with the name of
the concept ASSEMBLE-RIGHT-BACK-LEG. It also learns the new object-type concept
RIGHT-BACK-LEG, whose existence is the EFFECT of the above action (RMA2) and updates
the concept CHAIR by adding RIGHT-BACK-LEG as a filler of that concept’s HAS-OBJECT-AS-
PART property (RMA3). The newly learned concepts are illustrated in Fig. 4. The results
of the operation of the process network LM are recorded in the HAS-EVENT-AS-PART
property of a result of the operation of the concept LM. At this stage in the process, the
fillers of some of the properties in the concepts are tentative and are expected to be
modified/tightened at the memory management stage.

Memory Management. Knowledge learned by the robot during each session with a
human trainer (such as the sequence in Fig. 3) must be remembered so they can be used
in subsequent functioning. Mutual grounding of basic actions and corresponding
ontological events is recorded both in the robot’s procedural memory (by augmenting
the procedures implementing the robot’s basic motor actions with links to their cor-
responding concepts in semantic memory) and in its semantic memory (by adding
pm-links, see above). Newly learned process sequences and objects (such as

SPEECH-ACT-1
type            command
scope              CHANGE-LOCATION-1
producer     *speaker*
consumer ROBOT-0
time                time-0 ; time of speech

CHANGE-LOCATION-1
agent                                   ROBOT-0
theme SCREWDRIVER-1
effect                      BESIDE 

(AGENT.LOCATION 
THEME.LOCATION)

time > time-0
token                                        fetch
from-sense                         move-v2

HUMAN-1
agent-of         CHANGE-LOCATION-1
token you
from-sense you-n1

SCREWDRIVER-1
theme-of        CHANGE-LOCATION-1
token screwdriver
from-sense screwdriver-n1

Fig. 2. Meaning representation for the utterance Now you will fetch a screwdriver (simplified).
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assemble-right-back-leg and right-back-leg of Fig. 4) must be incorporated in the
robot’s long-term semantic and episodic memories. Due to space constraints, in what
follows we give an informal description of the process. A more comprehensive
description describing the relevant algorithms in full detail will be published separately.

For each newly learned concept, the memory management module (MMM) first
determines whether this concept should be (a) added to the robot’s semantic memory or

Fig. 3. Assembling the right back leg of the chair.

ASSEMBLE-RIGHT-BACK-LEG
IS-A PHYSICAL-EVENT
AGENT HUMAN, ROBOT
THEME RIGHT-BACK-LEG
INSTRUMENT SCREWDRIVER
HAS-EVENT-AS-PART GET(ROBOT, BRACKET-FOOT)

RELEASE(USER, BRACKET-FOOT)
GET(ROBOT, BRACKET-BACK-RIGHT)
RELEASE(USER, BRACKET-BACK-RIGHT)
GET(ROBOT, DOWEL)
HOLD(ROBOT, DOWEL)
MOUNT(USER, {BRACKET-FOOT, BRACKET-BACK-RIGHT}, DOWEL)

PART-OF-EVENT ASSEMBLE-CHAIR
EFFECT RIGHT-BACK-LEG //default effects are events; if filler of effect is

//an object, this means the effect is its existence
RIGHT-BACK-LEG

IS-A CHAIR-PART
HAS-OBJECT-AS-PART BRACKET-FOOT, BRACKET-BACK-RIGHT, DOWEL
PART-OF-OBJECT CHAIR

Fig. 4. Concepts learned as a result of processing the sequence in Fig. 3.
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(b) merged with an existing concept. To make this choice, the MMM uses an extension
of the concept matching algorithm of [2, 10]. This algorithm is based on unification,
with the added facility for naming concepts and determining their best position in the
hierarchy of the ontological world model in the robot’s long-term semantic memory.

As an illustration, suppose, the concept matching algorithm has determined that the
newly learned concept ASSEMBLE-RIGHT-BACK-LEG must be added to the robot’s semantic
memory. In this case, the algorithm also suggests the most appropriate position for the
concept in the ontological hierarchy. This is determined by comparing (a) the inventory
and (b) sets of fillers of the properties defined for the new concepts and for the potential
parents of the new concepts in the ontological hierarchy. In the example illustrated in
Fig. 4, the LM used the safest, though the least informative, filler (PHYSICAL-EVENT) for
the IS-A property of ASSEMBLE-RIGHT-BACK-LEG. To determine the appropriate parent, the
algorithm traverses the ontological hierarchy from PHYSICAL-EVENT down until it finds
the closest match that does not violate recorded constraints. Figure 5 shows the
immediate children of PHYSICAL-EVENT (triangles next to concepts indicate that they are
non-terminals) in our current ontology. Figure 6 illustrates the fact that our ontology
supports multiple inheritance – notably, the concept ASSEMBLE is a descendant of both
CREATE-ARTIFACT and MANUFACTURING-ACTIVITY, while CREATE-ARTIFACT, by virtue of
being a child of the concept PRODUCE, is a descendant of both PHYSICAL-EVENT and
SOCIAL-EVENT. This mechanism facilitates an economical representation of different
aspects of the meaning of ontological concepts and allows the representation of both
differences and similarities among concepts.

Returning to the example of incorporating ASSEMBLE-RIGHT-BACK-LEG into the robot’s
semantic memory, the MMM attempts to make the newly learned concept a child of the
semantically closest existing concept, to be able to inherit the values of as many of its

Fig. 5.

78 S. Nirenburg et al.



properties as possible without the extra work of determining them one by one). This
attempt fails because the filler of the AGENT property in ASSEMBLE, ASSEMBLY-LINE-
WORKER, is more constrained than the corresponding filler in the newly learned
ASSEMBLE-RIGHT-BACK-LEG, which is HUMAN or ROBOT. The algorithm backtracks and
succeeds in making ASSEMBLE-RIGHT-BACK-LEG a child of CREATE-ARTIFACT (and, thus, a
sibling of ASSEMBLE). Suppose now that a concept RIGHT-BACK-LEG already exists in the
ontology.

If this concept is as illustrated in Fig. 7, then, after comparing this concept with the
newly learned concept (see Fig. 4), the MMM will, instead of adding a new (possibly
renamed) concept to the robot’s semantic memory, just add an optional filler BRACKET-
BACK-RIGHT to the HAS-OBJECT-AS-PART property of the standing concept of Fig. 7, thus
merging the standing and the newly learned knowledge. If, however, the standing
concept is as illustrated in Fig. 8, then, because of the mismatch of the fillers of part-of
properties between the newly learned and the standing concept, the MMM will yield
two new concepts (Figs. 9 and 10). Note the need of modifying the names of the
concepts. An important case of merging several versions of a concept in one repre-
sentation is the system’s ability to represent the content of an action’s HAS-EVENT-AS-
PART property as an HTN, augmented with the means of ex pressing temporal ordering,
optionality and valid alternative action sequences. Semantic memory stores the robot’s
knowledge of concept types. So, for example, it will contain a description of what the
robot knows about chairs and chair legs. This knowledge will be used to feed the
reasoning rules the robot will use while processing language, learning and making
decisions. To make the robot more human-like, we also support reasoning by analogy.
For this purpose, the MMM records sequences of RPAs, UPAs and UVAs that the
robot represents and carries out during specific sessions of interacting with specific
users in the robot’s long-term episodic memory. The contents of the episodic memory
will also support the robot’s ability to “mind-read” its various users [2, 6] and, as a
result, to be able to anticipate their needs at various points during joint task execution
as well as interpret their UVAs with higher confidence.

Fig. 6.

Fig. 7. A possible RIGHT-BACK LEG.
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Discussion. The system presented concentrates on robotic learning through language
understanding. This learning results in extensions to and modifications of the three
kinds of robotic memory – the explicit semantic and episodic memory and the implicit
(skill-oriented) procedural memory. The expected practical impact of the ability to
learn and reason will include the robot’s ability to (a) perform complex actions without
the user having to spell out a complete sequence of basic and complex actions;
(b) reason about task allocation between itself and the human user; and (c) test and
verify its knowledge through dialog with the user, avoiding the need for large numbers
of training examples required by learning by demonstration only. The inability of the
state-of-the-art deep learning-based systems to provide human-level explanations is a
well-known constraint on the utility of such systems. The cognitive robots we develop
will still be capable of sophisticated reasoning by analogy but will be also capable of
explaining their decisions and actions. Finally, our approach to learning does not
depend on the availability of “big data” training materials. Instead, we model the way
people learn since early childhood and throughout their lives – by being taught using
natural language.

Language Understanding. In the area of cognitive systems, language understanding
is not to be equated with current mainstream natural language processing (NLP), a
thriving R&D area that methodologically is almost entirely “knowledge-lean” [7].
Some of the more application-oriented projects in cognitive systems support their
language processing needs with such knowledge-lean methods, thus agreeing to a
lower level of quality in exchange for broader coverage and faster system development.
Longer-term, more theoretically motivated projects seek to develop explanatory models
of human-level language processing that require knowledge (see [8] for a discussion]).
The knowledge in such models supports not only language understanding but also

Fig. 8. Another RIGHT-BACK LEG.

Fig. 9. The right-back leg of a chair.

Fig. 10. The right-back leg of a sofa.
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reasoning and decision-making [11]. Indeed, deep language analysis requires knowl-
edge that is not overtly mentioned in the text or dialog. To be able to interpret language
input, a language understanding agent must, thus, be able to reason about the world, the
speech situation and other agents present in it. It must also routinely make decisions
about the interpretation of components of the input, about what is implied by the input
and what is omitted from it, and about whether and, if so, to what depth to analyze the
input.

Memory Modeling. Another theoretical contribution of our work is overt modeling
of the robot’s memory components. These components include an implicit memory of
skills and explicit memories of concepts (objects, events and their properties) and of
instances of sequences of events (episodes, represented in our system as HTNs). The
link established between the implicit and explicit layers of memory allows the robot to
reason about its own actions. Scheutz et al. [15] discuss methodological options for
integrating robotic and cognitive architectures and propose three “generic high-level
interfaces” between them – the perceptual interface, the goal interface and the action
interface. In our work, the basic interaction between the implicit robotic operation and
explicit cognitive operation is supported by interactions among the three components of
the memory system of the robot.

Next Steps. The first enhancement of the current learning system will consist in
demonstrating how, after RPAs are mutually grounded in ontological concepts, the
robot will be able to carry out commands or learn new action sequences by acting on
UVAs, without any need for direct triggering through software function calls or
hardware operations. Next, we intend to add text generation capabilities, both to allow
the robot a more active role in the learning process (by asking questions) and to enrich
interaction during joint task performance with a human user. Another novel direction of
work will involve adapting to particular users – modeling robots’ individuality and
related phenomenological (“first-person” view) aspects of its internal organization and
memory, developing and making use of mindreading capabilities [1, 6] that will in turn
facilitate experimentation in collaboration among agents with different “theories of
minds of others.”
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Abstract. The academic revisions by instructors is a critical step of
the writing process, revealing deficiencies to the students, such as lack of
argumentation. Argumentation is needed to communicate clearly ideas
and to convince the reader of the stated claims. This paper presents three
models to identify argumentative paragraphs in different sections (Prob-
lem Statement, Justification, and Conclusion) of theses and determine
their level of argumentation. The task is achieved using machine learn-
ing techniques with lexical features. The models came from an annotated
collection of student writings, which served for training. We performed
experiments to evaluate argumentative paragraph identification in the
sections, reaching encouraging results compared to previously proposed
approaches. Several feature configurations and learning algorithms were
tested to reach the models. We applied the models in a web-based argu-
ment assessment system to provide access to students, and instructors.

Keywords: Computer-assisted argument analysis
Academic writing · Argumentation studies · Annotated theses corpus

1 Introduction

Argumentation is a crucial skill in academic writing. This ability consists of
formulating an argumentation structure that provides numerous arguments to
support each claim stated in academic theses. An argument is a set of state-
ments (i.e. premises) that individually or collectively provide support to a claim
(conclusion). There are several computational tools which employ diagrams to
analyze the argumentation [9,11]. Such tools have been conceived and devel-
oped to help in the visual mapping and analysis of arguments, assisting students
to achieve a deeper understanding of their construction. For review of essays,
systems are available [2,16] to provide support in several linguistic dimensions.
However, we have not found systems aimed to analyze automatically argumenta-
tion in larger academic works such as theses. Theses are often written in college
as one of the final requirements, being thus quite important for students. So,
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assessment models for theses are needed to support students in mastering this
skill.

In this paper, we present three models for argument assessment. We propose
models for the sections of theses with most abundant argumentation: Problem
Statement, Justification, and Conclusion. The models identify argumentative
paragraphs using machine learning techniques with representations of several lex-
ical features and determine the level of argumentation in text. To apply machine
learning, we created a corpus of thesis sections with annotated argumentative
paragraphs. We annotated 300 sections and performed experiments on one hun-
dred examples of each section, to automatically identify paragraphs with argu-
ments, showing better efficacy than other previously reported approaches. The
models are implemented in an Internet-based system to support students in the
analysis and assessment of their argumentation during their thesis writing.

The paper is structured as follows. In Sect. 2, we show related work of argu-
ment identification found so far. We describe our architecture for the argument
assessment system in Sect. 3. In Sect. 4, we present an exploratory analysis of the
annotated corpus. Section 5 reports the result of the three models for argument
identification and assessment using the corpus. Finally, we conclude our work
and point out possible future research directions in Sect. 6.

2 Related Work

Several researchers have addressed the task of argument assessment. We assume
as a preliminary step for arguments assessment the argument identification task.
In this section, we present previous research in argument mining and assessment.
In particular, we focus on the tasks of corpus creation and argument detection.
We require these tasks beforehand, to develop later on the argument assessment
models. Argument mining involves automatic argument extraction from unstruc-
tured text. First, we address the corpus creation to validate the efficacy of the
proposed methods. As observed in the literature, most researchers in the field of
argument analysis create their annotated corpus, adhering to certain argumen-
tative scheme. We found few annotated corpus available for our purpose.

Corpus creation is done in different types of text, as well as in various
domains. In [12], an experimental collection was built with ten legal documents
from the European Court of Human Rights corpus, with annotated premises and
conclusions. In this corpus, the level of agreement between the two annotators
is a Kappa of 0.80. In [7], the authors created a corpus with 24 scientific articles
in education for the sections of introduction and discussion. Four participants
annotated argument components as premises or conclusions, and four relation-
ships (support, attack, sequence and detail) between the components, with an
average in the level of agreement of Fleiss Kappa of 0.41. Thus, we noticed
that obtaining acceptable levels of annotation agreement in texts is a complex
task, that depends on an appropriate annotation guide and regularly monitoring
annotators during the corpus construction. For our research, the closest kind of
document are scientific articles since theses share a similar complex structure
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and scientific terminology. However, undergrad theses have a longer extension
per section, and student writings present often several argumentative errors.
Besides, scientific articles are written by more experienced researchers.

Once a corpus is built, it is necessary to detect the presence of arguments in
paragraphs, sentences, or clauses. In [14], an automatic identification of argumen-
tative sentences in Araucaria corpus was performed. They represented sentences
with features like combinations of pairs of words, verbs and text statistics before
applying a Naive Bayes classifier, achieving a 73.75% of accuracy. Working with
legal texts of the ECHR corpus [13], an 80% of accuracy was reached. In this
domain, texts have a specific structure which allows lawyers to identify easily
arguments. Other approach was reported [4], extracting a set of discourse mark-
ers and features based on mood and tense of verbs. They achieved an F1-measure
of 0.764 with a decision tree classifier.

3 System Architecture

This section describes the architecture of the argument assessment system
(Fig. 1). The system contains a web interface to capture the student text and
report back evaluation results (already online1 for demonstration purposes). The
system identifies the proportion of argumentative paragraphs, assigns a level of
this proportion, and provides a textual feedback to the student.

Fig. 1. System architecture

We based our approach on specific processes of argument mining method-
ology [15]. First, a paragraph segmentation is required. Secondly, as shown in
Fig. 1, we generate a particular feature representation (vector space model) for
each section type to represent each paragraph. Then, we supply this representa-
tion to the argumentative paragraph classifier, where we employ machine learn-
ing to identify argumentative paragraphs. Once we identify all the argumentative

1 https://ccc.inaoep.mx/∼jesusmiguelgarcia/detection arg par/.

https://ccc.inaoep.mx/~jesusmiguelgarcia/detection_arg_par/
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paragraphs, this information is used for argument level detection. This module
computes the proportion of argumentative paragraphs, to assess the level of the
text, according to our corpus statistics. Finally, a textual feedback is supplied
to the student, according to the level achieved in the text. Our goal is to pro-
vide an assessment along with recommendations, to support students with a
clear identification of paragraphs with arguments, so help them to improve the
argumentation in their writings.

In the input interface used to assess the sections of the academic thesis, the
user can submit his plain text for analysis. Then, he can select a section type,
i.e. Problem Statement, Justification, or Conclusion. And then, he can request
the evaluation by clicking a button to assess the text. As a result, the identified
argumentative paragraphs are indicated in blue and non-argumentative in red,
along a proportion of argumentative paragraphs found. A textual feedback is
also provided, and is defined depending on the level achieved by the student.

4 Corpus Creation and Analysis

Corpus analysis is done to understand the argumentative characteristics in writ-
ings of undergraduate and graduate level. For this analysis, we used the collec-
tion Coltypi [5] consisting of 468 theses and research proposals in computer and
information technologies, in Spanish. This corpus has undergraduate (TSU2 and
Bachelor) and graduate level (M. Sc. and Ph.D.) texts. According to [10], the
sections of the problem statement, justification and conclusions are considered
highly argumentative, so we focused the analysis on them.

To conduct the annotation study, we formulated an annotation guide, where
we described the different argumentative structures, along with examples. Two
annotators with experience reviewing theses were instructed to read the title
and objectives of the thesis first, and then move to identify and mark all argu-
mentative paragraphs. We did the annotation of 100 sections of each type.

The analysis of inter-annotator agreement (IAA) was done considering the
paragraphs with observed agreement (i.e. different of zero) in the identification
of argumentative components (e.g. premises or conclusions). A total of 890 para-
graphs were used to analyze the IAA with Cohen Kappa [3]. So, we obtained
values of 0.867, 0.935, and 0.817 for Problem Statement, Justification and Con-
clusion, respectively. These IAAs were “Almost perfect”, according to [8].

As shown in Table 1, most sections have more than half of the paragraphs
with arguments. We selected only the paragraphs where the two annotators
agreed. This reduces the number of paragraphs to 837, that once analyzed, led
to 565 argumentative paragraph (i.e. 68%). From this, we observed that a large
proportion of paragraphs in theses have arguments. One characteristic of this
corpus is that Conclusion includes more paragraphs per section, when compared
to Problem Statement or Justification. Moreover, we observed a higher number
of paragraphs with arguments in Conclusion.

2 Advanced College-level Technician degree, study program offered in some countries.
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Table 1. Class distribution per section

Problem
statement

Justification Conclusion Total

Paragraphs with arguments 164 151 250 565 (68%)

Paragraphs without arguments 93 81 98 272 (32%)

We employed the class distribution of argumentative paragraphs of the three
sections to calculate the intervals for argumentative levels: low, medium and
high. These intervals were based on the proportion of argumentative paragraphs
found in one hundred sections per section type. To calculate the boundary
between low and medium level, we take half standard deviation minus the mean.
For the boundary between medium and high level, we add to the mean, half of
the standard deviation. So, the intervals were: Problem Statement (Low: 0–
36%, Medium: 37–77%, High: 78–100%), Justification (Low: 0–42%, Medium:
43–82%, High: 83–100%), and Conclusion (Low: 0–48%, Medium: 49–83%, High:
84–100%).

5 Argumentative Paragraph Identification

The identification of paragraphs with arguments was approached as a binary clas-
sification for each paragraph, i.e. identify if it has arguments or not. The corpus
used for this experiment is presented in Table 1. We built a model for each section
type. The classification was performed using Weka [6]. In particular, we applied
Support Vector Machine (SVM), Random Forest (RF), Naive Bayes (NB) and
Simple Logistic Regression (SLR) classifiers since they have been previously used
in argument mining. We employed a stratified 10-fold cross-validation.

Feature Representations. The first representations taken as baseline to com-
pare our proposed models were those approaches of Florou [4] and Moens [14].
The Florou representation consists of discourse markers and mood and tense of
verbs. The Moens representation is built of combinations of all possible pairs of
words, main verbs, and text statistics. We also compare our models with lexical
and semantic features as detailed below.

The lexical representation taken also as baseline consists of bigrams for con-
secutive pairs of terms in paragraph, including punctuation marks ( ; : , .).
The semantic representation built for comparison consisted of word embeddings,
specifically those of Polyglot [1], trained with Spanish Wikipedia, containing
words with vectors which represent the word meaning. The number of word
embeddings for Spanish is 100,004, with vector size of 64. We computed the
average of word embedding vectors contained in each paragraph.

We performed a set of experiments with several types of features to identify
the best representation for each section type. The sections had different char-
acteristics and purpose. Justification has more arguments in shorter paragraphs
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since the purpose is to indicate the importance of the research. In contrast, the
Conclusion, with a higher number of paragraphs, describes a summary of the
research and point out future work. The section with fewer arguments was Prob-
lem Statement; we observed in undergrad theses problem statements with shorter
paragraphs to indicate only the problem to be solved using few words. Since the
three sections showed different characteristics, we explored a set of feature types
such as n-grams from one to three, argumentative markers categories (i.e. justi-
fication, explanation, deduction, refutation, or conditional), ordered word pairs,
word embeddings, lemmas, part-of-speech (POS) tags, and grammatical cate-
gory (initial of POS tag). We experimented with the combinations of the feature
types using frequency and tf-idf (term frequency - inverse document frequency).

The best representation for Conclusion includes the following features: (1)
unigrams, i.e. all single terms in the paragraph, (2) bigrams, (3) ordered word
pairs combinations per sentence and (4) categories of argumentative markers, i.e.
the number of markers in each category found in the paragraph using our markers
lexicon. We computed a tf-idf weight for this representation. The representation
for Problem Statement was less elaborated than that of Conclusion and consists
of: (1) the frequency of unigrams and (2) the frequency of bigrams, in both cases
only those with a frequency higher than five. The Justification is represented
with: (1) the frequency of unigrams, (2) frequency of bigrams, and (3) categories
of argumentative markers.

Results. For the different representations extracted, we trained the classifiers
with the data set for that purpose and applied them to the test data set. The
classifiers trained for each representation were: RF, SLR, SVM and NB. Table 2
shows the averages of F-measure, recall, precision and accuracy of each represen-
tation for the ten folds. We present the best combination of classifier and feature
set obtained by feature selection with information gain for each representation.
As we can notice, our representations in the three section types achieved the
best accuracy and F-measure for identification of paragraphs with an argument.
For Problem Statements in our representation, we applied a RF classifier using
only attributes with information gain (i.e. IG > 0). The baseline consisting of
bigrams and RF showed the best recall, just above the recall of our proposed rep-
resentation. In our representation for Justifications, we employed SLR classifier
combined with the first 100 features with information gain. Finally, we utilized
a SVM classifier with a feature selection of 75 attributes with information gain
for Conclusions model. We observed in our three proposed representations, an
accuracy above 81.7%. We noticed word embeddings had a better efficacy in
Conclusions, above the bigram baseline. With these results, we provide support
to recur to the proposed combination of representation and classifier to perform
the identification of argumentative paragraphs in the corresponding section.

In our three models, an important part was the lexical features as unigrams
and bigrams, which consists of argumentative and domain words. Argumentative
words were considered in argument categories in two of our representations. We
observed that argumentative terms exhibit information gain, indicating that they
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Table 2. Classification of argumentative paragraphs results. FS stands for feature
selection criteria

Section type Representation Classifier FS F-measure Recall Precision Accuracy

Problem statement Bigrams RF IG > 0 0.876 0.909 0.849 0.833

Word embeddings NB None 0.799 0.779 0.827 0.754

Florou RF IG > 0 0.805 0.824 0.798 0.747

Moens RF IG > 0 0.84 0.873 0.816 0.791

Our representation RF IG > 0 0.884 0.897 0.874 0.848

Justification Bigrams RF 100 0.829 0.847 0.817 0.775

Word embeddings RF None 0.817 0.921 0.736 0.733

Florou SLR IG > 0 0.834 0.867 0.806 0.776

Moens RF None 0.834 0.88 0.799 0.771

Our representation SLR 100 0.883 0.88 0.893 0.849

Conclusion Bigrams NB 50 0.822 0.774 0.882 0.758

Word embeddings RF None 0.864 0.97 0.779 0.776

Florou RF None 0.867 0.944 0.802 0.788

Moens RF None 0.864 0.985 0.769 0.771

Our representation SVM 75 0.875 0.874 0.879 0.817

contribute for classification. The argument marker “ya-que” (since in English)
achieved the best information gain among the three section which suggests stu-
dents used often this marker to introduce a premise to justify a conclusion.
We also observe the argument category of deduction in the Justifications and
Conclusions. The words in this category were associated with the argumenta-
tive component conclusion, for example, “por lo tanto” (therefore) expressed to
indicate a conclusion. Also the category justification came out in Conclusions,
revealed by the use of markers such as “si” (if) or “porque” (because).

6 Conclusion

The system presented in this paper aims to support students to improve their
argumentative writing by identifying which paragraphs do not seem to have
arguments. After using the system and following suggestions, this can also benefit
academic instructors by reviewing improved writings, with better content.

As observed in the experimental collection, there were enough arguments
in theses to exploit. From corpus analysis, we realized that more than half of
the paragraphs include arguments, so is important to make further progress in
building systems that support the argumentative assessment of this type of texts.

According to the results, the best accuracy and F-measure observed in our
experiments to identify paragraphs with arguments was achieved by our three
proposed feature representations. We found patterns with information gain used
to indicate a premise and patterns utilised to express conclusions. The patterns
reflect the uses of argumentation in the academic texts.

In the future, we plan to work on the identification of argumentative compo-
nents (premises, conclusions) to indicate precisely to students their deficiencies.
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Abstract. In order to provide cyber environment security, analysts need
to analyze a large number of security events on a daily basis and take
proper actions to alert their clients of potential threats. The increas-
ing cyber traffic drives a need for a system to assist security analysts to
relate security events to known attack patterns. This paper describes the
enhancement of an existing Intrusion Detection System (IDS) with the
automatic mapping of snort alert messages to known attack patterns.
The approach relies on pre-clustering snort messages before comput-
ing their similarity to known attack patterns in Common Attack Pat-
tern Enumeration and Classification (CAPEC). The system has been
deployed in our partner company and when evaluated against the rec-
ommendations of two security analysts, achieved an f-measure of 64.57%.

Keywords: Semantic similarity · Clustering · Cyber security

1 Introduction

With the increasing dependence on computer infrastructure, cyber security has
become a major concern for organizations as well as individuals. Cyber secu-
rity refers to the collection of tools, approaches and technologies which are used
to prevent unauthorized behavior in cyber environments [1]. In order to detect
and prevent harmful behaviour, sensors are typically installed in computer net-
works. Each sensor is equipped with several security systems, such as Intrusion
Detection Systems (IDS) or Asset Detection Tools [2]. These systems perform
network traffic analysis in real-time, detect suspicious activities and generates
security events. Snort [3] is a widely used IDS system installed in many sen-
sors [4]. By capturing and decoding suspicious TCP/IP packets, snort generates
messages regarding network traffic data to facilitate the task of security analysts
to recognize suspicious behaviours and act accordingly [3]. Figure 1 shows seven
examples snort messages.

Recognizing suspicious behaviours from snort messages is difficult as the mes-
sages are typically short. Thus, today the task is still mostly performed by human
c© Springer International Publishing AG, part of Springer Nature 2018
M. Silberztein et al. (Eds.): NLDB 2018, LNCS 10859, pp. 91–98, 2018.
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1. APP-DETECT Apple OSX Remote Mouse usage
2. FILE-IDENTIFY RealPlayer skin file attachment detected
3. SQL generic sql exec injection attempt - GET parameter
4. FILE-OTHER XML exponential entity expansion attack attempt
5. MALWARE-OTHER Win.Exploit.Hacktool suspicious file download
6. BROWSER-PLUGINS MSN Setup BBS 4.71.0.10 ActiveX object access
7. BROWSER-IE Microsoft Internet Explorer asynchronous code execution attempt

Fig. 1. Examples of 7 snort messages

security experts. However, because of the increasing volume of network traffic,
the workload of security analysts has become much heavier and the possibility of
not detecting a security risk has become critical. In order to allow security ana-
lysts to better assess risks, the automatic mapping of security events to attack
patterns is desired. The goal of this paper is to enhance the performance of an
existing Intrusion Detection System with the automatic mapping of snort alert
messages to known attack patterns.

2 Previous Work

An Intrusion Detection System (IDS) is an essential part of a typical Security
Information and Event Management System (SIEM). An IDS is responsible for
detecting unauthorized behaviours by matching security events to known net-
work and host-based attack patterns stored in knowledge bases [5]. If an attack
pattern does not exist in the knowledge base, the IDS cannot detect the related
malicious behaviour [6]. Therefore, it is necessary to keep this knowledge base
up to date as new attack patterns are discovered. Much research in this area has
thus focused on the automatic curation of knowledge bases of attack patterns.

As many novel attack patterns or cyber security related concepts are dis-
cussed online in forums and chat rooms (e.g. [7]), several natural language pro-
cessing techniques have been proposed to extract security concepts from these
unstructured texts (e.g. [8–12]). In particular, a system to extract cyber security
concepts from semi-structured and unstructured texts, such as online documents
and the National Vulnerability Database (NVD) [13], was introduced in [7]. It
consists of an SVM classifier to identify cyber security related texts, a Wikitol-
ogy [14] and a named entity tagger [15] to extract security concepts [10,12,16].

In addition to work on mining known attack patterns from the Web,
the research community has also curated and made publicly available several
resources of vulnerability, cyber attack patterns and security threats. These
include the U.S. National Vulnerability Database (NVD) [13], Common Weak-
ness Enumeration (CWE) [17] and Common Attack Pattern Enumeration and
Classification (CAPEC) [18]. The CWE inventories software weakness types;
while the NVD is built upon the CWE to facilitate data access. On the other
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hand, CAPEC not only provides common vulnerabilities, but also contains
attack steps that hackers mostly use to explore software weaknesses as well as
the suggested mitigation.

To our knowledge, not many novel techniques have been proposed to auto-
matically match security events messages to known attack patterns based
directly on their natural language descriptions. [4] proposed a system based
on a KNN classifier to address this issue. However no formal evaluation of the
quality of the output is provided. Our work builds upon this work by formally
evaluating its performance with real cyber security data and enhancing it to
improve its recall.

3 Original System

The approach of [4] was used as our baseline system. Its purpose is to map
security events to known attack patterns in CAPEC [18] based solely on their
natural language descriptions.

3.1 Description of the Original System

The system of [4] uses snort alert messages as input and tries to identify the
n most relevant CAPEC fields to propose to cyber security analysts. CAPEC
(Common Attack Pattern Enumeration and Classification [18]) is a publicly
available knowledge base containing 508 known attack patterns. As shown in
Fig. 2, an attack pattern in CAPEC is composed of various fields that are
described in natural language. These include a Summary of the attack pattern,
Attack Steps Survey, Experiments, Attack Prerequisites etc. On average, each
CAPEC pattern contains 10 fields for a total of 5,096 fields.

Since the snort messages are relatively short (only 8 tokens on average),
not much information can be extracted from them to be used in building auto-
mated model for detecting the attacks. To overcome this limitation, they are
first expanded by replacing common domain keywords with a richer description.
To do this, security experts analyzed 32,246 snort alert messages, and identified
68 important terms. For each term, they then wrote a description of about 5
words. Figure 3 shows the expansion of 3 such terms. By replacing domain terms
in the original snort messages with their longer descriptions, the length of each
snort message increased from an average of 8 words to an average of 15 words. To
map these expanded security events to specific fields in CAPEC, both snort mes-
sages and CAPEC fields are pre-processed (tokenized, stop words removed and
stemmed), and unigrams, bigrams and trigrams are used as features. Frequency
variance (FV) is then used to filter out features that appear either too often
or too rarely. Using TF-IDF and the cosine similarity, the distance between
snort messages and each CAPEC field is then computed. Finally, the 3 most
similar CAPEC fields that have a distance smaller than some threshold t, are
selected.



94 X. Ma et al.

Fig. 2. Example of a CAPEC attack pattern

3.2 Evaluation of the Original System

In [4], the system was only evaluated in terms of coverage, i.e. the number of
snort messages that were matched to at least one CAPEC field. However, the
quality of the recommended CAPEC fields were not evaluated. To address this
issue, we created a gold-standard dataset by asking 2 cyber security experts to
evaluate the mapping of 3,165 snort messages mapped to at most 5 CAPEC
fields. This gave rise to 16,826 mappings. Each mapping was annotated by the
2 experts with one of 3 levels of quality:

– a correct mapping: the analysts could use the CAPEC field directly as a
solution,

– an acceptable mapping: the analysts could use the CAPEC field in order to
generate a solution, or

– a wrong mapping: the recommended CAPEC field was not useful.

Term Expanded Description
file-identify file extension file magic or header found in the traffic
server-webapp web based applications on servers
exploit-kit exploit kit activity

Fig. 3. Examples of domain term expansion
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Table 1. Statistics of the gold-standard dataset

Tag Number of mappings

Correct 9,222

Acceptable 5,496

Wrong 2,108

Total 16,826

Table 1 shows statistics of the gold-standard. As the table shows, 9,222 map-
pings were labelled as correct; 5,496 mappings were tagged as acceptable and
2,108 mapping were judged wrong.

The output generated by the original system was then evaluated against the
gold-standard dataset. We used the same 3,165 snort messages and evaluated the
overlapping answers; mappings provided by the system that were not included
in the gold-standard data were therefore not evaluated.

Following the recommendation of our security analysts, recall was deemed
more important than precision. Indeed, in this domain, it is preferable to alert
clients too often with false alarms than to miss potential cyber threats. To
account for this, we used lenient definitions of precision (PL) and recall (RL)
where acceptable mappings are considered correct. In addition, two values of β
were used to compute the f-measure: β = 1, and β = 0.5, where recall is more
important than precision. This gave rise to two f-measures: FL

1 and FL
0.5.

When evaluated against the gold-standard dataset, the original system1

achieved a lenient recall RL of 35.22%, a lenient precision of PL of 97.96%,
an FL

0.5 of 72.23% and an FL
1 of 51.82%. Although precision was high, recall was

particularly low.

4 Enhancing the Original System

After analyzing the result of the original system, we noticed that many snort
messages share similar content, hence it would seem natural that they be mapped
to similar CAPEC fields. To ensure this, we experimented with clustering the
snort messages prior to mapping them. Each snort message within a cluster is
then mapped to the same CAPEC field. Specifically, snort messages are first
expanded (see Sect. 3.1), then clustered into n clusters using k-means clustering.
All messages in the same cluster are then concatenated into a single long message,
and the resulting longer message is then mapped using the same approach as in
the original system.

We experimented with various numbers of clusters (n) which as a side-effect
also varied the length of the resulting message to map. The trade-off is that
a larger number of clusters (n) should lead to a greater number of possible
CAPEC fields being mapped to each snort message, but should also lead to a
shorter message and sparser representation.
1 with the parameters FV = 0.98 and t = 0 (see Sect. 3.1).
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Table 2. Results of the system with different cluster numbers

System n PL RL FL
0.5 FL

1 Snort length

Original n/a 97.96% 35.22% 72.23% 51.82% 15

Clustering 5000 85.66% 47.93% 74.01% 61.47% 94

Clustering 4000 85.83% 47.70% 73.99% 61.32% 117

Clustering 3000 95.86% 48.46% 80.18% 64.38% 157

Clustering 2000 95.40% 48.18% 79.77% 64.03% 235

Clustering 1000 95.71% 48.18% 79.94% 64.09% 470

Clustering 500 95.39% 48.80% 80.10% 64.57% 941

Clustering 100 93.80% 36.69% 71.53% 52.75% 4,707

Clustering 50 94.13% 36.23% 71.34% 52.33% 9,415

Clustering 20 94.17% 36.11% 71.25% 52.20% 23,539

4.1 Results and Analysis

Table 2 shows the results of the system with and without clustering as part
of the pre-processing for various values of n. As shown in Table 2, the best
configurations in terms of f-measure are when using clustering with values of
n between 500 and 3000. With these values, the results are not statistically
different, with FL

0.5 ≈ 80% and FL
1 ≈ 64%. Recall itself has reached ≈ 48% from

a low 35.22% in the original system. Recall from Sect. 3 that the average length
of CAPEC fields is 214 words. Hence using n = 2000 allows us to bring the
average size of snort messages (235 words) at par with the size of CAPEC fields.

Table 2 also shows the trade-off between the use of a smaller number of
clusters (smaller n) which leads to a smaller number of possible output CAPEC
fields and the use of a larger n which leads to a sparser snort representation.
Hence leading to lower f-measures with n ≥ 2000 and n ≤ 100.

5 Conclusion and Future Work

In this paper, we described an enhancement to the approach proposed by [4] to
maps security events to related attack fields in CAPEC. We have shown that by
expanding domain terms and clustering snort messages prior to mapping them,
the recall of the approach can be increased significantly without much loss in
precision.

As future work, we plan to investigate the use of automatic snort expansion,
by using existing knowledge bases such as the Common Weakness Enumera-
tion [17] rather than relying on hand-written term expansion. In addition, it
would be interesting to look beyond the mapping of individual snort messages,
but try to identify and match entire patterns/groups of snort messages as an
indication of possible cyber attacks.
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Abstract. On-line handwriting recognition has seen major strides in
the past years, especially with the advent of deep learning techniques.
Recent work has seen the usage of deep networks for sequential classifica-
tion of unconstrained handwriting recognition task. However, the recog-
nition of “Hinglish” language faces various unseen problems. Hinglish is
a portmanteau of Hindi and English, involving frequent code-switching
between the two languages. Millions of Indians use Hinglish as a primary
mode of communication, especially across social media. However, being
a colloquial language, Hinglish does not have a fixed rule set for spelling
and grammar. Auto-correction is an unsuitable solution as there is no
correct form of the word, and all the multiple phonetic variations are
valid. Unlike the advantage that keyboards provide, recognizing hand-
written text also has to overcome the issue of mis-recognizing similar
looking alphabets. We propose a comprehensive solution to overcome
this problem of recognizing words with phonetic spelling variations. To
our knowledge, no work has been done till date to recognize Hinglish
handwritten text. Our proposed solution shows a character recognition
accuracy of 94% and word recognition accuracy of 72%, thus correctly
recognizing the multiple phonetic variations of any given word.

Keywords: Handwriting recognition
Colloquial language recognition · Phonetic spelling variations
Transliteration

1 Introduction

With increasing number of phones and tablets that support a pen based input,
real-time recognition of handwritten text has become an important area of study.
Deep-learning techniques have achieved major improvements in sequential learn-
ing tasks. Using a Bidirectional Long Short Term Memory Networks (Bi-LSTM)
with Connectionist Temporal Classification (CTC) cost functions have shown
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extremely high recognition accuracy for writer independent unconstrained hand-
writing in English. Extensive work has also been done for recognition of various
regional languages, using both deep networks as well as Hidden Markov Model
(HMM) based models [3,10,13].

Hinglish, however, presents various previously unseen challenges. With rising
literacy rate and connectivity in India, increasing number of people are switching
to Hinglish as a mode of communication both in social media and in daily life.
The ease of typing Indic languages using an English keyboard has also increased
the use of Hinglish words in conversations. This language involves a hybrid mix-
ing of the two languages during conversations, individual sentences and even
words. For example, a sentence stating “She was frying the spices when the
phone rang” can be written as “She was bhunno-ing the masala-s jab phone ki
ghantee bajee”, where “bhunno”, “masala”, “jab”, “ghantee” and “bajee” are
Hindi words written in English characters. This language is so commonly used
that David Crystal, a British linguist at the University of Wales, projected in
2004 that at about 350 million, the world’s Hinglish speakers may soon outnum-
ber native English speakers [11].

Being a colloquially developed language, Hinglish does not have any specific
grammar or spelling rules. With the absence of a direct phoneme to character
mapping between the two languages, different users use varied English charac-
ters to denote the same sound. For example, both “ph” and “f” have the same
sound, due to which the same Hindi word can be written as both “phayda” as
well as “fayda”. These semantic differences are highly prevalent when writing
in Hinglish. Simple auto-correction techniques cannot be used here because in
the absence of a rule set, both “phayda” and “fayda” are valid words, and one
should not be replaced or auto-corrected to the other.

Additionally, handwriting recognition faces a major problem with the recog-
nition of out-of-vocabulary (OOV) words. Recognition rate of OOV words is com-
paratively lower than in-vocab words. Decoding modules that recognize strokes
into words find the most probable word available in the dictionary to present as
the output. In cases where a similar word (i.e. with a difference of just 1 or 2
characters, commonly seen in the word variations for Hinglish) is present in the
dictionary, the presented output would not be what the user wrote, but what
the dictionary contains. Thus, recognizing Hinglish text using previously known
techniques often results in displaying words that are contained in the dictionary,
and not necessarily what the user wrote.

In our paper we present a solution to this problem. We discuss a modified
method of decoding to ensure that common possible phonetic variations of a
word can be accounted for. We have also compared our results with a deep
model without the modified decoding, to demonstrate the high difference in
accuracies. For all comparisons, we are only taking into account a Bi-LSTM and
CTC based network, as various works have proven this deep network to be more
efficient at recognizing English characters than a statistical network. Our results
thus show the improvement that our modified decoding brings into an already
deep network. The rest of the paper is divided as follows: Sect. 2 provides related
work on handwriting recognition across various languages. Section 3 explains the
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background on bidirectional LSTM, CTC and decoding. Our proposed method
is described in Sect. 4 and experimental results and simulations on these are
discussed in Sect. 5. Finally, we conclude the paper in Sect. 6.

2 Related Work

Handwriting recognition has been widely studied over the past few decades
[1,2,8,10,12]. Mainly there are two methodologies for handwriting recognition:
on-line and off-line While off-line recognition deals with images of handwritten
text, on-line recognition is concerned with mapping a temporal sequence of pen-
tip co-ordinates to a sequence of characters. Our method uses this idea of on-line
handwriting recognition.

One such approach of on-line handwriting recognition is the writer inde-
pendent model based HMMs [8]. Another approach cluster generative statistical
dynamic time warping (CSDTW) uses a hybrid of HMMs with Dynamic Time
Warping (DTW). It treats writing variations by combining clustering and gen-
erative statistical sequence modeling [1]. A third method uses support vector
machine with Gaussian DTW kernel [2]. All these methods, however, only work
for isolated character recognition and are useful generally for smaller vocabulary
sized dataset.

Recurrent neural networks (RNNs) is a promising alternative which does
not suffer from this limitation (performance under large vocabulary dataset).
However, traditional networks require pre-segmented data which limits their
application. In order to train RNNs for labeling unsegmented sequence data
directly, a CTC network [4] is used. In this paper, we use a bidirectional LSTM
with CTC output layer [7] for our task of handwriting recognition.

A language model is used to weight the probabilities of a particular sequence
of words. Generally we want the output to be a sequence of words from the
dictionary, in accordance to a predefined grammar. This limits the direct appli-
cability of this for Hinglish, where people tend to use many inconsistent spellings
for a particular word. So, even for a word present in the dictionary, accuracy
becomes poor if the user writes it in a different but valid spelling. To tackle this
problem, we use an idea derived from the work proposed in [9], where the authors
learned the most common spellings deviations found in English transliteration
of Hindi words as compared to a standard transliteration scheme.

3 Background

3.1 Bi-LSTM with CTC

LSTMs are a special type of Recurrent Neural Networks designed to overcome the
vanishing gradient problem faced by general networks. A LSTM memory block
consists of sets of recurrently connected cells which are controlled by three mul-
tiplicative gates: input, forget and output gate. Moreover, Bidirectional LSTMs
are capable of accessing past as well as future contexts, which is quite helpful
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in case of handwriting recognition. To overcome the requirement of using pre-
segmented data, a CTC output layer is used [4]. It directly outputs a probability
distribution over label sequences without the need for segmented data.

A CTC output layer contains one more unit than there are labels, the addi-
tional unit corresponding to observing a ‘blank’ or ‘no label’. Let us define this set
as L. For a T length input sequence x, the network output is an element (known
as path) of the set LT . The conditional probability of a path π is given by

p(π|x) =
T∏

t=1

yt
πt

(1)

where yt
k is the activation of the kth output unit at time t. A operator B maps

all the paths onto label sequences by removing repeated labels and blanks. The
conditional probability of some labeling l is given as

p(l|x) =
∑

π∈B−1(l)

p(π|x) (2)

The most likely label l∗ for an input sequence x is given as

l∗ = argmax
l

p(l|x) (3)

3.2 Decoding: External Grammar Integration

In order to ensure that the output from the LSTM is a sequence of dictionary
words, the probabilities in (3) can be made conditioned on some probabilistic
grammar G, as well as the input sequence x:

l∗ = argmax
l

p(l|x, G) (4)

Using a bi-gram model, the CTC Token Passing Algorithm as described by
Graves et al. in [5] allows us to find such l∗.

The probability of a labeling is non zero only if it forms a sequence of words
belonging to the dictionary (that G corresponds to). This causes a problem in
case of Hinglish language due to inconsistent spelling of a particular word. Thus
a traditional decoding is incapable of handling such spelling variations commonly
found in “Hinglish”.

4 Proposed Approach

We propose a handwriting recognition system incorporated with modified decod-
ing to enhance recognition rate and deal with the problem of inconsistent spelling
usage for Hinglish language. For the purpose of handwriting recognition, we
experimented with the same theory mentioned above by using a Bidirectional
LSTM model with CTC cost function [6]. We developed on the ideas proposed by
Graves in their Token Passing Algorithm [5] to cope with the multiple phonetic
spelling variations. The following subsections describes our solution modules. We
also present the complete flow diagram of our solution in Fig. 1.
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Fig. 1. Flow chart of the proposed methodology to recognize Hinglish handwritten text

4.1 Input

The system receives a set of points as inputs i.e. x-coordinate, y-coordinate and
pen-up/pen-down information. This transforms each input data point into a
3-dimensional vector.

4.2 Preprocessing

Handwriting styles can vary significantly from person to person. In order to
make the system robust to variation in height, width, slant, skew and any other
geometric variations, the input signal is normalized with respect to its mean and
standard deviation. Additionally, to handle different writing speeds, the data
points are re-sampled and interpolated to obtain points at regular intervals.
Further, any noise points that were inadvertently entered by the user are detected
and removed. For multi-line inputs, an approximate “dividing” line is calculated
by linear regression. Finally, the base and corpus line of the text are calculated
by applying a linear regression through the minimas and maximas respectively,
of all strokes.

4.3 Handwriting Recognition: LSTM Training

Our Bi-LSTM network contains two hidden layers, each of 100 units. For training
with unsegmented data, we use a CTC output layer comprising of 195 units
(including the ‘blank’ labeling). The network was trained on labeled data of 0.15
million words from 100 writers (1500 words from each writer) with a learning
rate of 0.0001 and momentum of 0.9. All hyper parameters like learning rate were
chosen after empirical experimentation. The CTC forward backward algorithm
was used to update the network weights.
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Table 1. Examples of commonly encountered confusion pairs

Confusion pair Probability of occurrence Example

(a, ) 0.306 ladaka, ladka

(w,v) 0.0998 hawa, hava

(q,k) 0.021 aashiq, aashik

(en,ein) 0.019 zarooraten, zarooratein

(on,o) 0.016 ladkiyon, ladkiyo

4.4 Handwriting Recognition: Modified Decoding

The problem of recognizing a Hinglish word written in a spelling different from
the standard transliterated form available in the dictionary can be solved if the
common phonetic variations of that word can be identified.

We refer to such variations in a word as confusion pairs (a, b), where a
and b are group of phonetically similar characters, one often being replaced
by the other. For example, khusbu and khusboo are two different commonly used
spellings of the same Hindi word. This generates the confusion pair (oo,u).

Probabilistic Generation of Confusion Pairs. Confusion pairs were initially
generated from a corpus of ≈20, 000 sentences, by comparing each variation of
the word with its standard transliterated form. A string matching algorithm
was used for this comparison. Using dynamic programming, a character wise
comparison from the start to end, was done between the words. This resulted
in a substring pair that were frequently replaced or ‘confused’ with each other.
Replacing one element of the pair with the other results in the phonetic variation
of the same word [9].

Generated confusion pairs were then ranked according to the probability of
its occurrence derived from the corpus. Some of the commonly used confusion
pairs, along with their probability of occurrence, are given in Table 1. These
confusion pairs are used to generate all phonetic word variations of any given
Hinglish word.

The proposed technique is not limited to use in Hinglish. It can be extended
to any scenario wherein multiple phonetic word variations have to be considered,
and output should not be limited to the predefined dictionary.

Decoding. For each word w, we define S(w) as the set containing all the spelling
variations of the word. This set was generated using the concept of confusion
pairs described above. It was also observed that there were many such pairs
that only occur as suffix. As a result, the search space was limited to only the
cases wherein an element of the pair occurred as a suffix (at the end of the
word). This property, reduced the processing time as well. For example, the pair
(on,o) occurs only as a suffix and hence while generating word variations, on was
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Algorithm 1. Modified Decoding
1: Initialisation:

2: D′ = D
3: for words w ∈ D do

4: for w̃ ∈ S(w) do

5: D′∪ = w̃
6: tok(w̃, 1, 1) = (ln(y1

b ), (w̃))
7: tok(w̃, 2, 1) = (ln(y1

w̃1), (w̃))
8: if |w̃| = 1 then

9: tok(w̃,−1, 1) = tok(w̃, 2, 1)
10: else

11: tok(w̃,−1, 1) = (−∞, ())
12: end if

13: tok(w̃, s, 1) = (−∞, ()) for all s �= −1
14: end for

15: end for

16: Pseudo code:

17: for t = 2 to T do

18: sort tokens tok(w,−1, t − 1) by ascending score

19: for words w ∈ D do

20: S(w) ← set of spelling variations of w
21: for w̃ ∈ S(w) do

22: tok(w̃, 0, t).score = ln(p(w̃|w∗)) + tok(w∗,−1, t − 1).score
23: tok(w̃, 0, t).history = w̃ + tok(w∗,−1, t − 1).history
24: for segment s = 1 to |w̃′| do

25: P = {tok(w̃, s, t − 1), tok(w̃, s − 1, t − 1)}
26: if (w̃′

s �= blank)&(s > 2)&(w̃′
s−2 �= w̃′

s) then

27: add tok(w̃, s − 2, t − 1) to P
28: end if

29: tok(w̃, s, t) = max score token in P
30: tok(w̃, s, t).score+ = ln(yt

w′
s
)

31: end for

32: tok(w̃,−1, t) = max score {tok(w̃, |w̃′|, t), tok(w̃, |w̃′| − 1, t)}
33: end for

34: end for

35: end for

36: Find output token tok∗(w,−1, T ) with highest score at time T
37: Output tok∗(w,−1, T ).history

replaced by o only when it occurred as a suffix of a word. For N such variations
generated corresponding to a particular word, each variation was assigned a word
probability of p/N , where p is the word probability of the standard transliterated
form present in our dictionary D. It is to be noted that the corpus used to create
D for recognition and for finding confusion pairs were different. The dictionary
D for recognition was created by transliterating an existing Hindi dictionary.

We present our method of decoding in Algorithm 1. We build upon the ideas
presented by Graves et al. in [5]. The token passing algorithm is constrained
by the usage of a fixed dictionary set, primarily predicting only those outputs
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present in the dictionary. We modify the decoding to take into account the
most highly probable phonetic variations of the words as well. This ensures that
words are not incorrectly ‘auto-corrected’ to its dictionary form. These words are
created using the generated confusion pairs, by replacing one substring present
in the confusion pair list with the other.

Thus, for all such generated variations in S(w) we run the CTC Token Passing
Algorithm [5]. In Algorithm 1, for every word w, a modified word w′ is defined
with blanks added at the beginning and end and between each consecutive pair
of labels. A token tok = (score, history) is a pair consisting of real valued score
and a history of previously visited words. Each token corresponds to a particular
path through the network outputs and the score of that particular token is
defined as the log probability of that path. The basic idea of the token passing
algorithm is to pass along the highest scoring tokens at every word state and
to maximize over these to find the next state highest scoring tokens. For any
spelling variant (w̃ ∈ S(w)) corresponding to a word w ∈ D, a token is added,
thus increasing the search space along a new path corresponding to w̃. This
allows a non-zero probability of w̃ to be part of the output sequence.

Using the above described process, our BiLSTM-CTC system recognizes a
list of possible candidates (l) that maximizes the value of p(l|x, G∗), x being
the input sequence (described in Sect. 3.2). On account of our modified decoding
technique, G∗ takes into account the words phonetically varied from the ones in
the dictionary. This candidate list is then sent further for post-processing.

The variations in handwriting recognition time and accuracy with the number
of confusion pairs used are given in the next section.

4.5 Post-processing

Before the candidate list is output to the user, it passes through a module of
post-processing to remove any other inadvertently caused errors. This module
checks for any erroneous word merging or splitting issues by checking the distance
between the bounding boxes of consecutive words. The module also checks for
the mis-recognition of symbols like ‘,’, ‘:’, ‘;’ etc. using stroke size information.
Updated candidates are then output to the user.

5 Experiments and Results

5.1 Data Sets

Our model was initially trained to recognize English characters on a dataset
of approximately 0.15 million English words from 100 different writers. The
model converged after around ≈35 epochs. For testing, we collected handwrit-
ten Hinglish test data from 100 different users, each providing 100 samples. Each
sample contained one sentence or phrase written in Hinglish, of the form repre-
sented in Fig. 2. To ensure that different writing styles were recorded, we ensured
that the users were from different parts of India, representing a different way
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of pronouncing and writing the same words. As, there is no publicly available
dataset of Hinglish handwritten text, we were limited to using our collected
dataset for all testing purposes.

Fig. 2. Samples of the test data

5.2 Evaluation Metrics

According to our knowledge, no previous work exists for Hinglish handwritten
text recognition. Past research has proven that a BiLSTM-CTC model provides
the best recognition accuracy. We intend to use the same model and incorpo-
rate our modified decoding techniques to show a significant increase in word
recognition accuracy. Thus, we compare our solution with modified decoding to
a system with the existing decoding module (CTC Token Passing Algorithm as
described by Graves in [5]), both being deep models.

Word accuracy is simply defined as the percentage of correctly recognized
words in the test data set. However, for the calculation of character accuracy,
the following formula is used:

Char Accuracy =
N − S − I − D

N
∗ 100% (5)

where N represents the total number of characters in data, S denotes the number
of substitutions, I represents the number of insertions and D represents the
number of deletions required to convert the predicted output to the known truth
value.

5.3 Experimental Results

In this paper, we propose a robust, all-inclusive Hinglish handwriting recognition
system with modified decoding module. We also demonstrate how our solution
overcomes problems associated with the recognition of colloquially developed
languages with undefined rule-sets.
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Table 2 represents the variation in character and word level accuracies
between the proposed and traditional CTC Token Passing decoding [5] method-
ologies. We also provide the results obtained while varying the number of con-
fusion pairs used to generate word variations.

Figure 3 denotes the increase in time with increasing number of word varia-
tions as compared to the traditional approach (tested on a standard Samsung
Note-5 device).

It can be seen that an accuracy increase of ≈8.5% for word recognition, can
be attained by just incorporating 5 possible variations from the confusion pairs,
with just a 5 ms increase in recognition time.

Table 2. Comparison of character and word level accuracies between existing and
modified decoding techniques with different confusion pairs (CP)

Decoding technique Accuracy

Character Word

Existing (CTC token passing) 92.8% 61.98%

Modified Top 5 93.70% 70.36%

Top 10 93.84% 71.02%

Top 15 94.03% 72.27%

Errors that occur during Hinglish recognition is due to different spellings of
the same word. This spelling difference is usually the variation of 1 or 2 char-
acters, with all multiple word variations being a valid possibility. The BiLSTM
- CTC model is highly efficient at correctly recognizing characters in general,
which is reflected in the already high character recognition accuracy of the exist-
ing model (BiLSTM-CTC with CTC Token Passing Algorithm). However, the
mis-recognition of a few characters causes misclassification of the complete word,
leading to a low word recognition rate. Proposed modified decoding technique
incorporating confusion pairs, is able to solve this problem of word misclassifica-
tion. Our method shows an improved word recognition accuracy of nearly 10%
as compared to existing text recognition module, while the increase in character
recognition accuracy is around 1.5% (Table 2). The considerably smaller incre-
ment in character recognition accuracy as compared to the word recognition
accuracy is intuitive. The effect of a misclassifying a word, on character accu-
racy is nominal as only a small percentage of characters is responsible for the
mis-classification.

We also present the recognition time across increasing number of word vari-
ations as well as for the original decoding in Fig. 3 (tested on a Samsung Note-5
device). As can be noted, this time increase is minimal and will not affect user
experience. The increment in word recognition accuracy is much more significant
than a slight increase in time.

Another major advantage of using the proposed solution is the possibility of
teaching systems to learn local language variations, even when huge data-sets are
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unavailable. Our current model learned to recognize English characters by being
trained on a general English data-set, while it learned the language intricacies
from a Hindi dictionary and corpus. Our decoding module combined these two
variate systems to correctly recognize Hindi words written in English script.

While we present all our experiments and results for the specific use case of
Hinglish, the proposed technique can be used over any deep model architecture
for any language, to significantly increase word recognition accuracies, especially
in the case of writing one language using the script of another. The usage of
our solution, thus, should not seem to be limited to just recognizing Hinglish
handwritten text using the shown BiLSTM-CTC network. The ideas proposed
here can be extended to any similar situation.

Fig. 3. Variation in recognition time with increasing number of included confusion
pairs (CP)

6 Conclusion

In this work, we provide a comprehensive solution for recognizing locally devel-
oped hybrid languages. Our proposed solution is more accurate than using
English trained models with negligible increase in recognition time. We pro-
pose our modified decoding technique over popularly used BiLSTM-CTC deep
models for a significant increase in word recognition accuracy, without a major
increase in time. However, its usage is not limited to the model used here, and the
proposed ideas can be extended for use over any deep model for text recognition.

Currently, we are working on personalizing the solution based on past user
writing habits, such that the spelling that he/she uses is always the top sugges-
tion. We also plan to work on real-time translation of Hinglish to English as well
as Hindi.
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Abstract. A Question Classification is an important task in Question
Answering Systems and Information Retrieval among other NLP sys-
tems. Given a question, the aim of Question Classification is to find
the correct type of answer for it. The focus of this paper is on Ara-
bic question classification. We present a novel approach that combines
a Support Vector Machine (SVM) and a Convolutional Neural Network
(CNN). This method works in two stages: in the first stage, we iden-
tify the coarse/main question class using an SVM model; in the second
stage, for each coarse question class returned by the SVM model, a CNN
model is used to predict the subclass (finer class) of the main class.
The performed tests have shown that our approach to Arabic Questions
Classification yields very promising results.

Keywords: Arabic · Question classification
Support Vector Machines · Word embeddings
Convolutional Neural Networks

1 Introduction

The aim of a Question Answering System (QAS) to process an input question
posed in natural language so as to extract a short, correct answer which then
gets returned to the user. Most of QASs consist of three main modules which
are pipelined. First, the Question Processing module starts by analyzing the
question so as to identify its class - and this is usually done by means of text
classification methods - and a set of most important features. Once this is done,
the extracted information gets into the Document Processing module the aim of
which is to search (on the web or in a given corpus) for a set of relevant documents
which probably contain the right answer to the input question. Finally, the third
module of a QAS is the Answer Extraction module which extracts the correct
answer to the user’s question by making use of the information and documents
returned by the previous two modules.

c© Springer International Publishing AG, part of Springer Nature 2018
M. Silberztein et al. (Eds.): NLDB 2018, LNCS 10859, pp. 113–125, 2018.
https://doi.org/10.1007/978-3-319-91947-8_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91947-8_12&domain=pdf


114 A. Aouichat et al.

The quality of a QAS is directly affected by the accuracy of the question
classification, a step in the Question Processing module. Indeed, if the question
is classified under an incorrect category, this will affect the answer extraction step
and it will most likely produce a wrong type of answer. For several languages
such as English, this module has received much attention [10,17,20]. This is
not the case for the Arabic language in which little research work has been
done on this problem. It is worth mentioning also the severe lack of question-
answering resources for the Arabic language. As such the approaches to question
classification that have been proposed for Arabic have mostly been tested on very
small corpora, usually a few hundred instances. Hence, even though such systems
may produce good results on the small datasets on which they were developed,
there is no guarantee that the results will be as good on larger datasets. To this
end, and in order to test our approach on a substantially larger dataset, we have
enriched the TALAA-AFAQ corpus developed in [3] by manually translating
a subset of the UIUC question classification dataset. The questions in these
corpora are classified based on the taxonomy proposed in Li and Roth [13] in
which they defined a two-layered taxonomy. This hierarchy contains 6 coarse
classes (ABBREVIATION, ENTITY, DESCRIPTION, HUMAN, LOCATION
and NUMERIC VALUE) and 50 finer classes, where each coarse class can be
further refined into a well-defined set of finer classes. For instance, the Location
coarse class can have Country, City, Mountain, etc., as finer classes.

Encouraged by the impressive results that have been achieved on the task
of sentence classification using Convolutional Neural Networks (CNNs) [6], we
present in this paper, a novel approach to the classification of Arabic questions,
which combines Support Vector Machines (SVMs) and Convolutional Neural
Networks. The module works in two stages: in the first stage an SVM model is
used to determine the coarse (i.e. main) class of the question. Then, given that
coarse class, a CNN model is used to identify its finer class. Our intuition is that
a pre-trained word embedding that can preserve the relative meaning of words
will be better suited to handle the task of finer classification in which each finer
class involves way fewer instances.

The rest of the paper is organized as follows: Sect. 2 presents the research
work that has been done on the Arabic question classification task. Section 3
introduces the structure of Arabic question. Section 4 details the approach we
propose while Sect. 5 presents the test data, the results, and an analysis thereof.
Finally, in the conclusion section, we summarize our contribution and point out
some directions for possible future improvements.

2 Related Work

Few research works having tackled Arabic question classification, we first present
the most relevant ones and then introduce some important contributions to
English question classification.

Al Chalabi et al. [2] proposed a method for the classification of Arabic ques-
tions using regular expressions and context-free grammars. The method was
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tested on a set of 200 Arabic questions and the authors reported a recall of
93% and a precision1 of 100%. Ali et al. [8] proposed a question classification
system for “Who”, “Where” and “What” questions. Their contribution is based
on the use of SVMs with TF-IDF Weighting. They tested their proposal with n-
grams of varying lengths on 200 questions about Hadith (sayings of the prophet
Muhammad) and reported that in the case of 2-grams, the best classification was
obtained with an F1-score of 87.25%. Abdenasser et al. [1] used an SVM-based
classifier to classify questions on the holy Quran and reported an accuracy of
77.2%. Their data set consisted of 230 Quranic domain questions. We note that
all of these contributions were tested on very small datasets whose size did not
exceed 300 questions.

A good number of systems have been proposed to address the question clas-
sification problem for the English language. Kim et al. [11] proposed a Convolu-
tional Neural Network (CNN) that uses a static pretrained word vectors for the
task of text classification. They showed that very little hyperparameter tuning
can lead to a great deal of improvement. The results of their experimentations
performed on several benchmarks showed some very promising results. Silva et
al. [20] presented a method that starts by matching a question against some
hand-crafted rules and then use the matched rules features in the learning-based
classifier. Huang et al. [10] proposed the use of a head word feature and pre-
sented two approaches to augment the semantic features of such head words
using WordNet. In addition, they adapted Lesk’s Word Sense Disambiguation
(WSD) algorithm to optimize the hypernym depth feature. Their linear SVM and
Maximum Entropy models reached accuracies of 89.2% and 89.0% respectively.
Nyberg et al. [16] proposed a set of handcrafted rules to boost the performance
of a syntactic parser; their system, Javelin, achieved an accuracy of 92% on the
TREC questions test set. Given the results that have been reached on Arabic
Question Classification so far and the fact that they have all been trained/tested
on very small data sets, our work presents a combined SVM-CNN model which
is trained on a much larger dataset, which yields a much more reliable model for
Arabic question classification.

3 The Structure of Arabic Questions

The Arabic alphabet consists of 28 letters each of which can be combined with
one of four diacritics that can be omitted, the correct reading of the words having
then to be done according to the context. Arabic is known to be a morphology-
rich language, which results in a large number of possible word forms. However,
unlike most languages where the syntax of a sentence changes to form a question,
in Arabic, a question is simply a sentence that starts with a question word known

as (Interrogative Particle) and finishes with “?”.

1 A closer scrutiny of the patterns that were used in [2] has shown that they do not
cover all the possible variations of uses of Interrogative Patterns in different contexts
and settings.
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Table 1. Samples of structures of Arabic questions

aThough this sentence is not correct in English, it reflects the word ordering of its
Arabic equivalent.

Table 1 presents the construction of two Arabic questions: the first one “Who
won the Nobel Peace Prize in 1979?” asks for a Name and the second one “When
did Mohamed Abdus Salam win the Nobel Prize?” asks for a Date. It clearly
appears from the sentence that the Named Entity is removed from the declarative
sentence and the Interrogative Particle is introduced at the start of the sentence
in each case.

We distinguish different categories of questions: (1) factoid questions, (2) list
questions, (3) Definition questions, (4) and the category Others which groups
the remaining question types such as Yes/No, arguments, etc. To define these
categories, several interrogative particles (IPs) can be used such as: (man,

who), (kem, how many/much), (ayna, where), (mata, when), (maa,

what is), (ayy, which), (kaifa, how), (hal, question particle for yes/no
questions).

Some types of questions are directly recognized by identifying their Interrog-
ative Particles. For instance, (man, who) asks for the Name of a person(s);

(ayna, where)asks for a Location; (mata, when) asks for a Time/Date;
(kem, how many/much) asks for a Numeric value(s); (kaifa, how) asks for
a description; (hal) poses a Yes/No question. Using POS-tag sequences, such
types of questions can be identified by some rules that describe each expected
answer type. However, the main challenge is with those Interrogative Particles
which can express different types of questions depending on the context. Con-
sider, for instance, (maa, what is). This Interrogative Particle can be used to

ask for a Name as in (What is the name of the most important

company?) . It can also be used to ask for a Date as in (what
is the date of today ?). It can additionally be used to ask for a Description

(What is the way to make a cake?). The same applies
to different types of questions and their Interrogative Particles.
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4 Design of the SVM-CNN Arabic Question Classification
System

Figure 1 presents the architecture of the SVM-CNN Arabic Question Classifica-
tion System. The system works in two phases: first, an SVM-based model is used
to predict the coarse class of the question. Then, a CNN model is used to predict
its finer class. The CNN uses word embedding vectors that we have trained on
a large Arabic corpus. Each of the two stages is detailed in subsequent sections.

Fig. 1. General architecture of the SVM-CNN Arabic question classification system

4.1 Preprocessing and Normalization

In the preprocessing step, we apply word tokenization using the Polyglot tok-
enizer2then we remove all the Arabic diacritical marks. We also normalize all the
letter variants to their most basic from. For instance, the letters and will be
normalized to , which will help reduce the number of word forms in the dataset.
We also define a regular expression to annotate each date or year entities with a
“Date” label and the same thing for numbers which we tag as “NBR”. The aim
of this stage is to ignore the difference between various occurrences of the same
type of entity in the classification system. For instance, if the question contains
the date “01/02/2018” or “03/03/2014”, the classification system will consider
both as just Date.

4.2 Arabic Word Embedding

Our word embeddings are trained using the word2vec model [14] by means of
the Gensim library3. The word2vec model represents each individual word as
2 https://github.com/aboSamoor/polyglot.
3 https://radimrehurek.com/gensim/.

https://github.com/aboSamoor/polyglot
https://radimrehurek.com/gensim/
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belonging to a fixed-size vector of words that are relatively similar to others in
terms of their occurrences in sentences. The training was carried out using a
subset of 1, 513, 097 sentences from the Arabic United Nations Parallel Corpus
[7]. We empirically reached the following Gensim parameters: the size of the
embedding vectors was set to 100 , the minimal word frequency was set to 10
and the number of iterations to 5. This resulted in a vocabulary of 850, 797
unique words.

4.3 The Support Vector Machine Model

We used the SVM model [9] with a TF-IDF weighting to classify each question
into one of 6 coarse classes that are ABBREVIATION, ENTITY, DESCRIP-
TION, HUMAN, LOCATION and NUMERIC VALUE.

4.4 The CNN Model

We presented in the previous section, the first phase of the classification which
determines the coarse class. In the second stage, given that coarse class we want
to find its finer class. So we try to classify the question into one of the subclasses
of that coarse (main) class. The main difficulty of this stage is the huge similarity
that exists between the finer classes. This is why the finer classification can be
quite ambiguous. Another problem is that each finer class contains only a small
amount of instances. The number of features will hence be very small and not
suited for bag-of-words models. The CNN can automatically learn meaningful
features to identify the finer class for each question. Figure 2 represents the
general architecture of the CNN.

The following is performed:

Padding. Each question will be padded to the same length k. When the length
of the question is larger than k, we keep only the first k words of the question.
For the questions that have less than k words a special token called “pad” is
used to fill the remaining tokens up to a length of k.

Word Embedding. Each word will be represented as an embedding vector of
size R

d,thus any given question qi is represented as a fixed-size matrix of
dimension R

kd.
Convolution. The first layer in our network applies a convolution filter (F) to

the input data, where F is a matrix of dimension Rfd and f is the length of the
filter. This filter will be applied to each region of q, producing a feature-map
C of dimension Rl where l = k – f + 1. Each feature r i ∈ Ci is obtained by
applying F to a window wi :i+f−1 of size f using the following equation [12]:

ri = Φ(FΔwi :i+f−1 +b) (1)

where Φ is a nonlinear activation function and b∈R is a bias. To generate a
feature map C = {r1, r2, ..., rl}, we apply this filter to each window of size f
in q.
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Fig. 2. General architecture of the Arabic question classification CNN

Pooling. Pooling is then used to perform a special down-sampling on the
feature-map. One common method of pooling is known as max-pooling [19]
which extracts only the most important feature Cmax from C:

Cmax = max{C} = max{r1, r2, ..., rl}. (2)

The usage of max-pooling selects only the most important m features.
Fully connected layer. To receive the output of the max-pooling layer, multi-

ple fully-connected layers are stacked together (Fig. 2). Finally, the final layer
uses a Softmax activation function to output a probability distribution over
the finer classes for the main class that was found in the first (SVM) phase.

5 Test Results

This section provides an in-depth discussion of the tests we have carried out.
As explained above, the classification is carried out in two consecutive stages
(two levels): first, we build an SVM classifier for the main class of the question.
Then, given that main class, we perform another CNN-based classification to
identify the finer class of the question for that specific main class. Thus, our
tests will also follow these two stages: first, we investigate the use of multiple
classification models to identify the main class, and then we examine the case of
the finer class.

We start this section by presenting some statistics about the data we have
used and the preprocessing that we have incorporated. Then, we provide all the
hyper parameters that have been used. Finally, we address the two aforemen-
tioned key tests.
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5.1 The Dataset

Our dataset is an extended version of the dataset proposed by Aouichat and
Guessoum [3]. The enrichment was obtained through the translation of instances
from the UIUC English question classification dataset4. The statistics of the
number of questions, tokens and types in the main and finer classes before and
after extending the dataset are provided in Table 2.

5.2 Models Hyperparameters

In this section, we provide the detailed hyper parameters of all the models we
have used.

Bag-of-words Models. We have considered three bag-of-words models for
Support Vector Machines (SVM) [22], Maximum Entropy (MaxEnt) [21] and
Random Forests (RF) [4]. These models have been represented using vector-
space formulation with the TF-IDF weighting [18].

We have used the Python Scikit-learn machine learning library to implement
all our models5. For all the models, the unigram, bigram and trigram features
have been investigated. The feature counts for all the bag-of-words models are
provided in Table 3.

CNN Models. For our CNN models we have used an embedding dimension
of 100 units, and a vocabulary size of 10, 000 words. We have set the maximum
sequence length to 20 tokens and have incorporated three filtering kernels for
which the window sizes are 3, 5 and 7 respectively, each with 64 filters. More-
over, we have used four dense layers with 100 units each, and all these layers have
been used with a Rectified Linear Unit (ReLU) [15] activation function. Dropout
layers with a dropout-rate of p = 0.4 have been incorporated between each two
consecutive dense layers. A mini-batch of size 128 has been used. The training
was done by means of Stochastic Gradient Descent (SGD) with the Adam opti-
mization function [12]. The CNN models have been trained using the Nvidia
GTX 1070 GPU with 8 GB of DDR5 memory. The Keras deep learning library
[5]6 has been used to implement all the models using the Tensorflow backend.

5.3 Results and Analyses

The test results for all the classification systems when predicting the main classes
are presented in Table 4.

As shown in Table 4, the best results were obtained when using the SVM
models followed by CNN and the worst results were obtained when using the

4 The dataset is available at http://cogcomp.org/Data/QA/QC/.
5 http://scikit-learn.org/.
6 https://keras.io/.

http://cogcomp.org/Data/QA/QC/
http://scikit-learn.org/
https://keras.io/
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Table 2. Statistics about the extended version of the Arabic question classification
dataset proposed by Aouichat and Guessoum [3]

Class Original dataset Extended dataset

Questions Tokens Types Questions Tokens Types

ABBREVIATION

Expression - - - 51 360 141

Abbreviation - - - 16 131 57

HUMAN

GROUPE 11 103 75 184 1966 812

Individual 899 7171 2317 1128 9979 2980

LOCATION

Mount 2 14 12 21 176 65

State 137 843 371 202 1467 566

Country 121 691 310 275 2182 813

NUMERIC

Money 18 163 114 80 784 338

Date 81 621 327 278 2188 862

Speed 2 24 21 8 59 34

Count 276 2925 1111 723 6039 2000

ENTITY

Instrument - - - 9 77 45

Word - - - 26 268 127

Currency - - 4 29 16

DESCRIPTION

definition - - - 216 1282 466

Reason - - - 183 1649 766

description - - - 234 2100 839

Manner - - - 202 1600 746

Total 1547 3840

Table 3. Statistics about the features used for all the bag-of-words models for the
identification (classification) of the main class

N-grams Features count

Unigrams 5970

Bigrams 17102

Trigrams 28975
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Table 4. The test results for all the classification systems.

Models Precision Recall F-measure Accuracy

SVM-uni 0.9272 0.9071 0.9170 0.9170

SVM-bi 0.9375 0.9227 0.9300 0.9227

SVM-tri 0.9292 0.9071 0.9180 0.9071

Rand-forest-uni 0.9182 0.9090 0.9021 0.9001

Rand-forest-bi 0.9391 0.9290 0.9226 0.9192

Rand-forest-tri 0.9123 0.9013 0.8913 0.8906

MaxEnt-uni 0.8712 0.8585 0.8648 0.8585

MaxEnt-bi 0.8640 0.8758 0.8698 0.8758

MaxEnt-tri 0.8635 0.8741 0.8687 0.8741

CNN 0.9350 0.9218 0.9249 0.9283

Maximum Entropy classifier. An increase of about 1% to 2% has been observed
when the bigram features were used and these gave slightly better results than
with tri-grams. The performance of the CNN model was better than those of the
MaxEnt and Rand-forest models with a margin that varies between 2 to 6%.

After predicting the main class, we have used another CNN model to predict
its finer class. The test results when predicting the finer class for each main class
are provided in Table 5.

Table 5. The test results when predicting the finer class for each main class

CNN Models Precision Recall F-measure Accuracy

CNN-Abb 0.9166 0.8888 0.8917 0.8888

CNN-Desc 0.9507 0.8571 0.8943 0.8571

CNN-Enty 0.9375 0.9166 0.9198 0.9166

CNN-Hum 0.9901 0.976 0.9828 0.9761

CNN-Loc 0.9083 0.5939 0.6903 0.5939

CNN-Num 0.9844 0.9837 0.9839 0.9837

Full system 0.9055 0.8932 0.8865 0.8932

As shown in Table 5, the classification precisions for the finer class are all
above 85% except for the Location class. The accuracy of the full architecture
(the main and finer classes) is 0.82%.

5.4 Errors and Discussion

In this section, we will provide a quick glance at the misclassification errors
made by our CNN system for the finer class. The confusion matrix is provided in
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Table 6 for finer classes of the main class Location produced by the classification
system (CNN-Loc).

Table 6. Confusion matrix for the prediction made by the CNN-Loc model

AB EXP

AB 6 0

EXP 2 10

The diagonal of the matrix in Table 6 contains the correctly predicted
instances, and the values outside the diagonal represent the numbers of mis-
classified instances. We can see that the system makes only a few classification
mistakes. For instance, for the finer EXP two instances were wrongly classified
as AB.

6 Conclusion and Future Work

In this paper, we have focused on the question classification module in an Arabic
Question Answering System. We have presented a novel approaches that com-
bines a Support Vector Machine with a Convolutional neural network for Arabic
Question classification using Arabic word embeddings. The aim of our approach
being to extract the finer class of an input question, we start by identifying the
coarse class using an SVM model and, at a second stage, and for each coarse
class returned by the SVM model, a CNN model is applied to extract the finer
class.

In order to train and test our proposal on a substantially large dataset, we
have enriched the TALAA-AFAQ corpus developed in [3] by manually translating
a subset of the UIUC English question classification dataset. The results obtained
in this work were very promising yet the room for improvement remains open.
As a future work, we plan to further enrich the TALAA-AFAQ and to create a
common test set to be used by NLP researchers working on this task, and we
also plan to integrate our work into a full Arabic Question Answering System.
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Abstract. Extracting patient data documented in text-based clinical
records into a structured form is a predominantly manual process, both
time and cost-intensive. Moreover, structured patient records often fail to
effectively capture the nuances of patient-specific observations noted in
doctors’ unstructured clinical notes and diagnostic reports. Automated
techniques that utilize such unstructured text reports for modeling use-
ful clinical information for supporting predictive analytics applications
can thus be highly beneficial. In this paper, we propose a neural network
based method for predicting mortality risk of ICU patients using unstruc-
tured Electrocardiogram (ECG) text reports. Word2Vec word embed-
ding models were adopted for vectorizing and modeling textual features
extracted from the patients’ reports. An unsupervised data cleansing
technique for identification and removal of anomalous data/special cases
was designed for optimizing the patient data representation. Further, a
neural network model based on Extreme Learning Machine architecture
was proposed for mortality prediction. ECG text reports available in the
MIMIC-III dataset were used for experimental validation. The proposed
model when benchmarked against four standard ICU severity scoring
methods, outperformed all by 10–13%, in terms of prediction accuracy.

Keywords: Unstructured text analysis
Healthcare analytics
Clinical Decision Support Systems · Word2Vec · NLP
Machine Learning

1 Introduction

Identifying individuals who are at risk of death while admitted to hospital
Intensive Care Units (ICUs) is a crucial challenge facing critical care profes-
sionals. Extensive and continuous clinical monitoring of high-risk patients is
often required, which, given the limited availability of critical care personnel
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and equipment, is very expensive. Several mortality risk scoring systems are in
use currently in ICUs that rely on certain patient-specific diagnostic and phys-
iological factors identified by medical experts, extracted from structured health
records (EHRs), to calculate mortality risk. However, studies have reported that
their performance in actual prediction is quite low when compared to more recent
non-parametric models based on data mining and Machine Learning (ML) [4,18].
As structured EHRs are put together manually with extensive human effort,
a lot of context information contained in clinician’s notes might be lost [17].
Another significant issue is the limited adoption rate of structured EHRs in
developing countries, thus necessitating the use of alternate methods to obtain
patient-specific information [22]. Most existing Clinical Decision Support Sys-
tem (CDSS) applications [4,10,18] depend on the availability of clinical data in
the form of structured EHRs. However, in developing countries, clinical experts
and caregivers still rely on unstructured clinical text notes for decision making.
Unstructured clinical notes contain abundant information on patients’ health
conditions, physiological values, diagnoses and treatments, are yet to be explored
for predictive analytics applications like mortality risk prediction and disease pre-
diction. Such unstructured clinical text represent a significant volume of clinical
data, which has remained largely unexploited for building predictive analysis
models. Big data analytics and ML can help in developing better CDSSs with
significant man-hour and medical resource savings [2].

Traditional methods for computing ICU mortality comprise of the standard
severity scoring systems currently in use in hospitals. APACHE (Acute Physi-
ology And Chronic Health Evaluation) [11] and SAPS (Simplified Acute Physi-
ological Score) [6], along with their different variants; SOFA (Sequential Organ
Failure Assessment) [21] and OASIS (Oxford Acute Severity of Illness Score)
[8] are popular severity scoring models used for computing an ICU patient’s
mortality score using their clinical data. Other approaches [4,5,10,16,18] focus
on application of ML techniques like decision trees, neural networks and logistic
regression to structured EHR data for predicting mortality scores. Free text clin-
ical notes written by medical personnel possess a significant volume of patient-
specific knowledge, that is expressed in natural language. Several researchers
proposed methods [1,14,19,23] for making use of such data for various purposes
like data management, patient record classification and event prediction using
ML, Hidden Markov Models, genetic algorithm and several other natural lan-
guage processing (NLP) and data mining techniques.

In this paper, an ICU Mortality prediction model that utilizes patients’
unstructured Electrocardiogram (ECG) text reports is proposed. We adopt the
Word2Vec word embedding models for vectorizing and modeling the syntactic
and semantic textual features extracted from these reports. An unsupervised
data cleansing technique designed for identifying and removing anomalous data
and special cases is used for optimizing the data representation. Further, a neu-
ral network architecture called Extreme Learning Machine (ELM) is trained on
the ECG data for mortality risk prediction. The proposed model when bench-
marked against existing traditional ICU severity scoring methods, SAPS-II,
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SOFA, OASIS and APS-III, achieved an improved accuracy of 10–13%. The
remainder of this paper is organized as follows: In Sect. 2, we describe the pro-
cess of designing the proposed prediction model. Section 3 presents results of the
experimental validation, followed by conclusion and references.

2 Proposed ICU Mortality Prediction Model

The methodology adopted for the design of the proposed mortality prediction
model is composed of several processes, which are depicted in Fig. 1.

MIMIC-III 
Dataset 

(Noteevents 
Table) 

Unspervised 
Data Cleansing 

Classification 
Mortality 

Risk 
Prediction 

First ECG 
Text Reports 

for each 
Patient 

Tokenization Stopping Stemming

Vectorization 

Preliminary Preprocessing

Text ModelingExtreme Learning Machine

Fig. 1. Proposed methodology

2.1 Dataset and Cohort Selection

For the proposed model, unstructured text data from an open and standard
dataset called MIMIC-III [9] was used. MIMIC-III (Medical Information Mart
for Intensive Care III) consists of deidentified health data of 46,520 critical care
patients. Clinical text records of these patients are extracted from the ‘noteevents’
table in the MIMIC-III dataset, from which only the ECG text reports are
selected. Currently, we have considered only the first ECG report of each patient,

Table 1. ECG text Corpus statistics

(a) ECG Text Corpus Statistics

Feature Total Number

Reports 34159
Sentences 108417

Total Words 802902
Unique Words 33748

(b) Statistics of the selected patient cohorts

Set Total Alive Expired

Initial ECG Text reports 34159 30464 3695
Cluster C1 22974 20372 2602
Cluster C2 11185 10092 1093

Final Cohort 21465 20372 1093
Training & Test sets 10155 8068 2087

Validation set 2539 2024 515
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as this is required to predict patients’ mortality risk with the earliest detected con-
dition, thereby predicting risk earlier. Next, the mortality labels of each patient
are extracted from the ‘patients’ table in the dataset and are assigned to corre-
sponding ECG reports of each patient. This set, now containing the first ECG
text reports of 34,159 patients and the corresponding mortality labels, is used for
the next phase (Details of ECG text corpus summarized in Table 1).

2.2 Preliminary Preprocessing

In the next phase, the ECG text corpus is subjected to a NLP pipeline con-
sisting of tokenization, stopping and stemming. During tokenization, the clinical
natural language text is split into smaller units called tokens. Generated tokens
are filtered to remove unimportant terms (stop words) and finally, stemming is
performed on the remaining tokens for suffix stripping. After the initial prepro-
cessing, the tokens are next processed for modeling any latent clinical concepts
effectively, during the Text Modeling phase.

2.3 Text Modeling

The Text Modeling phase consists of two additional levels of processing - Vec-
torization and Unsupervised Data Cleansing, which are discussed in detail next.

Vectorization: NLP techniques are critically important in a prediction system
based on unstructured data, for generating machine processable representations
of the underlying text corpus. Traditional rule and dictionary based NLP tech-
niques, though perform well for certain applications, are not automated and
require significant manual effort in tailoring them for various domains. Recent
trends in ML and Deep Learning models and their usage in addition to tradi-
tional NLP techniques provide a good avenue for exploiting their performance for
improved prediction. However, the effectiveness and performance of such mod-
els depend heavily on the optimized vector representations of the underlying
text corpus. Several approaches have been developed for creating meaningful
vector representations from text corpus, the prominent ones being Document
Term Frequency vectorization and Term frequency-Inverse document frequency
(Tf-Idf) Vectorization [20]. Word2Vec [15], a word embedding model, is an effec-
tive approach for generating semantic word embeddings (features) from unstruc-
tured text corpus. The generated vectors may be of several hundred dimensions,
where unique terms in the text corpus are represented as a vector in the feature
space such that corpus terms of similar context are closer to each other [15].
For modeling such latent concepts in the ECG text report corpus, we employed
Word2Vec to generate a word embeddings matrix, which consists of the syntac-
tic and semantic textual features obtained from the unstructured ECG corpus.
The skip-gram model of Word2Vec was chosen over Continuous Bag-Of-Words
(CBOW), due to its effectiveness with infrequent words and also as the order
of words is important in the case of clinical reports [15]. We used a standard
dimension size of 100, i.e., each ECG report is represented using a 1×100 vector,
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thus resulting in a final matrix of dimension 34159× 100, each row representing
the latent concepts in the ECG report of a specific patient.

Unsupervised Data Cleansing: The vectorized ECG text corpus data is next sub-
jected to an additional process of data cleansing, for identifying special case data
points and conflicting records. For this, K-Means Clustering was applied on the
vectorized data to cluster the data into two clusters (k = 2, as the proposed
prediction model is a two-class prediction, ‘alive’ and ‘expired’ patients) after
which a significant overlap was observed in the two clusters. Cluster C1 contained
records of 20372 alive and 2602 expired patients while cluster C2 had 10092 alive
and 1093 expired patients. As a significant number of the data points represent-
ing ‘alive’ patients were in cluster C1, we derived a reduced patient cohort that
consists of all ‘alive’ patients from cluster C1 and all ‘expired’ patients from
cluster C2, which were then considered for building the prediction model. The
remaining patient data points exhibited anomalies due to existence of patients
who might have expired due to causes not related to heart. Further examina-
tion of these special or conflicting cases revealed a requirement for considerable
auxiliary analysis, therefore, we intend to consider them as part of our future
work. In summary, the new patient cohort now consisted of 20372 alive and 1093
expired patients (tabulated in Table 1b).

2.4 Linguistics Driven Prediction Model

The patient cohort obtained after the data cleansing process is now considered for
building the prediction model. Towards this, we designed a neural network model
that is based on a fast learning architecture called Extreme Learning Machine
(ELM) [7]. ELM is a single hidden layer Feedforward Neural Networks (SLFNN)
where the parameters that fire the hidden layer neurons don’t require tuning
[7]. The hidden nodes used in ELM fire randomly and learning can be carried
out without any iterative tuning. Essentially, the weight between the hidden and
output layers of the neural network is the only entity that needs to be learned,
thus resulting in an extremely fast learning model. Different implementations of
ELMs have been used for tasks like supervised and unsupervised learning, feature
learning etc., but to the best of our knowledge, ELMs have not been applied to
unstructured clinical text based prediction models. In this SLFNN architecture,
we set the number of nodes in the input layer to 100 as the feature vectors
obtained after Word2Vec modeling are of similar dimensions. The hidden layer
consists of 50 nodes and a single node is used at the output layer, to generate
the predicted mortality risk of a patient. The Rectified Linear Unit (ReLU)
activation function was used in the layers of the proposed ELM architecture as
it is a step function and works well for binary classification. During training,
the weights between the hidden and output layers are iteratively learned and
optimized. Finally, the patient-specific mortality prediction is obtained at the
output layer.
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3 Experimental Results

For validating the proposed prediction model, an extensive benchmarking exer-
cise was carried out. The experiments were performed using a server running
Ubuntu Server OS with 56 cores of Intel Xeon processors, 128 GB RAM, 3 TB
Hard Drive and two NVIDIA Tesla M40 GPUs. The patient cohort is split into
training, test and validation sets (as shown in Table 1b). The vectorized fea-
ture vectors and the respective mortality labels in the training dataset are used
for training the ELM model. We used 10-fold cross validation with a training
to test data ratio of 75:25. Standard metrics like Accuracy, Precision, Recall,
F-score and Area Under Receiver Operating Characteristic Curve (AUROC)
were used for performance evaluation of the proposed model. Additionally,
Matthews Correlation Coefficient (MCC) was also used as a metric, as it takes
into account true positives, false positives and false negatives, therefore, regarded
as a balanced measure even in presence of class imbalance [3]. We also bench-
marked the performance of the proposed prediction model against well estab-
lished, traditional parametric severity scoring methods. Four popular scoring
systems - SAPS-II, SOFA, APS-III and OASIS, were chosen for this compari-
son. We implemented and generated the respective scores for each patient in the
validation set. For SAPS-II, the mortality probability was calculated as per the
process proposed by Le et al. [13]. In case of SOFA, the mortality prediction of
each patient can be obtained by regressing the mortality on the SOFA score using
a main-term logistic regression model similar to Pirracchio et al. [18], whereas
for APACHE-III (APS III), it is calculated for each patient as per Knaus et al.’s
method [12]. The mortality probability for each patient as per OASIS scoring
system is given by the in-hospital mortality score calculation defined by Johnson
et al. [8]. A classification threshold of 0.5 was considered for SAPS-II, APS-III
and OASIS.

The validation patient data is fed to the trained model for prediction and its
performance was compared to that of traditional scoring methods. The results
are tabulated in Table 2, where, it is apparent that the proposed model achieved
a significant improvement in performance over all four traditional scores. The
proposed model predicted high mortality risk (label 1) correctly for most patients
belonging to ‘expired’ class, which is a desirable outcome expected out of this

Table 2. Benchmarking ELM model against traditional severity methods SAPS-II,
SOFA, OASIS and APS-III

Models Accuracy Precision Recall F-Score AUROC MCC

ELM (Proposed) 0.98 0.98 0.98 0.98 0.99 0.84

SAPS-II 0.86 0.87 0.86 0.86 0.80 0.34

SOFA 0.88 0.86 0.88 0.85 0.73 0.22

APS-III 0.89 0.86 0.89 0.86 0.79 0.26

OASIS 0.88 0.86 0.89 0.86 0.77 0.26
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CDSS, which is also evident in the high precision values achieved. AUROC,
F-Score and MCC are very relevant metrics for this experiment as the data
exhibits class imbalance (number of patients in ‘alive’ class much greater those
in ‘expired’ class; see Table 1b). MCC, which measures the correlation between
the actual and predicted binary classifications, ranges between −1 and +1, where
+1 represents perfect prediction, 0 indicates random prediction and −1 indicates
total disagreement between actual and predicted values. The high values of F-
Score and MCC for the proposed model in contrast to the others, indicates
that, regardless of class imbalance in the data, the proposed model was able to
achieve a good quality classification for both alive (0) and expired (1) labels.
The plot of Receiver Operating Characteristic (ROC) curves generated for all
models considered for comparison is shown in Fig. 2. Again, it is to be noted
that the proposed model showed a substantial improvement of nearly 19% in
AUROC in comparison to the best performing traditional model, SAPS-II.

Fig. 2. Comparison of AUROC performance of the various models

4 Conclusion and Future Work

In this paper, a CDSS model for ICU mortality prediction from unstructured
ECG text reports was presented. Word2Vec was used to model the unstructured
text corpus to represent patient-specific clinical data. An unsupervised data
cleansing process was used to handle conflicting data or special cases which repre-
sent anomalous data. A neural network architecture based on Extreme Learning
Machines was used to design the proposed model. When benchmarked against
popular standard severity scoring systems, the proposed model significantly out-
performed them by 10–13% in terms of accuracy.

This work is part of an ongoing project with an objective of effectively using
unstructured clinical text reports such as nursing/diagnostic notes and other
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lab test reports for improved decision-making in real-world hospital settings.
Currently, our focus is using only a certain subset of the data for training and
validation, however, in future, we intend to develop a prediction model that can
perform well even in the presence of anomalous data. Further, we also intend
to explore the suitability of deep learning architectures for unsupervised feature
modeling for optimal corpus representation and improved prediction accuracy.
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Abstract. There are a number of methods for classification of mobile apps, but
most of them rely on a fixed set of app categories and text descriptions asso-
ciated with the apps. Often, one may need to classify apps into a different
taxonomy and might have limited app usage data for the purpose. In this paper,
we present an app classification system that uses object detection and recog-
nition in images associated with apps, along with text based metadata of the
apps, to generate a more accurate classification for a given app according to a
given taxonomy. Our image based approach can, in principle, complement any
existing text based approach for app classification. We train a fast RCNN to
learn the coordinates of bounding boxes in an app image for effective object
detection, as well as labels for the objects. We then use the detected objects in
the app images in an ensemble with a text based system that uses a hierarchical
supervised active learning pipeline based on uncertainty sampling for generating
the training samples for a classifier. Using the ensemble, we are able to obtain
better classification accuracy than if either of the text or image systems are used
on their own.

Keywords: User modelling � App classification � Object recognition
Object detection

1 Introduction

User modelling and user interest computation, based on the user’s profile and activity
on mobile devices, is important to provide personalized services to users. One of the
significant indicators of user interest, that is not so well studied, is the usage of mobile
applications on the device. Data collected on mobile app usage is very high–dimen-
sional, since a typical user would have multiple devices, each device having hundreds
of apps and the user using these apps multiple times every day. Assigning
coarse-grained categories to the apps helps to avoid the effects of the curse of
dimensionality and hence can make it feasible to perform the user modelling. These
app categories are typically hierarchical. For example, a flight booking app such as
Skyscanner can be under the Flights category, which itself might be under another,
larger, category such as Travel. Also, one app can have multiple categories. The app
categories provided by the app stores such as Google Play store or the Apple app store
are often labelled manually by app developers or by app store owners, and may not be
accurately descriptive of the true nature of the app or context in which the app is used
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by most users. Also, such categories may not match the categories in a taxonomy used
for user interest computation, for a service seeking to provide customized recom-
mendations to the user (Fig. 1).

Many solutions for automatic app classifications exist, but they mainly use text
based data, such as metadata associated with the app, or app usage logs, as a way to
classify the apps. In this paper, we argue that using app images is a better way to
understand the use that a given app might be intended for. Images are independent of
language, and so can be also used to classify apps with text descriptions in a different
language. Also, many popular apps do not have adequate or accurate text descriptions.
Our approach comprises teaching the classifier to learn to detect the objects in images
as well as learn to label the objects, on the basis of optimal manual tagging and object
labelling in images in the training set.

The rest of this paper is structured as follows: in the following section we survey
related work in the areas of app classification. Section 3 describes our image based
approach. In Sect. 4, we present the results of experiments to measure the accuracy of
our method to classify apps. Section 5 concludes the paper.

2 Related Work

2.1 Related Work in the Area of Automatic App Classification

There are a number of works related to the field of automatic app classification. Zhu
et al. [1, 2] have created app taxonomies based on the real world context learnt from the
user’s online behavior, such as URLs browsed or searches in a search engine. A similar
approach was employed by Shevale [8]. Lindorfer [3] also built a system to classify
apps, although their motivation was to analyze unknown apps for security considera-
tions such as risk of malware. Padmakar [4] similarly calculated a risk score for
unknown apps. Seneviratne [5] developed a system to identify spam apps using app

Fig. 1. Illustration of a hierarchical taxonomy for mobile applications.
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metadata. Olabenjo [6] used a Naïve Bayes model to automatically classify apps on the
Google play store based on app metadata, using existing app categories to learn cat-
egories of new apps. Radosavljevic et al. [7] used a method to classify unlabeled apps
using a neural model trained on smartphone app logs.

However, as mentioned earlier, all the above models are text based. They do not
use app images to increase the accuracy of the app classification. As such, they suffer
from lower recall in cases where the app descriptions are short or incorrect.

2.2 Related Work in the Area of Automatic Object Detection in Images

Object detection is a computer vision technique which uses convolutional neural net-
works to identify the semantic objects in an image. Usilin et al. [9] discussed the
application of object detection for image classification. We use a similar approach here
in this paper, except that we apply the technique for app classification in order to
complement, or improve the accuracy of text only based app classification methods.

3 System Overview

In this section, we describe our approach of an image based app classifier. We first
explore the use of object detection for application classification.

3.1 Automatic Object Detection in Images

Our approach to object detection is based on the Fast Region based Convolutional
neural network (Fast RCNN) developed by Girshick [10, 11]. We chose this model
since it gave near real time speeds, taking only a few seconds for each inferencing, with
reasonable accuracy of classification.

For training the Fast-RCNN model, we input images with manually labelled
bounding boxes. While learning, the model generates a set of object box proposals
using the selective search method to detect a large number of objects bounding box
locations independent of the objects to be detected. The object proposals are fed into a
single CNN which generates the object classification of each region. The output
detection could cover same object with many Regions of Interest (ROIs), so we filter
the output iteratively to select the ROI’s with best confidence and discard the rest of
them. We used the Microsoft Cognitive Toolkit (CNTK) library for image detection
model training. It is observed that the apps from multiple languages might be available
in a region. Therefore, building a text based app classifier for such regions is not a
scalable approach, since we need to understand the language and getting sufficient apps
for each language is a challenge.

3.2 Use of Object Detection in App Images for Application Classification

Therefore, we use the language agnostic object detection technique to identify the
semantic objects in an image related to the app classes.
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The steps of our proposed approach are as follows:

• Manually label a number of app images belonging to a fixed number of categories
to establish the ground truth.

• The labelled images are fed to the Fast-RCNN model pipeline for training.
• Build classifier based on objects detected in app images during inferencing.
• At the time of inferencing, for each app, get all the images of the app and label the

objects detected in the image.
• Label the app class using a modified Borda count method (Fig. 2).

3.3 Modified Borda Count Method

In our approach, the modified Borda count method is used to label the app based on the
object detection model result. Each image is seen a voter. We label each image to an
app class based on the maximum count of the app class objects in the images. For the
app classification, each image acts as voter and gives a vote of 1 to its app label. The
class with the maximum amount of votes is assigned as the final label of the app. The
algorithm to decide the final image classification label is described below.

Fig. 2. High level architecture of the classifier for mobile applications.
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ALGORITHM: Ranking method to determine the final app label

1. Input: 
 AI = Apps for inferencing where 1<=I<=n

IIK = Kth image for Ith App where 1 <=K<=m
BIKJ = Jth bounding box for the Kth image of the Ith App
LIKJ = Label for the Jth bounding box for the Kth image of the Ith App

2. Output: 
AI

L = App label for the app where 1<=I<=n
AIK

L = Label of the Kth image of the app where 1<=K<=m
3. For each App AI

4. For each Image IIK

5.           For each bounding box BIKJ

6.                Fetch the label LIKJ

7. Label the image(AIK
L) with the label of the maximum bounding boxes.

8. Label(AI
L) the app(AI) with the label of max number of images.

9. exit: end procedure

3.4 Ensemble Based App Classification

Next, we build an ensemble of text and image based classifiers, which gave better
performance as compared to the individual systems. The ensemble is created using the
below logic:

CLFT(x) = LABELT, CONFT 

CLFI(x) = LABELI, CONFI 

CLFENB (x) = {LABELI, if LABELI == LABELT and LABELI !=”OTHERS”
{LABELT, if LABELT !=”OTHERS”
{LABELI, if LABELI !=”OTHERS”
{ “OTHERS”, otherwise

Where
x: the app to be classified, CLFT: the text based classifier, LABELT: the classifi-

cation label based on the text based classifier, CONFT: the classification confidence
based on the text based classifier, CLFI: the image based classifier, LABELI: the
classification label based on the image based classifier, CONFI: the classification
confidence based on the image based classifier, CLFENB: the ensemble based classifier.
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4 Experimental Setup and Results

For our experiment, we used a dataset based on selected India region apps. Our
infrastructure setup consists of two machines. One machine is used to store the
application data using Elastic Search, while the second one is used for app
classification.

In order to evaluate our approach, we classified the apps using (a) only the text
based metadata associated with the apps, (b) using only app images and (c) using an
ensemble of text and image based approaches. The following subsections describe the
classification results we obtained using each of the three approaches.

4.1 Text Based App Classification Results

We built a multiclass hierarchical model to classify apps based on the textual metadata.
We trained the model on 14 categories, using the one Vs rest approach for each
category as follows: we manually labelled the apps as either belonging to a selected
category, or not belonging to that category, and then trained the model to learn whether
the app belonged to the category or not. We repeated this process for each of the 14
categories. Quality evaluation is performed using 5-fold cross-validation. This method
gave encouraging results. For cross-checking, manual evaluation is performed as well.
In the manual evaluation, the classifier is executed and 30 apps are chosen randomly for
testing which are manually evaluated. Finally, the precision is computed for each class
using this method. The result of the text only evaluation are shared in Table 2 for 4
categories.

4.2 Images Based App Classification

We first manually tagged 3048 images from 339 apps for 4 categories, along with a
background class for images that do not fit into any category, to establish the ground
truth. We used a test set of 339 random apps from four classes (food, décor, beauty,
fashion) which are a subset of the 14 app categories used previously in the text based
classification. For 4K app images taken from these 339 apps, we used the Microsoft
Visual Object Tagging Tool (VoTT) to draw and manually tag the bounding boxes for
each unique object in the image. We assume here that each tagged object corresponds
to one unique category only. We then used these manually tagged images to train a fast
RCNN model, as described previously, for the object detection. We used 10 epochs of

Table 2. Comparison of classification accuracy for text, image and ensemble

App Category Image based Classifier Text based Classifier Ensemble Classifier Support

Beauty 0.65 0.72 0.76 290
Décor 0.72 0.78 0.83 126
Fashion 0.58 0.79 0.79 240
Food 0.80 0.87 0.89 454
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the GPU to train our model. Then we follow the steps described in Sect. 3.2 to get the
app labels using the modified Borda count method, using each image as a voter and
determining the most voted app labels as label for the entire app.

4.3 Accuracy of the Text Based, Image Based Classifier and Ensemble
of Text and Image Classifiers

In this section, we provide the F1 scores showing the classification accuracy of the text
only, image only and ensemble models for different app categories. We chose four
categories of apps (beauty, décor, fashion and food).

Table 2 and the graph in Fig. 3(a) show the F1 scores for each classifier and each
app category. As we can see from the graph, the F1 scores for the text based classifier
are better than the image based one, across all categories. However, the ensemble
classifier performs better than both image and text in all cases. This shows that having
such an ensemble model can fix some of the issues with app classification based only
on the text metadata of the app.

The graph in Fig. 3(b) shows the weighted average of F1 scores, weighed as per the
support for each app category, along with error bars for standard error, over the four
categories for image, text and ensemble. Here also it is clear that the ensemble performs
better than only image or only text, across apps from different categories.

4.4 Examples of Accurate App Classification Where a Text Only Model
Cannot Work

After comparing the classification accuracy of the text based, image based and
ensemble models, we performed a subjective test to illustrate cases where the utility of
our model is visible more clearly. For this, we show some apps from the android play
store having certain characteristics where a text based model alone cannot work.
Table 3 shows examples of such apps. Using our ensemble approach, we could get
accurate classification for all these cases of apps also.

Fig. 3. (a) Classifier accuracy for different app categories. (b) Comparison of the text, image and
ensemble classifier accuracy, plotted along with error bars.
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5 Conclusion and Future Work

In this paper, we have presented an image based approach for app classification and
shown it can improve the classification accuracy of a text based app classifier. In future,
we will extend this model for more apps and aim to improve the accuracy.
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Abstract. Natural language generation (NLG) plays a critical role in
various natural language processing (NLP) applications. And the topics
provide a powerful tool to understand the natural language. We propose
a novel topic-based NLG model which can generate topic coherent sen-
tences given single topic or combination of topics. The model is an exten-
sion of the recurrent encoder-decoder framework by introducing a global
topic embedding matrix. Experimental results show that our encoder
can not only transform a source sentence to a representative topic dis-
tribution which can give a better interpretation of the source sentence,
but also generate topic coherent and diversified sentences given different
topic distribution without any text-level input.

Keywords: Natural language generation · Topic · Encoder-decoder

1 Introduction

Natural language generation (NLG) plays a critical role in various applications
such as response generation in dialogue systems [17,20,21]. And the topics pro-
vide a powerful tool to understand the natural language, and make the natural
language more stylize. Specifically, in this paper we study a novel NLG task called
Topic-based natural language generation. Our goal is to generate topic coher-
ent sentences given a topic distribution, which is beneficial for many real-world
applications such as personalized conversation, review generation and poetry
writing.

In the recurrent encoder-decoder structure (aka. Seq2Seq) [15,16], general
sentence generation is usually based on sequence auto-encoder architecture [2,9].
However, these architectures cannot generate sentences when given only topic
information which is more common in real applications, because they need a sen-
tence as input. Moreover, the sentences they generated are always lack of diver-
sity. To address these problems, we are motivated to modify current sequence
auto-encoder model so that it can generate not only coherent sentences given a
single topic but also diversified sentences through the combination of different
topics.
c© Springer International Publishing AG, part of Springer Nature 2018
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Table 1. Examples of sentences based on topics “matlab” and “mac os” generated by
T2S model trained on StackOverflow dataset. Topic-relevant words are in red.

Topic Examples

1.0 matlab
matlab of vectors error
matlab how to use regular in matrix
matlab best way to find function in a matrix

1.0 osx
disk activity on mac os x
sample mac os x on a windows external projects
mac font rendering on windows in osx

0.7 matlab + 0.3 osx
looking for matlab on mac os x
matlab in programming on mac
an running on mac m in matlab

In our proposed Topics-to-Sentence (T2S) model, we explicitly introduce an
global topic embedding matrix to represent different topics and capture the topic
information in the source texts during training. The encoder and decoder are
decoupled and T2S model can generate topic coherent sentences given only topic
information. Moreover, it can also generate diversified sentences by designing
different topic distributions. We propose to train the model in turn with a semi-
supervised manner to overcome some difficult training problems.

Our contributions are summarized as follows: (1) We propose an extension
of recurrent encoder-decoder model which can generate topic coherent sentences
given topic distributions. (2) We discuss the challenges in training our model
and propose to leverage a few topic labels to resolve the problem. (3) Results of
extensive experiments demonstrate that our model can not only capture topic
information in source texts, but also generate topic coherent sentences based on
topic information. Table 1 illustrates some examples which is generated by our
model based on a single topic or multiple topics.

2 Related Work

Recently, recurrent encoder-decoder architectures have proven to be well suited
for various natural language generation tasks such as response generation
[15,16,18–20]. Generally, both encoder and decoder are implemented by recur-
rent neural network (RNN), gated RNN such as Long Short-Term Memory [5]
or Gated Recurrent Unit [4]. Specifically, general sentence generation usually
employs sequence auto-encoder architecture [2,9] However, such methods do not
take the topic information into account so they are not suitable for topic-based
natural language generation. [11] improves the performance of recurrent neural
network language model by providing topic features learned by Latent Dirich-
let Allocation [1]. NTM [3] combine topic model and neural network into a
uniform framework. TWE [10] leverages topic information to help the training
of words embedding. TA-Seq2Seq [22] employs topic model to produce topic-
specific vocabulary and then generate responses in conversation based on the
corresponding vocabulary. In contrast to these models, our model focuses on the
task of generating topic coherent sentences given topic distributions.
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Fig. 1. Architecture of the Topic-to-Sentence model. (Ps: topic distribution; es: context
vector; T : topic embedding matrix.)

3 Topic-Based Natural Language Generation

In this section, we introduce our Topic-to-Sentence (T2S) model which extends
the conventional recurrent encoder-decoder framework for the task of topic-based
natural language generation. The architecture of our T2S model is illustrated in
Fig. 1.

3.1 Notation

We represent a sentence as a sequence of words s = {w1, w2, ..., wNs
} where Ns is

the number of words in the sentence, and a sentence starts with a “<bos>” token
and ends with a “<eos>” token. The word w is associated with a K-dimensional
embedding ew = {e1w, e2w, ..., eKw }. Let V denotes the total number of words in
the vocabulary. T ∈ NT × M denotes the global topic embedding matrix where
NT and M is the number and dimension of topic vectors, respectively.

3.2 Encoder

The function of the encoder in our T2S model is to transform the sentence into
a topic distribution ps. As illustrated in Fig. 1, the encoder consists of an LSTM
layer and a Softmax layer. In the encoding process, we first input a sentence
s = {w1, w2, ..., wNs

} into the LSTM layer and obtain the last hidden state
hNs

as sentence representation. Then, we add a linear layer to project sentence
representation hNs

into the space of NT topics and then use a Softmax layer
to convert real values to conditional topic distribution, which is calculated as
follows.

hNs
= LSTMenc(s) (1)

ps = softmax(WenchNs
+ bence) (2)
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where Wenc and benc are the parameters of the linear layer and softmax function
is defined as follow.

softmax(xj) =
exj

∑
j e

xj
(3)

3.3 Decoder

The decoder in our T2S model is used to generate topic coherent sentences given
topic distributions. As shown in Fig. 1, the decoder is composed of an LSTM
layer, a global topic matrix and a Softmax layer. In the decoding process, the
context vector es is computed by the product of the topic distribution ps and
the topic matrix T :

es = ps · T (4)

where T is random initialized and need to be learned. Then the context vector is
used to update the state of LSTM unit. In each time step t, the LSTM updates
its hidden state as follow.

ht = LSTMdecode(es, ht−1, et) (5)

Then ht is used for word predicting through Softmax layer as in the con-
ventional encoder-decoder models:

p(wt+1|es, w≤t) = softmax(Wdecht + bdec) (6)

where Wdec and bdec are parameters used to compute a distribution over words.
The reconstruction loss of a training sentence is defined as the negative log
likelihood:

Lrec = −
∑

t

log(p(wt+1|es, w≤t)) (7)

In the generation process, we can handcraft different topic distributions ps
as the input of the decoder and generate diversified and topic coherent sentences
based on the random sample method [12].

3.4 Optimization Challenges

Our model aims to learn a global topic matrix and transform a source sentence
to its representative topic distribution. However, the straightforward implemen-
tation of our T2S model fails to achieve this object, because it tends to convert
all source sentences to the same topic distribution. This problematic tendency
in learning may be due to the LSTM decoder’s sensitivity to subtle variation in
the hidden states. This causes the model to initially learn to fix and ignore the
topic distributions output by the encoder, and generate the target sentences only
with the more easily optimized decoder. To overcome this problem, we propose
to leverage a little topic labels to guide the learning of topic distributions and
topic matrix. So our model is trained in a semi-supervised manner where some
sentences is accompanied with their golden topic label. As for sentences with n
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distinct topics, we replicate the sentence for n times but associate each instance
with different topic. This ensures that all the topic labels can be utilized in the
training process.

For an annotated sentence s, we further minimize its topic loss which is
defined as the cross-entropy error between its gold topic distribution ys and
predicted topic distribution ps:

Ltopic(s) = −
NT∑

c=1

ycs · log(pcs) (8)

where ycs denotes the gold probability of topic c with ground truth being 1 and
others being 0, pcs denotes the probability of topic c predicted by the encoder.

The T2S model is trained to minimize the summation of topic loss Ltopic and
reconstruction loss Lrec in annotated sentences and the reconstruction loss Lrec

in unannotated sentences alternately. We use back propagation to calculate the
gradients of all parameters, and update them with stochastic gradient descent.

4 Experiments

4.1 Datasets

We evaluate our proposed model on 2 datasets: StackOverflow1 and Restaurant
[14]. In the training process, only 10% training data is annotated with their topic
labels. Sentences of StackOverflow containing only one topic, and Restaurant are
online reviews covering multiple topics about restaurant. For more details of the
datasets, please refer to their original papers.

4.2 Implementation Details

In both encoder and decoder, the dimension of hidden states in LSTM is set to
300. We initialize our word embeddings with publicly available 300-dimensional
Glove vectors [13], which is trained on 840 billion tokens of Common Crawl
data2. Words that do not exist in the pretrained Glove vectors are replaced by
“<unk>” token. All the weight matrices and bias in the model are randomly
initialized from uniform distribution U(−0.01, 0.01). We implement our neural
network model by TensorFlow3. We train the model with a mini-batch size of
64 examples, a maximum length of 32, and an initial learning rate of 0.001 for
Adam method [6].

1 Available at https://www.kaggle.com/c/predict-closed-questions-on-stack-
overflow/download/train.zip.

2 Pre-trained word vectors of Glove can be obtained from http://nlp.stanford.edu/
projects/glove/.

3 https://www.tensorflow.org/.

https://www.kaggle.com/c/predict-closed-questions-on-stack-overflow/download/train.zip
https://www.kaggle.com/c/predict-closed-questions-on-stack-overflow/download/train.zip
http://nlp.stanford.edu/projects/glove/
http://nlp.stanford.edu/projects/glove/
https://www.tensorflow.org/


148 W. Ou et al.

Table 2. Results of test set accuracy on AG News, StackOverflow and TREC. Best
scores are in bold while results of our T2S model are in underlined.

Model StackOverflow

RNN [8] 42.17

SkipVec(combine) [7] 9.74

SkipVec(bi) [7] 9.58

STC2-LPI [23] 54.06

STC2-LE [23] 53.93

T2S 67.80

Table 3. Examples of sentences and their topic distributions generated by T2S encoder
on Restaurant data. The first block lists the results of single-topic sentences. The second
block lists the results of sentences with multiple topics. The probabilities of the golden
topics are in Bold and topic-relevant words are in red.

Sentence
Topic distributions service food anecdotes/

miscellaneous price ambience

the service is prompt friendly 0.988 0.009 0.001 0.001 0.001
i have no idea why this restaurant is overlooked 0.018 0.139 0.823 0.016 0.004
atmosphere is a bore 0.085 0.054 0.049 0.087 0.726
the place is clean and if you like soul food then
this is the place to be

0.093 0.480 0.059 0.021 0.346

we enjoyed ourselves thoroughly and will be
going back for the desserts

0.092 0.486 0.363 0.057 0.003

reasonably priced with very fresh sushi 0.016 0.625 0.071 0.266 0.021

4.3 Evaluation of Encoded Topic Distribution

In order to generate topic coherent sentences, the encoder in T2S is required
to encode the source sentences into representative topic distributions. So we
first evaluate the encoder’s ability to generate meaningful topic distributions.
For single-topic datasets, we use the encoded topic distribution as the result of
classified task and evaluate the classification performance on the test set. The
results of accuracy on StackOverflow summarized in Table 2. As we can see, our
T2S model can achieve comparable classification performance compared with
the state-of-the-art baselines including supervised methods on the StackOverflow
dataset.

For the multi-topics Restaurant dataset, we illustrate some examples of sen-
tences and their corresponding encoded topic distributions in Table 3. The prob-
abilities of the golden topics and the words relevant to the topics are marked in
bold and red, respectively. In the first block of Table 3, we can see that the T2S
encoder can transform the single-topic sentences into very concentrated topic
distributions. And the sentences consisting of multiple topics encoded topic dis-
tributions are consistent to their real topics. These results demonstrate that the
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Table 4. Examples of sentences generated by T2S model trained on Restaurant
dataset. Word relevant to topics are in red.

Topic Examples

1.0 food the portions are fresh and the oil was delicious
the bread with the seafood is delicious

1.0 price decent price of a nice deal
a great choice at reasonable cost and a great deal

1.0 service the staff and the waiters are nice
besides the service was good

0.5 food +
0.5 price

great food with reasonable prices makes for dinner that can not be beat
excellent french food at a menu that a solid price
decent wine at reasonable prices makes worth a great price

0.3 food +
0.3 price +
0.3 service

fabulous service fantastic food and a very friendly waiter and a reasonable price
delicious food at a great price but do not go here on a cold day and sit by the door
only would be good there they have most good thai food at a reasonable price

encoded topic distribution from T2S encoder can give a better interpretation to
the source sentences.

4.4 Evaluation of Topic-Based Language Generation

In this subsection, we mainly evaluate our T2S decoder’s ability to generate topic
coherent sentences given topic distributions. We manually design different topic
distributions ps and input them into the decoder to generate relevant sentences.
Examples produced by T2S model trained on StackOverflow and Restaurant are
illustrated in Tables 1 and 4. As we can see in Table 4, T2S trained on multi-topic
Restaurant dataset can also generate coherent reviews based on both single topic
and multi-topics. For example, Even given a combination of three topics (0.33
food + 0.33 service + 0.33 price), the T2S decoder can also generate coherent
reviews like “Fabulous service fantastic food and a very friendly service and a
reasonable price”.

These results demonstrate that our T2S model can generate more diversified
and topic coherent sentences by specifically combining different topics.

5 Conclusion

In this paper, we extend an encoder-decoder models by introducing a topic
matrix to the task of topic-based natural language generation, which can cap-
ture the topic information in the source texts. In the generation process, the
decoder is decoupled from the encoder and we can generate topic coherent and
diversified sentences by inputting different topic distributions into the decoder.
We also leverage a little supervised information (i.e. topic labels) to overcome
the difficulties in training process. Experiment results show that our proposed
model can not only encode source sentences into representative topic distribu-
tions, but also generate topic coherent sentences given topic distributions, which
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can benefit many real world application such as personalized conversation and
review generation.
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Abstract. Ontology development is an expensive and time-consuming process.
The development of real-world organizational ontology-based knowledge
management systems is still in early stages. Some existing ontologies with
simple tuples and properties are not designed for domain specific requirement,
or does not utilize existing knowledge from organizational database or docu-
ments. Here we propose our concept map approach to first semi-automatically
create a detailed level entities/concepts as a keyword list by applying natural
language processing, including word dependency and POS tagging. Then this
list can be used to extract entities/concepts for the same domain. This approach
is applied to automotive safety domain. The results are further mapped to
existing ontology and aggregated to form a concept map. We implement our
approach in KNIME with Stanford NLP parser and generate a concept map from
automotive safety complaint dataset. The final results expand the existing
ontology, and also bridge the gap between ontology and real-world organization
ontology-based knowledge management systems.

Keywords: Ontology � Concept map � Text mining � Automotive safety
Knowledge management

1 Introduction

Knowledge Management (KM) has been an active area of research in the last three
decades. Knowledge is one of the most important assets of organizations [14]. Orga-
nizational capabilities for the development, storage, sharing and effective use of
knowledge have also been particularly recognized as a strategic differentiator among
competing firms [16]. However, lack of mechanisms for harnessing the knowledge
embedded in various documents and artifacts that are scattered throughout the organi-
zation is cited as a major limitation [18]. Ontologies have long been argued as one
approach for capturing and representing domain knowledge. Several studies have been
reported in the literature that tout the use of ontologies for enterprise knowledge man-
agement [19–21]. While several works on ontology learning and development have
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been reported in the literature, there is no single methodology or tool that has emerged as
a gold standard that can be used for automatically generating good quality ontologies.

Ontologies define the terminology of a domain by specifying the relevant hierar-
chical concepts and their relationships. They can easily include tens or hundreds of
thousands of concepts and are both expensive and time-consuming to develop. Ontol-
ogy creation is the process of automatically or semi-automatically constructing
ontologies on the basis of textual domain descriptions. The assumption is that the
domain text reflects the terminology that should go into an ontology, and that appro-
priate linguistic and statistical methods should be able to extract the appropriate con-
cept candidates and their relationships from these texts. Numerous approaches for
ontology creation have been proposed in the past [9–13], however, it has not been
possible to fully automate the generation of ontologies. Ontology creation toolsets may
generate candidate concepts and relationships, but human labor is needed to verify the
suggestions and complete the ontologies.

Ontology creation is an ongoing activity with considerable effort required in dif-
ferent domains and industries. An ontology usually has a formal representation, with
names and definition of the types, properties, and interrelationship of the entities that
exist in a specific domain. Vigo et al. [3] have identified a number of pitfalls that
researchers face while creating an ontology and suggest several strategies to overcome
these pitfalls and designing appropriate tools for ontology authoring. While several tools
exist to assist in ontology creation, Vigo et al. [3] argue that we still don’t have a good
understanding of the effectiveness of these tools, the kind of support that ontology
creators need, and how best to create, reuse, refactor and debug ontologies. They
identify several limitations for ontology creation: (a) lack of adequate tools for explo-
ration and visualization of ontologies, (b) support for debugging and preventing errors,
(c) judging the quality of ontologies, and (d) checking the correctness of ontologies.

The development of real-world organizational ontology-based knowledge man-
agement systems is still in early stages [1]. First, the ontology (such as DBpedia) is a
shallow ontology with simple tuples and properties, it is not designed for domain
specific requirement. Second, the large amount of information in an organization
typically already exists outside of ontology, such as database, and documents. Third,
ontology requires the metadata, which is a time-consuming and difficult process that
organization tend to void [2]. Therefore, there is a great need for a simplified approach
for knowledge mapping from an ontology to the knowledge management system [17].

A Knowledge Map or a Concept Map is a simple graphical representation that shows
meaningful relationships between two or more related concepts [6]. In a knowledge
map, the nodes represent concepts and the arcs represent the relationships with appro-
priate labels connecting the nodes. Concept maps are beginning to be used in KM
systems for creating annotations and representing the knowledge captured in technical
documents. They are also being used in ontology development since they have many
similarities to an ontology. A concept map structurally resembles an ontology and can be
used as an initial representation for developing and visualizing ontologies [4].

Most ontologies are constructed using traditional modeling approaches with teams
of ontology experts and domain experts working together. Also, current ontology
creation tools do not have the reliability or credibility needed in large-scale ontology
engineering projects. The current ontology creation workbenches and ontology
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modeling approaches require the participation of ontology experts. These are modelers
that are familiar with the rather cryptic syntax of modeling languages like OWL [15]
and RDF [7]. The expert modelers specify ontology structures after interviewing
domain experts or transform candidate lists from workbenches into legal ontology
statements. The costs of developing ontologies and the competence needed to model
them have effectively prevented smaller organizations or communities from developing
their own ontologies.

Generating concept maps through text analytics has received increased attention
and creating concept maps in a semi-automated manner is becoming feasible through
several tools and templates [5]. Thus, creating a concept map from existing documents
and other knowledge sources in a particular domain and using it as a starting point and
transforming it into an ontology is quite appealing. Hence, the objective of this research
are to develop: (a) an approach for creating concept maps from a set of domain
documents, (b) transform a concept map into a corresponding ontology, and
(c) demonstrate the feasibility of the approach using a case study.

The remainder of the paper is organized as follows. Section 2 provides a summary
of relevant literature and Sect. 3 discusses the proposed approach. Section 3 describes
the application of the proposed approach in developing an ontology for the automotive
safety domain. Section 4 discusses the details of the prototype implementation and
initial validation. Section 5 concludes the paper.

2 Related Work

Over the years, a number of ontology engineering methodologies have been proposed.
They provide guidelines for collaborative ontology construction and maintenance, and
they provide a structure for the organization of ontology development projects.
Fernandez-Lopez et al. [22] tend to view ontology engineering as a specialized form of
software engineering, making use of the same types of phases and the same type of
modeling approaches. Methodologies such as Methontology [22], UPON [24], Diligent
[25], and Stanford’s Ontology Development 101 [23], all split up the process into
phases that guide you through the development work.

Currently, there is no comprehensive ontology engineering methodology that
reflects the state-of-the-art on automatic ontology creation. Even though these tools
may have a severe effect on the construction of new ontologies and the updating of
existing ones, they are mostly ignored from a methodological point of view. They may
acknowledge that the tools are of value to particular tasks or stages, but the tools should
not affect the overall structure of the methodologies. There are now tools that may help
users in carrying out the individual steps in the ontology creation process.

Some ontology workbenches exist that support the creation of ontologies.
The JATKE workbench is implemented as a plug-in to the Protégé ontology editor and
helps users develop ontologies in Protégé [6]. OntoLT is another Protégé plug-in that
transforms linguistically annotated entities into concepts and individuals in ontologies
[2]. Text2Onto is an advanced ontology workbench that makes use of both Lucene and
GATE [8] to produce many of the same ranked candidate lists [3]. Text2Onto also has
some additional features for ontology maintenance and incremental ontology updating.
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The OntoLearn workbench from Navigli and Velardi [35] concentrates on word sense
disambiguation and makes use of the WordNet lexicon. A common aspect of all these
workbenches is that they consider the ontology creation process a chain of static
analysis components. The user does not have the flexibility to adapt the analysis to his
or her preferences, the nature of the document collection, or aspects of the domain
itself. Furthermore, it is assumed that the user is familiar with ontology editors and can
afterwards refine the generated results manually.

Our proposed approach relies on generating concept maps first, which is relatively a
straightforward process and use the concept map to then develop the ontology over time.
This process can be automated using the concept map generation process that is widely
established and accepted. Several tools and templates exist that can be used to imple-
ment the proposed approach. The following section discusses the proposed approach
and provides an architecture for an environment that implements the approach.

3 Proposed Approach

We propose the following architecture to generate concept maps from processing a text
corpus (Fig. 1).

Fig. 1. Proposed Architecture
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Extract the entities from the existing complaint report by using Stanford NLP
package, word dependency, and POS tagger. This process will extract the domain
specific relationships, classification, and properties from real-world cases.

Map the extracted entities, relationship, and properties to the existing ontologies.

3.1 The Dataset

The dataset used in this research is the National Highway Traffic Safety Administration
(NHTSA) public data1. The NHTSA is an agency of the Executive Branch of the U.S.
government, part of the Department of Transportation. The data is provided by Office of
Defects Investigation (ODI) in NHTSA. The whole database dump contains about 1.5
million of vehicle safety complaints records since 1995. The data resource is consumers’
complaint about the vehicle incidents. Each record includes a unique ID (ID), manu-
facturer’ name (MFR_NAME), vehicle/equipment make (MAKE), vehicle/equipment
model (MODEL), model year (YEAR), date of incident (FAIL DATE), specific com-
ponent’s description (COMPDESC), detailed information about consumer’s vehicle
(e.g., VIN number), and the content of the complaint (CDESCR). In this research, we
extracted the information from the content of the complaint to construct knowledge map
then mapping the results to the ontology. An example record in the dataset is shown in
Table 1. Some of the columns in the dataset are omitted here for space.

3.2 Automobile Ontology

We first checked the existing ontology from DBpedia ontology. There is one auto-
mobile ontology as an entity of type: Class2. The automobile class has several domains
as the properties, which are wheelbase, bodyStyle, engine, layout, transmission, plat-
form, fuelCapacity, and numberOfDoors. However, not all properties of a typical
automobile are included. For example, the brake system, which includes the compo-
nents such as brake shoes, wheel cylinder, wheel bearing, and brake fluid, etc. Like the
properties already listed in DBpedia, these components are also critical to the auto-
motive safety features.

Table 1. An Example Record in the NHTSA Complaint Dataset

ID Mfr_Name Make Model Year Fail Date

1000051 Ford Motor Company FORD FUSION 2010 20130718
COMPDESC VIN CDESCR

VEHICLE
SPEED
CONTROL

3FAHP0HA1AR Vehicle keeps shutting off while driving. First
happened on July 18th, second July 19th. Just
started again on July 31 & continues. I was told
it’s my throttle.

1 Dataset from NHTSA link: https://www-odi.nhtsa.dot.gov/downloads/.
2 DBpedia automobile class link: http://dbpedia.org/ontology/Automobile.
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As mentioned above in Sect. 1, DBpedia has simple tuples and properties and is not
designed for a full coverage of a domain knowledge or concepts. Specifically in
automotive industry, different manufacturers may have their own set of terms to rep-
resent the same property in the ontology. Moreover, from the consumer’s complaint,
consumers tend to use common, but not formal terms/words to describe the incidents
and the components that involved in the incidents. Because of the lack of domain
knowledge, consumers are less likely to use the same set of terms in their complaint.
Therefore, in addition to the existing ontology, a concept map can be added to enlarge
the coverage of the domain knowledge.

3.3 Concept Extracting and Mapping

Extracting. From the content of the consumers’ complaints, we identified that the
common pattern of the complaints is that the consumers first described the situation or
the contextual information about the incidents, then the consumers used their own
terms and vocabulary to describe how exact the incidents happened, and the outcomes.
Fortunately, for each complaint record, there is a higher level components as one
automobile property identified, such as engine, power train, electrical system, etc.
However, the lower level components that involved in the incidents can only be found
from the content of each complaint. And these components are usually not represented
by using a formal term or followed the terminology used by manufacturer.

The first task of our approach is to extract these automotive components from the
content of the complaint. We applied the Stanford NLP package to perform tok-
enization, word dependency, and POS tag parsing, to identify nouns as entities of
components. Since the dataset has a number of different manufacturers, models, and
years, to keep the components consistent, we randomly chose a single manufacturer to
build a training subset of complaints, then to extract component keywords.

Table 2. The Relationships from an Example Complaint

COMPDESC Content of Complaint Extracted
Entities/Components
Single
Term

2-Gram

Engine The wrench light comes on and the car loses its
acceleration completely. As I pull over the side of
the road and brake, the car will start shaking. The
only way to fix it is to turn the car off and back on
again. The wrench light will disappear after that and
it’ll start driving normally again. First time this
happened I was on the interstate with my three year
old in the car with me. One unhappy momma!!!!
The code it read p2111 which I have been told it is a
defect in the throttle body. Hope they are right.

Wrench Wrench
Light

Light Throttle
BodyBrake

Code
Throttle
Body
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From about 1.5 million complaint records, we extract 10,000 records by matching
the chosen manufacturer. After the POS tag parsing, all of the nouns (i.e., with POS
tags as NN, NNP, NNS, NNPS) are identified and counted. There are 8,393 unique
nouns, from which we manually picked the top 300 nouns (ranked by number of term
frequency count descending) that related to automotive components. The component
keyword list consists of these 300 nouns. Moreover, to capture the component with
more than one term, we performed a 2-gram nouns phrase matching if both of the terms
in the 2-gram are matched the list of 300 nouns.

Mapping. In the complaint dataset, each record has a high level component category
that identified by NHTSA. We use this category as a higher level concept in the
ontology to be mapped with the components extracted from the complaint content. The
new relationships are created by this mapping process. Table 2 shows the relationships
from an example complaint record.

From Table 2, we can see that the Engine entity as a high level component has the
relationships with wrench light, throttle body, brake, and code (p2111) in this incident.
These relationships are used to construct the concept map to further develop the
ontology over time. We introduce our approach aggregation process to utilize the
relationships in Sect. 4.

3.4 Prototype in KNIME

We implement our proposed approach in KNIME3. KNIME is an open source data
analytic tool through its modular data pipelining concept. The prototype has the fol-
lowing components (Fig. 2):

• Complaint dataset loader. Import the raw dataset and remove the duplicated records.
• Preprocessor and NLP parsing. The NLP parses the complaint content for tok-

enization, POS tagging, and creating bag of words.
• Keyword creating. The single terms are aggregated for manual process to filter out

the terms are not related to automotive component.
• Keyword loader. Load the keyword list from previous component.
• Single term/2-Gram extractor. Using the keyword list to match single keyword or

2-Gram keywords. The results can be further aggregated at different levels from the
complaint dataset loader.

3 For more detail about KNIME, please visit: https://www.knime.com/.
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4 Result

Aggregation. Table 2 only shows one complaint record’s result. The results from
multiple complaints can be aggregated at different level. For example, the single term
and 2-Gram results can be aggregated at COMPDESC (high level component) level,
which can be engine, power train, etc. Other possible levels can be any columns in
NHTSA dataset. Moreover, the results can be aggregated by more than one level at the
same time, such as model and year. Table 3 shows the top 10 2-Grams aggregated
result for different COMPDESC by descending order from 10,000 complaint records
related to manufacturer Ford Motor Company. Table 4 shows the top 10 2-Grams
aggregated result for different model and year by descending order from 10,000
complaint records related to manufacturer Ford Motor Company.

Fig. 2. The Implemented Prototype in KNIME
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Comparing with an existing ontology on automobile industry such as DBpedia, our
prototype can extract detail level entities as concepts with aggregation capability. New
properties and their relationships are found from the automobile safety complaint
dataset. Figure 3 shows the constructed concept map from part of the result in Table 4.

The features we may add to the knowledge management system from proposed
solution are:

• New properties
• New relationships
• Product or service related information, such as model, year.
• Knowledge representation. More information in addition to simple tuples and

properties in the domain specific format.

Table 3. 2-Gram Aggregated Result based on COMPDESC

COMPDESC 2-Gram Count

Vehicle Speed Control Throttle body 449
Steering Power steering 395
Power Train Throttle body 250
Steering Steering wheel 229
Engine Throttle body 168
Vehicle Speed Control Gas pedal 142
Power Train Wrench light 138
Engine Engine light 131
Fuel/Propulsion System Throttle body 111
Power Train Engine light 100

Table 4. 2-Gram Aggregated Result based on Model and Year

Model Year 2-Gram Count

Fusion 2010 Throttle body 327
Escape 2010 Throttle body 247
Escape 2008 Power steering 122
Fusion 2011 Throttle body 122
Escape 2011 Throttle body 117
Fusion 2010 Wrench light 108
Escape 2009 Throttle body 94
Escape 2008 Steering wheel 76
Escape 2010 Wrench light 76
Escape 2010 Gas pedal 66
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5 Conclusion and Future Work

This paper proposes a new approach of expanding the existing ontology by creating a
new concept map for domain specific needs. The knowledge sources are from public
available dataset generated by consumer on automobile safety. Our approach is suc-
cessfully implemented through an open source software KNIME with Stanford NLP
parser to extract detail level entities as new concepts and aggregate the result at dif-
ferent domain specific levels. These results are used to create concept map for further
analysis.

Although our prototype is applied to automotive industry in this research, we are
confident that the same approach can be also used in other related domain, such as
online reviews, user generated content on social media, and government reports, etc. As
future work we may utilize more features from NLP parser results, and word depen-
dency relationship (such as verb-noun) to provide more relationships between nouns,
and also reasoning capability to the knowledge management systems.
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Abstract. Representing and reasoning on imprecise temporal information is a
common requirement in the field of Semantic Web. Many works exist to rep-
resent and reason on precise temporal information in OWL; however, to the best
of our knowledge, none of these works is devoted to represent and reason on
imprecise time intervals. To address this problem, we propose a fuzzy-based
approach for representing and reasoning on imprecise time intervals in ontology.
Our approach is based on fuzzy sets theory and fuzzy tools and is modeled in
Fuzzy-OWL 2. The 4D-fluents approach is extended, with new fuzzy compo-
nents, in order to represent imprecise time intervals and qualitative fuzzy
interval relations. The Allen’s interval algebra is extended in order to compare
imprecise time intervals in a fuzzy gradual personalized way. Inferences are
done via a set of Mamdani IF-THEN rules.

Keywords: Imprecise time interval � 4D-fluents � Allen’s interval algebra
Fuzzy-OWL 2

1 Introduction

In the Semantic Web field, representing and reasoning on imprecise temporal infor-
mation is a common requirement. Indeed, temporal information given by users is often
imprecise. For instance, if they give the information “Alexandre was married to Nicole
by 1981 to late 90” two measures of imprecision are involved. On the one hand, the
information “by 1981” is imprecise in the sense that it could mean approximately from
1980 to 1982; on the other hand, the information “late 90” is imprecise in the sense that
it could mean, with an increasingly possibility, from 1995 to 2000. When an event is
characterized by a gradual beginning and/or ending, it is usual to represent the cor-
responding time span as an imprecise time interval.
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In OWL, many works have been proposed to represent and reason on precise
temporal information; however, to the best of our knowledge, there is no work devoted
to represent and reason on imprecise time intervals.

In this paper, we propose a fuzzy-based approach for representing and reasoning on
imprecise time intervals in ontology. It is based on fuzzy sets theory and fuzzy tools. It
is based on Fuzzy-OWL 2 [1] which is an extension of OWL 2 that deals with fuzzy
information. To represent imprecise time intervals in Fuzzy-OWL 2, we extend the
4D-fluents model [2] in two ways: (1) It is enhanced with new fuzzy components to be
able to model imprecise time intervals. (2) It is enhanced with qualitative temporal
expressions representing fuzzy relations between imprecise temporal intervals. To
reason on imprecise time intervals, we extend Allen’s work to compare imprecise time
intervals in a fuzzy gradual personalized way. Our Allen’s extension introduces gradual
fuzzy interval relations e.g., “long before”. It is personalized in the sense that it is not
limited to a given number of interval relations. It is possible to determinate the level of
precision that should be in a given context. For instance, the classic Allen relation
“before” may be generalized in N interval relations, where “before(1)” means “just
before” and gradually the time gap between the two imprecise intervals increases until
“before(N)” which means “long before”. The resulting fuzzy interval relations are
inferred from the introduced imprecise time intervals using the FuzzyDL reasoner [3],
via a set of Mamdani IF-THEN rules, in Fuzzy-OWL 2.

The current paper is organized as follows: Sect. 2 is devoted to present some
preliminary concepts and related work in the field of temporal information represen-
tation in OWL and reasoning on time intervals. In Sect. 3, we introduce our
fuzzy-based approach for representing and reasoning on imprecise time intervals.
Section 4 draws conclusions and future research directions.

2 Preliminaries and Related Work

In this section, we introduce some preliminary concepts and related work in the field of
temporal information representation in OWL and reasoning on time intervals.

2.1 Representing Temporal Information in OWL

Five main approaches are proposed to represent time information in OWL: Temporal
Description Logics [4], Versioning [5], N-ary relations [6] and 4D-fluents [2]. All these
approaches represent only crisp temporal information in OWL. Temporal Description
Logics extend the standard description logics with additional temporal constructs e.g.,
“sometime in the future”. N-ary relations approach represents an N-ary relation using
an additional object. The N-ary relation is represented as two properties each related
with the new object. The two objects are related to each other with an N-ary relation.
Reification is “a general purpose technique for representing N-ary relations using a
language such as OWL that permits only binary relations” [7]. Versioning approach is
described as “the ability to handle changes in ontologies by creating and managing
different variants of it” [5]. When an ontology is modified, a new version is created to
represent the temporal evolution of the ontology. 4D-fluents approach represents
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temporal information and the evolution of the last ones in OWL. Concepts varying in
time are represented as 4-dimensional objects with the 4th dimension being the tem-
poral dimension.

Based on the present related work, we choose the 4D-fluents approach. Indeed,
compared to related work, it minimizes the problem of data redundancy as the changes
occur only on the temporal parts and keeping therefore the static part unchanged. It also
maintains full OWL expressiveness and reasoning support [7]. We extend this
approach in two ways. It is extended with new fuzzy components to represent
(1) imprecise time intervals and (2) fuzzy interval relations.

2.2 Allen’s Interval Algebra

In [8], Allen has proposed 13 mutually exclusive primitive relations that may hold
between two precise time intervals. Their semantics is illustrated in Table 1. Let
I = [I−, I+] and J = [J−, J+] two time intervals; where I− (respectively J−) is the
beginning time-step of the event and I+ (respectively J+) is the ending.

A number of works fuzzify Allen’s temporal interval relations. We classify these
works into (1) works focusing on fuzzifying Allen’s interval algebra to compare precise
time intervals and (2) works focusing on fuzzifying Allen’s interval algebra to compare
imprecise time intervals.

Three approaches have been proposed to fuzzify Allen’s interval algebra in order to
compare two precise time intervals: [9], [10] and [11]. In [9], the authors propose fuzzy
Allen relations viewed as fuzzy sets of ordinary Allen relationship taking into account a
neighborhood structure, a notion originally introduced in [12]. In [10], the authors
represent a time interval as a pair of possibility distributions that define the possible
values of the endpoints of the crisp interval. Using possibility theory, the possibility
and necessity of each of the interval relations can then be calculated. This approach
also allows modeling imprecise relations such as “long before”. In [11], the authors
propose a fuzzy extension of Allen’s work, called IAfuz where degrees of preference are
associated to each relation between two precise time intervals.

Four approaches have been proposed to fuzzify Allen’s interval algebra to compare
two imprecise time intervals: [13, 14, 15 and 16]. In [13], the authors propose a
temporal model based on fuzzy sets to extend Allen relations with imprecise time
intervals. The authors introduce a set of auxiliary operators on intervals and define
fuzzy counterparts of these operators. The compositions of these relations are not
studied by the authors. In [14], the authors propose an approach to handle some gradual
temporal relations as “more or less finishes”. However, this work cannot take into
account gradual temporal relations such as “long before”. Furthermore, many of the
symmetry, reflexivity, and transitivity properties of the original temporal interval
relations are lost in this approach; thus it is not suitable for temporal reasoning. In [15],
the authors propose a generalization of Allen’s relations with precise and imprecise
time intervals. This approach allows handling classical temporal relations, as well as
other imprecise relations. Interval relations are defined according to two fuzzy opera-
tors comparing two time instants: “long before” and “occurs before or at approximately
the same time”. In [16], the authors generalize the definitions of the 13 Allen’s classic
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interval relations to make them applicable to fuzzy intervals in two ways (conjunctive
and disjunctive). Gradual temporal interval relations are not taken into account.

3 Our Fuzzy-Based Approach for Representing
and Reasoning on Imprecise Time Intervals in Ontology

In this section, we propose our fuzzy-based approach to represent and reason on
imprecise time intervals. This approach is based on a fuzzy environment. We extend
the 4D-fluents model to represent imprecise time intervals and their relationships in
Fuzzy-OWL 2. To reason on imprecise time intervals, we extend the Allen’s interval
algebra in a fuzzy gradual personalized way. We infer the resulting fuzzy interval
relations in Fuzzy-OWL 2 using a set of Mamdani IF-THEN rules.

3.1 Representing Imprecise Time Intervals and Fuzzy Qualitative
Interval Relations in Fuzzy-OWL 2

We represent an imprecise time interval using fuzzy sets. We represent the imprecise
beginning interval bound as a fuzzy set which has the L-function membership function
and the ending interval bound as a fuzzy set which has the R-function membership
function. Let I = [I−, I+] be an imprecise time interval. We represent the binging bound
I− as a fuzzy set which has the L-function membership function (A = I−(1) and
B = I−(N)). We represent the ending bound I+ as a fuzzy set which has the R-function

Table 1. Allen’s temporal interval relations (I: ,J: .  ). 

Relation Inverse Relations 
between interval 

bounds

Illustration 

Before (I, J) After (I, J) I+ < J-

Meets (I, J) Met-by (I, J) I+ = J-

Overlaps (I, J) Overlapped-by (I, J) (I- < J-) ∧ (I+ > J-) ∧
(I+ < J+)

Starts (I, J) Started-by (I, J) (I- = J-) ∧ (I+ < J+)

During (I, J) Contains (I, J) (I- > J-) ∧ (I+ < J+)

Ends (I, J) Ended-by (I, J) (I- > J-) ∧ (I+ = J+)

Equal (I, J) Equal (I, J) (I- = J-) ∧ (I+ = J+)
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membership function (A = I+(1) and B = I+(N)). For instance, if we have the informa-
tion “Alexandre was starting his PhD study in 1973 and was graduated in late 80”, the
beginning bound is crisp. The ending bound is imprecise and it is represented by
L-function membership function (A = 1976 and B = 1980). For the rest of the paper,
we use the membership functions defined in [17] and shown in Fig. 1.

The classic 4D-fluents model introduces two crisp classes “TimeSlice” and
“TimeInterval” and four crisp properties “tsTimeSliceOf”, “tsTimeInterval”,
“hasBegining” and “hasEnd”. The class “TimeSlice” is the domain class for entities
representing temporal parts (i.e., “time slices”). The property “tsTimeSliceOf” connects
an instance of class “TimeSlice” with an entity. The property “tsTimeInterval” connects
an instance of class “TimeSlice” with an instance of class “TimeInterval”. The instance
of class “TimeInterval” is related with two temporal instants that specify its starting and
ending points using, respectively, the “hasBegining” and “hasEnd” properties. Figure 2
illustrates the use of the 4D-fluents model to represent the following example:
“Alexandre was started his PhD study in 1975 and he was graduated in 1978”.

We extend the original 4D-fluents model to represent imprecise time intervals in the
following way. We add two fuzzy datatype properties “FuzzyHasBegining” and
“FuzzyHasEnd” to the class “TimeInterval”. “FuzzyHasBegining” has the L-function
membership function (A = I−(1) and B = I−(N)). “FuzzyHasEnd” has the R-function
membership function (A = I+(1) and B = I+(N)).

The 4D-fluents approach is also enhanced with qualitative temporal relations that
may hold between imprecise time intervals. We introduce the “FuzzyRelationInter-
vals”, as a fuzzy object property between two instances of the class “TimeInterval”.
“FuzzyRelationIntervals” represent fuzzy qualitative temporal relations. “FuzzyRela-
tionIntervals” has the L-function membership function (A = 0 and B = 1). Figure 3
represents our extended 4D-fluents model in Fuzzy-OWL 2.

We can see in Fig. 4 an instantiation of the extended 4D-fluents model in
Fuzzy-OWL2. On this example, we consider the following information: “Alexandre
was married to Nicole just after he was graduated with a PhD. Alexandre was grad-
uated with a PhD in 1980. Their marriage lasts 15 years. Alexandre was remarried to
Béatrice since about 10 years and they were divorced in 2016”. Let I = [I−, I+] and
J = [J−, J+] be two imprecise time intervals representing, respectively, the duration of
the marriage of Alexandre with Nicole and the one with Béatrice. I− is represented with
the fuzzy datatype property “FuzzyHasBegining” which has the L-function member-
ship function (A = 1980 and B = 1983). I+ is represented with the fuzzy datatype
property “FuzzyHasEnd” which has the R-function membership function (A = 1995
and B = 1998). J− is represented with the fuzzy datatype property “FuzzyHasBegin-
ing” which has the L-function membership function (A = 2005 and B = 2007). J+ is
represented with the crisp datatype property “HasEnd” which has the value “2016”.

3.2 Representing Imprecise Time Intervals and Fuzzy Qualitative
Interval Relations in Fuzzy-OWL 2

We propose a set of fuzzy gradual personalized comparators that may hold between two
time instants T1 and T2. Based on these operators, we present our fuzzy gradual
personalized extension of Allen’s work to compare two imprecise time intervals.
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Then, we infer, in Fuzzy OWL 2, the resulting temporal interval relations via a set of
Mamdani IF-THEN rules using the fuzzy reasoner FuzzyDL.

We generalize the crisp time instants comparators “Follow”, “Precede” and
“Same”, introduced in [18]. Let a and b two parameters allowing the definition of the
membership function of the following comparators (2]0, +∞[); N is the number of
slices; T1 and T2 are two time instants; we define the following comparators (illustrated
in Fig. 5):

• {Follow(1)
(a, b) (T1, T2) . . . Follow(N)

(a, b) (T1, T2)} are a generalization of the crisp
time instants relation “Follows”. Follow(1)

(a, b) (T1, T2) means that T1 is “just after
or approximately at the same time” T2 w.r.t. (a, b) and gradually the time gap
between T1 and T2 increases until Follow(N)

(a, b) (T1, T2) which means that T1 is
“long after” T2 w.r.t. (a, b). N is set by the expert domain. {Follow(1)

(a, b) (T1, T2) .
. . Follow(N)

(a, b) (T1, T2)} are defined as fuzzy sets. Follow(1)
(a, b) (T1, T2) has

R-Function membership function which has as parameters A = a and B = (a + b).

U(x) = 

1 If x ≥ A

0 If x ≤ A
1

U(x) = 

0 If x ≥ B

1 If x ≤ A

L-Function

1
R-Function

(X – A) / (B – A) If A < X < B

(B – X) / (B – A) If A < X < B

Trapezoidal Function

U(x) = 

(X - A) / (B – A) If A ≤ X < B

1 If B≤ X < C

(- X + A) / (B – A) If C < X ≤ D

0 Else

1

A B 

A B 

A B C D 

Fig. 1. R-Function, L-Function and Trapezoidal membership functions [17].

TsTimeIntervalOf TsTimeIntervalOf

TsTimeSliceOf TsTimeSliceOf

HasBegining HasEnd
1975 1978

TimeSliceInstance2

Alexandre University

TimeSliceInstance1

TimeInterval1

Class instance Value
Object property Data property

Study

Fig. 2. An instantiation of the classic the 4D-fluents model.
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All comparators {Follow(2)
(a, b) (T1, T2) … Follow(N−1)

(a, b) (T1, T2)} have
trapezoidal membership function which has as parameters A = ((K − 1) a) and
B = ((K − 1) a + (K − 1) b), C = (K a + (K − 1) b) and D = (K a + K b); where
2 � K � N − 1. Follow(N)

(a, b) (T1, T2) has L-Function membership function
which has as parameters A = ((N − 1) a + (N − 1) b) and B = ((N − 1)
a + (N − 1) b);

• {Precede(1)
(a, b) (T1, T2) … Precede(N)

(a, b) (T1, T2)} are a generalization of the crisp
time instants relation “Precede”. Precede(1)

(a, b) (T1, T2) means that T1 is “just before
or approximately at the same time”T2w.r.t. (a, b) and gradually the time gap between
T1 and T2 increases until Precede(N)

(a, b) (T1, T2) whichmeans that T1 is “long before”

TimeInterval1

TsTimeIntervalOf TsTimeIntervalOf

Instance1

TimeSliceInstance2TimeSliceInstance1

Instance2

TsTimeSliceOf TsTimeSliceOf

Class instance
Fuzzy object property Fuzzy datatype property

TimeInterval2

FuzzyRelationIntervals  

TimeInterval3

Crisp object property

FuzzyRelationIntervals  

FuzzyHasBegining FuzzyHasEnd

Fig. 3. The extended 4D-fluents model in Fuzzy-OWL 2.

Before(1) (degree= 7 /10) 

TimeInterval_J TimeInterval_I 

BéatriceTimeSliceAlexandreTimeSlice1 AlexandreTimeSlice2 NicoleTimeSlice 

BéatriceAlexandre Nicole 

FuzzyHasBegining HasEnd FuzzyHasBegining FuzzyHasEnd

2005 20071980 1983 1995 1998 2016

Before(2) (degree= 3 /10) 

Fig. 4. An instantiation of the extended 4D-fluents model in Fuzzy-OWL 2.
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T2w.r.t. (a,b). N is set by the expert domain. {Precede(1)
(a, b) (T1, T2) …Precede(N)

(a,

b) (T1, T2)} are defined as fuzzy sets. Precede(i)
(a, b) (T1, T2) is defined as:

Precedeða; bÞðiÞ T1; T2ð Þ ¼ 1� Followða; bÞ
ðiÞ T1; T2ð Þ ð1Þ

• We define the comparator Same(a, b) (T1, T2) which is a generalization of the crisp
time instants relation “Same”. Same(a, b) (T1, T2) means that T1 is “approximately at
the same time” T2 w.r.t. (a, b). It is defined as:

Sameða; bÞ T1; T2ð Þ ¼ MinðFollowða; bÞ
ð1Þ ðT1; T2Þ;Precedeða; bÞð1Þ ðT1; T2ÞÞ ð2Þ

Then, we extend Allen’s work to compare imprecise time intervals with a fuzzy
gradual personalized view. We provide a way to model gradual, linguistic-like
description of temporal interval relations. Compared to related work, our work is not
limited to a given number of imprecise relations. It is possible to determinate the level
of precision that should be in a given context. For instance, the classic Allen relation
“before” may be generalized in N imprecise relations, where “Before(1)

(a, b) (I, J)”
means that I is “just before” J w.r.t. (a, b) and gradually the time gap between I and J
increases until “Before(N)

(a, b) (I, J)” which means that I is long before J w.r.t. (a, b).
The definition of our fuzzy interval relations is based on the fuzzy gradual personalized
time instants compactors. Let I = [I−, I+] and J = [J−, J+] two imprecise time intervals;
where I− has the L-function membership function (A = I−(1) and B = I−(N)); I+ is a

α α + β 2α + β 2α + 2β (N-1) α + (N -1) β

Follow(1)
 (α, β) (T1, T2) 

T1 – T2

Follow(2)
 (α, β) (T1, T2) Follow(N)

 (α, β) (T1, T2) 

- α- (N – 1) α – (N – 2) β -2α -2β -2α - β -α - β

Precede(1)  
(α, β) (T1, T2)

…

Precede(2)  
(α, β) (T1, T2)Precede(N)  

(α, β) (T1, T2)

T1 – T2

α α + β- α - β T1 – T2

(A)

(B)

Same (α, β) (T1, T2)(C)

…

(N-1) α + (N -1) β T1 – T2

- α

Fig. 5. Fuzzy gradual personalized time instants comparators. (A) Fuzzy sets of {Follow(1)
(a, b)

(T1, T2) . . . Follow(N)
(a, b) (T1, T2)}. (B) Fuzzy sets of {Precede(1)

(a, b) (T1, T2) . . . Precede(N)
(a,

b) (T1, T2)}. (C) Fuzzy set of Same(a, b) (T1, T2).
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fuzzy set which has the R-function membership function (A = I+(1) and B = I+(N)); J− is
a fuzzy set which has the L-function membership function (A = J−(1) and B = J−(N)); J+

is a fuzzy set which has the R-function membership function (A = J+(1) and B = J+(N)).
For instance, the fuzzy interval relation “Before(1)

(a, b) (I, J)” is defined as:

8I þ ið Þ 2 I þ ; 8J� jð Þ 2 J� : Precedeða; bÞð1Þ ðI þðiÞ; J�ðjÞÞ ð3Þ

This means that the most recent time instant of I+ (I+(N)) ought to proceed the oldest
time instant of J− (J−(1)):

Precedeða;bÞð1Þ ðI þðNÞ; J�ð1ÞÞ ð4Þ

In the similar way, we define the others temporal interval relations, as shown in
Table 2.

Finally, we have implemented our fuzzy gradual personalized extension of Allen’s
work in Fuzzy-OWL 2. We use the ontology editor PROTÉGÉ version 4.3 and the
fuzzy reasoner FuzzyDL. We propose a set of Mamdani IF-THEN rules to infer the
temporal interval relations from the introduced imprecise time intervals which are
represented using the extended 4D-fluents model in Fuzzy-OWL2. For each temporal
interval relation, we associate a Mamdani IF-THEN rule. For instance, the Mamdani
IF-THEN rule to infer the “Overlaps(1)

(a, b) (I, J)” relation is the following:

(define-concrete-feature Precede(1/1) real) (define-concrete-feature Precede(1/2) real)
(define-concrete-feature Precede(1/3) real) (define-concrete-feature Overlaps(1) real)
(define-fuzzy-concept Fulfilled Right-shoulder(0,-a-b,-a,0)) (define-fuzzy-concept True
Right-shoulder(0,0,1,1))
(define-concept Rule0 (g-and (some Precede(1/1) Fulfilled) (some Precede(1/2) Fulfilled) Fulfilled)
(some Precede(1/3) Fulfilled) (some Overlaps(1) True))) //Fuzzy rule
(instance facts (= Precede(1/1) (I

−(N) - J−(1)))) (instance facts (= Precede(1/2) (J
−(N) - I+(1))))

(instance facts (= Precede(1/3) (I
+(N) - J+(1)))) //Instantiations

We define three input fuzzy variables, named “Precede(1/1)”, “Precede(1/2)” and
“Precede(1/3)”, which have the same membership function than that of “Precede(1)

(a,

b)”. We define one output variable “Overlaps(1)” which has the same membership than
that of the fuzzy object property “FuzzyRelationIntervals”. “Precede(1/1)”, “Pre-
cede(1/2)” and “Precede(1/3)” are instantiated with, respectively, (I−(N) − J−(1)),
(J−(N) − I+(1)) and (I+(N) − J+(1)).

4 Conclusion

In this paper, we proposed a fuzzy-based approach to represent and reason on imprecise
time intervals in ontology. It is entirely based only on fuzzy environment. We extended
the 4D-fluents model to represent imprecise time intervals and fuzzy interval relations
in Fuzzy-OWL 2. To reason on imprecise time intervals, we extend the Allen’s interval
algebra in a fuzzy gradual personalized way. We infer the resulting fuzzy interval
relations in Fuzzy-OWL2 using a set of Mamdani IF-THEN rules.
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The works presented in this paper have been tested in two projects, having in
common to manage life logging data: (1) In the VIVA1 project, we aim to design the
Captain Memo memory prosthesis [19] [20] for Alzheimer Disease patients. Among
other functionalities, this prosthesis manages a knowledge base on the patient’s family
tree, using an OWL ontology. Imprecise inputs are especially numerous when given by
an Alzheimer Disease patient. Furthermore, dates are often given in reference to other
dates or events. Thus, we have been using our approach reported in this paper. One
interesting point in this solution is to deal with a personalized slicing of the person’s
life in order to sort the different events. (2) The ANR DAPHNE project aims to allow
Middle Ages specialized historians to deal with prosopographical data bases storing
Middle age academic’s career histories. Data come from various archives among
Europe and data about a same person are very difficult to align. Representing and

Table 2. Fuzzy gradual personalized temporal interval relations upon imprecise time intervals.

Relation Inverse Relations between
bounds

Definition

Before(K)
(a,

b) (I, J)
After(K)

(a, b) (I, J) 8 I+(i) 2 I+, 8 J−(j) 2 J−/
(I+(i) < J−(j))

Proceed(K)
(a, b) (I+(N),

J−(1))
Meets (a, b)

(I, J)
Met-by (a, b) (I, J) 8 I+(i) 2 I+, 8 J−(j) 2 J−/

(I+(i) = J−(j))
Min(Same(a, b) (I+(1),

J−(1)) ^ Same(a, b) (I+(N),
J−(N)))

Overlaps(K)
(a, b) (I, J)

Overlapped-by(K)
(a, b) (I, J)

8 I−(i) 2 I−, 8 I+(i) 2 I+, 8
J−(j) 2 J−, 8 J+(j) 2 J+/
(I−(i) < J−(j)) ^
(J−(j) < I+(i)) ^
(I+(i) < J+(j))

Min(Proceed(K)
(a, b)

(I−(N), J−(1)) ^ Proceed(K)
(a, b) (J−(N), I+(1)) ^
Proceed(K)

(a, b) (I+(N),
J+(1)))

Starts(K)
(a,

b) (I, J)
Started-by(K)

(a, b)

(I, J)
8 I−(i) 2 I−, 8 I+(i) 2 I+, 8
J−(j) 2 J−, 8 J+(j) 2 J+/
(I−(i) = J−(j)) ^
(I+(i) < J+(j))

Min(Same(a, b) (I−(1),
J−(1)) ^ Same(a, b) (I−(N),
J−(N)) ^ Proceed(K)

(a, b)

(I+(N), J+(1)))
During(K)

(a,

b) (I, J)
Contains(K)

(a, b)

(I, J)
8 I−(i) 2 I−, 8 I+(i) 2 I+, 8
J−(j) 2 J−, 8 J+(i) 2 J+/
(J−(j) < I−(i)) ^
(I+(i) < J+(i))

Min(Proceed(K)
(a, b)

(J−(N), I−(1)) ^ Proceed(K)
(a, b) (I+(N), J+(1)))

Ends(K)
(a,

b) (I, J)
Ended-by(K)

(a, b)

(I, J)
8 I−(i) 2 I−, 8 I+(i) 2 I+, 8
J−(j) 2 J−, 8 J+(j) 2 J+/
(I−(i) < J−(j)) ^
(I+(i) = J+(j))

Min(Proceed(K)
(a, b)

(J−(N), I−(1)) ^ Same(a, b)

(I+(1), J+(1)) ^ Same(a, b)

(I+(N), J+(N)))
Equal (a, b)

(I, J)
Equal (a, b) (I, J) 8 I−(i) 2 I−, 8 I+(i) 2 I+, 8

J−(j) 2 J−, 8 J+(j) 2 J+/
(I−(i) = J−(j)) ^
(I+(i) = J+(j))

Min(Same(a, b) (I−(1),
J−(1)) ^ Same(a, b) (I−(N),
J−(N)) ^ Same(a, b) (I+(1),
J+(1)) ^ Same(a, b) (I+(N),
J+(N)))

1 http://viva.cnam.fr/.
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ordering imprecise time interval is required to redraw the careers across the different
European universities who hosted the person.

Future work will be devoted to propose a crisp-based approach to represent and
reason on imprecise time intervals in ontology. This approach uses only crisp standards
and tools and is modeled in OWL 2.
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Abstract. Template-based information extraction generalizes over stan-
dard token-level binary relation extraction in the sense that it attempts
to fill a complex template comprising multiple slots on the basis of infor-
mation given in a text. In the approach presented in this paper, tem-
plates and possible fillers are defined by a given ontology. The informa-
tion extraction task consists in filling these slots within a template with
previously recognized entities or literal values. We cast the task as a struc-
ture prediction problem and propose a joint probabilistic model based
on factor graphs to account for the interdependence in slot assignments.
Inference is implemented as a heuristic building on Markov chain Monte
Carlo sampling. As our main contribution, we investigate the impact of
soft constraints modeled as single slot factors which measure preferences
of individual slots for ranges of fillers, as well as pairwise slot factors
modeling the compatibility between fillers of two slots. Instead of relying
on expert knowledge to acquire such soft constraints, in our approach
they are directly captured in the model and learned from training data.
We show that both types of factors are effective in improving information
extraction on a real-world data set of full-text papers from the biomedical
domain. Pairwise factors are shown to particularly improve the perfor-
mance of our extraction model by up to +0.43 points in precision, leading
to an F1 score of 0.90 for individual templates.

Keywords: Ontology-based information extraction
Slot filling · Probabilistic graphical models
Soft constraints · Database population

1 Introduction

Initiated by the advent of the distant supervision [13] and open informa-
tion extraction paradigms [2], the last decade has seen a tendency to reduce
c© Springer International Publishing AG, part of Springer Nature 2018
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information extraction problems to relation extraction tasks. In the latter, the
focus is on extracting binary entity-pair relations from text by applying various
types of discriminative classification approaches. We argue that many tasks in
information extraction (in particular, when being used as an upstream process
for database population) go beyond the binary classification of whether a given
text expresses a given relation or not, as they require the population of com-
plex template structures. Such templates consist of a number of typed slots to
be filled from unstructured text [6]. Following an ontology-based approach [20],
we assume that the templates (including slots and the types of their potential
fillers) are pre-defined in a given ontology.

We frame template-based information extraction as an instance of a struc-
tured prediction problem [17] which we model in terms of a joint probability dis-
tribution over value assignments to each of the slots in a template. Subsequently,
we will refer to such templates as schemata in order to avoid ambiguities. For-
mally, a schema S consists of typed slots (s1, s2, . . . , sn). The slot filling task
corresponds to the maximum a posteriori estimation of a joint distribution of
slot fillers given a document d

(s1, s2, . . . , sn) = argmax
s′
1,s′

2,...,s′
n∈Φ

P (s1 = s′
1, . . . , sn = s′

n | d) , (1)

where Φ is the set of all possible slot assignments.
Slots in a schema are interdependent, and these dependencies need to be

taken into account to avoid incompatible slot assignments. A simple formulation
in terms of n binary-relation extraction tasks would therefore be oversimplifying.
On the contrary, measuring the dependencies between all slots would render
inference and learning intractable. We therefore opt for an intermediate solution,
in which we analyze as to what extent measuring pairwise slot dependencies helps
in avoiding incompatibilities and finally to improve an information extraction
model for the task.

We propose a factor graph approach to schema/template-based information
extraction which incorporates factors that are explicitly designed to encode such
constraints. Our main research interest is therefore to (1) understand whether
such constraints can be learned from training data (to avoid the need for manual
formulation by domain experts), and (2) to assess the impact of these constraints
on information extraction performance.

We evaluate our information extraction model on a corpus of scientific publi-
cations reporting the outcomes of pre-clinical studies in the domain of spinal cord
injury. The goal is to instantiate multiple schemata to capture the main param-
eters of each study. We show that both types of constraints are effective, as they
enable the model to outperform a naive baseline that applies frequency-based
filler selection for each slot.

2 Related Work

Template/Schema-based information extraction dates back to the MUC-4 Shared
Task [18] which aimed at extracting instantiations of templates describing
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terrorist attacks. More recently, Haghighi et al. [7] focus on corporate acquisition
events. Information extraction approaches in this line of research are commonly
limited to only one or a fixed set of templates, each of them containing only a
comparably small set of slots. Obviously, these assumptions pose severe restric-
tions to real-world application scenarios. Many tasks in the context of knowledge
discovery from scientific literature [8], for instance, require a rich representation
of the technical domain of interest, which commonly involves numerous tem-
plates with multiple (and possibly hierarchically embedded) slots.

Recent examples of reducing slot filling problems to relation extraction tasks
are Riedel et al. [15] with a focus on knowledge base completion, Zhang et al.
[21], Adel et al. [1], and Singh et al. [16] in the context of cold-start knowl-
edge base population. While our work also addresses the cold-start problem, our
domain of application requires the population of complex ontologically typed
schemata. We approach this challenge using undirected probabilistic graphical
models which integrate coherence constraints over pairs of slots within a schema.
Similar techniques have been proposed for the more shallow problems of HMM-
based sequence labeling by Chang et al. [5] and relation extraction by Lopez de
Lacalle and Lapata [12]. In line with the latter approach, we aim at inducing
constraint knowledge automatically from training data.

Methodologically, our work is similar to collective information extraction
with undirected graphical models as proposed by Bunescu et al. [4] or Kluegl et
al. [9]; however, these approaches are limited to problems of text segmentation,
entity tagging and extraction of individual relations.

As the only precursor of our work towards information extraction in the spinal
cord injury domain, Paassen et al. [14] address entity extraction in isolation, i. e.,
they aim at detecting all entities taking part in a relation, without considering
the relation classification task as such.

3 Method

We frame the slot filling task as a joint inference problem in undirected prob-
abilistic graphical models. Our model is a factor graph [11] which probabilis-
tically measures the compatibility of a given textual document d consisting of
tokenized sentences χ, a fixed set of entity annotations A, and a to be filled
ontological schema S. The schema S is automatically derived from an ontology
and is described by a set of typed slots, S = {s1, . . . , sn}. Let C denote the set of
all entities from the ontology, then each slot si ∈ S can be filled by a pre-defined
subset of C called slot fillers. Further, each annotation a ∈ A describes a tuple
〈t, c〉 where t = (ti, . . . , tj) ∈ χ is a sequence of tokens with length ≥ 1 and a
corresponding filler type c ∈ C.

3.1 Factorization of the Probability Distribution

We decompose the overall probability of a schema S into probability distributions
over single slot and pairwise slot fillers. Each individual probability distribution
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Fig. 1. Factor graph of our model for an exemplary ontological schema S.

is described through factors that measure the compatibility of single/pairwise
slot assignments. An unrolled factor graph that represents our model structure is
depicted in Fig. 1. The factor graph consists of different types of factors that are
connected to subsets of variables of y = {y0, y1, . . . , yn} and of x = d = {χ,A},
respectively. We distinguish three factor types by their instantiating factor graph
template {T ′, T ′

d, T
′′
d } ∈ T : (i) Single slot factors Ψ ′(yi) ∈ T ′ that are solely

connected to a single slot yi, (ii) Single slot+text factors Ψ ′(x, yi) ∈ T ′
d

that are connected to a single slot yi and x, (iii) Pairwise slot+text factors
Ψ ′′(x, yi, yj) ∈ T ′′

d that are connected to a pair of two slots yi, yj and x.
The conditional probability P (y | x) of a slot assignment y given x is then

P (y|x) =
1

Z(x)

∏

yi∈S

[
Ψ ′(yi) · Ψ ′(x, yi)

]
∏

yi∈S

∏

yj∈S

[
Ψ ′′(x, yi, yj)

]
, (2)

where Z(x) denotes the partition function and all factors are formulated as
Ψ(·) = exp(〈fT (·), θT 〉) with sufficient statistics fT (·) and parameters θT (T ∈ T
and Ψ ∈ {Ψ ′, Ψ ′′}).

3.2 Inference and Learning

We perform Markov chain Monte Carlo (MCMC) sampling to approximate a
posterior distribution, while sharing the factorization properties as defined by
the factor graph [10]. We learn the parameters via SampleRank [19].

Ontological Sampling. The generation of proposal states in our MCMC sampling
procedure follows the idea of Gibbs sampling, mainly applying atomic changes
to slots. The initial state s0 in our exploration is empty, thus y = (∅). A set of
potential successors is generated by a proposal function changing a slot by either
deleting an already assigned value or changing the value to another slot filler.
The state with the highest probability st+1 is chosen as successor state only if
p(st+1) > p(st). The inference procedure stops, iff st+3 = st.



Assessing the Impact of Single and Pairwise Slot Constraints 183

Objective Function. Given a predicted assignment y′ of all slots in schema type
Ŝ and a set G of instantiated schemata of type Ŝ from the gold standard, the
training objective is

max
y∗∈G

F1(y∗,y′) , (3)

where F1 is the harmonic mean of precision and recall, based on the overlap of
assigned slot values between y′ and y∗.

3.3 Factors and Constraints

At the core of our model are features that encode soft constraints to be learned
from training data. In general, these constraints are intended to measure the
compatibility of slot fillers within a predicted schema. Such soft constraints are
designed through features that are described in the following.

Single-Slot Constraints in Template T ′. We include features which measure
common, acceptable fillers for single slots with numerical values. Given filler
annotations {ai = 〈v, c〉} of slot yi, the model can learn individual intervals for
different types of fillers such as temperature (−10–40), or weight (200–500), for
example. For that, we calculate the average μ and standard deviation σ for each
particular slot based on the training data. For each slot si in schema S, a boolean
feature fsi

σ=n is instantiated for each n ∈ {0, . . . , 4}, indicating whether the value
yi is within n standard deviations σsi

of the corresponding mean μsi
. To capture

the negative counterpart, a boolean feature fsi
σ>n is instantiated likewise:

fsi
σ=n(yi) =

{
1 iff

⌈
(v−μsi

σsi
)
⌉

= n

0 otherwise.
fSi

σ>n(yi) =

{
1 iff

⌈
(v−μsi

σsi
)
⌉

> n

0 otherwise.
(4)

In this way, the model learns preferences over possible fillers for a given slot
which effectively encode soft constraints such as “the weight of rats typically
scatters around a mean of 300 g by two standard deviations of 45 g”.

Pairwise Slot Constraints in T ′′
d . In contrast to single-slot constraints, pair-

wise constraints are not limited to slots with real-valued fillers. Soft constraints
on slot pairs are designed to measure the compatibility and (hidden) dependen-
cies between two fillers, e.g., the dependency between the dosage of a medication
and its applied compound, or between the gender of an animal and its weight.
This is modeled in terms of their linguistic context and textual locality, as dis-
cussed in the following.

We assume that possible slot fillers may be mentioned multiple times at
various positions in a text. Therefore, given a pair of slots (si, sj), we define
λ as an aggregation function that returns the subset of annotations λ(si) =
{a = 〈t, c〉 ∈ A | a(c) = si(c)}. We measure the locality of two slots in the text
by the minimum distance between two sentences containing annotations for the
corresponding slot fillers. A bi-directional distance for two annotations is defined
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as δ(ak, al) = |sen(ak) − sen(al)| where sen denotes a function that returns the
sentence index of an annotation. For each n ∈ {0, . . . , 9}, a boolean feature fδ=n

is instantiated as:

f
si,sj

δ=n (yi, yj) =

{
1 iff n = minak∈λ(yi),al∈λ(yj) δ(ak, al)
0 otherwise.

(5)

To capture the linguistic context between two slot fillers yi and yj , we define a
feature fsi

πn
(yi, yj) that indicates whether a given N -gram πn ∈ π with 1 < N ≤ 3

occurs between the annotations ak ∈ λ(yi) and al ∈ λ(yi) in the document.

Textual Features in T ′ and T ′
d . Given a single slot si with filler yi and

the aggregated set of all corresponding annotations λ(yi), we instantiate three
boolean features for each annotation a ∈ λ(yi) as follows.

Let Ls(lyi
, a(t)) be the Levenshtein similarity between the ontological

class label lyi
, and the tokens of an annotation a(t). Two boolean features

fbin(smax)<Δ(yi) and fbin(smax)≥Δ(yi) are computed as:

fbin(smax)<Δ(yi) =

{
1 iff b < Δ

0 otherwise.
fbin(smax)≥Δ(yi) =

{
1 iff b ≥ Δ

0 otherwise.
, (6)

where b = bin(smax) is the discretization of the maximum similarity smax into
intervals of size 0.1, and

smax = max
a∈λ(yi)

Ls(lyi
, a(t)) with Ls = 1 − levenshtein(lyi

, a(t))
max(len(lyi

), len(a(t)))
. (7)

Finally, we instantiate features fsi
πk context(yi) and fsi

πk within(yi), indicating
whether an N -gram πk occurs in the context (before or after) or within any
annotation of slot yi.

4 Database Population in the Spinal Cord Injury Domain

4.1 Problem Description

We address the problem of ontology-based information extraction in a slot filling
setting as a prerequisite for cold-start database population. The extraction task
comprises multiple schemata of different types, each of them being provided by
a domain ontology and containing multiple slots. Each slot in a schema needs
to be filled either by a literal from the input document or by a class from the
ontology, depending on whether it is derived from a data-type or object-type
property (cf. Fig. 2).

We consider slot filling as a document-level task, i.e., entities filling the slots
of a particular schema may be dispersed across the entire text. In addition, each
literal or ontological category can, in principle, fill multiple slots of the appro-
priate type. We approach the task in a supervised machine learning approach;
supervision is available at the document level in terms of fully instantiated gold
schemata without direct links between slot fillers and text mentions.
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Fig. 2. Information extraction workflow: Domain concepts and associated slots are
defined in a domain ontology (left) and transformed into schema structures (middle)
which are automatically populated from text (right) by the slot filling model.

4.2 Application Context

Our work in the PSINK project1 aims at information extraction from full-text sci-
entific publications on pre-clinical experiments in the spinal cord injury domain.
The results of the extraction process (i.e., fully instantiated schemata as shown
in Fig. 2) will be made accessible in a comprehensive database in order to fos-
ter translation from pre-clinical trials into clinical therapeutic concepts bearing
the potential to induce neuronal regeneration in human patients suffering from
spinal cord injuries.

This information extraction task is an instance of the problem described in
Sect. 4.1, with the extraction schema being derived from the specifically designed
Spinal Cord Injury Ontology (cf. Sect. 4.3 below).

4.3 Ontology and Data Set

Spinal Cord Injury Ontology (SCIO). Pre-clinical trials in the spinal cord
injury domain follow strict methodological patterns. Experimental protocols
and the main outcomes of pre-clinical studies on spinal cord injury are for-
mally represented in SCIO [3]. In total, the ontology contains more than 500
classes and approx. 80 properties (slots). SCIO top-level classes defining the
schema types are AnimalModel, InjuryModel, Treatment, Investiga-
tionMethod and Result. Slots are either object-type properties which can
be filled by a SCIO class, or data-type properties which are filled with free text.
For example, Fig. 2 (left and middle part) presents the AnimalModel class
along with its predefined slots: ageCategory, gender and species are object-type
properties; age and weight are data-type properties.

Annotated Data Set. The annotated data set was created by two SCI experts
who annotated 25 full-text scientific papers from the SCI literature. Annotations
were provided at the level of fully instantiated schemata per document, using

1 http://www.psink.de.

http://www.psink.de
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the set of top-level classes in SCIO and their corresponding properties as anno-
tation schema. The entire annotation process comprises three steps: (i) mention
identification, (ii) entity recognition (in case of data-type properties) and linking
(object-type properties), (iii) schema instantiation, and (iv) filling the slots of
an instantiated schema with an appropriate entity. The latter steps are due to
the fact that the cardinality of schemata of a particular type per document is
unknown a priori, and multiple schemata may share individual slot fillers. The
following example shows a sentence that describes two instantiations of an Ani-
malModel schema which share the slot fillers species (SpragueDawleyRat)
and ageCategory (Adult): “A total of 39 Sprague-Dawley rats were used for
these experiments: adult males (285–330 g) and females (192–268 g).”

Inter-annotator agreement at the level of fully instantiated schemata in terms
of F1 score between annotators amounts to 0.93 for AnimalModel, 0.79 for
Injury, 0.77 for Treatment and 0.65 for InvestigationMethod.

5 Experiments

In the following section, we describe our experimental settings, the evaluation
metrics and results. Model performances are independently reported for four
SCIO schemata: AnimalModel, Injury, Treatment, and Investigation-
Method (cf. Sect. 4.3). As a preprocessing step, we apply symbolic entity recog-
nition in order to generate annotations A. The regular expressions used are auto-
matically generated from ontology class labels. In case of data-type properties
(e.g., weight of an animal), regular expressions are manually created.

5.1 Experimental Settings

The system is evaluated in a 6-fold cross validation on the complete data set. In
all experiments, we restrict the complexity of the schemata to first-order slots,
i.e., ontological properties that are directly connected to their respective domain
class. In the current approach, we are not aiming at predicting the correct number
of instantiations per schema type. Thus, our system is restricted to fill a single
schema of each type per document, even if it contains multiple instances of the
same schema type (e.g., multiple Treatments).

With respect to this restriction, we report the evaluation results for both
(i) Full Evaluation (taking the actual number of gold schemata into account),
and (ii) Best Match Evaluation (comparing the predicted schema to the best
matching gold schema).

Further, we report the performance for two different models, in order to inves-
tigate the relative impact of single-slot constraints vs. pairwise slot constraints.
In the pairwise slot filling (PSF) model, the inference and the factor graph is
based on the joint assignment of slot pairs, whereas in single slot filling (SSF)
model, all slots are independently filled.

Evaluation Metrics. We report model performances as macro precision, recall
and harmonic F1. Given a document with a set of gold schemata G of type
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S = {s0, . . . sn} and the predicted schema p, the comparison is always based on
the best assignment g′ = argmaxg∈G F1(p, g). For the computation of the overall
F1 score, we convert all ontological schemata into sets of slot-filler pairs with
p = {s′

0 = cj , . . . , s
′
n = ck} and G = {g0, . . . , g′, . . . , gl} = {(s00 = ca, . . . , s0n =

cb), . . . , (s′
0 = cc, . . . , s

′
n = cd), . . . , (sl

0 = ce, . . . , s
l
n = cf )}. The overall F1 score

is calculated based on the two sets of p and G. We define a true positive (tp) as
a slot-filler pair that are in both p and G, a false positive (fp) as a pair that is
in p but not in G, and a false negative (fn) as a pair that is in G but not in p.
During the Best Match Evaluation, we set G = {g′}.

Most Frequent Filler Baseline. We compare the performance of our models in
all settings against a naive but plausible baseline. Following the intuition that
important information is mentioned in a higher frequency than non-important
information, a slot is always filled with the filler that has the highest annotation
frequency. In the following, we refer to this procedure as Most Frequent Filler
(MFF) baseline.

5.2 Results

In the following, we describe the evaluation results for all experiments. First, we
compare the performance in the Full Evaluation vs. Best Match Evaluation set-
tings. In the former setting, we expect a rather low recall due to the restriction
of predicting exactly one schema per type. This leads to many false negatives,
as multiple instances of the same type cannot be fully covered yet. Hence, we
hypothesize a significant increase in recall in the Best Match Evaluation set-
ting. By comparing the predicted schema to the best match only, we investigate
whether the low recall is due to the large amount of missing schemata. If so, this
would indicate that our model is able to select the correct slot fillers among a
huge set of possible candidates. The performance of all models in both settings
is reported in Table 1.

Full Evaluation Results. The results show a strong recall of our baseline model
with a distinct lack in precision. The baseline yields the highest recall among
all models and schema types except for the AnimalModel (0.55 for baseline
vs. 0.90 for SSF/PSF). Compared to the SSF model, we notice a considerable
increase in precision in all schema types which is most pronounced in the Investi-
gationMethod (+0.64). The increase in precision for the three other schemata
are between +0.24 and +0.36. Comparing the PSF to the SSF model, we observe
further strong improvements in precision and slight improvements in recall. The
PSF model clearly outperforms the baseline for the AnimalModel with an
increase in F1 of +0.39, the Injury +0.12, and the InvestigationMethod
with +0.14. Despite the precision being increased by +0.46 in the Treatment,
the baseline shows a higher F1 score in this configuration (+0.03), due to a drop
in recall by −0.10.
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Table 1. Performance of Most Frequent Filler Baseline (MFF) vs. Single Slot Filler
(SSF) and Pairwise Slot Filler (PSF) models in the Full Evaluation (full) and Best
Match (best) setting.

MFF SSF PSF

P R F1 P R F1 P R F1

Animal Full 0.48 0.55 0.51 0.84 0.90 0.86 0.91 0.90 0.90

Model Best 0.48 0.57 0.52 0.84 1.00 0.91 0.91 1.00 0.95

Injury Full 0.28 0.38 0.31 0.52 0.22 0.31 0.77 0.30 0.43

Best 0.28 0.43 0.33 0.52 0.29 0.35 0.77 0.40 0.50

Treat- Full 0.39 0.26 0.30 0.70 0.16 0.26 0.87 0.16 0.27

ment Best 0.39 0.74 0.51 0.70 0.63 0.65 0.87 0.63 0.73

Invest. Full 0.36 0.45 0.36 1.00 0.39 0.50 1.00 0.39 0.50

Method Best 0.36 0.98 0.52 1.00 1.00 1.00 1.00 1.00 1.00

Best Match Evaluation Results. In this setting, we further investigate the recall
performance of our models compared to the previously discussed Full Evaluation
results. As we only remove uncaptured schema instances from G (cf. Sect. 5.1),
the precision remains the same. All models show an overall increase in recall for
all schema types. With respect to the PSF model, we can see a strong increase
in recall for InvestigationMethod by +0.61 and for Treatment by +0.47.
Further, slight increases by +0.10 and +0.07 can be observed for AnimalModel
and Injury, respectively. Similar observations can be made for the SSF model.

5.3 Discussion

Comparing the baseline model with the SSF model, we notice a very strong
increase in precision in combination with a slight drop in recall. This positive
trend in precision is continued when considering the PSF model. Further, the
results show a positive impact of pairwise over single-slot constraints on recall.

The high recall of 0.90 for the AnimalModel in the full evaluation is mainly
due to a low number (1 to 2) of instances per schema type in each document. The
fact that there is no difference in the performance of the SSF and SPF models
for the InvestigationMethod suggests a strong slot independence, so that
pairwise slot constraints do not have a big impact in this particular case. The
low increase in recall between the two evaluation settings for the Injury suggests
difficulties for this schema. In contrast, the recall increase for the Treatment
schema from 0.16 to 0.63 clearly shows that most of the errors are due to a large
number of schema instances per document.
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Overall, the results show that our system is often able to select the correct
set of slot fillers for a schema, even from a huge set of possible schemata and
their corresponding slot filler candidates.

6 Conclusions and Outlook

We have investigated the impact of single and pairwise slot constraints in a factor
graph model for schema/template-based information extraction. We found that
both types of constraints increase the overall performance of the slot filling model,
as they are able to capture soft slot restrictions (for single slots) and (hidden)
slot dependencies (for pairwise slots). We were able to show that, compared to a
plausible baseline, both constraint types are effective, with pairwise constraints
outperforming the single slot constraints. For future work, we plan to extend the
current model by incorporating further constraints beyond the current restriction
to pairwise slot dependencies, with a potential culmination in a fully joint model.

Our approach was developed in the context of the PSINK project which aims
at populating a database for pre-clinical studies in the spinal cord injury domain.
Our proposed approach lays the groundwork for this task by instantiating onto-
logically defined schemata and filling them from unstructured text. In future
work, we plan to extend our approach to more complex schemata covering the
entire ontology. This raises further research questions that need to be answered,
such as How to determine the actual number of instances per schema type? and
How to efficiently explore recursively nested properties within complex schemata?

Acknowledgments. This work has been funded by the Federal Ministry of Edu-
cation and Research (BMBF, Germany) in the PSINK project (project numbers
031L0028A/B).

References

1. Adel, H., Roth, B., Schütze, H.: Comparing convolutional neural networks to tradi-
tional models for slot filling. In: Proceedings of NAACL/HLT, pp. 828–838 (2016)

2. Banko, M., Cafarella, M., Soderland, S., Broadhead, M., Etzioni, O.: Open infor-
mation extraction from the web. In: Proceedings of IJCAI, pp. 2670–2676 (2007)

3. Brazda, N., ter Horst, H., Hartung, M., Wiljes, C., Estrada, V., Klinger, R.,
Kuchinke, W., Müller, H.W., Cimiano, P.: SCIO: an ontology to support the for-
malization of pre-clinical spinal cord injury experiments. In: Proceedings of the 3rd
JOWO Workshops: Ontologies and Data in the Life Sciences (2017)

4. Bunescu, R., Mooney, R.: Collective information extraction with relational markov
networks. In: Proceedings of ACL, pp. 438–445 (2004)

5. Chang, M.W., Ratinov, L., Roth, D.: Structured learning with constrained condi-
tional models. Mach. Learn. 88(3), 399–431 (2012)

6. Freitag, D.: Machine learning for information extraction in informal domains. Mach.
Learn. 39(2–3), 169–202 (2000)

7. Haghighi, A., Klein, D.: An entity-level approach to information extraction. In:
Proceedings of ACL, pp. 291–295 (2010)



190 H. ter Horst et al.

8. Henry, S., McInnes, B.: Literature based discovery: models, methods, and trends.
J. Biomed. Inform. 74, 20–32 (2017)

9. Kluegl, P., Toepfer, M., Lemmerich, F., Hotho, A., Puppe, F.: Collective infor-
mation extraction with context-specific consistencies. In: Flach, P.A., De Bie, T.,
Cristianini, N. (eds.) ECML PKDD 2012. LNCS (LNAI), vol. 7523, pp. 728–743.
Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-33460-3 52

10. Koller, D., Friedman, N.: Probabilistic Graphical Models: Principles and Tech-
niques. MIT Press, Cambridge (2009)

11. Kschischang, F.R., Frey, B.J., Loeliger, H.A.: Factor graphs and sum product algo-
rithm. IEEE Trans. Inf. Theory 47(2), 498–519 (2001)

12. Lopez de Lacalle, O., Lapata, M.: Unsupervised relation extraction with general
domain knowledge. In: Proceedings of EMNLP, pp. 415–425 (2013)

13. Mintz, M., Bills, S., Snow, R., Jurafsky, D.: Distant supervision for relation extrac-
tion without labeled data. In: Proceedings of ACL, pp. 1003–1011 (2009)
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Abstract. Nowadays, the medical domain has a high volume of electronic
documents. The exploitation of this large quantity of data makes the search of
specific information complex and time consuming. This difficulty has prompted
the development of new adapted research tools, as question-answering systems.
Indeed, this type of system allows a user to ask a question in natural language
and automatically identify a specific answer instead of a set of documents
deemed pertinent, as is the case with search engines. For this purpose, we are
developing a question answering system which is based on a linguistic
approach. The use of the linguistic engine of NooJ in order to formalize the
automatic recognition rules and then applying them to a dynamic corpus com-
posed of arabic medical journalistic articles. In this paper, we present a method
for analyzing medical Binary questions. The analysis of the question asked by
the user by means the application of cascade of morpho-syntactic resources. The
linguistic patterns (grammars) which allow us to annotate the question and the
semantic features of the question of extracting the focus and topic of the
question. We start with the implementation of the rules which identify and to
annotate the various medical entities. The named entity recognizer (NER) is able
to find references to people, places and organizations, diseases, viruses, as tar-
gets to extract the correct answer from the user. The NER is embedded in our
question answering system in order to identify the answer and delimit the
potential justification sequence the precision and recall show that the actual
results are encouraging and could be integrated for more types of questions other
than binary questions.

Keywords: Information extraction � Medical Binary questions
Arabic language � Local grammar � Named entities

1 Introduction

Nowadays, the medical domain has a high volume of electronic documents. The
exploitation of this large quantity of data makes the search of specific information
complex and time consuming. This complexity is especially evident when we seek a
short and precise answer to a human natural language question rather than a full list of
documents and web pages. In this case, the user requirement could be a Question
Answering (QA) system which represents a specialized area in the field of information
retrieval.
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The goal of a QA system is to provide inexperienced users with a flexible access to
information allowing them to write a query in natural language and obtain not the
documents which contain the answer, but its precise answer passage from input texts.
There has been a lot of research in English as well as some European language QA
systems. However, Arabic QA systems could not match the pace due to some inherent
difficulties with the language itself as well as due to lack of tools available to assist
researchers. Therefore, the current project a tempts to design and develop the modules
of an Arabic QA system.

For this purpose, the developed question answering system is based on a linguistic
approach, using NooJ’s linguistic engine in order to formalize the automatic recogni-
tion rules and then apply them to a dynamic corpus composed of medical journalistic
articles.

In addition, we present a method for analyzing medical questions (for Binary
questions). The analysis of the question asked by the user by means of the syntactic and
morphological analysis. The linguistic patterns (grammars) which allow us to extract
the analysis of the question and the semantic features of the question of extracting the
focus and topic of the question.

In the next section, an overview of the state of art describes related works to
question answering system. The Sect. 3, we describe the generic architecture of the
proposed QA system. In Sect. 4, introduces our approach to annotation of medical
factoid question and extraction of right answer.

2 State of Art

As explained in the introduction, QA systems for Arabic are very few. Mainly, it is due
to the lack of accessibility to linguistic resources, such as freely available lexical
resources, corpora and basic NLP tools (tokenizers, morphological analyzers, etc.). To
our knowledge, there are only seven research works on Arabic QA systems:

– Yes/No Arabic Question Answering System [6], is a formal model for a semantic
based yes/no Arabic question answering system based on paragraph retrieval. The
results are based on 20 documents. It shows a positive result of about 85% when we
use entire documents. Besides, it gives 88% when we use only paragraphs. The
system focuses only on yes/no questions and the corpus size is relatively small (20
documents).

– QARAB [5] is an Arabic QA system that takes factoid Arabic questions and
attempts to provide short answers. QARAB uses both information retrieval and
natural language processing techniques.

– ArabiQA [3], which is fully oriented to the modern Arabic language, also answers
factoid questions using Named Entity Recognition. However, this system is not yet
completed.

– DefArabicQA [10] provides short answers to Arabic natural language questions.
This system provides effective and exact answers to definition questions expressed
in Arabic from Web resources. DefArabicQA identifies candidate definitions by
using a set of lexical patterns, filters these candidate definitions by using heuristic
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rules and ranks them by using a statistical approach. It only processes definition
questions and does not include other types of question (When, How and Why).

– AQuASys [4] is composed of three modules: A question analysis module, a sen-
tence filtering module and an answer extraction module. Special consideration has
been given to improving the accuracy of the question analysis and the answer
extraction scoring phases. These phases are crucial in terms of finding the correct
answer. The recall rate is 97.5% and the precision rate is 66.25%.

– Idraaq [2] is an Arabic QA system is fully programmed in Java. The system also
makes use of other third party components and resources. The system is designed
around the three typical modules of a Question Answering system: Question
analysis and classification module, Passage Retrieval (PR) module and Answer
Validation (AV) module. IDRAAQ registered encouraging performances in par-
ticular with factoid questions.

– Al-Bayan [1] Question Answering system for the Quran, that takes an Arabic
question as an input and retrieves semantically relevant verses as candidate pas-
sages. Then an answer extraction module extracts the answer from the retrieved
verses accompanied by their Tafseer. Al-Bayan is composed of four modules:
Preprocessing Operations, A question analysis module, Information Retrieval (IR) a
and an answer extraction module. Evaluation results on a collected dataset show
that the overall system can achieve 85% accuracy.

After this investigation, to solve the problem of question answering system, the
developed question answering system is based on a linguistic approach, using NooJ’s
linguistic engine in order to formalize the automatic recognition rules and then apply
them to a dynamic corpus composed of arabic medical journalistic articles. The named
entity recognizer (NER) is embedded in our question answering system in order to
identify these answers and questions associated with the extracted named entities. For
this purpose, we have adapted a rules based approach to recognize Arabic named
entities and right answers, using different grammars and gazetteer.

3 Architecture

From a general viewpoint, the design of a QA system (Fig. 1) must take into account
four phases:

1. Question analysis: This module performs a morphological analysis to determine
the question class (binary question). A question class helps the sys-tem to classify
the question type to provide a suitable answer. This module may also identify
additional semantic features of the question like the topic and the focus.

2. Text preprocessing segmentation: will also identify the negation status of the
sentence and the style of the sentence. This module is to develop the linguistic
patterns for the segmentation of sentences. These patterns are helpful in segmen-
tation and identifying the type of sentences.

3. Passage retrieval: The third motivation behind the question classification task is to
develop the linguistic patterns for the candidate answers. These patterns are helpful
in matching in parsing and identifying the candidate answers.
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4. The answer extraction: This module selects the most accurate answers among the
phrases in a given corpus. The selection is based on the question analysis. The
suggested answers are then given to the user as a response to his initial natural
language query. We are working on the integration of similarity scores in order to
better rank the retrieved passages.

4 Our Approach

4.1 Named Entity Recognition (NER)

We think that an integration of a Named Entity Recognition (NER) module will def-
initely boost system performance. It is also very important to point out that an NER is
required as a tool for al-most all the QA system components. Those NER systems allow
extracting proper nouns as well as temporal and numeric expressions from raw text [8].
In our case, we used our own NER system especially formulated for the Arabic medical
domain. We have considered six proper names categories:

– Organization: named corporate, governmental, or other organizational entity;
– Location: name of geographically defined location;
– Person: named person or family;
– Viruses: Names of medical viruses;
– Disease: Names of diseases, illness, sickness;
– Treatment: Names of Treatments;

Named Entity Recognition (NER) is a subtask of information extraction, where
each proper name in the input passage such as persons, locations and numbers - is

Fig. 1. Architecture of question answering system.
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assigned a named entity tag. In our case, we used our own NER system especially
formulated for the Arabic medical domain. We have considered six proper names
categories: organization, location, person, viruses, diseases, and treatment (Table 1).

4.2 Question Analysis

The system first takes the Arabic question which is preprocessed to extract the query
that will be used in the Passage retrieval module and Text preprocessing segmentation.
The question is also classified to get the type of the question (binary question), and
consequently the type of its expected answer, which will then be used in the Answer
Extraction module.

Then, in order to look for the best answer, it gives the maximum amount of
information (syntactic, semantic, distributional, etc.) from the given question, such as
the expected answer the focus and topic of the question. This information will play an
important role in the phase of extraction candidate answers.

• Topic: the topic corresponds to the subject matter of the question.
• Focus: the focus corresponds to the specific property of the topic that the user is

looking for.

The following example shows the detailed annotation of the identified parts of a
question.

Table 1. Named Entity Recognition

Categories Definitions Examples

Organization Names of corporations, gov. entities or 
ONGs

بنك ٱلدم
= blood bank

Location Politically or
geographically defined locations

مستشفى الأطفال
= Children's Hospita

Person Names of persons or families طبيب النساء علي طارق
= Gynecologist 
Tariq Ali

Viruses Names of medical viruses فيروس الروتا
= Rotavirus

Diseases Names of diseases, illness, sickness   مرض السرطان
= Cancer

Treatment Names of treatments علاج طبيعى
= Physiotherapist
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Example

4.3 The Passage Retrieval Module and Text Preprocessing Segmentation

Text Preprocessing Segmentation
Sentence segmentation is the problem of dividing a string of written language into its
component sentences.
In this paper, we propose a rule-based approach to Arabic texts segmentation, where
segments are sentences, our approach relies on an extensive analysis of a large set of
lexical cues as well as punctuation marks. Our approach relies on morphological and
syntactic information using several dictionaries and orthographic rectification grammar.
To this end, we use NooJ linguistic resources [8] in order to perform surface mor-
phological and syntactic analysis. Integration of segmentation tool for Arabic texts an
enhanced version of [7] (Fig. 2).

Fig. 2. Segmentation tool for Arabic texts
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The segmentation tool will also identify:

• The negation status of the sentence: +Negative OR + Affirmative
• The sentence style: +Declarative, +Imperative, +Interrogative OR + Exclamative

Automatic annotation for Arabic corpora has an important role in many applica-
tions of Natural Language Processing (NLP). In this context, we are interested in the
automatic annotation of Arabic corpora using transducers set implemented in NooJ
platform [9]. And to achieve our aim, we must precede the annotation phase by a
segmentation phase. This segmentation phase will, on the one hand, reduce the com-
plexity of the analysis and, on the other hand, improve NooJ platform functionalities.

Also, we achieved our annotation phase by identifying different types of lexical
ambiguities, and then an appropriate set of rules is proposed. These patterns are helpful
in segmentation and identifying the type of sentences.

Example

Step 1: After the application of the grammars on this text we notice that the con-
cordances are as follows. The segmentation tool will also identify: the negation status
of the sentence and the type of sentence (Fig. 3).

Fig. 3. Result of segmentation NooJ syntactic grammar
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ھل یعتبر مرض الحصبة معدي؟ / <S+Affirmative+Interro>

These patterns of segmentation are helpful in matching in parsing and identifying
the candidate answers and the negation status of the sentence, type of sentence.

Step 2: The annotation of the sentences by the recognition of the declarative sentences
not the exclamatory and interrogative sentences.

With NooJ We can extract only the declarative sentence with the regular expression
(Fig. 4):

• Apply a NooJ regular expression: <S-Interro>

The Passage Retrieval Module
The third motivation behind the question classification task is to develop the linguistic
patterns for the candidate answers. These patterns are helpful in matching in parsing
and identifying the candidate answers.

Passage retrieval is typically used as the first step in current question answering
systems. In particular, we show how a variety of prior language models trained on
correct answer text allow us to incorporate into the retrieval step information that is
often used in answer extraction (Fig. 5).

Fig. 4. Segmentation tool NooJ syntactic grammar

200 E. Bessaies et al.



Step 3: After analyzing the binary question and extracting the focus and the question
topic and segmenting the text in order to extract the candidate responses.

5 Experiments and Results

5.1 NER

Evaluation
To evaluate our NER local grammars, we analyses our corpus to extract manually all
named entities. Then, we compare the results of our system with those obtained by
manual extraction. The application of our local grammar gives the following result
(Table 2):

According to these results, we have obtained an acceptable identification of named
entities. Our evaluation shows F-measure of 0.88. We note that the rate of silence in the
corpus is low, which is represented by the recall value 0,88 because journalistic texts of
our corpus are heterogeneous and extracted from different resources (Fig. 6).

Discussion
Despite the problems described above, the used techniques seem to be adequate and
display very encouraging recognition rates. Indeed, a minority of the rules may be
sufficient to cover a large part of the patterns and ensure coverage. However, many
other rules must be added to improve the recall.

Fig. 5. Passage retrieval tool

Table 2. NER grammar experiments on our corpus

Precision Recall F-Measure

0,90 0,82 0,88
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5.2 Automatic Annotation of Binary Question in Standard Arabic

Evaluation
To evaluate our automatic annotation question local grammars, we also Analyses our
user’s queries to extract manually the question analysis. Then, we compare the results
of our system with those obtained by manual extraction. The application of our local
grammar gives the following result (Table 3):

According to these results, we have obtained an acceptable annotation of question.
Our evaluation shows F-measure of 0.73. We note that the rate of silence in the

corpus is low, which is represented by the recall value 0.72. This is due to the fact that
this assessment is mainly based on the results of the NER module (Fig. 7).

Discussion
Errors are often due to the complexity of user’s queries sentences or the absence of
their structure in our system In fact, the Arabic sentences are usually very long, which
sets up obstacles for the question analysis. Despite the problems described above, the

Fig. 6. Result of NER NooJ syntactic grammar

Table 3. Annotation question grammar experiments

Precision Recall F-Measure

0,75 0,72 0,73
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developed method seems to be adequate and shows very encouraging extraction rates.
However, other rules must be added to improve the result.

6 Conclusion

Arabic Question Answering Systems could not match the pace due to some inherent
difficulties with the language itself as well as upon to the lack of tools offered to support
the researchers. The task of Question Answering can be divided into four phases;
Question Analysis, Text preprocessing segmentation, Passage retrieval, and Answer
extraction. Each of these phases plays crucial roles in overall performance of the
Question Answering Systems.

As a future work, we work on the other phase of Question Answering Systems; that
is “Answer Extraction”. In Answer Extraction, we can look for such methods used in
this phase including evaluation, tools, and corpus.

Finally, as a long term ambition, we intend to consider studying the processing of
the “why” and “how” question types.
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Abstract. Verbal Multi-Word Expressions (VMWEs) are very common in many
languages. They include among other types the following types: Verb-Particle
Constructions (VPC) (e.g. get around), Light-Verb Constructions (LVC) (e.g.
make a decision), and idioms (ID) (e.g. break a leg). In this paper, we present a
new dataset for supervised learning of VMWEs written in Yiddish. The dataset
was manually collected and annotated from a web resource. It contains a set of
positive examples for VMWEs and a set of non-VMWEs examples. While the
dataset can be used for training supervised algorithms, the positive examples can
be used as seeds in unsupervised bootstrapping algorithms. Moreover, we analyze
the lexical properties of VMWEs written in Yiddish by classifying them to six
categories: VPC, LVC, ID, Inherently Pronominal Verb (IPronV), Inherently
Prepositional Verb (IPrepV), and other (OTH). The analysis suggests some
interesting features of VMWEs for exploration. This dataset is a first step towards
automatic identification of VMWEs written in Yiddish, which is important for
natural language understanding, generation and translation systems.

Keywords: Multi-Word Expression (MWE)
Verbal Multi-Word Expression (VMWE) � Yiddish

1 Introduction

Multi-Word Expressions (MWEs) have been defined as “idiosyncratic interpretations
that cross word boundaries (or spaces)” by Sag et al. [1]. Under this definition, there is
a wide range of linguistic constructions such as compounds (washing machine, light
switch), phrasal verbs (grow up, take after), and idioms (a penny for your thoughts, cry
over spilt milk). Due to their flexible and heterogeneous nature, MWEs interpretation
poses a major challenge for Natural Language Processing (NLP) systems [2]. NLP
applications, such as machine translation and information extraction should identify
them and deal with their lexical ambiguity when they are detected [3].

In this paper, we focus on Yiddish verbal MWEs. The VMWEs include Verb-
Particle Constructions (VPC) (e.g. turn on), Light-Verb Constructions (LVC) (e.g.
make a mistake), idioms (ID) (e.g. call it a day), Inherently Pronominal Verb (IPronV)
(e.g. help oneself), Inherently Prepositional Verb (IPrepV) (e.g. look for), and other
(OTH) (e.g. drink and drive).
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The PARSEME (PARSing and Multi-word Expressions) COST action1 presented a
shared task on automatic identification of VMWEs and provided annotation guidelines.
The guidelines distinguish different types of VMWE categories and allow us to provide
a full picture of the diverse properties that Yiddish VMWEs exhibit. Although VMWEs
identification has been widely investigated in English, as far as we know, our research
is a first attempt to focus on VMWEs in Yiddish.

Yiddish is the historical language of the Ashkenazi Jews2. It is written with a fully
vocalized alphabet based on the Hebrew alphabet. Yiddish originated during the 9th

century [4] in Central Europe, providing the nascent Ashkenazi community with a High
German-based vernacular fused with elements taken from Hebrew, Aramaic, Slavic
languages, and traces of Romance languages [5]3.

The goal of our research is to manually construct a quality dataset of Yiddish
VMWEs, which is a useful tool for supporting automatic extraction of additional
VMWEs that are not covered by our resource. An additional contribution of the ongoing
research presented in this paper is an analysis of the categories of Yiddish VMWEs. This
analysis is a first necessary step for designing algorithms for automatic VMWEs
extraction and identification. The dataset with the interesting features of VMWEs that
the analysis suggested for exploration can be used for training supervised algorithms for
automatic identification of Yiddish VMWEs. Moreover, the set of positive examples
from our dataset can be used as seeds in unsupervised bootstrapping algorithms.

In this study, the basic motivation is to increase the number of quality resources and
tools for NLP in Yiddish, which is regarded as a resource-poor language. We manually
construct a dataset of 200 non-VMWEs and 200 VMWEswritten in Yiddish divided into
six categories. The main contributions of this study are the successful construction of a
new dataset, which can serve as a useful tool for extraction of additional VMWEs and an
analysis of six categories of VMWEs including examples of conflicting categories.

The rest of the paper is organized as follows. Section 2 describes available digital
resources in Yiddish. In Sect. 3, we aim to provide the necessary background needed
for the subsequent sections. Section 4 elaborates on the tools that we have constructed
for learning automatic identification of Yiddish VMWEs and linguistic properties
related to Yiddish VMWEs. In Sect. 5, we describe the categories of VMWEs and their
distribution over the dataset’s positive examples. In Sect. 6, we summarize and suggest
directions for future research.

2 Digital Resources in Yiddish

Yiddish is a resource-poor language. Resource-poor languages lack the basic resources
that are fundamental to computational linguistics, including raw resources such as large
manually-tagged corpora, parallel texts, and digital dictionaries, as well as tools such as

1 https://typo.uni-konstanz.de/parseme/index.php.
2 Ashkenaz is the medieval Hebrew name for northern Europe and Germany.
3 https://en.wikipedia.org/wiki/Yiddish.
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part-of-speech taggers, stemmers, sentence parsers, and highly accurate optical char-
acter recognition programs.

In the last decades, there has been a noticeable increase in the digital resources
available to the Yiddish researcher. In the following we list the main sources of
Yiddish-language corpora available today.

There are a few sources of scanned Yiddish books and journals freely available
online. However, they are only available as images, and so are not text searchable.
Examples for this kind of sources are the National Yiddish Book Center4 and the Index to
Yiddish Periodicals5. The National Yiddish Book Center is a non-profit organization that
has scanned over 10,000 works of Yiddish literature to rescue Yiddish books and share
their content with the world. The Index to Yiddish Periodicals is a bibliographical data
base of approximately 250,000 bibliographic records from about 800 distinct publica-
tions using Yiddish, which aims to record the materials published in the Yiddish press.
The thematic index in particular allows the browser to reach the wealth of information
published in the Yiddish press, especially about Jewish communities in Eastern Europe
and abroad, political and cultural Jewish movements, institutions, Yiddish and Hebrew
writers and actors, and trends in all fields of Jewish Culture. The thematic index registers
materials published in the Yiddish press about general subjects as well.

OCR’ed text-searchable sources are the Yiddish books scanned by Google as part
of its Google Books project and the Yiddish books and journals at hebrewbooks.org.
However, since the OCR was optimized for Hebrew text and not for Yiddish, there are
numerous errors.

The Penn Yiddish Corpus [6]6 is a corpus of Yiddish texts, transliterated into Latin
characters, of various dialects and eras ranging from 1462 to the 1990s. The corpus
contains roughly 200k word tokens and is manually annotated for part-of-speech and
syntactic parsing in the Penn Treebank format.

The Corpus of Modern Yiddish (CMY)7 is a comprehensive linguistic database of
annotated texts in Yiddish. The CMY is a project currently underway at the University
of Regensburg by scholars from Regensburg and Moscow. It will contain two sub-
corpora. The first subcorpus, a balanced one, will contain a 10 million word forms from
a large variety of texts and will cover the period from 1850 up to today. The second
subcorpus will contain contemporary newspaper texts only and will be large enough to
make possible large-scale statistical studies [7]. Retrieval is automatically enabled text
via an internet interface that allows complex lexical morphological queries. The
majority of the text in the CMY is currently from the website of the Yiddish Forward8,
a Yiddish newspaper, which has made its articles available online since 2006.

In this research, we describe the manual construction of a quality dataset of Yiddish
VMWEs. For the dataset creation, we used the texts of the Yiddish Forward.

4 https://archive.org/details/nationalyiddishbookcenter.
5 http://yiddish-periodicals.huji.ac.il/.
6 ftp://babel.ling.upenn.edu/research-material/yiddish-corpus/.
7 http://web-corpora.net/YNC/search/.
8 http://yiddish.forward.com.
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3 Automatic Identification of Verbal MWEs

There are three main approaches to automatic identification of MWEs: (1) Statistical
approaches based on frequency and co-occurrence affinity [8–10]. (2) Linguistic
approaches using parsers, lexicons and language filters [11–13]; and (3) Hybrid
approaches combining different methods [14–21].

Hybrid identification approaches are often based on supervised learning models
whose results are evaluated by comparing automatically tagged text to reference
annotations. The features used in supervised methods include scores derived from
linguistic tools and statistical measures.

Lapata and Lascarides [22] presented one of the first experiments using a super-
vised approach. They classified noun-noun compounds, such as income tax and
public-relations, into true MWEs and random co-occurrence using a C4.5 decision tree.
Pecina [23] discovered collocations in Czech and German using logistic regression,
linear discriminant analysis, support vector machines, and neural networks classifiers.
Ramisch et al. [24] proved that the supervised approach is an effective way to combine
scores, giving more weight to more discriminating features and reducing the weight of
redundant ones. They showed that the supervised approach also provides a workaround
for the problem of choosing a scoring method for a given data set among dozens of
methods proposed in the literature. Furthermore, they demonstrated that the learned
models can provide insight into features’ informativeness [25]. A system that can
identify Hebrew noun compounds with high accuracy, distinguishing them from
non-idiomatic noun-noun constructions, was introduced by Al-Haj and Wintner [26].
Their methodology is based on careful examination of the linguistic peculiarities of the
construction, followed by corpus-based approximation of these properties via a general
machine learning algorithm that is fed with features based on the linguistic properties.
Recently, Rondon et al. [27] proposed an iterative method for the continued discovery
of new MWEs. The system requires some initial supervision to build a seed MWE
lexicon and classifier, and incrementally enriches it by mining texts in the web and
bootstrapping from its.

In the last decade, there is a growing interest in methods to predict the composi-
tionality of MWEs [28–34]. Since there is a clear distributional difference between
compositional and non-compositional uses of MWEs, distributional similarity methods
have been used to determine whether a given MWE has non-compositional uses.

Liebeskind and HaCohen-Kerner [34] proposed a semantically motivated indicator
for classifying VN-MWEs written in Hebrew and defined features that are related to
various semantic spaces and combined them as features in a supervised classification
framework. They empirically demonstrated that their semantic feature set yields better
performance than the common linguistic and statistical feature sets and that combining
semantic features contributes to the VN-MWEs identification task. This approach may
be useful for poor-resource languages, such as Yiddish, where no language processing
tools are available.

Considerable research has been done on automatic identification of VMWEs in
many languages [34–38]. However, as far as we know, no research has been carried for
Yiddish.
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Furthermore, there are almost no NLP tools for Yiddish. One of the exceptions, to
the best of our knowledge, is the implementation of four techniques for automatic
normalization of orthographic variant Yiddish texts [39]. In this research, using a
manually normalized set of 16 Yiddish documents as a training and test corpus, four
techniques for automatic normalization were compared: a hand-crafted set of trans-
formation rules, an off-the-shelf spell checker, edit distance minimization with man-
ually set weights, and edit distance minimization with weights learned through a
training set. For the given test corpus, normalization by minimization of edit distance
with multi-character edit operations and learned weights was found to perform best
according to the following measures: (1) proportion of correctly normalized words in a
test set and (2) precision and recall in a test of information retrieval.

4 Tools for Learning Automatic Identification of Verbal
MWEs Written in Yiddish

In this section, first, we describe our manually constructed labeled dataset of VMWEs
and non-VMWEs. Then, we detail how a task-oriented stopword list for the task of
VMWEs identification was generated.

4.1 A Dataset of Yiddish Verbal MWEs

Our dataset currently includes 200 VMWEs and 200 non-VMWEs. It was manually
constructed from the website of the Yiddish Forward newspaper. We did not limit our
dataset to VMWEs of a certain length. The data set includes VMWEs of one word up to
13 words. Figure 1 illustrates the distribution of the VMWEs length in our dataset.

The three most frequent lengths of these VMWEs in descending order are three,
four, and two words. The average number of words is 3.45 and the average number of
characters per VMWE is 18.85. Some examples for Yiddish VMWEs are given in the
next section.

We conducted 2 rounds of manual categorization with 2 judges. First, the anno-
tators identified candidate VMWEs, classified them as VMWEs or non-VMWEs, and
categorized their types (see Sect. 5). Then, they discussed the conflicting annotations
and agreed on a final annotation. Only candidates that were classified as non-verbal by
both annotators in the first round were selected as negative examples for our dataset.
Thus, a non-VMWE can be every word sequence that includes a verb and is not tagged
as VMWE. About 1000 documents were used for the annotation process.

Figure 2 illustrates the distribution of the non-VMWEs length in our dataset. The
three most frequent lengths of these VMWEs are three (e.g. awisg`nicT d`m bnin9 - used
the building), four (e.g., m` zwkT a ciik`nwng - looking for a drawing), and five words
(e.g. z`n`n g`blibn zii`r wwiiniq m`nTšn- there were very few people left). The average
number of words is 4.025 and the average number of characters per VMWE is 23.23.

9 To facilitate readability, we use a transliteration of Hebrew using Roman characters; the letters used,
in Hebrew lexicographic order, are abgdhwzxTiklmns`pcqršt.
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4.2 A Task-Oriented Stopword List

Stopwords are usually the most frequent words of a corpus. Since they appear to be of
little value in helping select documents matching a user need, they are often excluded
from the vocabulary. In the task of VMWEs identification it is important not to omit
frequent words which might be a part of a VMWE.

As far as we know, there is not any publically available list of stopwords in
Yiddish. Therefore, we downloaded an English stopword list from the web. We
translated each of the prepositional words and investigated its validity as a stopword for
the task of VMWEs identification. For this purpose, we used a sample of positive
examples from our dataset. The validation process was performed as follows: First, we
searched for all the examples that include at least one Yiddish stopword. Then, we tried
to omit the stopword or replace it with another propositional word. If the changed
expression maintained its idiomatic meaning, then it is a stopword.

Table 1 presents six examples of three stopwords. Since the criteria were checked
at the MWE level, we defined the extracted stopwords as task-oriented. Some words
that would have been included in a general list of Yiddish stopwords did not meet the
criteria and were not included in our list. For example, the stopword ain (in) in the
MWE hak nišT ain Tšiinik (see Table 1, stopword #2, example #1) was not considered
a stopword in our setting since replacing it with other prepositional words would result
in a non-MWE, a sentence with its literal meaning.

0

10

20

30

40

50

60

1 2 3 4 5 6 7 8 9 10 11 12 13

Fr
eq

ue
nc

y

Length of VMWE

Fig. 1. The distribution of the VMWEs length in our dataset
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5 Categories of Verbal MWEs in Yiddish

Following PARSEME shared task on automatic identification of VMWEs’ pilot
annotation10, we classify Yiddish VMWEs that include at least one verb and one noun
along six categories: Light Verb Construction (LVC), Verb-Particle Combinations
(VPC), Idioms (ID), Inherently Pronominal Verb (IPronV), Inherently Prepositional
Verb (IPrepV), and other (OTH). We note that the pilot annotation was performed with
Google Spreadsheets. Later, the PARSEME shared task adopted FLAT: FoLiA Lin-
guistic Annotation Tool11, a web platform which allows textual annotation and
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Fig. 2. The distribution of the non-VMWEs length in our dataset

Table 1. Examples of task-oriented stopwords.

# Stopword Example #1 Example #2

1 qiin (to) pr`g nišT qiin qwšiwt – it is
irrelevant (lit. do not question
questions)

haq nišT qiin bwbq`s – do not make
up what did not happen. (lit. do not
throw pine cones)

2 nišT
(not)

hak nišT ain Tšiinik – do not
twist the reality (lit. do not
throw in the kettle)

haq nišT qiin bwbq`s – do not make
up what did not happen. (lit. do not
throw pine cones)

3 a (a) Zik a `ch g`bn – to get along (lit.
to give himself an advice)

apg`Tan a špicl – to fool someone (lit.
to do a practical joke)

10 https://typo.uni-konstanz.de/parseme/index.php/2-general/151-parseme-shared-task-pilot-
annotation.

11 http://proycon.github.io/folia/.
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categorization of MWEs, including overlapping and discontinuous units. In Table 2,
we shortly cite the description of these categories and provide examples.

In case of doubt, we allowed the judges to assign two categories for a VMWE.
There were four cases of doubled annotated VMWEs, conflicting categories:
LVC/OTH, LVC/VPC, VPC/OTH, and IPrepV/OTH.

The distribution of each category in our Yiddish dataset is reported in Table 3.

Table 2. The definition of the VMWEs categories with examples from our dataset.

Category Description Examples

Light Verb
Construction
(LVC)

They are formed by a verb and a noun
The verb is “light” i.e. it contributes to the
meaning of the whole only to a small
degree
The noun has one of its regular meanings
and typically refers to an action or event

Ariinkapn ain a šmw`s – to cause
an unplanned conversation with
someone familiar (lit. to grab into
a conversation)
Parlwirn di hap`nwng – to despair
(lit. to lose his hope)

Verb-Particle
Combinations
(VPC)

They are formed by a head verb and a
particle
Their meaning is non-compositional
Notably, the change in the meaning of the
verb goes significantly beyond adding the
meaning of the particle

QwqT awip … wwi … – to think
of (lit. look at … as …)

Idioms (ID) They are composed of a head verb and at
least one of its complements
They are usually semantically totally
non-compositional

Aww`q liign ain a qranqb`T – to
cause suffer (lit. to put in a sick
bed)
D`r rwx wwiisT – he has no idea
(lit. the wind knows)

Inherently
Pronominal
Verb (IPronV)

They are formed by a full verb combined
with a clitic pronouns that refer to the
subject of the verb

qwmT par – to take place in a
certain date (to arrive)
awnT`rg`gang`n – to expire (to go
back/down)

Inherently
Prepositional
Verb (IPrepV)

They are combinations where the verb
mandatorily requires a preposition but
the meaning of the verb is more or less
transparent
This category includes cases where a
common verb is used together with a
preposition in a non-compositional sense
and the original meaning of the verb
might be bleached

G`pakn awip … – to fail due to
(lit. to fall on)
L`bT aib`r … – to live in a period
that something happened (lit. to
live above)

Other (OTH) This category contains VMWEs, which
do not fit to the preceding categories

D`r himl aiz d`rwwiil ništ bii di
`rd –meanwhile, it is possible (lit.
meanwhile, the sky is not stick to
the ground)
A lid haT ništ qiin g`bwirn Tag –

not everything has an exact date
(lit. the song has no birthday)
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The most frequent category is LVC. The next frequently categories are the ID and
OTH categories with an equal distribution of 19%. An example for the VMWE with a
LVC/VPC conflict is šild`rT d`m zik`rhiiT-mwi`r (lit. protect the defensive shield) -
keeps the rules. The annotators hesitated whether to remove the noun or to leave it and
have two arguments in the expression. Another example for conflicting categories is the
VMWE az m` haT [m`r] cw Tan aiin`r miTn cwwiTn (lit. that you have to do one with
another) - there is more engagement (usually speaking) with each other, which the
annotators annotated as a VPC/OTH conflict. Due to the length of the sentence, the
annotators doubt if the verb should be separated from the rest of the sentence.

The Yiddish dataset is publicly available for download in uft8 format12.

6 Summary and Future Work

In this study, we present the construction of a dataset of 200 non-VMWEs and 200
VMWEs written in Yiddish. This dataset can serve as a seed tool to extract additional
VMWEs. Various statistical information was presented regarding non-VMWEs and
VMWEs. Furthermore, we introduce an analysis of six categories of VMWEs including
examples of conflicting categories.

We plan to investigate supervised algorithms for classifying collocations as
VMWEs or non-VMWEs. Inspired by the different categories that we have discussed in
the previous section we would engineer features. Since Yiddish is a poor-resource
language, we plan to identify VMWEs by their semantic compositionality. This
property can be modeled by co-occurrence and distributional similarity measures.
Additionally, we plan to use the Yiddish VMWEs as seeds in unsupervised boot-
strapping algorithms for classification of collocations. Moreover, we plan to generalize
the construction process to other languages, based on our experience in Yiddish and
Hebrew [40].

Acknowledgments. We would like to express our deep gratitude to Gitty Eithen, Bluma
Zicherman, and Hindy Golomb, our research assistants, for carrying out the annotation process.

Table 3. The distribution of the VMWEs categories in our dataset

Category Distribution (%)

Light Verb Construction (LVC) 37
Idioms (ID) 19
Other (OTH) 19
Inherently Prepositional Verb (IPrepV) 14
Inherently Pronominal Verb (IPronV) 8
Verb-Particle Combinations (VPC) 3

12 http://liebeskind-chaya.blogspot.co.il/p/downloads.html.

Verbal Multi-Word Expressions in Yiddish 213

http://liebeskind-chaya.blogspot.co.il/p/downloads.html


References

1. Sag, I.A., Baldwin, T., Bond, F., Copestake, A., Flickinger, D.: Multiword expressions: a
pain in the neck for NLP. In: Gelbukh, A. (ed.) CICLing 2002. LNCS, vol. 2276, pp. 1–15.
Springer, Heidelberg (2002). https://doi.org/10.1007/3-540-45715-1_1

2. Biber, D., Johansson, S., Leech, G., Conrad, S., Finegan, E., Quirk, R.: Longman Grammar
of Spoken and Written English. MIT Press, Cambridge (1999)

3. Fazly, A., Stevenson, S.: Distinguishing subtypes of multiword expressions using
linguistically-motivated statistical measures. In: Proceedings of the Workshop on a Broader
Perspective on Multiword Expressions, pp. 9–16. Association for Computational Linguistics
(2007)

4. Jacobs, N.G.: Yiddish: A Linguistic Introduction. Cambridge University Press, Cambridge
(2005)

5. Baumgarten, J.: Introduction to Old Yiddish Literature. Oxford University Press, Oxford
(2005)

6. Santorini, B.: The Penn Yiddish Corpus. University of Pennsylvania (1997)
7. Aptroot, M., Hansen, B.: Yiddish Language Structures. vol. 52, Walter de Gruyter, Berlin

(2014)
8. Dias, G., Guilloré, S., Lopes, J.G.P.: Language independent automatic acquisition of rigid

multiword units from unrestricted text corpora. In: Proceedings of Conférence Traitement
Automatique des Langues Naturelles (TALN) (1999)

9. Deane, P.: A nonparametric method for extraction of candidate phrasal terms. In:
Proceedings of the 43rd Annual Meeting on Association for Computational Linguistics,
pp. 605–613. Association for Computational Linguistics (2005)

10. Pecina, P., Schlesinger, P.: Combining association measures for collocation extraction. In:
Proceedings of the COLING/ACL on Main Conference Poster Sessions, pp. 651–658.
Association for Computational Linguistics (2006)

11. Bejcek, E., Stranák, P., Pecina, P.: Syntactic identification of occurrences of multiword
expressions in text using a lexicon with dependency structures. In: MWE@ NAACL-HLT,
pp. 106–115 (2013)

12. Green, S., de Marneffe, M.-C., Manning, C.D.: Parsing models for identifying multiword
expressions. Comput. Linguist. 39, 195–227 (2013)

13. Al-Haj, H., Itai, A., Wintner, S.: Lexical representation of multiword expressions in
morphologically-complex languages. Int. J. Lexicogr. 27, 130–170 (2013)

14. Baldwin, T.: Deep lexical acquisition of verb–particle constructions. Comput. Speech Lang.
19, 398–414 (2005)

15. Zhang, Y., Kordoni, V., Villavicencio, A., Idiart, M.: Automated multiword expression
prediction for grammar engineering. In: Proceedings of the Workshop on Multiword
Expressions: Identifying and Exploiting Underlying Properties, pp. 36–44. Association for
Computational Linguistics (2006)

16. Fazly, A.: Automatic acquisition of lexical knowledge about multiword predicates.
University of Toronto (2007)

17. Boulaknadel, S., Daille, B., Aboutajdine, D.: A multi-word term extraction program for
Arabic language. In: LREC (2008)

18. Ramisch, C., de Medeiros Caseli, H., Villavicencio, A., Machado, A., Finatto, M.J.: A
hybrid approach for multiword expression identification. In: Pardo, T.A.S., Branco, A.,
Klautau, A., Vieira, R., de Lima, V.L.S. (eds.) PROPOR 2010. LNCS (LNAI), vol. 6001,
pp. 65–74. Springer, Heidelberg (2010). https://doi.org/10.1007/978-3-642-12320-7_9

214 C. Liebeskind and Y. HaCohen-Kerner

http://dx.doi.org/10.1007/3-540-45715-1_1
http://dx.doi.org/10.1007/978-3-642-12320-7_9


19. Farahmand, M., Nivre, J.: Modeling the statistical idiosyncrasy of multiword expressions. In:
MWE@ NAACL-HLT, pp. 34–38 (2015)

20. Sangati, F., van Cranenburgh, A.: Multiword expression identification with recurring tree
fragments and association measures. In: MWE@ NAACL-HLT, pp. 10–18 (2015)

21. Mandravickaite, J., Krilavičius, T.: Identification of multiword expressions for Latvian and
Lithuanian: hybrid approach. In: Proceedings of the 13th Workshop on Multiword
Expressions (MWE 2017), pp. 97–101 (2017)

22. Lapata, M., Lascarides, A.: Detecting novel compounds: the role of distributional evidence.
In: Proceedings of the Tenth Conference on European Chapter of the Association for
Computational Linguistics, vol. 1, pp. 235–242. Association for Computational Linguistics,
Stroudsburg (2003)

23. Pecina, P.: Lexical association measures and collocation extraction. Lang. Resour. Eval. 44,
137–158 (2010)

24. Ramisch, C., Schreiner, P., Idiart, M., Villavicencio, A.: An evaluation of methods for the
extraction of multiword expressions. In: Proceedings of the LREC Workshop-Towards a
Shared Task for Multiword Expressions (MWE 2008), pp. 50–53 (2008)

25. Ramisch, C., Villavicencio, A., Moura, L., Idiart, M.: Picking them up and figuring them
out: verb-particle constructions, noise and idiomaticity. In: Proceedings of the Twelfth
Conference on Computational Natural Language Learning, pp. 49–56. Association for
Computational Linguistics (2008)

26. Al-Haj, H., Wintner, S.: Identifying multi-word expressions by leveraging morphological
and syntactic idiosyncrasy. In: Proceedings of the 23rd International Conference on
Computational Linguistics, pp. 10–18. Association for Computational Linguistics (2010)

27. Rondon, A., de Medeiros Caseli, H., Ramisch, C.: Never-ending multiword expressions
learning. In: MWE@ NAACL-HLT, pp. 45–53 (2015)

28. Katz, G., Giesbrecht, E.: Automatic identification of non-compositional multi-word
expressions using latent semantic analysis. In: Proceedings of the Workshop on Multiword
Expressions: Identifying and Exploiting Underlying Properties, pp. 12–19. Association for
Computational Linguistics (2006)

29. Sporleder, C., Li, L.: Unsupervised recognition of literal and non-literal use of idiomatic
expressions. In: Proceedings of the 12th Conference of the European Chapter of the
Association for Computational Linguistics, pp. 754–762. Association for Computational
Linguistics (2009)

30. Biemann, C., Giesbrecht, E.: Distributional semantics and compositionality 2011: shared
task description and results. In: Proceedings of the Workshop on Distributional Semantics
and Compositionality, pp. 21–28. Association for Computational Linguistics (2011)

31. Guevara, E.: Computing semantic compositionality in distributional semantics. In:
Proceedings of the Ninth International Conference on Computational Semantics, pp. 135–
144. Association for Computational Linguistics (2011)

32. Salehi, B., Cook, P., Baldwin, T.: A word embedding approach to predicting the
compositionality of multiword expressions. In: HLT-NAACL, pp. 977–983 (2015)

33. Yazdani, M., Farahmand, M., Henderson, J.: Learning semantic composition to detect
non-compositionality of multiword expressions. In: EMNLP, pp. 1733–1742 (2015)

34. Liebeskind, C., HaCohen-Kerner, Y.: Semantically motivated Hebrew verb-noun multi-word
expressions identification. In: COLING, pp. 1242–1253 (2016)

35. Dandapat, S., Mitra, P., Sarkar, S.: Statistical investigation of Bengali noun-verb
(NV) collocations as multi-word-expressions. In: Proceedings of Modeling and Shallow
Parsing of Indian Languages, MSPIL, pp. 230–233 (2006)

Verbal Multi-Word Expressions in Yiddish 215



36. Diab, M.T., Bhutada, P.: Verb noun construction MWE token supervised classification. In:
Proceedings of the Workshop on Multiword Expressions: Identification, Interpretation,
Disambiguation and Applications, pp. 17–22. Association for Computational Linguistics
(2009)

37. Schneider, N., Danchik, E., Dyer, C., Smith, N.A.: Discriminative lexical semantic
segmentation with gaps: running the MWE gamut. Trans. Assoc. Comput. Linguist. 2, 193–
206 (2014)

38. Todirascu, A., Navlea, M.: Aligning Verb+Noun Collocation to Improve a
French-Romanian Statistical MT System. John Benjamins (2015)

39. Blum, Y.P.: Techniques for automatic normalization of orthographically variant Yiddish
texts (2015)

40. Liebeskind, C., HaCohen-Kerner, Y.: A lexical resource of Hebrew verb-noun multi-word
expressions. In: LREC, pp. 522–527 (2016)

216 C. Liebeskind and Y. HaCohen-Kerner
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Abstract. In this investigation, we discuss aspect tracking, i.e., how
to identify tracking storylines of document topics. Since there happen
huge amount of fragment information, it is hard to see what they mean
and how they go within topics by hands. Here we attack to this kind
of problems by means of stochastic models. Our basic idea is that we
consider state transitions as internal structure of stories based on HMM,
and we extract several storylines as aspects of topics by probabilistic
likelihood. We utilize KL divergence to screen topics.

Keywords: Aspect tracking · Hidden Markov Model (HMM)
Topic detection and tracking

1 Motivation

Very often we face to an information explosion because of tremendous prolif-
eration of internet, however they are fragmentary, unreliable and inconsistent
yet the contents keep changing every second. Since most of the information are
textual, we should examine which words spread over which documents with huge
combination. Topic tracking is to detect documents (in chronological sequences)
suitable for a known topic. Basically this is a kind of supervised learning using
text CLAssification or clustering such as k-NN. It has been proposed to model
change/transformation automatically for this purpose, but it is hard to avoid
heavy computation and we need efficient, effective and sound techniques.

There have been much amount of investigation called Topic Detection and
Tracking (TDT) proposed so far [2]. It allows us to detect an event, i.e., some-
thing happening at a certain time and place, and to track development of the sit-
uation. Typical examples analysis of are radio broadcasts and document articles
of news papers. During initial TDT activities, they have developed many algo-
rithms for distinction between topics of events, putting focus on specific features
such as temporal natures, location and named entities. Much amount of inves-
tigation talked about topic detection, basically the main techniques come from
unsupervised clustering, i.e., discovery of previously unidentified events classes, in
a chronologically-ordered accumulation of stories. Event tracking aims to assign
event-labels automatically when a news arrives, based on previously identified sto-
ries. Here labelling could be estimated by using k-NN techniques or classifiers.
c© Springer International Publishing AG, part of Springer Nature 2018
M. Silberztein et al. (Eds.): NLDB 2018, LNCS 10859, pp. 217–229, 2018.
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Allan applies relevance feedback and some information filtering technique to
these issues [1] while Carbonell discusses both decision tree and k-NN techniques
[4]. Among others, Yang [9] has proposed an interesting approach to give relation-
ship among documents and extract some transition over contents. In their idea,
they apply kNN clustering to consecutive news articles based on cosine similarity
of document vectors, and extract clusters from the articles’ topics tracked. They
also give some comparison with decision-tree and mention that this approach
plays superior and improves the precision. In recent activities, they discuss fea-
ture selection such as NLP, probability/stochastic theory or domain-dependent
information such as morphological aspects [8].

In this work, we discuss chronologically ordered textual information, typically
news articles with timestamp but appeared over several topics. Usually every
news article records one event in one topic and they constitute a meaningful story
as a whole, so we might see multiple topics go simultaneously and consistently [8].

We apply Hidden Markov Model (HMM) to track aspects of topic, because
we could consider state transitions as storylines and HMM generates a state
transition diagram, although it requires a few training data to adjust models
while others not. By using HMM, we track storylines in documents along with
temporal order, here we involve forward and backward algorithm of the top-K
maximum likelihood to explore better candidates. This work contributes mainly
to the following 3 points:

(1) We can track aspects in documents and model storylines correctly
according to each topic.
(2) We don’t assume large training information in advance yet obtain
aspects correctly.
(3) We also build inner-structure of aspects by which we understand easily
the storylines as a whole.

The rest of the paper is organized as follows. In Sect. 2 we describe topics,
aspects and tracking. In Sect. 3, we describe definition about HMM. In Sect. 4
we discuss our ideas of aspect trackings based on HMM putting attention on
computational efficiencies. Section 5 contains an experimental results to see the
effectiveness of this idea and we conclude this investigation in Sect. 6.

2 Topics and Aspect Tracking

In TDT, an event is defined as something that happens at some specific time and
place, while a topic a seminal event or activity along with all directly related
events and activities [2,9]. For example, both “Chiba stabbing incident” and
“Yamaguchi arson murder” are topics which may include several news articles
such as “some incident occurred” and “criminal arrested”, but inherent differ-
ences as “deadly weapons” and “crime location”. Certainly each “murder” topic
contains a different story. A storyline (or just story) is a sequence of events
over one or some topics that mentions some well-structure within by which a
consistent and meaningful affair is described. In other words, relevant events
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constitute an aspect along with the storyline. Storyline extraction (from news
sources), called aspect tracking, aims to extract events under a certain topic
and reveal how these events are evolved over time [10]. Some technique should
be provided to extract accurately relevant events and link them correctly into
coherent stories, even if the news are given chronologically.

In this work, we discuss an aspect tracking issue. Note that it is different from
topic tracking, since we should examine relevant events and relating them in a
consistent manner. We expect to track aspects and to give possibly well-defined
perspective with the help of stochastic theory or some other domain-independent
techniques but not of NLP theory. The stochastic techniques to model the issues
could come from Hidden Markov Model (HMM), Maximum Entropy Markov
Model (MEMM) and Conditional Random Fields (CRF), but there has been no
model of aspect tracking based on them proposed so far to our best knowledge.

There exist 2 big difficulties to attack to the issue of aspect tracking. First
it is no common framework to model storylines so that it is no way to assume
training data in public. For example, we can’t distinguish easily aspects from
others in a common topic. Second, we know there could happen burst states of
news articles in a short period which might cause incorrect tracking aspects even
if we follow single common topic.

We tackle with the issue by using HMM framework. Considering state tran-
sition as a storyline, we estimate Markov model. To do that, we construct the
model with maximum likelihood during estimation steps. During the construc-
tion, we keep multiple candidate models of top-K maximum likelihood paths.
We extend forward and backward approaches based on Viterbi algorithm that
allow us to obtain multiple candidate models.

3 Markov Models

In this section we review some background knowledge and our motivation of the
approach.

3.1 Markov Model

In probability theory, a stochastic process means a mathematical vehicle where
random variables are associated with a set of states to model randomly changing
over time, considered as a probabilistic finite state automaton (with observa-
tion output). The approach is widely used as mathematical models of systems
and phenomena that appear to vary in a random manner. Common example is
“speech recognition”.

A Markov Model (MM) is one of the stochastic framework with an assumption
that future states depend only on the current state but not on the events/states
that occurred before it, called Markov property. Formally MM is defined as
(N,M,A,B,Π) where N = {1, 2, . . . , n} a set of states, M = {1, 2, . . . ,m}
a set of output symbols, A = {aij , i, j ∈ N}, 0 ≤ aij ≤ 1, Σjaij = 1,
B = {bij(o), i, j ∈ N, o ∈ M , Σobij(o) = 1, and Π = {πi, i ∈ N}, Σiπi = 1.
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Each aij means a transition probability from i to j, bij(o) a probability of
an output symbol o, 0 ≤ bij(o) ≤ 1 at a transition from i to j, and πi

means an initial probability of a starting state si. Generally, Markov assump-
tion enables reasoning and computation to intractable systems because we have
P (st+1|s1 . . . st) = P (st+1|st) s1, . . . , st+1 ∈ N , and facilitates predictive mod-
elling and probabilistic forecasting in a simple and efficient way [7].

However, MM has 2 serious deficiencies: how to obtain training data, and how
to estimate Markov model A, B and Π suitable for the training data. Usually
we could construct the model by examining training data, say counting state
transitions and observation-output. Note there exist two kinds of labels, one for
a state and another for class. Clearly the true problem is how we obtain many
training data correctly and efficiently.

3.2 Hidden Markov Model

A Hidden Markov Model (HMM) is a kind of Markov Model for which the state is
only partially observable [3]. Note observation-outputs are related to the states
of the system, but they are typically insufficient to precisely determine the state.
What hidden does mean is a state associated with observation for best suitable
interpretation.

HMM provides us with solutions to 3 issues. Assume we have observation
sequences O = o1 . . . oT , oj ∈ M . The first is that we can obtain the probabil-
ity of O. In fact, once we assume a Markov Model of interests, we explore all
the paths to generate O, we summarize all the probabilities of the paths. The
second issue is that we can obtain the most likely path S = s1 . . . sT , sj ∈ N
to generate O. Viterbi algorithm allows us to estimate the path of the maxi-
mum likelihood efficiently using dynamic programming technique: The forward
algorithm computes the probability of the sequence of observations.

The last issue is important, that is, true contribution of HMM is that we
can estimate A = (aij), i, j ∈ N and B = (bij(o)), i, j ∈ N, o ∈ M for a Markov
model (N,M,A,B,Π). Our state transition probabilities P (sj |si) = aij , proba-
bilities P (ok|si) of observation ok at state si and initial probability P (si) = πi

at start. In other words, HMM generates MM according to sequence data. Basi-
cally we apply EM algorithm to estimate MM. We maximize the likelihood of the
data by iterating adjustment process through EM algorithm from scratch. HMM
requires no training data in advance. Several well-known algorithms for Hidden
Markov Models exist. Baum Welch (BW) algorithm estimates them efficiently
from a set of (untrained) data. Let us note hat a sufficient size of “training data”
helps us to start with better initialization suitable for quick convergence (of the
iteration) and for avoidance of local-minimum situation. Without any training
data or appropriate initialization, it might be hard to avoid these deficiencies [6].

Let us show some example of HMM behavior in a Fig. 1. Given 7 news articles
after filtering (described later), we apply HMM (BW algorithm) to estimate
Markov model. Here we get the initialization probability 0.9943 at a state 0, and
the transitions between states. In this figure we give names to states by looking
for the words corresponded to the states.
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4 Aspect Tracking Using HMM

Fig. 1. Constructed Markov Model

In this section, we describe a new
approach to track aspects of docu-
ment topics based on HMM. In our
approach, we pose two assumption
on aspect tracking issue.

(1) Every topic shares unified
structure of a Markov model, and
(2) Articles chronologically ordered
within an aspect may keep distin-
guishable likelihood.

Our approach consists of two
ideas, extended Viterbi algorithms
and aspect-tracking based on the
algorithms.

4.1 Extending Viterbi Algorithms

Given an output sequence O = o1 . . . oT (T > 0) along with a Markov Model
(N,M,A,B,Π), we like a suitable paths s1 . . . sT of the maximum likelihood to
estimate O. The well-known Viterbi algorithm provides us with the answers. We
define two functions αt(i) and βt(i), the maximum likelihood of a state i at a
time t, and the state chaining of a state i at a time t of the αt(i) respectively.

α0(i) = πi

αt+1(i) = Maxj{αt(j) × aji × bji(ot+1)}
β0(i) = φ
βt+1(i) = ArgMaxj=1,...,n{αt(j) × aji × bji(ot+1)}

Note πi means a initial probability starting from i. By induction, we assume the
maximum likelihood αt(j) in a state j at time t. Then, to get to i at time t + 1,
we examine all the state j ∈ N to maximize αt(j) × aji × bji(ot+1), which is
αt+1(i). Our goal is to obtain αT (sT ). Similarly, by induction, we assume the
path of the maximum likelihood βt(j) in a state j at time t. Then, to get to i at
time t + 1, we examine all the state j ∈ N to maximize αt(j) × aji × bji(ot+1).
Note βt+1(i) = j means we go to i at time t + 1 from j, which maximizes the
likelihood. We have β2(s2) = s1, β3(s3) = s2, . . ., for example. Our final result is
a backward chaining βT (sT ).

Here we extend Viterbi algorithm for two purposes of our works, backward
estimation and top-K paths estimation. Given 1 ≤ K ≤ n, let k be an integer
of k = 1, . . . , K. By k-Viterbi algorithm, we mean a procedure to obtain the
k-th most likely sequence S of the maximum likelihood. We define two functions
α
(k)
t (i) and β

(k)
t (i), the k-th maximum likelihood of a state i at a time t, and

the state chaining of a state i at a time t of the α
(k)
t (i) respectively.
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α
(k)
0 (i) = π (k = 1), 1 (k > 1)

α
(k)
t+1(i) = Max

(k)
h=1,...,K,j=1,...,n{α

(h)
t (j) × aji × bji(ot+1)}

β
(k)
0 (i) = φ

β
(k)
t+1(i) = ArgMax

(k)
j {α

(h)
t (j) × aji × bji(ot+1)}

j = 1, . . . , n, h = 1, . . . ,K

Note that Max(k) is an operator of k-th maximum and Max = Max(1), and that
ArgMax(k) is an argmax operator of k-th maximum and ArgMax = ArgMax(1).
As previously, by induction, we assume the h-th maximum likelihood α

(h)
t (j) in

a state j at time t, h = 1, . . . ,K. Then, to get to i at time t + 1, we examine all
the states j ∈ N to obtain k-th maximum α

(h)
t (j)×aji×bji(ot+1), h = 1, . . . ,K.

Our result is α
(k)
T (sT ).

As for k-th maximum path, we assume the path of the maximum likelihood
β
(h)
t (j) in a state j at time t, h = 1, . . . ,K. Then, to get to i at time t + 1

with the likelihood of the k-th maximum, we examine all the states j ∈ N to
obtain k-th maximum α

(h)
t (j) × aji × bji(ot+1), h = 1, . . . ,K. Note β

(k)
t+1(i) = j

means we go to i at time t+1 from j but j doesn’t always mean k-th, so we may
have β2(s2)(1) = s1, β

(2)
3 (s3) = s2. We get a backward chaining β

(k)
T (sT ). It takes

O(KnT ) since we always K possible choices at each step. Let us note that we
obtain all of α

(k)
T (sT ) and β

(k)
T (sT ) simultaneously, k = 1, . . . , K. This extension

helps us to obtain top-K candidate paths efficiently and simultaneously.
In our running example (Fig. 1), let us examine top-2 paths. An article con-

tains words “YAMAGUCHI, SYU, NANSHI, MITAKE, SHI, HUKUMU, IU” and the
first word (“YAMAGUCHI”) has the output probability 0.0746 at a state 0. The
cost α

(
11)(s1) = 0.074 = 0.9943×0.0746 is defined as the product with the initial

state probability 0.9943. We see the next word (“SYU”) only at the transition
from 0 to 4 and the cost α22(s2) becomes 0.074 × the transition 0.9992 × the
word probability.

Then we introduce backward algorithms. By the word backward Viterbi algo-
rithm, we mean another procedure to obtain the most likely sequence S of the
maximum likelihood but we obtain all the information in a backward manner.
Basically there is no difference between forward and backward algorithms but
some remarks remain. We define two functions γt(i) and δt(i), the maximum
likelihood starting from a state i to sT at a time t, and the state chaining from
a state i to sT at a time t of the γt(i) respectively.

γT (i) = 1 (i = sT ), 0 (otherwise)
γt(i) = Maxj=1,...,n{aij × γt+1(j) × bij(ot)}
δT (i) = i
δt(i) = ArgMaxj{aij × γt+1(j) × bij(ot)}

By inductive assumption, we have the maximum likelihood γt+1(j) starting from
a state j to sT at time t+1. Then, to get back to i at time t, we examine all the
states j ∈ N to maximize aij × γt+1(j) × bij(ot). Our final likelihood is γ1(s1)
in this case. Similarly, we assume the path of the maximum likelihood δt+1(j)
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in a state j at time t + 1. Then, to get back to i at time t, we examine all the
states j ∈ N to maximize aji × γt+1(j) × bji(ot+1). Note δt(i) = j means we go
to i at time t from j, so we have δ2(s2) = s1, δ3(s3) = s2, . . .. Our result is a
backward chaining δ1(s1). Note that it takes no additional complexity compared
to Viterbi.

Finally, let us put all the results together into one procedure, i.e., k-backward
Viterbi (k-bViterbi) algorithm, which means a backward procedure to obtain the
k-th most likely sequence S of the maximum likelihood, k = 1, . . . ,K.

γ
(k)
T (i) = i (i = sT ), 0 (otherwise)

γ
(k)
t (i) = Max

(k)
h=1,...,K,j=1,...,n{aji × γ

(h)
t+1(j) × bji(ot+1)}

δ
(k)
T (i) = 1 (i = sT ), 0 (otherwise)

δ
(k)
t (i) = ArgMaxk

j {aji × γ
(h)
t+1(j) × bji(ot+1)}

j = 1, . . . , n, h = 1, . . . ,K

Let us see how the backward Viterbi algorithm works. In a Fig. 1, the article
of “YAMAGUCHI, SYU, NANSHI, MITAKE, SHI, HUKUMU, IU” has the last 7-th
word “IU”. This word arises at state 3, 2 and 1 with the probability 0.093, 0.0166
and 0.01292 respectively. The top-2 costs C(s7) can be estimated as 0.093 and
0.0166. The 6-th word (“HUKUMU”) arises at the transition backwardly from 4 to
3 and from 4 to 2 so that we have the top-2 costs C(s6) 0.0108 and 6.714e04.

4.2 Tracking Aspects

Now let us describe how to track an aspect based on HMM. We assume a col-
lection of news articles appeared in several aspects over multiple topics. That
is, the articles are given in a chronologically order where all the articles in every
aspect are chronologically well-ordered but interleaved.

We assume we like to track a topic of the first article. Then, we consider
consecutive articles as a cluster of our topic if the first n articles D1 are similar
to the first n + 1 articles D2 in a sense that the word distributions of the n
articles are similar to the n + 1 articles but the larger articles don’t satisfy this
property any more. Here we say two word distributions D1 is similar to D2 if
their KL-divergence KL(D1||D2) keeps ε1 or smaller. Note that we apply this
filtering process to the articles to keep closer relevance of topics of interest.

We build a Markov Model to the articles extracted (by HMM). Using k-
bViterbi algorithm on the Markov Model, we examine the next (i.e., n + 1-th)
article, and estimate both (backward) likelihood of the most likely path contain-
ing this article and obtain the perplexity (PP) of the path1. To do that, we take
an expect PP value in D1, E[D1]. Comparing this perplexity value to E[D1], we
decide whether the article be familiar with the model or not; we say the article
is familiar if the difference of the perplexity values is less than ε2. If the case,
we add this new comer to D1. Otherwise, we skip the article. We consider the
1 The logarithmic likelihood H(P ) divided by the total size of the articles on the path,
and PP = 2H(P ).
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average PP in D1 as E[D1]. Finally, we take a new article and repeat the process
until we examine all the candidates.

Let us illustrate the process above in a Fig. 2. We examine whether the 7-th
article is familiar or not to other 6 articles discussed in a Fig. 1. Remember the
Fig. 1 has been constructed by using all the 7 articles. Assuming K = 2, we
obtain paths of the top-2 likelihood, and their PP values, PP-1 and PP-2. The
right side of the Fig. 2 contains all the likelihood and the average. The difference
between 7-th and the averages are 0.16145, 0.18472 respectively, so that we can’t
say familiar because of the threshold 0.05.

5 Experiments

5.1 Preliminaries

Fig. 2. Aspect tracking on Markov Model of 7 articles

Let us show how
well the proposed
approach works.

Here we exam-
ine Yang approach
[9] as a baseline
where they have
given relationship
among documents
and extracted
some transition
over contents. Basi-
cally they apply k-
NN clustering to
consecutive news
articles based on cosine similarity of documents, then extract clusters from the
articles topics tracked. Note the baseline assumes multiple topics and the articles
come in chlonologically, which is identical to our case.

We examine News Corpus of Mainichi 2013 (in Japanese) where every arti-
cle contains “topic” label but not any information about storylines. We extract
two aspects (storylines), “Chiba stabbing incident” (abbr. Chiba) and “Yam-
aguchi arson murder” (abbr. Yama) by hands where each topic consists of 11
and 12 articles respectively since Jan., 1. We make the articles in each topic are
chronologically ordered, events of multiple topics may take place in an inter-
leaved manner at the same time, but we don’t know which article belongs to
which topic2. In other words, we will do classification as well as storyline con-
struction at the same time. After applying morphological analysis to the articles
in advance, we extract only all the proper nouns and the verbs.

We apply our top-K approach and the baseline to these articles. We take
several threshold parameters in our approach, We take K = 2 for K-Viterbi/K-
bViterbi processes. Threshold values ε1 for KL divergence and ε2 for PP value
2 We examine the topic label only for evaluation purpose.
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could be selected through preliminary experiments, here we assume ε1 = 0.012
and ε2 = 0.05. For the baseline, we assume 0.2 as the similarity as a threshold
and k = 3 for k-NN clustering.

For evaluation, we discuss 3 criterion, recall, precision and detection cost func-
tion (DCF) CF [5]. DCF can be calculated using “undetected rate” Pmiss (how
many articles we miss tracking, like negative recall) and “incorrectly detected
rate” Pfalse (how many articles we track incorrectly, like negative precision).
Ptarget means the ratio of the number of the articles in a correct topic. Then let
us define CDet = Cmiss × Pmiss × Ptarget + Cfalse × Pfalse × (1 − Ptarget) where
Cmiss = 10.0, Cfalse = 1.0. Finally let CF be CDet/Min(Cmiss×Ptarget, Cfalse×
(1 − Ptarget)). Note that the CF value works better when the values go smaller
(perfect if 0.0).

5.2 Results

Let us track a topic “Chiba stabbing incident” with noises of “Yamaguchi arson
murder”, and let us illustrate the results of undetected rate, incorrect detected
rate, precision and recall in a Table 1. Also in Table 2 (baseline or Ours), we
show storylines extracted with (correct) labels.

As shown in the Table 1, we see the baseline approach shows 54.5% (6 articles
among 11) of undetected rate and 33.3% (4/12) of incorrectly detected rate with
DCF 3.45. It provides us with 9 articles extracted of which 5 shows “Chiba”
incident. The storyline contains “Occurred”(Chi-1,Yama-2) → “Arrested” (Chi-
4) → “Confessed” (Chi-7) → “Arrested” (Yama-6) → “Confessed” (Chi-9) →
“Arrested” (Yama-10) → “Confessed” (Chi-10) → “Arrested” (Yama-11).

On the contrary, our approach shows 45.5% (5 articles among 11) of undetected
rate and 16.7% (2/12) of incorrectly detected rate with DCF 2.26. We extracted
8 articles of which 6 articles concern “Chiba” incident. The storyline contains
“Occurred”(Chi-1) → “Arrested” (Chi-2) → “Investigation” (Yama-4) → “Con-
fessed” (Chi-5,9,10) → “Indictment” (Chi-11) → “Indictment” (Yama-11).

A Fig. 3 shows our Markov model constructed using 8 articles extracted.
Note that we give output-words specific to individual state and state names by
looking at these words by hands. Let us note that our approach provides us with
“Indictment” state correctly in this storyline (which doesn’t appear in baseline
approach), so that “Chiba stabbing incident” can be modelled well without any
inconsistency as a whole.

5.3 Discussion

Let us discuss the results by our approach. The recall ratios are about 50%
in both approaches. From the view point of undetected rate in our approach,
we take 6 articles from 11 candidates correctly and consistently along with the
development of the “Chiba” story. Especially ours detects an “Indictment” state
correctly.

Let us discuss why we can do that. In a Fig. 4, we show a Markov Model which
is estimated by all the 11 correct articles in the “Chiba” topic and could be seen
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Table 1. Evaluation results

Baseline Ours

State Detected Detected

Occurred(1) 1 1

Arrested(3) 1 1

Confession1(1) 0 1

Victim’s Personality(1) 0 0

Confession2(4) 3 2

Indictment(1) 0 1

OtherTopics(12) 4 2

Undetected Rate(%) 54.545(6/11) 45.454(5/11)

Incorrectly Detected Rate(%) 33.333(4/12) 16.666(2/12)

Norm Detection Cost 6.6107 4.3332

Precision(%) 55.555(5/9) 75(6/8)

Recall(%) 45.454(5/11) 54.545(6/11)

Table 2. Tracking by baseline and
tracking by ours

Baseline

Label-ID Contents State

Chi-1 Chiba stabbing incident
Occurred in the front of the
station in Chiba

Occurred

Yama-2 Then it was found by police
investigation an arson
happened

Chi-4 A suspect was arrested
unexpectedly

Arrested

Chi-7 It was found in an interview to
the police that the suspect
pointed

Confessed

Yama-6 a suspect was found among the
mountains and accompanied to
the police

Chi-9 He deposed he reflected on his
past behavior

Confessed

Yama-10 he confessed he did

Chi-10 He deposed he sincerely
repented

Confessed

Yama-11 The police decided to arrest
him again on 16th day

Ours

Label-ID Contents State

Chi-1 Chiba stabbing incident
Occurred in the front of the
station in Chiba

Occurred

Chi-2 A suspect arrested at Kaminato
harbor and . . .

Arrested

Yama-4 police said they made sure the
dead bodies

Chi-5 It was found in an interview to
the police that the suspect
pointed

Confessed

Chi-9 He deposed he reflected on his
past behavior

Confessed

Chi-10 He deposed he sincerely
repented

Confessed

Chi-11 The office indicted Hayato Oka
(24yo), unemployed, for murder

Indictment

Yama-12 He was charged with arson of
sin

as the answer model of this topic. Let us compare the two models in Figs. 3 and
4 with each other. Compared to the answer model, the one estimated by ours
is closely related to the answer, because the main part of state transition works
very similarly and the output words in each state appear also in the answers in
the corresponded state. In fact, here is the major paths in the both models:

Occurred/Occurred · Arrested/Arrested · Confession1/
Arrested · Confession2/Occurred · Indictment/Occurred/
· · ·

We show PP values in a Table 3 using our MM where doubly underlined one
means a value less than threshold.

As for incorrectly detected rate, we have 16.67(2/12) by our approach and
33.33% (4/12) by baseline. In our approach, we have decided some parameters
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Fig. 3. Our approach Markov Model Fig. 4. Answer Markov Model

Table 3. PP values by Ours

1: 1-Chiba 2-Chiba 9-Chiba 10-Chiba 11-Chiba 12-Yama 1-Yama average difference
PP-1 2.078527985 1.734456688 1.451737874 1.480746562 1.561471534 1.746526851 1 1.675577916 0.675577916
PP-2 2.07960942 1.735133921 1.454990313 1.48382782 1.594916409 1.748490572 1 1.682828076 0.682828076

2: 1-Chiba 2-Chiba 9-Chiba 10-Chiba 11-Chiba 12-Yama 2-Yama average difference
PP-1 3.1678969 2.73844672 2.499749457 2.441880777 2.542764137 2.926392123 2.881038878 2.719521686 0.161517192
PP-2 3.188159355 2.746918137 2.500719727 2.475342899 2.591735655 2.958070899 2.927718479 2.743491112 0.184227367

3: 1-Chiba 2-Chiba 9-Chiba 10-Chiba 11-Chiba 12-Yama 3-Yama average difference
PP-1 3.911065496 3.001982644 2.542555537 2.532693245 2.64521437 3.335302439 3.18797105 2.994802288 0.193168762
PP-2 3.915252168 3.014604627 2.56959152 2.563667345 2.707017881 3.056993687 3.194263555 2.971187871 0.223075684

4: 1-Chiba 2-Chiba 9-Chiba 10-Chiba 11-Chiba 12-Yama 3-Chiba average difference
PP-1 3.319597541 2.869100708 2.549796656 2.54740159 2.562376989 3.138191746 3.099702152 2.831077538 0.268624613
PP-2 3.32712179 2.869370694 2.553978382 2.595353343 2.686681913 3.163489744 3.128674972 2.865999311 0.262675661

5: 1-Chiba 2-Chiba 9-Chiba 10-Chiba 11-Chiba 12-Yama 4-Chiba average difference
PP-1 3.328419066 2.897115068 2.546987597 2.530027903 2.547723285 3.163541404 3.114855714 2.83563572 0.279219994
PP-2 3.333531817 2.900332244 2.565742674 2.547674148 2.586598556 3.175401785 3.13132109 2.851546871 0.27977422

6: 1-Chiba 2-Chiba 9-Chiba 10-Chiba 11-Chiba 12-Yama 4-Yama average difference
PP-1 3.450070263 2.836898909 2.50538 2.498866076 2.543737984 3.029135723 2.862720962 2.810681492 0.05203947
PP-2 3.453774952 2.855988822 2.528789807 2.520980706 2.65423756 3.045084659 2.873076135 2.843142751 0.029933384

7: 1-Chiba 2-Chiba 9-Chiba 10-Chiba 11-Chiba 12-Yama 4-Yama 5-Chiba average difference
PP-1 3.545251877 3.057047524 2.589711267 2.629067895 2.485754622 3.140404927 2.968552259 2.94895619 2.916541481 0.032414708
PP-2 3.54730834 3.058228065 2.59173959 2.631018626 2.495080913 3.147910354 2.994458192 2.949813184 2.923677726 0.026135458

8: 1-Chiba 2-Chiba 9-Chiba 10-Chiba 11-Chiba 12-Yama 4-Yama 5-Chiba 5-Yama average difference
PP-1 3.59499494 3.06453146 2.587402664 2.63401163 2.553265416 3.22081403 2.873628988 3.027194967 3.160321028 2.944480512 0.215840516
PP-2 3.596027564 3.06580972 2.589591597 2.636122664 2.557154826 3.224782383 2.878006946 3.027926226 3.16307107 2.946927741 0.216143329

9: 1-Chiba 2-Chiba 9-Chiba 10-Chiba 11-Chiba 12-Yama 4-Yama 5-Chiba 6-Chiba average difference
PP-1 3.604316139 3.06940139 2.590503148 2.632189867 2.541230447 3.205083102 2.880984103 3.014868116 5.003878613 2.942322039 2.061556574
PP-2 3.604316139 3.06940139 2.599525541 2.64087415 2.557184046 3.219905953 2.887884055 3.016447011 5.008530167 2.949442286 2.059087882

10: 1-Chiba 2-Chiba 9-Chiba 10-Chiba 11-Chiba 12-Yama 4-Yama 5-Chiba 7-Chiba average difference
PP-1 4.117761226 3.233030558 2.726108651 2.719426509 2.607672544 3.560545635 3.183374817 3.133962331 3.559633675 3.160235284 0.399398391
PP-2 4.120837543 3.233978271 2.732068666 2.722644069 2.695044297 3.574277253 3.189043192 3.137260478 3.563474569 3.175644221 0.387830348

11: 1-Chiba 2-Chiba 9-Chiba 10-Chiba 11-Chiba 12-Yama 4-Yama 5-Chiba 6-Yama average difference
PP-1 3.808852288 3.167533593 2.661204354 2.64317868 2.633367032 3.102562701 2.956608579 3.148319732 3.323764105 3.01520337 0.308560735
PP-2 3.811141453 3.168964686 2.669049557 2.656382412 2.637712242 3.123425183 2.96485655 3.149390147 3.324195449 3.022615279 0.301580171

12: 1-Chiba 2-Chiba 9-Chiba 10-Chiba 11-Chiba 12-Yama 4-Yama 5-Chiba 8-Chiba average difference
PP-1 4.063934391 3.214851077 2.625451219 2.641054811 2.725990365 3.594594793 3.247234557 3.107155568 3.21573573 3.152533348 0.063202383
PP-2 4.06476014 3.217576088 2.627558093 2.654669955 2.810341827 3.5997716 3.254062244 3.109137441 3.219285711 3.167234674 0.052051038

13: 1-Chiba 2-Chiba 9-Chiba 10-Chiba 11-Chiba 12-Yama 4-Yama 5-Chiba 7-Yama average difference
PP-1 3.791662396 3.020386772 2.687049963 2.650945341 2.661408771 3.299299277 3.143811218 3.175171929 3.597046645 3.053716958 0.543329687
PP-2 3.792634963 3.024414589 2.695467402 2.681530314 2.726862707 3.300319433 3.145343594 3.177694251 3.597433171 3.068033407 0.529399765

14: 1-Chiba 2-Chiba 9-Chiba 10-Chiba 11-Chiba 12-Yama 4-Yama 5-Chiba 8-Yama average difference
PP-1 4.306145434 3.304064385 2.595207982 2.689184219 2.571440481 3.444210405 3.085270947 3.240042744 3.662901489 3.154445825 0.508455664
PP-2 4.308183557 2.277557866 2.609389509 2.697987139 2.672228437 3.456156767 3.123300146 3.241177667 3.670293928 3.048247636 0.622046292

15: 1-Chiba 2-Chiba 9-Chiba 10-Chiba 11-Chiba 12-Yama 4-Yama 5-Chiba 9-Yama average difference
PP-1 3.641310911 3.070952446 2.744777432 2.662032196 2.667102253 3.172548212 2.934641315 3.176271965 3.293369682 3.008704591 0.284665091
PP-2 3.647715938 2.177057995 2.781377421 2.709568291 2.7082955 3.202769174 2.954058242 3.17667293 3.298411204 2.919689436 0.378721768

16: 1-Chiba 2-Chiba 9-Chiba 10-Chiba 11-Chiba 12-Yama 4-Yama 5-Chiba 10-Yama average difference
PP-1 4.15354914 3.211257649 2.678730712 2.693741422 2.815669687 3.192528355 3.207793039 3.2006679 4.083552119 3.144242238 0.939309881
PP-2 4.160047788 2.234797994 2.750208316 2.698930219 2.872927645 3.198198772 3.212763361 3.206026622 4.086266696 3.04173759 1.044529106

17: 1-Chiba 2-Chiba 9-Chiba 10-Chiba 11-Chiba 12-Yama 4-Yama 5-Chiba 11-Yama average difference
PP-1 4.17599415 3.19078039 2.554657864 2.591940053 2.8332368 3.010507585 3.082045878 3.19194106 3.303722023 3.078887973 0.224834051
PP-2 4.177876348 2.225310428 2.619565769 2.609155534 2.873178409 3.020857092 3.082890878 3.192256801 3.319122978 2.975136407 0.34398657
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Table 4. Threshold and KL-divergence

0.01 0.012

Round Articles KL Round Articles KL

1 Chi-1, Yama-1 0.021085951 1 Chi-1, Yama-1 0.021085951

2 Chi-1, Yama-2 0.013214638 2 Chi-1, Yama-2 0.013214638

3 Chi-1, Chi-2 0.008882086 3 Chi-1, Chi-2 0.008882086

4 Chi-1, Chi-2,

Yama-3

0.020165253 4 Chi-1, Chi-2,

Yama-3

0.020165253

5 Chi-1, Chi-2,

Chi-3

0.012190679 5 Chi-1, Chi-2,

Chi-3

0.012190679

6 Chi-1, Chi-2,

Yama-4

0.013786736 6 Chi-1, Chi-2,

Yama-4

0.013786736

7 Chi-1, Chi-2,

Chi-5

0.012829681 7 Chi-1, Chi-2,

Chi-5

0.012829681

8 Chi-1, Chi-2,

Yama-5

0.014469782 8 Chi-1, Chi-2,

Yama-5

0.014469782

9 Chi-1, Chi-2,

Chi-6

0.013364345 9 Chi-1, Chi-2,

Chi-6

0.013364345

10 Chi-1, Chi-2,

Chi-7

0.01461821 10 Chi-1, Chi-2,

Chi-7

0.01461821

11 Chi-1, Chi-2,

Yama-6

0.017462573 11 Chi-1, Chi-2,

Yama-6

0.017462573

12 Chi-1, Chi-2,

Chi-8

0.012732278 12 Chi-1, Chi-2,

Chi-8

0.012732278

13 Chi-1, Chi-2,

Yama-7

0.017364093 13 Chi-1, Chi-2,

Yama-7

0.017364093

14 Chi-1, Chi-2,

Chi-9

0.010989098 14 Chi-1, Chi-2,

Chi-9

0.010989098

15 Chi-1, Chi-2,

Yama-8

0.015315333 15 Chi-1, Chi-2,

Chi-9, Yama-8

0.014939441

16 Chi-1, Chi-2,

Yama-9

0.019816968 16 Chi-1, Chi-2,

Chi-9, Yama-9

0.018760831

17 Chi-1, Chi-2,

Yama-10

0.016737215 17 Chi-1, Chi-2,

Chi-9, Yama-10

0.01625942

18 Chi-1, Chi-2,

Chi-10

0.010969145 18 Chi-1, Chi-2,

Chi-9, Chi-10

0.010330202

19 Chi-1, Chi-2,

Yama-11

0.016511058 19 Chi-1, Chi-2,

Chi-9, Chi-10,

Yama-11

0.014270153

20 Chi-1, Chi-2,

Chi-11

0.011012479 20 Chi-1, Chi-2,

Chi-9, Chi-10,

Chi-11

0.010174216

21 Chi-1, Chi-2,

Yama-12

0.014130583 21 Chi-1, Chi-2,

Chi-9, Chi-10,

Chi-11, Yama-12

0.011855117

Extracted Articles Chi-1, Chi-2 Chi-1, Chi-2,

Chi-9, Chi-10,

Chi-11, Yama-12
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at preliminary experimental step as shown in a Table 4 where “Chi-2” means an
article 2 concerns “Chiba event”. This is why we have exceptional articles.

As in the table, we see difference articles extracted according to thresholds.
In a case of 0.01, we have extracted the articles only in correct topic, but not in
a case of 0.012.

6 Conclusion

In this investigation we have proposed a stochastic approach HMM for aspect
tracking of news articles. We have extended Viterbi algorithm to model both
forward and backward chaining and selected candidate models with top-K max-
imum likelihoods. We have also discussed the Markov Models as possible candi-
dates for visualization of the storylines. With the help of output-words, we can
expect to understand the contents easier.
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Abstract. Arabic parsing is an important task in several NLP applications.
Indeed to obtain a robust, efficient and extensible parser treating several phe-
nomena, several issues (i.e., ambiguity and embedded structures) must be
resolved. In this context, we will build an Arabic parser based on a deep linguistic
study done with a new vision allowing the problem division and on a transducer
cascade implemented in the NooJ linguistic platform. This parser is accom-
plished through our designed dictionaries, morphological grammars and trans-
ducers recognizing different sentence forms. The constructed parser is applied to
two test corpora containing more than 5900 sentences with different structures.
The parser outputs are XML annotated sentences. To evaluate the obtained
results, we calculated the measure values of the precision, the recall and the
f-measure, and compare them with those obtained by recursive transducer parser.
The calculated measure values show that these results are encouraging.

Keywords: Arabic sentence � Granularity level � Lexical ambiguity
Transducer cascade � Arabic parser

1 Introduction

The parsing and annotation of Arabic corpora remain a challenge because of the
richness of the Arabic language. So, the use of computers and new visions can shed
new light on the study of this language. In fact, with the annotation process, syntactic
information becomes clearer and this helps in several areas such as the construction of
stochastic parsers, automatic translators and automatic recognizer of named entities.

Despite all the work to date, having a good syntactic representation (annotation) of
Arabic texts presents a challenge. Ambiguity and non-robustness present the problems
of existing works. Then, automation, optimization and disambiguation are needed.
Also, the enrichment of the system of rules by the various linguistic phenomena existed
increases the quality. The essential part in the annotation of a corpus is the constructed
grammar. Furthermore, the tags attributed to Arabic words and phrases must be
expressive to help in understanding of syntactic information. All these proposed
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solutions are feasible through the cascade of finite transducers. A cascade is a
sequential execution of a list of transducers.

In this paper, we will bring an innovative and original vision for the annotation of
Arabic corpora. Therefore, the goal of this work has been the development of an
automatic annotation tool for Arabic corpora. This tool is based on a symbolic
approach using a cascade of finite transducers formalized in the NooJ linguistic plat-
form [10]. The use of transducers cascade allows the reduction of the execution time
for the annotation process. It facilitates the maintenance task because the modification
of the rule does not require a global intervention, that is to say, it only affects the target
graph. It also gives priority to certain rules and reduces ambiguities. Finite state
transducer cascade has a lot of benefits that will be more detailed in the paper. But, it is
very sensitive. So, we must know how to use transducers and classify them, that is to
say, to assign each transducer a precise rank in order to have the right annotations and
to avoid the mutual exclusion and the interaction of several linguistic phenomena.

The paper is structured in six sections. In the second section, we present the
previous work on the parsing domain. In the third section, we are interested in studying
the Arabic language in an innovative way that takes into account the working
methodology of the transducer cascades. In the fourth section, we describe our pro-
posed method by detailing the different phases. In the fifth section, we elaborate the
experiment by testing different forms of sentences and we evaluate our transducer
cascade and compare it to the recursive transducer by applying them to two corpora.
This paper is closed by a conclusion and some perspectives.

2 State of the Art in Parsing Domain

Syntactic analysis is the result of a formalization of various lexical and syntactic rules.
This formalization consists on the representation of various syntactic phenomena.
Among the first systems created in syntactic analysis, we find Cass system (Cascaded
Analysis of Syntactic Structure) for the parsing of English and German texts [1]. This
system is based on a set offinite state automata applied in iterative order. In addition, the
work of [9] presented the FSPar annotation system. The author proposed a cascade of
transducers for the parsing of the German language. This work is based on a list of
recursive transducers treating each group independently of the other forms. This cascade
enriched the output text with the various syntactical features for each word. Also, in [4],
the authors presented a tool for parsing Arabic text using recursive graphs. The used
approach is based cascade of transducers implemented in NooJ platform. This tool is
based on three steps: starting with the segmentation phase, the preprocessing phase and
finishing with the annotation. Concerning the search for information, we mention the
work of [7]which presented theASRextractor system. The latter is a system for extracting
and annotating semantic relations between Arabic named entities using the TEI for-
malism. ASRextractor is based on a transducer cascade for extraction and annotation.

Also, [2] ensured an analysis of the Arabic language, and more precisely the
coordination’s phenomenon. In this work, the author had developed a HPSG grammar
based on a hierarchy of types in order to classify the different linguistic units for the
Arabic language, essentially the coordinated forms. Besides, there are different
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researches linked to parsing Arabic language. In [6], the authors proposed a generator
of TEI (Text Encoding Initiative) lexicons based on an Arabic word hierarchy.

Among the disambiguation‘s systems, we cite MADA, which is a tool providing
multiple applications like POS tagging, diacritization, lemmatization, stemming and
glossing. This tool is based on statistical approach by exploring SVM models (Support
Vector Machines). A simple gather with the AMIRA toolkit to improves the perfor-
mance of both platforms. As a result, the MADAAMIRA [8] system explored Arabic
and the Egyptian language. In addition to these systems, there is the Stanford parse,
which is a system, developed at Stanford University. This parser and the used
pos-tagger are based essentially on the Maximum Entropy Model (MEM) called
Conditional Markov Model (CMM). The tagger used by the Stanford parser was
inspired from the Arabic Penn Treebank (ATB), which provided a large set of tags.

All these cited works show that parsing for the Arabic language is a difficult task
and several issues remain unsolved. Full formalization is always a challenge.

3 Linguistic Study

Our linguistic study brings a new vision that that promotes the contribution of local
grammars [3]. It makes it possible to extract the specificities of the Arabic language, to
better understand it and to master it.

In this section, we present firstly the Arabic word hierarchy. Secondly, we mention
the different lexical ambiguities. Thirdly, we discuss the importance of the granularity
level in the annotation process as well as their uses in our study. Finally, we continue
this study with the different types of phrases and sentences in the Arabic language.

3.1 Hierarchy of Arabic Word Types

In traditional Arabic, the word categories are reduced to three: verbs, nouns and par-
ticles. Most Arabic verbs are formed of a simple root of three consonants such as

“karaja” (exit). But, they can be formed of another root of four consonants such
as “barmaja” (program). Moreover, from a single root verb, it is possible to
create seven forms of verbs, each of which carries a new meaning. Also verbs can be
intransitive, transitive, double transitive and triple transitive.

The nouns may be personal pronouns as “ana” (I), demonstrative pronouns as
“hedha” (this) and relative pronouns as “alladhii” (who). In addition,

they can be derived from verbal roots and they can be numbers. The nouns can be also
common noun as “tiflun” (kid) or proper noun as “ahmadu” (Ahmed).

Finally, the third category concerns particles that are used to indicate the
spatio-temporal setting. Among the temporal prepositions, we quote “ba’da”
(after) and “munthu” (since) and among the spatial prepositions, we quote

“’amaama” (besides), “wara’a” (behind), and “qurba” (near).
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3.2 Lexical Ambiguities

The word lexical ambiguity concerns the existence of more than one meaning and
category to which the word belongs. Among the language specificities that produce
Arabic ambiguities, we cite the non-vocalization which means that the word has no
diacritics. There is also the homograph which means that words are written in the same
way, whatever the pronunciation manner. We also cite the agglutination which consists
of bringing together different morphemes into a single morphological element. The
lifting of different ambiguities can be done in a separate way through the lexical rule
succession use. This strategy favors the establishment of local grammars.

3.3 Granularity Level of Word Features

The notion of granularity refers to the idea of showing the several levels of information
of a word, that is to say, to go into details to show all its characteristics.

The word “alwaladu” (the boy) is a common noun singular masculine and
nominative. Each level shows a new feature for that noun such as its type, number, kind
and semantic case. Verbs also can have a high granularity level. For example, the word

“kataba” is a transitive verb in the past with the 3rd person singular masculine.
In this example, each level shows a new feature for this verb, such as its transitivity,
time, gender, and number.

3.4 Different Arabic Phrases

In Arabic language, we distinguish different phrase types: verb phrase, noun phrase and
prepositional phrase. Respecting certain specificities and the VSO (Verb Subject
Object) order, the verb phrase is composed of a verb that can be preceded by a tool.
But, some modes of verb like apocopate and subjunctive require a tool. The noun
phrase has several forms like annexation compound, adjectival compound and relative
clause compound. In addition, it can be simple. The noun phrase can be nominative,
accusative and genitive. In fact, the noun phrases can be nominative in several cases
like the subject in the verbal sentence and the topic or attribute in the nominal sentence.
Also, they can be accusative in the objects of verbal sentence. They can be genitive in
indirect objects that always begin with a preposition

In this paragraph, we studied the different phrases that must be taken in count
during the construction of the grammar rule set. This study shows also that local
grammars can reduce the complexity of an Arabic parser establishment.

3.5 Arabic Sentences Types

Arabic grammar distinguishes between two types of sentences. The first type is the
nominal sentence; it looks like the sentences of the French and English language and
begins with a topic. The second type is the verbal sentence that begins with a verb
followed by a subject with the possibility of having one, two or three objects depending
on the transitivity of the verb. In fact, the nominal sentence consists of two elements: a
topic and an attribute. In general, the topic is a nominative noun phrase and may be a
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nominative noun phrase, a prepositional phrase or a noun phrase followed by a
prepositional phrase. In addition, nominal sentences can be preceded either by Kana
and her sisters either by Inna and her sisters . These tools change
the dependence of the topic and the attribute. Kana and her sisters insist that the
attribute becomes accusative, that is, the noun phrase becomes accusative, but the
prepositional phrase remains invariable. Unlike kana and her sisters, Inna and her
sisters forced that the topic becomes accusative, i.e. the noun phrase becomes accu-
sative. This linguistic study must be respected during the construction of the system of
rules in order to overcome the ambiguities of the annotation of an Arabic corpus and to
raise the aspect of granularity level.

4 Proposed Method

As we have already indicated, the proposed method is based on a previous work
presented in [5]. Our new parsing method consists of transforming are cursive trans-
ducer into many elementary transducers. This transformation is not easy due to the
enormous numbers of sub-graphs and especially the embedded ones. Firstly, we study
the nature of each sub-graph based on the graph’s complexity, the number of
sub-graphs and their depth. After this study, we classify graphs by levels: from low
complex one to high complex one. Secondly, we studied the relation between graphs:
elementary, embedded and recursive graphs. Thirdly, we created the transducer cascade
which respects the extracted graph hierarchy. In fact, the cascade executes the estab-
lished transducers in an adequate ranking. This ranking is identified through multiple
experimentations. In the following, we will present transducers from our proposed
cascade for Arabic sentences starting from specific phrases to entire sentences.

4.1 Noun Phrase

In the transducer of Fig. 1, we can recognize all nominative noun phrases.

The transducer of Fig. 1 contains four already compiled transducers. These com-
piled sub-graphs generate four new annotation tags <NPINOM>, <NPDNOM>,
<PARTREL> and <CC>. These annotations concern respectively indefinite nominative

Fig. 1. Transducer for nominative noun phrase.
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noun phrase (NP), definite nominative NP, relative NP and NP with conjunction. The
same idea is used for recognizing accusative and genitive NPs.

4.2 Verbal Phrase

The verbal phrase is covered by the following transducer.
The recursive transducer of Fig. 2 contains two sub-graphs: VerbSTool for VP

without tool and VerbTool for VP starting with a tool. The sub-graph VerbSTool uses a
fine granularity level. The transitivity of the verb is controlled by using a variable
called “$trans”. Besides, the sub-graph VerbTool concerns verbs preceded by a tool
imposing a particular verb tense. In fact, this particularity helps to the disambiguation.

4.3 Verbal Sentence

The verbal sentence contains different rules. This sentence type starts usually with a VP
succeeded by a nominative NP. In addition, depending on the transitivity of the verb,
the number of accusative NP is fixed. The variable “$trans” controls the transitivity of
the verbal phrase. In addition, a verbal sentence can contain one or more PP (prepo-
sitional phrase).

4.4 Nominal Sentence

The following transducer is proposed to recognize all nominal sentences forms.
The transducer of Fig. 3 enriches the tag dictionary. In fact, the proposed trans-

ducer treats the modal verb “KANA” followed by a nominative topic and an accusative
attribute, the tool “INNA” followed by an accusative topic and a nominal attribute.

Fig. 2. Transducer for verbal phrase.

Fig. 3. Transducer for nominal sentence.
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5 Experimentation and Evaluation

To experiment our transducer cascade parser on the test corpus, we have used firstly
our segmentation tool presented in [4]. Secondly, we used our proper tagset inspired
from Stanford’s tagset, a set of morphological grammars (113 infected verb patterns, 10
broken plural patterns and one agglutination transducer) and dictionaries that are
already exist in the NooJ linguistic platform (24732 nouns, 10375 verbs and 1234
particles). However, the resources that exist in NooJ are not complete and sufficient.
For this raison, we have added two other dictionaries. The first dictionary named
“verbeintr.nod” contains 91 entries. The second dictionary named “prenom.nod” for
proper nouns contains 105 entries. Thus, all these resources have the same priority
except the “verbeintr.nod”; it has a high priority of a single level “H1” compared to
others. Thirdly, the proposed cascade executes 23 transducers including 100
sub-graphs. The transducers that are edited in NooJ linguistic platform called in a fixed
ranking. Fourthly, we tested our parser on two corpora. The first corpus is extracted
from the Arabic Treebank (ATB) containing 836 sentences and the second is extracted
from Arabic stories containing 5900 sentences. Concerning the ATB corpus, we
deleted the sentence annotations in order to obtain a raw corpus or the test. In addition,
the number of words in the sentences of the two corpora varies between 4 and 83
words. These sentences have different forms of verb phrases (with and without tools)
with different tenses and modes. Also they have several noun phrase structures.

For the evaluation, we used the known metrics: recall, precision and f-measure. We
obtain the following results for the ATB corpus presented in Table 1.

The major advantage of the new parser compared with Stanford is the great
reduction of the execution time (parsing 836 sentences in 59.2 s). But, there is no
improvement in the measure values. Concerning the stories corpus, we obtained the
following evaluation illustrated in Table 2.

The measure values of Table 3 show the efficiency of the cascade parser compared
to the recursive parser. But some parsing problems are detected especially in complex
and embedded structures. To solve these problems, we must add some constraints.
Also to improve the measure values, we must add other syntactical rules concerning
untreated linguistic phenomena.

Table 1. Summarizing the metrics obtained for ATB corpus.

ATB corpus Recall Precision F-measure

Cascade parser 836 sentences 0.9 0.94 0.91

Table 2. Summarizing the metrics obtained for stories corpus.

Stories corpus Recall Precision F-measure

Cascade parser 5900 sentences 0.74 0.82 0.77
Recursive parser 5900 sentences 0.6 0.7 0.62
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6 Conclusion

In the present paper, we developed an automatic parsing tool for Arabic corpora in
NooJ linguistic platform. This tool that contains a segmentation phase is accomplished
through our cascade of transducers and dictionaries, and is based on a deep linguistic
study. In addition, we have shown the efficiency of transducer cascade versus the
recursive transducer. Thus, the evaluation is performed on a set of sentences belonging
to two corpora. The results obtained are ambitious and show that our parser can treat
efficiently different sentence forms. As perspectives, we will increase the coverage of
our designed dictionaries. We will also improve our parser by adding other syntactic
rules recognizing frozen forms of sentences. These rules will be specified by finite
transducers.
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Abstract. Document classification is a necessary task for most Natural Lan-
guage Processing tools since it classifies documents content in a helpful and
meaningful way. The main concern in this paper is to investigate the impact of
using multi-words for text representation on the performances of text classifi-
cation task. Two text classification strategies are proposed to observe the
robustness of each of them. First, we will deal with the literature review of
existing linguistic resources in Arabic language. Secondly, we will present a
classification method that is based on domain candidate simple terms. These
terms are automatically extracted from multiple specialized corpora depending
on their appearance frequency. Then, we will present a detailed description of a
classification method based on multi-word expressions dictionary. CompounDic,
an Arabic multi-word expressions dictionary, will be used to automatically
annotate multi-word expressions and variations in text. Finally, we carried out a
series of experiments on classifying specialized text based on simple words and
multi-word expressions for comparison purposes. Our experiments show that the
use of multi-word expressions annotations enhances the text classification results.

Keywords: Text classification � Topic identification �Multi-Word Expressions
Natural language processing � NooJ � Arabic language � MWEs variation

1 Introduction

Multi-word expressions (MWEs) have received a wide attention in natural language
processing domain (NLP). Handling MWEs as the single terms in the linguistic
analysis to increase the performance of NLP tasks, such us machine translation and text
classification, has been a controversial subject of various researches. This paper focuses
on investigating the effectiveness of using multi-words expressions annotations for text
representation on the performances of text classification.

We present a semantic document classification approach based on language anal-
ysis. Two text classification strategies are proposed to observe the robustness of each of
them. Firstly, we will apply a classification method that is based on domain candidate
simple terms. Then, we will apply a classification method that is based on multi-word
expressions annotations. The rest of this paper is organized as follows: Sect. 2 presents
preliminaries of this paper, including the basic techniques and concepts that will be
used to implement our approach. The concept of document classification and MWEs
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are introduced in this section. Section 3 describes the both proposed strategies for
comparison purpose. The corpora, experimental results and methods evaluation are
specified in Sect. 4. Section 5 concludes the whole paper.

2 Preliminaries

2.1 Document Classification

Text classification is known under a number of synonyms such as document/text
categorization/routing and topic identification. It can be defined as content-based
assignment of one or more predefined categories (topics) to documents for purposes of
easier information retrieval and better organization. This task is necessary for most
Natural Language Processing tools since it classifies documents content in a mean-
ingful way. The task of text classification includes two kinds of properties of indexing
term: semantic quality and statistical quality [1]. Semantic quality is related to a term’s
meaning, i.e., to how much extent the index term can describe text content. Statistical
quality is related to the discriminative (resolving) power of the index term to identify
the category of a document in which the term occurs. Document classification is often
used to subsume two types of analyses: document categorization and document clus-
tering. The distinction is that categorization is a form of supervised approach and
clustering an unsupervised approach of grouping textual objects. Document classifi-
cation task involve main steps [2]: document pre-processing, feature extraction/
selection, Model selection and training and testing the classifier. We are mainly con-
cerned with feature extraction using simple words and MWEs. Authors in [3] used a
statistic method to investigate the impact of using multi-word expressions in several
document classification environments. They have significantly better retrieval effec-
tiveness using multi-words. In the study of [4], authors explain the importance of
integrating MWEs analysis in the preprocessing stages in order to obtain viable lin-
guistic analysis using a pure linguistic approach. They also show how the grammar is
responsible for detecting MWEs with morphosyntactic variations. They obviously
reduce ambiguities and give a noticeable degree of certitude to the analysis and
machine translation outputs.

2.2 Multi-Word Expressions

Multiword expressions are defined as idiosyncratic interpretations that cross word
boundaries or spaces [5]. This means that multi-Word Expressions are groups that work
together as units to express a specific meaning. They can be formed by combining two
or more words together. The diverse analyzers, based on morphological aspect, are not
able to recognize multiword expressions. They usually separate MWEs into single
terms which can affect the semantic representation of texts.

In Arabic language, we still have a lack of linguistic resources comparing to Latin
languages. We cite in the table below some Arabic linguistic resources of MWE:

For example, authors in [6] have followed a hybrid method to Multi-word term
extraction system for Arabic language. The system takes into account several types of
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morphosyntactic variations. They were able to annotate an environmental corpus. In
total they compiled a list of 65,000 MWTs. Authors in [7] presented a pattern-matching
algorithm to construct a list of 4,209 Arabic MWEs, collected from various dic-
tionaries, grouped based on their syntactic type. They have automatically annotated a
large corpus of Arabic text. The authors considered some variations and found 481,131
MWE instances.

3 Approach

3.1 Resources

3.1.1 CompounDic: Arabic Multi-Word Expressions Dictionary
In previous work, we have semi-automatically built CompounDic [8], an Arabic 2 units
MWEs thematic lexicon. For this purpose, we have taken advantage of NooJ’s lin-
guistic engine strength in order to create this large coverage terminological MWEs
dictionary for Modern Standard Arabic language CompounDic.

CompounDic is an Arabic MWEs dictionary that lists many entries, divided into
more than 20 domains. It lists only MWEs in their base form. With regard to syntactic
and morphological flexibility, the lexicon covers 2 types of MWEs: Fixed MWEs (no
variation allowed) and semi-fixed MWEs (variation in their structural pattern).

CompounDic contains 36960 entries classified into more than 20 semantic
domains. All the entries of CompounDic are manually set in the base form: “indefinite
singular form”. Then, all the listed MWEs are voweled manually so that NooJ would be
able to recognize unvoweled, semi-voweled as well as fully voweled MWEs. The
manual vocalization is an extremely important step since it allows to vowel entries
depending on their semantic information since we can find a word that has different
way of vocalization and different meanings. This helps reducing linguistic ambiguities
in Arabic texts. The final manual step is classifying the MWEs according to 2 criteria:
the grammatical composition (N1 N2), (N1 ADJ). The entries of CompounDic are
classified into more than 20 domains.

Every entry in CompounDic is stored with information about its structure, number
of units and domain. To give an example from the technical domain in our lexicon:

Fixed MWEs always occur in exactly the same structure and can be easily rec-
ognized by a lexicon. However, most MWEs allow different types of variations.

3.1.2 Simple Terms Dictionary
«El-DicAr» is an Electronic Dictionary for Arabic language [9]. El-DicAr is a dic-
tionary of lemmas containing the vocabulary of the Arabic language. This dictionary
contains 10,500 verbs, 6,204 names and 36 pronouns. Moreover, it associates lemmas
with their inflectional, morphological and syntactic-semantic paradigms in order to
produce more than 3 million inflectional forms. For the following parts of this work, we
will use the Electronic Dictionary for Arabic “El-DicAr” as the basis to build our

240 D. Najar et al.



simple terms dictionary using NooJ’s morphological analyzer. The dictionary is created
based on a collection of 3000 potential candidate simple terms. Firstly, terms are
automatically extracted from multiple specialized corpora depending on their appear-
ance frequency. They are originally enriched with the distributional description (22
domains inherited from specialized corpus). The extracted terms are automatically
voweled, set in their base form, and classified based on their semantic category. Sec-
ondly, we have automatically enriched the extracted candidate terms in El-DicAr with
their semantic description (Domain = Technical).

Example: In El-DicAr, we have enriched the derivational paradigms of the candidate
term with the distributional information “+Domain”:

Moreover, the dictionary takes into account the morphosyntactic variations using
the inflectional, morphological and syntactic-semantic paradigms of “El-DicAr”.

3.2 Methods

Two text classification strategies are proposed to observe the robustness of each of
them. Firstly, we present a classification method that is based on the dictionary of
domain candidate simple terms. Secondly, we present a classification method based on
the dictionary of MWEs “CompounDic.

3.2.1 Candidate Single Terms Method
In order to annotate candidate terms in texts with their domain, we implement a simple
syntactic local grammar (using NooJ1 platform) composed of 22 sub graphs. Each sub
graph concerns a domain. However in NooJ “simple words and multi-words units are
processed in a unified way: they are stored in the same dictionaries, their inflectional
and derivational morphology is formalized with the same tools and their annotations
are undistinguishable from those of simple words” [10] (Fig. 1).

The main graph, as shown below, indicates the constraint (Domain=#$var
$Domain). This constraint allows inheriting the semantic information (Domain)
from the recognized term to annotate the matching sequence in text.

We carried a series of experiments to classify specialized text based on simple
terms in order to test the robustness of this method. We launched linguistic analysis on
heterogeneous articles from Internet. As an example, we present a part of annotations in
a document as shown in Fig. 2 below. These annotations were generated by our system
by applying the lexical grammars.

1 See www.nooj4nlp.net.

Multi-Word Expressions Annotations Effect 241

http://www.nooj4nlp.net


Example: Document 1 (Weather)

3.2.2 MWEs Method

Example 1: Document 1 (Weather)
In order to annotate MWEs in test corpus, we implement a second local grammar. This
grammar allows inheriting the semantic information of all expressions with the para-
digm: <N+CMPD+Domain>. We present a part of annotations that were generated
after analyzing the same document of the previous example (Fig. 3).

4 Results and Discussion

4.1 Results

Illustrating the concordances, our experiments show that the use of multi-word
expressions annotations enhances the text classification results more than the candidate
simple terms. Multi-word expressions have a great importance in topics identification

Fig. 1. Local grammar of classification

Fig. 2. Generated annotations of candidate simple terms in document 1
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since they constitute domain relevant terms. As we can see in concordances, in most
cases the annotations of MWE domains are correct.

We manually exported the concordances of MWEs method with NooJ and process
them to generate statistical graphs related to the semantic information (domains) of a
document (textual article). In the first document, the system has successfully classified
the document into “Weather” domain. This graph shows the number and the allocation
of MWEs in the document that was recognized by our system per domain.

MWEs method has also classified most of the articles successfully. The Fig. 4
above shows the recall and precision obtained by testing the both strategies.

The results, as seen in Table 1, indicate that we have reached better quality results
of recognition and classification using MWEs method. The results of MWEs method in
term of precision and recall are better than candidate simple terms method.

There is some silence (non recognized candidate terms and MWEs) due to some
missing entries in our dictionary but we judge our results as precise.

Several obstacles make the document classification in Arabic language complicated
such as high inflectional nature, morphological ambiguity… These specificities of
Arabic language represent the most challenging problems for Arabic NLP researchers.

4.2 Discussion

We have been faced with some specific cases like in document 2 that is specialized in
psychological domain. The system (MWEs method) has classified this document as
Psychological document (Fig. 5).

Fig. 3. Generated annotations of MWEs in document 1
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Fig. 4. Statistical graph of MWEs recognition in document 1

Table 1. Results

Precision Recall

Candidate simple terms method 0.71 0.65
MWEs method 0.90 0.73

Fig. 5. Statistical graph of MWEs recognition in document 2

244 D. Najar et al.



According to Statistical analysis, we notice that the text contains many Social
MWEs as well. This can be explained by the fact that the text is talking about the
psychological illness «social phobia».

We follow the same steps as previously detailed. The system has classified docu-
ment 3 as economical document. However, domains like Legal, Financial and Political
were also high rated. This leads us to the conclusion that there are some domains that
are related to each other just like: (Politic, press, media); (Industry, technical); (Eco-
nomic, politic, financial). In these cases we risk to have multiple domains highly rated.
In order to solve this difficulty, we are studying the ability of using a lexical ontology in
order to relate these domains (concepts). Considering the results of this comparing
study, we have concluded that handling MWEs improve the performance of classifi-
cation tasks. The analysis and recognition of MWEs must be integrated in the pre-
processing stages of text analysis if we want to obtain better classification results with
NLP tools.

5 Conclusion

This paper focuses on investigating the effectiveness of using multi-words expressions
annotations for text representation on the performances of text classification. Two text
classification strategies were proposed to observe the robustness of each of them.
Firstly, a classification method that is based on domain candidate simple terms was
presented. Then, a classification method that is based on Multi-Word Expressions was
presented. Our research has shown that handling MWEs in the linguistic analysis is
more efficient to increase the performance of NLP tasks.
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Abstract. With the unfriendly wellbeing impacts of antibiotics and chemical
drugs, medical herbalism has been a resurgence of interest in last years. Thus,
medicinal plants are capable of treating disease and improving wellbeing, fre-
quently without any significant side effects. This paper presents a Rule-based
decision support tool aimed at helping users to identify accurate medicinal
plants according to their symptoms taking into account the contraindications of
each plant. This tool is based on IF-THEN rules, dictionaries and transducers. It
permits the identification of the accurate medicinal plants, the recognition of
medicinal plant properties and it incorporates user feedback to refine its results.
Dictionaries and transducers are implemented in NooJ linguistic platform and
applied in JAVA application with the command-line program noojapply.
Experimentations of the Rule-based decision support tool show interesting
results. Performance is satisfactory since our tool could act as a consultant.
Furthermore, the functionality can be extended to other medicinal plants in the
aim to treat the whole body health system.

Keywords: Medicinal plants � Symptoms � Recognition � Transducer
Dictionary � Decision

1 Introduction

The medical herbalism, also referred to as botanical medicine or phytotherapy, is being
used for treating different human (or animal) health conditions from the very beginning
of human existence. Historically, several plant species are preferably considered as a
best treatment to help people feel better or cope with anxiety, depression, cold, fever,
skin diseases, etc. In fact, plants have been used since ancient times to heal and cure
diseases and improve health and wellbeing of organisms [1]. Recently, it has been
confirmed by World Health Organization (WHO) that 80% of people worldwide rely
chiefly on herbal medicine to meet their primary healthcare needs [2].

The increasing for self-medication by patients is attributed to medicinal plants.
However, instances of self-medication also occur, occasionally resulting in complica-
tions and negative impact on patient health, because of wrong medicinal plant
administration. Therefore, in the aim of identifying the accurate medicinal plant, a
rule-based decision support tool that supports patients to minimize or to prevent further
recurrence of this practice, specifically the mistaken use of plants is crucial.

Natural language is a necessary entity for medical consultations to gather infor-
mation in order to understand disease and associated symptoms and to provide
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necessary medicinal plants. To make machine understand such kind of natural lan-
guages, Natural Language Processing (NLP) is used.

In this context, our objective is to propose using Rule-based approach, a
decision-support tool. This tool allows the identification of medicinal plants that better
treat patients’ diseases and associated symptoms and allows the recognition of
medicinal plant properties. Our RDST (Rule-based Decision-Support Tool) is based on
IF-THEN rules, dictionaries and transducers. Indeed, finite state transducers (FST) can
play an important role in solving different decision situations and provide relevant
solutions to alleviate the analysis process. Finite state transducers are finite state
machines [3], which define relations between two sets of strings by means of a
transformation of one string into another. Furthermore, the FST can produce some
outputs and this property determines the way transducers are being used in NLP. They
can be visually presented by graphs; this makes them convenient for human use, too.

The remainder of this paper is structured as follows. Section 2 presents the liter-
ature review. Our approach is described in Sect. 3. Section 4 deals with the experi-
mentation carried out to evaluate the RDST efficiency. Finally, we conclude about the
main contributions and propose further perspectives.

2 Literature Review

The concept of a named entity (NE) was first introduced at the Message Understanding
Conference (MUC) [4]. NE defines some informative words, such as plant names,
disease names, as information units in text. Recognition of named entity is aimed to
further extract information by identifying the key ideas or concepts. Research on NEs
revolves around two complementary axes: the first is concerned with the identification
and typing of NEs while the second with translation of NEs. Approaches to NER
include linguistic, statistic, and hybrid approaches.

At the best of our knowledge, there are two works on NEs in herbalism among
which we cite the work of [5]. In this work, the authors proposed a decision-support
tool based on the rule-based approach. This tool allows the identification of medicinal
plants. The process of identifying medicinal plants is based on two steps: collecting
criteria for identifying syntactic patterns and transformation of these patterns to
transducers. The evaluation of this tool gives satisfactory results. However, the major
problem lies in the modeling of transducers, which is illegible and difficult to under-
stand. Indeed, when adding criteria or medicinal plants, it is necessary to construct
another transducer.

We can cite also the work described in [6]. This work allows the identification of
medicinal plants names from French-Arabic parallel corpora. The proposed method
mainly involves two steps. The first is concerned with the construction of corpus,
which is formed by several texts composed of the multilingual encyclopedia Wikipe-
dia, and the second step is based on a morphological analysis followed by a syntactic
analysis.

In the medical domain, linguistic and terminological resources were developed by
National Library of Medicine [7] to solve problems such as medical NER. The most
used terminology resource is the Unified Medical Language System (UMLS) which is
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maintained as a support for integration of biomedical textual annotations scattered in
distinct databanks. The UMLS is used by [8] to recognize diseases. Other works are
dealing with the recognition tasks [9, 10].

3 Proposed Approach

The challenges discussed in the first section make clear the need for rule-based approach
to deal with identification of medicinal plants. In this section, we describe the RDST, our
approach proposed to perform the identification task. In our proposal, the RDST is based
on three phases as illustrated in Fig. 1: the identification of resources, the construction of
resources, and user feedback. In the following, we detail these phases.

Fig. 1. Architecture of RDST
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3.1 Identification of Resources

This phase is composed of two steps: data gathering and rules identification to identify
medicinal plants.

Data Gathering. Although medicinal plants are widely used to cure safely, however,
they can potentially cause side effects especially in breastfeeding and pregnancy.
Therefore, we gathered data about medicinal plants through studying several online
sources including doctossimo1, creapharma2, pharmacognosy3, and search results
returned by the search engine Google. This study provides knowledge about medicinal
plants, contraindications and the use of each medicinal plant to ensure the safety
practice.

Rules Identification. This step is based on IF-THEN rules. According to our study,
we identify 396. Each rule takes the following format:

Rule format
IF [Age] [Sex] Symptom+[Allergy] [Chronic diseases] THEN Plant+
Where:

[]: Optional criteria depending of the rule
+:1 or more

The following examples cite the defined rules of the proposed RDST.

Rule 1
IF Symptom= Depression THEN Plant= Birdsfoot

The rule 1 describes the conditions that lead to the choice of the “Birdsfoot” plant.
This plant can treat a patient (male or female) who suffers from Depression.

Rule 2
IF Age= More than 12 years AND Sex= Female (NOT Pregnant AND Breastfeed-

ing) AND Symptom= Abundant menstrual bleeding AND Allergy= NOT Allergy to 
Artemisia AND Chronic disease= NOT Renal or Hepatic impairment THEN Plant= 
Artemisia

The rule 2 describes the conditions that lead to the choice of the “Artemisia” plants.
This latter can treat a woman whose age is above 12 years suffering from abundant
menstrual bleeding on condition she did not pregnant and breastfeeding.

1 http://www.doctissimo.fr/html/sante/phytotherapie/plante-medicinale/guide-phyto.htm.
2 https://www.creapharma.ch/pl-plantes.htm#horizontalTab2.
3 https://www.medicinalplants-pharmacognosy.com/.
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3.2 Construction of Resources

This phase is based on four steps: the identification of accurate medicinal plant, the
recognition of medicinal plant properties, the construction of the necessary dictionaries,
and the construction of user feedback module.

Identification of Medicinal Plant. In this step, the IF-THEN rules were transformed
into transducers. Nevertheless, to identify such medicinal plants, some challenges must
be overcome. In fact, the number of diseases is very important. Moreover, the symp-
toms related to some diseases appear to be similar. In this case, it will be difficult to
model the IF_THEN rules. For this, it is relevant to classify symptoms for better
readability. Indeed, for each combination of symptoms of such disease, we define the
corresponding class according to the International Classification of Diseases
(ICD) defined by WHO.

Using these classes as our departure point, we propose a modeling composed of
two grammars: the transformational analysis grammar and the recognition and trans-
lation of medicinal plants grammar.

Transformational Analysis. In order to identify the appropriate medicinal plant among
those that exist in our dictionary, we must respect the same codes used in this dic-
tionary. Thus, we used transformational analysis of patient data. Indeed, the submitted
patient data (age, sex, symptoms, chronic diseases and allergies) represent an input of
the transducer of transformational analysis as shown in Fig. 2.

The transducer of Fig. 2 describes all the paths of criteria that a patient can
introduce them: symptoms and contraindications (age, sex, allergies, and chronic dis-
eases). This transducer takes into consideration all allergies and chronic diseases which
cannot be caused by the medicinal plant to be proposed. The graph in Fig. 3 shows an
example of allergies and chronic diseases.

Recognition and Translation of Medicinal Plants. Transformational analysis provides
a bridge between the submitted patient data and the identification of the appropriate
medicinal plant. Indeed, the next application consists in finding out the medicinal plant
that has the same properties as those generated in the transformational analysis.
However, we cannot directly extract the right medicinal plant from the dictionary.
Therefore, we have concatenated the annotation of transformational analysis with the

Fig. 2. Extract of the sub-graph “SR1”
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list of medicinal plants treated in our dictionary. This concatenation represents the input
of the recognition and translation transducer. This later is illustrated in Fig. 4.

As shown in Fig. 4, this transducer allows the recognition of the appropriate
medicinal plant according to the annotation of transformational analysis. The output of
this transducer is the name of medicinal plant in three languages: French, Arabic, and
English.

Recognition of Medicinal Properties. For each identified medicinal plant, medicinal
properties are recognized from corpora: medicinal plant family, harvest period, and
posology as illustrated in Fig. 5.

Fig. 3. Extract of the sub-graph “AF”

Fig. 4. Extract of the sub-graph “Recognition and translation”

Fig. 5. Recognition of medicinal properties

252 S. Dardour and H. Fehri



Construction of Dictionaries. For our approach, we construct two dictionaries. One
contains the different medicinal plants name. This dictionary contains the lemma, its
category, age, sex, symptom-class, chronic diseases and allergy. Therefore, in the aim
to guide the identification process, the transducers of Fig. 4 will use all these prop-
erties. The second dictionary contains trigger words such as usage interne (internal
use), decoction (décoction).

3.3 User Feedback

This phase is one of the most important issues in our RDST. It includes the user
feedback about the effectiveness of medicinal plants based on his/her own experience.
This feedback is critical to both creating a user-friendly tool and improving perfor-
mance early.

In the ulterior interactions with the RDST, the user feedback about the medicinal
plants is exploited to collect implicitly information and therefore to update, add or
remove criteria. Indeed, decision-making concerning a medicinal plant is carried out as
follows:

IF Number of voters said Not Effective> Number of voters said Effective THEN 
Add OR Update OR Remove criterion 

4 Experimentation and Evaluation

In the aim investigate the feasibility of the rule-based approach, we implemented a
prototype and applied it to health care decision-making. In this prototype, linguistic
resources are built with the linguistic platform NooJ [11], and applied with the
command-line program noojapply. We conduct a set of experimentations to evaluate
the RDST efficiency. Table 1 shows the data used in the experimentation.

As a matter of fact, the prototype calls the transducers with certain logic. Moreover,
the choice of passing the transducers is not random. First, the patient data are registered
in the following order: age followed by sex followed by symptoms followed by chronic

Table 1. Experimental data

Total number

Texts in corpora 82
IF-THEN rules 396
Medicinal plants 75
Symptoms 209
Allergies 23
Chronic diseases 30
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diseases and allergies. Then, the prototype must annotate the submitted patient data
(Fig. 2). As an output, we get an annotated file.

Afterward, we move to the recognition and the translation of the recommended
medicinal plants according to the obtained annotation using our dictionary and the
transducer of Fig. 4. As an output, we get the identified medicinal plant(s) in Arabic,
French, and English. According to the identified medicinal plant, the prototype rec-
ognizes properties from corpora (Fig. 5). Finally, we finish the identification process by
displayed the French, English, and Arabic medicinal plant name; family, harvest per-
iod, posology and photo.

To evaluate the effectiveness of our RDST, we used more than 32 real users over a
period of time. Each of these users has a healthcare problem and had manipulated our
tool for a while.

The obtained results give 89% of well-identified medicinal plants and recognized
properties. The results are satisfactory. Furthermore, the proposed RDST takes into
consideration illogical situations such as a man suffering from irregular menstrual
bleeding, or a pregnant woman who suffering from testicular pain. In this case, our
RDST confirms validity of submitted symptoms by filtering the symptoms according to
the genre.

The architecture proposed for our RDST based on dictionaries and transducers is
very flexible and is able to incorporate new rules without major modification. However,
the main limitation of the experimental result is the necessity of intervention of a
physician in certain diagnosis. Let’s note that our RDST does not treat certain diagnosis
to ensure the well-being of users such as the case of a pregnant woman who suffers
from abdominal pain, hypotension or hypertension.

5 Conclusion

In this work, we have proposed a RDST that provides an effective solution to help users
identify medicinal plants that better treat their diseases and associated symptoms.

From the experimental results, we show that our proposed RDST achieves satis-
factory results.

In the future, we plan to enrich our RDST by adding other medicinal plants to treat
larger set of symptoms. We can also study synonymy and add a criterion named region
to distinguish the names of medicinal plants according to the region. Furthermore, we
plan to automatize the decision-making task by using machine learning algorithms.
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Abstract. This paper evaluates the impact that different clustering
techniques may have on grouping referential mentions on rule-based
coreference resolution systems. As a result, we show that our approach
outperforms commonly applied methods.
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1 Introduction

In this paper, we evaluate mention clustering methods (understood here as meth-
ods to group mentions) for rule-based coreference resolution models. Coreference
resolution basically consists on identifying different references to the same entity
in a text. For example, in the sentence: “The opinion is from the agronomist
Miguel Guerra, of University of Santa Catarina. Guerra has participated...”,
the noun phrases [the agronomist Miguel Guerra, of University of Santa Cata-
rina] and [Guerra] are considered coreferent; in other words, they belong to the
same coreference chain.

The coreference task has received a great deal of attention from the computa-
tional linguistics community. There is a variety of models that solve coreferences
for one or multiple languages [2,5,9,11,14–16]. Most of these models are based
on machine learning approaches. However, rule-based approaches are also com-
petitive for the coreference resolution task, specially for languages with fewer
resources that lack annotated corpus to train consistent coreference models.

In a previous shared task for coreference [12], Lee et al. presented a winning
system that was purely based on rules [10]. Lately, similar approaches solv-
ing coreferences for other languages have been developed. Examples are [3,4,6]
dealing with Portuguese, Spanish and Galician. However, few or no attention
is given for the mention clustering process in these rule-based models. In this
paper, we claim that through more elaborated methods, it is possible to improve
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the performance of the systems. These methods make use of a discourse structure
representation.

This paper is organized as follows: Sect. 2 presents the mention clustering
problem; Sect. 3 presents related work; in Sect. 4, we describe our proposed clus-
tering methods; in Sect. 5, we describe our experiments; in Sect. 6, we discuss
results; and, finally in Sect. 7, conclusions and the future works are presented.

2 Mention Clustering Problem

Coreference resolution is a non-trivial task and it involves two main processing
levels: (i) Mention Detection, which consists in determining which tokens belong
to an entity mention, and (ii) Classification, which consists in classifying a given
pair of mentions as coreferent or not. Based on the coreferent pairs, sets of
entities are formed, which is called the clustering process. It consists in creating
partitions with mentions that refer to the same entities.

Currently, the most used method to link mentions and generate coreference
chains (in rule-based models) consists in applying a sequence of deterministic
rules considering string similarity and noun phrase modifiers (i.e. pre- and post-
modifier), as in [3,4,6,10]. Their approaches link a mention mx to its antecedents
if some rule is satisfied. However, in some cases we must decide whether a mention
belongs to one or another partition. Consider the following example:

(a) “. . . informed by [the Governor of São Paulo1], [Geraldo Alckmin2] at the
last meeting. [The governor3] says that . . . However, [José Ivo Sartori4] said
that it will not change . . . [The governor5] . . .”

In this sentence we have two distinct named entities: “Geraldo Alckmin” and
“José Ivo Sartori” (both governors). Although there is an exact match among the
noun phrases [The governor3] and [The governor5] they refer each to a different
entity. Coreference models will probably produce a coreference link between these
nouns based on their string similarity. To deal with that, it is possible to use
a more elaborated discourse representation for determining whether a mention
mx belongs to a chain Cx or Cy.

When we consider semantic relations in the resolution process, this problem
increases. This occurs because semantic knowledge, considering synonymy and
hyponymy relations, is likely to introduce spurious links, as in:

(b) “[Earth1] is [an astro2] and is in a distance of 149.600.000 km of [the Sun3]
. . . the universe is widely and, when we consider the size of [the Sun4], that
is, [the star5] . . .”

In example (b), there is a hyponymy relation between [Earth1] and [an astro2]
and a synonymy relation between [an astro2] and [star4]; however, it is possible
to see that there are two coreference chains: C1 = {[Earth1], [an astro2]} and
C2 = {[the Sun3], [the Sun4], [the star5]}. Considering usual clustering methods
(as the one proposed in [10]), the output will be a single coreference chain,
containing all the mentions. In semantic approaches, cases like that are frequent
and decrease considerably the precision of models.
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3 Related Work

The mention clustering problem is a well-known issue in coreference resolution.
There are two popular methods: Entity Mention and Mention Ranking. In the
first, proposed by Cardie et al. [1], each noun phrase in a document is repre-
sented as a vector of attribute-value pairs. Given the feature vector for each
noun phrase, the clustering algorithm coordinates the classification of partitions
into equivalence classes. In his method, each noun phrase is compared to all pre-
ceding noun phrases. If the distance between two noun phrases is less than the
Φ, then Φ is the cluster criteria. The authors also consider some features, like
partial matching and head matching between the partitions and the candidate
mention.

The second, proposed by Rahman et al. [13], uses a ranked clustering algo-
rithm. Their model consists in establishing a rank based in distance between the
antecedent and the candidate mention. Basically, assuming that Ik is a set of
training instances, created for an anaphoric mention mk, the rank for (mj , mk)
in Ik is the rank of mj among antecedent candidates, which is 2 if mj is the
antecedent closest to mk or 1 otherwise. In other words, the closest antecedent
receives a higher ranking in relation to other mentions. Besides these more pop-
ular approaches, there are also latent trees, as proposed in [2].

Fernandes et al. [2] propose an approach based on latent coreference trees.
They argue that it may provide a powerful auxiliary structure for solving the
mention clustering problem. In their approach, for each document, a set of trees
and sub-trees is generated. Each sub-tree represents a mention and its referential
mentions. To decide whether a mention belongs to a specific chain, they use a
trained perceptron, which prioritizes the max score to generate the predicted
clusters. This and other cluster methods are compared in [11] where the authors
show that ranking approaches presented better results.

Although the mention clustering problem is well explored by machine learn-
ing approaches, for rule-based models it is at an initial stage. In 2013, [10] pro-
posed a rule-based model for the coreference resolution using deterministic rules.
The same model architecture is also used by [3,4,6]. It consists in linking one
mention to its antecedent mentions, when at least one rule/sieve is satisfied. In
this paper, we called this clustering method as baseline.

In this paper, we propose an approach that takes into account discourse
structure. We use CORP1 as case study, the most recent rule-based model avail-
able for Portuguese. In our approach, besides refering to discourse structure, we
combine a set of attributes and features, like the distance among noun phrases,
similar to Mention Ranking approach [13], feature vectors as in [1] and weight
for links, like [2,11].

1 http://www.inf.pucrs.br/linatural/wordpress/index.php/recursos-e-ferramentas/
corp-coreference-resolution-for-portuguese/.

http://www.inf.pucrs.br/linatural/wordpress/index.php/recursos-e-ferramentas/corp-coreference-resolution-for-portuguese/
http://www.inf.pucrs.br/linatural/wordpress/index.php/recursos-e-ferramentas/corp-coreference-resolution-for-portuguese/
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4 Clustering Methods

In this section we explain the cluster methods we adopted in our study. We will
see that each method explores specific features.

4.1 Baseline

We consider as baseline the method that is commonly used by rule-based models,
like [3,4,6,10]. It consists in linking one mention with its antecedents when at
least one rule/sieve is satisfied, using a single iteration.

4.2 Proposed Clustering Method

Our proposed method is inspired on Heim’s work [8] and it consists on exploring
discourse representation. We assume that any mention is new in discourse if it
does not have a link with one or more antecedents. Thus, whenever a mention
does not have a coreference relation, a new chain is generated. When there is
relation with more than one chain, a clustering criteria (see Sect. 4.3) will be
adopted for the decision to which unique chain it will be linked.

As shown in Algorithm 1 we use an ordered list M, containing all mentions
from input document. Note that each mention may have a coreference relation
with one or more chains. Thus, we store the Chain id in a vector S (just whether
M0 has some coreference relation with Ci). The next step is responsible to group
the current mention (M0) in an existing Chain Ck or to create a new coreference
chain.

Algorithm 1. Clustering Algorithm
1: while (size of M > 0) do
2: int j ← 0;
3: int[ ] S;
4: for each i ∈ C do
5: if M0 has relation with Ci then
6: Sj ← Ci

7: j ← j + +
8: end if
9: end for

10: if j > 0 then
11: int k ← Clustering Criteria(M0, S, C)
12: Ck ← M0

13: else
14: C ← New Chain(M0)
15: end if
16: M ← Remove(M, 0)
17: end while
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4.3 Clustering Criteria

Closest Chain: The Closest Chain criteria consists on, for each mention M0,
explore the set C, aiming to find the shortest distance between M0 and the
mentions from Cx. The chain whose shortest distance is found receives M0. This
distance is based on the noun phrases position in the text.

Chain Weight: Each M0 explores C, aiming to find the chain with higher
weight. Our system has thirteen rules. For each satisfied rule, we sum +1. Thus,
if, for example, in Cx, there are two coreference mentions to M0 (Ma and Mb),
containing three and two satisfied rules respectively, the chain weight will be
five.

Mention Weight: It selects Cx, which contains the greater amount of coref-
erence mentions related to M0 (each coreferent mention adds 1 to the mention
weight).

Mention + Chain Weight: This criteria considers the sum of the two previous
criteria.

F-Score Weight: This weight is calculated using the sum of the weights of all
satisfied rules between M0 and the mentions from Cx. To determine the weights
for the rules, we use the CoNLL metric values (F-score), presented in [3]. These
values were calculated by applying each of the rules of the system separately.
This method selects Cx which WCx with the higher weight.

5 Experiments

In our experiments, we evaluate and compare the proposed method with the
baseline. To evaluate that, we use six known evaluation metrics described in [3].
In Table 1, we can see the results of each clustering method (including our five
variations). According to the results, our five proposed methods have presented
better precision, except for CEAFe. However, for this case all methods have
presented better recalls. Analyzing specifically the CoNLL metric, we can see
that all clustering criteria outperformed the baseline. In special, “Chain” weight
has presented a better result, outperforming the baseline in 2.6%.

The experiment of Table 1 was performed using the Summ-it++, due to its
annotation quality. However, we perform experiments involving Summ-it++ and
Corref-PT, in order to compare the impact of our method together with the use
of semantic relations may have. We highlight that Corref-PT has 8 times as
many semantic relations between its mentions than Summ-it++.

In Table 2 we include an analysis considering the inclusion of rules dealing
with semantic relations. It is possible to see that our proposed model outperforms
the baseline when we consider semantic relations. Basically, our proposed model



Mention Clustering to Improve Portuguese Semantic Coreference Resolution 261

Table 1. Clustering methods evaluation

Method Criteria MUC B3 CEAFm CEAFe BLANC CONLL

P R F P R F P R F P R F P R F F

Baseline - 40.6 55.0 46.7 35.9 52.4 42.6 43.0 54.3 48.0 47.1 50.2 48.6 60.4 54.9 54.1 46.0

Our Closest chain 42.3 48.0 45.0 42.5 46.6 44.4 46.1 55.0 50.2 43.1 56.7 49.0 67.7 53.9 51.3 46.1

Chain 45.1 52.1 48.3 43.8 49.5 46.5 48.0 57.0 52.1 45.7 57.4 50.9 68.2 54.7 53.0 48.6

Mention 44.3 51.1 47.5 42.7 48.6 45.5 47.6 56.0 51.5 45.3 55.7 50.0 66.7 54.5 52.7 47.7

Chain + Mention 45.0 52.0 48.2 43.6 49.3 46.3 48.0 56.8 52.0 45.7 56.9 50.7 68.0 54.7 53.0 48.4

F-Score wgt 45.0 52.0 48.2 43.9 49.5 46.5 52.3 57.3 52.3 45.3 57.8 50.8 68.6 54.6 52.8 48.5

Table 2. Comparative analysis among our proposed method and baseline, using two
corpora (Summ-it++ and Corref-PT)

Corpus Method Semantics MUC B3 CEAFm CEAFe BLANC CoNLL

P A F P A F P A F P A F P A F F

Summ-it++ Baseline X 56.8 49.7 53.0 55.3 46.3 50.4 58.1 54.1 56.0 53.4 56.2 54.8 73.2 57.5 58.6 52.7
√

40.6 55.0 46.7 35.9 52.4 42.6 43.0 54.3 48.0 47.1 50.2 48.6 60.4 54.9 54.1 46.0

Chain X 58.8 44.4 50.6 59.3 41.7 49.0 60.5 50.6 55.1 53.7 54.2 54.0 76.7 58.6 60.3 51.2
√

45.1 52.1 48.3 43.8 49.5 46.5 48.0 57.0 52.1 45.7 57.4 50.9 68.2 54.7 53.0 48.6

Corref-PT Baseline X 55.4 49.5 52.3 49.3 42.4 45.6 52.2 48.7 50.4 46.9 48.8 47.8 65.4 54.2 51.9 48.6
√

44.2 52.2 47.9 35.8 45.8 40.2 41.5 46.5 43.9 46.1 43.9 44.9 59.3 55.2 54.0 44.3

Chain X 64.2 47.8 54.8 61.2 40.5 48.7 59.9 49.0 53.9 50.2 51.0 50.6 79.8 56.1 55.5 51.4
√

54.9 50.2 52.5 51.8 43.6 47.3 52.9 51.6 52.3 46.2 52.8 49.3 73.3 53.8 50.2 49.7

outperforms the baseline method in 2.6% for CoNLL metric with Summ-it++
corpus evaluation, and 5.4% for Corref-PT corpus evaluation. If we compare the
precision of MUC metric for Corref-PT, our proposed clustering method out-
performs the baseline method in 10.7%; when we do not include semantics, our
clustering method outperforms the baseline model in 8.8%. This improvement
is discussed in Sect. 6.

6 Comparative Analysis

Here we present a comparative analysis of the behavior of the baseline and our
proposed method. Example (c) shows a text fragment, where noun phrases are
highlighted.

(c) “. . . appropriate biotechnoloy to the growth of [the country1]. Guerra has
cited the micropropagation of vegetables (production of seeds in laboratory,
made to avoid diseases and select [healthy vegetables2]) as an example of low-
cost biotechnology. With that, the production of strawberries in [the south3]
of [the country4] has increased from 3.2 kg to 60 kg per hectare. For the
agronomist, [Brazil5] must seek the development of transgenics that try to
improve the conditions of local agriculture, such as the cultivation of [plants6]
with the capability of capture certain elements on [the land7]. The presi-
dent of [Embrapa8] ([Brazilian Agricultural Research Corporation9]), Alberto
Portugal, pointed out that [the company10] seeks solutions to the problems
of national agriculture. . .”
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In this text fragment we observed two specific coreference chains:

Gold chains

C1 [the country1], [the country4], [Brazil5]
C2 [Embrapa8], [Brazilian Agricultural Research Corporation9], [the com-

pany10]

Baseline method chains

C1 [the country1], [healthy vegetables2], [the south3], [the country4], [Brazil5],
[plants6], [the land7], [Embrapa8], [Brazilian Agricultural Research Corpo-
ration9], [the company10]

C2 has no elements

Our method chains

C1 [the country1], [the country4], [the land7]
C2 [Embrapa8], [Brazilian Agricultural Research Corporation9], [the com-

pany10]

Analyzing results of the baseline, we can see that C2 was not recognized
because there is at least one rule satisfied, which links these two chains. As
example of that, in our database [7] there are triples indicating the following
relations: [land, country, synonymy], [plant, vegetable, synonymy], [plant, com-
pany, hyponymy]. Note also that there is an ambiguity problem here and the
baseline method does not consider the context like our proposed method. Seman-
tic relations like these may introduce many spurious links. This example shows
the importance of considering the discourse representation. It is possible to note
that our method loses the noun phrase [Brazil5] and links the noun [the land7]
using two synonymy connections.

7 Conclusion

In this paper we evaluate mention clustering alternatives for the coreference
resolution task. We have shown that by considering discourse structure repre-
sentation we improve significantly the coreference resolution task, and we argue
that this is specially relevant when considering semantic relations for the links
generation. As future work, we intend to test the impact of our method for other
languages, and to compare it directly with other solutions to the coreference task,
including machine-learning approaches.

Acknowledgments. The authors acknowledge the financial support of CNPq,
CAPES and Fapergs.
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Abstract. Code-Mixing is the mixing of two or more languages or lan-
guage varieties in speech. Apart from the inherent linguistic complexity,
the analysis of code-mixed content poses complex challenges owing to
the presence of spelling variations and non-adherence to a formal gram-
mar. However, for any downstream Natural Language Processing task,
tools that are able to process and analyze code-mixed social media data
are required. Currently there is a lack of publicly available resources for
code-mixed Konkani-English social media data, while the amount of such
text is increasing everyday. The lack of a standard dataset to evaluate
these systems makes it difficult to make any meaningful comparisons of
their relative accuracies.

In this paper, we describe the methodology for the creation of a nor-
malisation dataset for Konkani-English Code-Mixed Social Media Text
(CMST). We believe that this dataset will prove useful not only for the
evaluation and training of normalisation systems but also help in the
linguistic analysis of the process of normalisation Indian languages from
native scripts to Roman. Normalisation refers to the process of writing
the text of one language using the script of another language whereby
the sound of the text is preserved as far as possible [3].

Keywords: Code-mixing · Social media text · Normalisation
Natural Language Processing

1 Introduction

Multilingual speakers tend to exhibit code-mixing and code-switching in their
use of language on social media platforms. Code-Mixing is the embedding of
linguistic units such as phrases, words or morphemes of one language into an
utterance of another language whereas code-switching refers to the co-occurrence
of speech extracts belonging to two different grammatical systems [2]. Here we
use code-mixing to refer to both the scenarios. Konkani-English bilingual speak-
ers produce huge amounts of CMST. [12] noted that the complexity in analyzing
c© Springer International Publishing AG, part of Springer Nature 2018
M. Silberztein et al. (Eds.): NLDB 2018, LNCS 10859, pp. 264–271, 2018.
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CMST stems from non-adherence to a formal grammar, spelling variations, lack
of annotated data and inherent conversational nature of the text. Therefore,
there is a need to create datasets and Natural Language Processing (NLP) tools
for Code-Mixed social media text as traditional tools are ill-equipped for it. Tak-
ing a step in this direction, we describe the Normalisation task built during this
study.

2 Related Work

Code-mixing being a relatively newer phenomena has gained attention of
researchers only in the past two decades. Word normalisation of code-mixed
data has been extensively studied, but there is little work done on the Konkani-
English, Hindi-English language pair. One of the earliest works on code-Mixing
for facebook data was done by [5] and showed that Facebook users tend to mainly
use inter-sentential switching over intra-sentential, and report that 45% of the
switching was instigated by real lexical needs, 40% was used for talking about
a particular topic, and 5% for content clarification. Owing to massive growth of
SMS and social media content, text normalisation systems have gained attention
where the focus is on conversion of these tokens into standard dictionary words.
The first Chinese monolingual chat corpus was released by [13]. They also intro-
duced a word normalisation model, which was a hybrid of the Source Channel
Model and phonetic mapping model.

A commonly accepted research methodology is treating normalisation as a
noisy channel problem. [15] explain a supervised noisy channel framework using
HMMs for SMS normalisation. This work was then extended by [16] to create
an unsupervised noisy channel approach using probabilistic models for common
abbreviation types and choosing the English word with the highest probability
after combining the models. [17] adopted the noisy-channel framework for nor-
malisation of microtext and proved that it is an effective method for performing
normalisation. For Hindi normalisation, they used the system built by [18] but
they did not normalise English text as they used the [19] Twitter POS Tagger in
the next step, which does not require normalised data. [11] worked on a complete
pipeline for shallow parsing. They performed tokenisation, language identifica-
tion, normalisation, POS tagging and finally, shallow parsing for code-mixed
Hindi-English social media text.

3 Data Preparation

In order to create the dataset, 20 multilingual speakers who were fluent in
Konkani and English were selected. They were divided into 5 Watsapp chat
groups and asked to converse on topics related to daily life. Due to the usage
of Watsapp as the underlying crowd sourcing engine, the data generated was
highly conversational and had reasonable amount of social-media lingo. From
their interactions, 7000 code-mixed sentences were selected. The names of the
participants are anonymised. In addition to these dataset we had used dataset
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prepared by [1]. These works discuss the dataset preparation and dataset statis-
tics of code-mixing of Konkani-English as well as its linguistic nature. For the
normalisation task of Konkani-English language we extracted the code-mixed
corpus which was discussed in [1] as well as dataset created by 20 multilingual
speakers on watsapp chat.

3.1 Data Statistics

The size of the original data was 12088 code-mixed sentences (7000 code mixed
sentences of watsapp chat and 5088 code-mixed sentences used by [1]). Total of
1,18,118 tokens contains in 12088 code mixed sentences. Of these tokens, 74,118
(62.74%) are Konkani words which are in Roman script, 27,764 (23.50%) are
English words. 16,236 (13.74%) are acronym, slag words, hindi words etc. which
are marked as ‘Rest’.

3.2 Dataset Annotation Guidelines

The creation of this linguistic resource involved Language identification, Normal-
isation layer. In the following paragraphs, we describe the annotation guidelines
for these tasks in detail. Manual Annotation was done on the following layer:

1. Language Identification
Similar to [6], we will be treating language identification as a three class (‘kn’,
‘en’, ‘rest’) classification problem. Every word was given a tag out of three - en,
kn and rest to mark its language. Words that a bilingual speaker could identify
as belonging to either Konkani or English were marked as ‘kn’ or ‘en’, respec-
tively. The label ‘rest’ was given to symbols, emoticons, punctuation, named
entities, acronyms, foreign words. The label ‘rest’ was created in order to accom-
modate words that did not strictly belong to any language, described below:

1 Symbols, emoticons and punctuation
2 Named Entities: Named Entities are language independent in most

cases. For instance, ‘Jack’ would be represented by equivalent characters
in Konkani and English.

3 Acronyms: This includes SMS acronyms such as ‘LOL’, and established
contractions such as ‘USA’. Acronyms are very interesting linguistic units,
and play an important role in social media text. They represent not just
entities but also phrases and reactions. We wanted to keep their analysis
separate from the rest of the language; and hence they were categorised
as ‘rest’ in our dataset.

4 Foreign Words: A word borrowed from a language except Konkani and
English has been treated as ‘rest’ as well. This does not include commonly
borrowed Hindi words in Konkani; they are treated as a part of Konkani
language.

5 Sub-lexical code-mixing: Any word with word-level code-mixing has
been classified as ‘rest’, since it represents a more complex morphology.
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2. Normalisation
Words with language tag ‘kn’ in Roman script were labeled with their
standard form in the native script of Konkani Devanagari, i.e. a back-
transliteration will be perform. Words with language tag ‘en’ were labeled
with their standard spelling. Words with language tag ‘rest’ were kept as
they are.
Following are some case-specific guidelines.

1 In case a token consists of two words (due to an error in typing the
space), the tokens are separated and written in their original script. For
instance, ‘whatis’ would be normalised to ‘what is’, with the language ID
as English.

2 In cases where multiple spellings of a word are considered acceptable, we
have allowed both spelling variations to exist as the standard spellings.
For instance, in ‘color’ and ‘colour’, ‘dialogue’ and ‘dialog’, both spellings
are valid.

3 Contractions such as ‘don’t’ and ‘who’s’ have been left undisturbed. The
dataset thus contains both variations - ‘don’t’ and ‘do not’, depending on
the original chat text.

4 Konkani has evolved through the past decades, and often we see variations
in spelling of a single word. We observed the variation patterns and choose
the standard spellings.

4 Experiments and Results

In this section, we explain the base system used for the Normalisation system
with new dataset discussed in Sect. 3, along with improvements that increased
the accuracy of our system. Here, we repeated the experiments performed by [1]
and re-created part of their system, which will be referred to as our base system.
The original system first tokenizes an utterance into words. Then, a language
identification module classifies each word as Konkani, English or Rest. Based on
the language assigned, the Normalisation module runs the Konkani or English
normalisers.

1. Base System Approaches:-
In the base system, the authors have used the frequencies of the ILCI1 cor-
pus to create a Konkani dictionary. users were given some data files of ILCI
corpus and were asked to transcribe these sentences in Roman script. This
process was adopted instead of look and type interface, to avoid the influ-
ence of the native spelling of the word that the visual presence of the original
word might have on the transliteration. This ensured that the users used
the transliteration scheme that came to them most naturally. The purpose of
this dictionary is to create a large mapping of normalised-unnormalised pairs,
enabling a Phrase Based Machine Translation System to learn the transfor-
mations required for normalisation. On observing the low-frequency words in

1 Indian Language Corpora Initiative corpus.
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the dictionary, we found a lot of misspelled words, and words from other lan-
guages merely transliterated in Konkani. These were pruned to create a more
accurate Konkani dictionary, totaling to 1,25,000 words. The base system uses
following approaches
(a) Konkani Transliterator and Normalizer (Normalizer)

We use CMU Part of Speech tagger2 on English words which reported an
accuracy of 65.39%, it normalizes English words as a primary step. We
used Python-Irtrans3 developed by IIIT-Hyderabad for transliteration of
Konkani words from Roman to Devanagari. We ran the konkani words
on transliteration system in order to normalize it. This tool is used to
convert roman into Konkani script i.e. Python-Irtrans which reported an
accuracy of 60.09%.

(b) Noisy Channel Framework
For transliterating the detected Romanized Konkani words and for noisy
English words, we built A Two Layer Normalizer was built for both
Konkani and English. The message is processed using the following tech-
niques described in following sections.
1. Compression: In Social Media platform, while chatting, users most
of the time express their emotions/mood by stressing over a few charac-
ters in the word. For example, usage of words are thanksss, sryy, gooooood
which corresponds the person being obliged, needy, apologetic, emotional,
amazed, etc. As we know, it is unlikely for an English word to contain the
same character consecutively for three or more times hence, we compress
all the repeated windows of character length greater than two, to two
characters. Each window now contains two characters of the same alpha-
bet in cases of repetition. Let n be the number of windows, obtained from
the previous step. Since average length of English word [20] is approxi-
mately 4.9, we apply brute force search over 2n possibilities to select a
valid dictionary word. If none of the combinations form a valid English
word, the compressed form is used for normalization.
Table 1 contains sanitized sample output from our compression module
for further processing.

Table 1. Sample output of compression module

Input Sentence Output Sentence

I am so gooood! tuuu kaashe asa... I am so good! tu kashe asa...

2. Normalizer: Text Message Normalization is the process of trans-
lating ad-hoc abbreviations, typographical errors, phonetic substitution
and ungrammatical structures used in text messaging (SMS and Chat-
ting) to plain English. Use of such language (often referred as Chatting
Language) induces noise which poses additional processing challenges.

2 http://www.cs.cmu.edu/ark/.
3 https://github.com/irshadbhat/indic-trans.

http://www.cs.cmu.edu/ark/
https://github.com/irshadbhat/indic-trans
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While dictionary lookup based methods4 are popular for Normalization,
they can not make use of context and domain knowledge. For example,
yr can have multiple translations like year, your.
We tackle this by building our normalization system based on the Phrase
Based Machine Translation System (PB-SMT), that learns normalization
patterns from a large number of training examples. We use Moses [8], a
statistical machine translation system that allows training of translation
models. PB-SMT is a machine translation model; therefore, we adapted
the PB-SMT model to the transliteration task by translating charac-
ters rather than words as in character-level translation. For character
alignment, we used GIZA++ implementation of the IBM word alignment
model. To suit the PB-SMT model to the transliteration task, we do not
use the phrase reordering model. The target language model is built on the
target side of the parallel data with Kneser-Ney [10] smoothing using the
IRSTLM tool [9]. In a bid to simulate syllable level transliteration we also
built a Normalization model by breaking the English and Konkani words
to chunks of consecutive characters and trained the transliteration system
on this chunked data. Training process requires a Language Model of the
target language and a parallel corpora containing aligned un-normalized
and normalized word pairs. For English and Konkani word Normalization,
our language model consists of 50,156 English unnormalized and normal-
ized words taken from the web, 25195 Konkani words taken from Indian
Language Corpora Initiative (ILCI) Corpus and manually transliterated.
Following are Parallel corpora was used:-
i. Lexical normalization dataset released by [7] which consists of 41,118

pair of un-normalized and normalized words/phrases.
ii. Dictionary of Internet slang words was extracted from http://www.

noslang.com.
iii. We developed wordlists for English-Konkani language pairs using

(ILCI) corpus. The wordlists contained few overlapping words.
The accuracy for the Konkani Normalizer using noisy channel framework was
78.21%, and for the English Normalizer was 74.81%.

2. Normalization Noisy Channel Framework
To fix this, a normalization module that performs language-specific trans-
formations, yielding the correct spelling for a given word was built. Two
language specific normalizers, one for Konkani and other for English/Rest,
had two sub-normalizers each, as described below. Both sub-normalizers gen-
erated normalized candidates which were then ranked, as explained later in
this subsection.
(a) Noisy Channel Model

A generative model was trained to produce noisy (unnormalized) tokens
from a given normalized word. Using the models confidence score and the
probability of the normalized word in the background corpus, n-best nor-
malizations were chosen. First, we obtained character alignments between

4 http://www.lingo2word.com.

http://www.noslang.com
http://www.noslang.com
http://www.lingo2word.com


270 A. Phadte

noisy Konkani words in Roman script (Kr) to normalized Konkani words-
format(Kw) using GIZA++ on developed wordlists for English-Konkani
language pairs using (ILCI) corpus of konkani word pairs of the form
(kw-kr) [14].

Kw = argmaxKwip(Kwi|Kr)

Kw = argmaxKwip(Kwi|Kr)

where p(Kwi) is the probability of word Kwi in the background corpus.
Next, a CRF classifier was trained over these alignments, enabling it to
convert a character sequence from Roman to Devanagari using learnt
letter transformations. Using this model, noisy Kr words were created
for Kw words obtained from a Brahmi-Net dataset [4]. Finally, using
the formula below, we computed the most probable Kw for a given Kr.
A similar approach was used for English text normalization, using the
English normalization pairs from [7] for the noisy channel framework,
and Aspell5 as the spell-checker. Words with language tag ‘rest’ were left
unprocessed. The accuracy for the Konkani Normalizer was 81.25%, and
for the English Normalizer was 79.98.

5 Conclusion and Future Work

In this paper, we have focused on the process of creating and annotating a much
needed dataset for code-mixed Konkani-English sentences in the social media
context. We have used an existing language identification system, and improved
a normalisation system. We are actively working on enhancing the normalisation
module by taking the context of words into account. In the future we would also
like to evaluate how adding more language classes, particularly for named entities
and acronyms influences the overall accuracy of our system. We intend to use this
dataset to build tools for code-mixed data like POS taggers, morph-analysers,
chunkers and parsers.
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Abstract. Event extraction is a common task for different applications
such as text summarization and information retrieval. We propose, in
this work, a TF-IDF based approach for extracting keywords from Arabic
news articles’ titles. These keywords will serve to extract the main events
for each month using a Part-of-Speech (POS) co-occurrence based app-
roach. The precision values are computed by corresponding the extracted
events with another news website. Results show that the approach per-
formance depends on categories and performs well for domain specific
ones such as economy.

Keywords: Event extraction · Arabic language · Terms weighting
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1 Introduction

Event extraction is the task of automatically extracting information about events
from unstructured and/or semi-structured machine-readable documents. This
problem is often resolved by using Natural Language Processing (NLP) tech-
niques. Previous researches on event extraction have focused on the extraction
from news texts, blogs and tweets in English. However, the research for event
extraction from Arabic texts is limited.

The Arabic language is known as a difficult language for NLP tasks. Indeed,
Arabic includes sophisticated grammar rules and grammatical irregularities [1–3].
So, a simple Arabic word can present morphological, syntactical or semantic ambi-
guity and can be interpreted with different meanings. We take as example the word
“ ” which has two meanings (respectively (he went) and (gold)) depending on
the diacritic marks [4].We mention also the problemof agglutination for the Arabic
language. We present an example of the agglutinated Arabic word: “ ” (desti-
nation) and “ ” (and a side) [5].

c© Springer International Publishing AG, part of Springer Nature 2018
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This paper is organized as follows: We present in Sect. 2 some related work.
Then, Sect. 3 details our proposed event extraction approach based on keywords
selection. The experimentation and data analysis are presented in Sect. 4. Finally,
we summarize our work and present the future work.

2 Related Work

Three main approaches of event extraction are identified in the literature [6].
First, we distinguish data-driven approaches which aim to convert data to knowl-
edge through the usage of statistics, machine learning, linear algebra, etc. Sec-
ond, we distinguish expert knowledge-driven methods which extract knowledge
through representation and exploitation of expert knowledge, usually by means
of pattern-based approaches. Finally, the hybrid event extraction approaches
combine knowledge and data-driven methods.

In the work of Naughton et al. [7], authors extracted events from 219 news
texts about the Iraq war that are present in 46 different sources. The collection
is manually annotated by attributing two different labels for relevant and non-
relevant events. Besides, the event sentences are clustered by two distance metrics
methods. The first method is about the regularities in the sequential structure of
events in a document. The second distance metric uses the weighting TF-IDF-
like to attribute frequency to each word.

Zhou et al. [8] extracted events from tweets using an unsupervised frame-
work. The process of extraction consists of filtering, extraction and categoriza-
tion. They filtered the tweets by keeping only event-related ones. Zhou et al. used
an unsupervised Bayesian model to extract event-related keywords. They evalu-
ated over 60 millions tweets published in December 2010. The event extraction’s
precision achieved 70.49%. The extracted events are also categorized, according
to their type of labels, into coherence groups.

AL-Smadi and Qawasmeh [9] extracted event trigger, event time and event
type information from Arabic Tweets. They presented a knowledge-based app-
roach to extract the events and evaluated the approach on 1 000 Arabic tweets
about different type of events. The proposed approach uses an unsupervised rule-
based technique and disambiguates the event-related named entities. The event
type identification has the high accuracy with a value of 97.7%, then the event
time extraction accuracy with 87.5% and finally the event trigger extraction
accuracy with 75.9%.

In general, data-driven methods require many data and little domain knowl-
edge and expertise. Despite the little data required in knowledge-based event
extraction approaches, domain knowledge and expertise is needed [6].

3 The Proposed Events Extraction Process

We used an Arabic news texts corpus, for the event extraction task. We consider
that an increased use of specific words could be related to a specific event. In
general, the main news texts contain heterogeneous sentences that may or not be
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related to the event. Meanwhile, the titles are represented by only one sentence
that describes the article new. So we choose to extract the keywords presented by
the most repeated words from titles. Afterward, we extract co-occurring named
entities with previous filtered keywords as presented in Fig. 1.

Extracting titles for each 
category and classifying 

them by monthArabic News 
Text Corpus

Arabic POS Tagging 
+ Stemming

Morphological Analysis1

Terms weighting 
using TF-IDF TF-IDF ranking

Keywords Extraction2

Explore co-occurring named tags 
in relation with keywords

Events Extraction3

Stemmed and tagged titles

Extracted N keywords

Extracted
events

Fig. 1. Event extraction process from news texts

3.1 Morphological Analysis

After extracting and classifying titles by month, we use a Part-of-Speech (POS)
tagger to annotate news titles with the suitable grammatical tag for each word. In
order to do this preprocessing task, we used the Arabic POS tagger OpenNLP1.
We present in Fig. 2 an example of tokenized and tagged title with OpenNLP
tagger.

Fig. 2. Example of POS tagged title with OpenNLP tool

Recognized as an important preprocessing task, word stemming serves to
remove the prefixes and suffixes from a word in order to get the same stem
for different grammatically related words [11]. We take as example the words

“ ” (institutions) and “ ” (institution) that return the same stem
1 http://www.arabicnlp.pro/.

http://www.arabicnlp.pro/
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“ ” (founder). Different stemmers are available for the Arabic language
in the literature [11]. We chose the Light Stemmer [12] which is a simple and
freely available tool that removes prefixes and/or suffixes without dealing with
infixes, patterns or irregular plurals. So, it removes the affixes without any prior
knowledge in linguistic rules.

3.2 Keywords Extraction

Depending on the nature of the used corpus, the events are often described by
named entities. Thus, we kept only the words having nouns relative POS tags
from the tagged and stemmed titles. We consider the following set of the tags
that refer to nouns in the OpenNLP POS tagger: N for a noun, NE for a named
entity, NM for a number, PER for a person, ORG for an organization and LOC
for a location.

Afterwards, we calculate the TF-IDF score for the extracted nouns [13]. The
TF-IDF measure is often used as a weighting factor and for stop-words filtering
in information retrieval and text mining fields. In order to identify the most
important keywords for each month, we adapted the TF-IDF measure for a
given title as follows:

TF ∗ IDF (ti,mj) = ntfi × log(
n

ni
) (1)

where:

– TF ∗ IDF (ti,mj) is the weight of the word ti in the corresponding title for
the month mj;

– ntfi represents the normalized frequency of a word ti in the corresponding
title;

– n is the number of titles in a month;
– ni is the number of titles in which the word ti occurs at least once.

Therefore, the nouns are sorted according to their computed TF-IDF weights
for each month. We take the top N nouns as keywords related to events. Then,
we keep only titles that contain one of these keywords in the event extraction
process.

3.3 POS Co-occurrence Based Event Extraction

The main idea of using co-occurrence is to consider that two words are corre-
lated word pairs if they co-occur in the same document or in the same sentence.
Starting from this statement, we consider that co-occurring nouns may be seman-
tically related in the case of event extraction process. So, we use the following
rules to define the word co-occurrence: To extract the events from the titles, we
seek the keyword in a title. Then we search for co-occurring nouns, based on
POS tags, from the right and the left of the corresponding keyword. We present
in Fig. 3 an example explaining the event extraction process.
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4 Experimentation and Data Analysis

4.1 Test Collection

We use the ANT Corpus v1.12, containing news articles from January to June
2017 and classified by domain [10]. ANT Corpus texts are collected from the
Tunisian web radio site Jawhara FM. Since the number of articles existing in
some categories is small, we choose only 6 categories from all the 9 categories for
the event extraction task. The total number of documents in these categories is
9 479 articles.

Fig. 3. Event extraction based on window co-occurring named tags

4.2 Extracting Keywords

When using the global keyword extraction process all over the 6 months, we
notice that some important keywords can be omitted. In fact, using a wide
time range when extracting keywords penalizes some important events that are
specific to a limited period.

Table 1 presents some examples of keywords that are ranked over the 20th
position when using a 6 months time range. Meanwhile, the same keywords are
among the top five TF-IDF ranked terms for some months.

In order to select the most important keywords, we define a threshold to
choose N nouns for each month according to their TF-IDF values. The number
of extracted terms (NET ) is defined as follows:

NET (ci,mj) = ntij − mtij (2)

where:

– ntij represents the number of all extracted terms for the category ci in the
month mj ;

– mtij represents the number of extracted terms that appear in less than five
titles in the category ci and month mj .

2 https://antcorpus.github.io/.

https://antcorpus.github.io/
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Table 1. Comparison examples of extracted keywords ranks through semester vs
monthly time window

Term Category TF-IDF rank for 6 months TF-IDF rank for
a specific month

“ ” (Macron) InternationalNews 23 1st on May

“ ” (terrorism) LocalNews 14 4th on January

“ ” (corruption) LocalNews 22 4th on May

We compute the mean threshold for the number of keyword, that will be con-
sidered in the event extraction process, by applying normalization factor, as
follows:

MeanThreshold =
∑

i∈categories

∑

j∈months

NET (ci,mj)/(nC∗nM) (3)

where:

– nC is the number of categories;
– nM is the number of months.

Meanwhile TF-IDF is a statistical measure, using it in the keyword extraction
process have semantic and temporal relevance. As examples, on May which was
the presidential election period in France, the extracted term from internation-
alNews “ ” (Macron) has the highest value of TF-IDF. The term “ ”
(Trump) also has the best TF-IDF value on January. Besides, for the economical

news in Tunisia, we notice the appearance of the term “ ” (Dinar: Tunisian
currency) with the highest TF-IDF value on April because of its value drop.

4.3 Experimental Results

Since the used corpus has no relevance judgment information for the event
extraction task, we search the extracted events on another Tunisian news web-
site. So, we consider a relevant event if there is a publication about it on the
Mosäıque FM3 news radio in the same month.

We applied two different scenarios for computing the precision value as pre-
sented in Table 2. On the one hand, we consider all extracted events for preci-
sion computation. On the other hand, we calculate the precision for events that
appear in at least two titles and we neglect named entities that appear in one
title only.

Results show that the extracted events from the source website should be
filtered by considering only the set of titles appearing at least 2 times per month.
The Fig. 4 presents the detailed precision values for each month.

3 https://www.mosaiquefm.net/.

https://www.mosaiquefm.net/
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Table 2. Precision values and number of extracted events per category for all events
and for events appearing in at least 2 titles

Category Number of extracted events Precision

All events Events in 2 titles
or more

All events Events in 2 titles
or more

Economy 229 18 0.372 0.976

InternationalNews 532 107 0.257 0.843

LocalNews 1439 196 0.245 0.683

Politic 337 38 0.409 0.871

Society 696 73 0.146 0.690

Sport 1237 188 0.165 0.483

0
0,2
0,4
0,6
0,8

1

January February March April May June

economy internationalNews localNews politic society sport

Fig. 4. Events’ extraction precision for each month

By focusing on these results, the economy category has the highest precision
value since it has a fixed jargon. The reduced number of events in this category,
as presented in Table 2, can have a positive impact on the precision value. The
same reason can explain the high precision values for the politic category. The
sport category has the lowest precision value. This low value could be explained
by the semantic richness of this category. Table 3 presents some examples of
the same events, in sport category, that were not written the same way in the
referred news website for relevance judgment. In the first presented example,

“ ” (Malik Al Jaziri) is a Tunisian tennis player. So adding or remov-
ing the word “ ” (tennis) does not really have an impact on the context of
the corresponding event. In the second example, “ ” (matches) is seman-

tically the same as “ ”. The last example represents the same number
written in letters in the extracted event but in numbers in Mosäıque FM article.
Thus, in order to enhance the performance of the proposed approach, a semantic
reformulation task should be integrated with the events extraction process.
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Table 3. Examples of same events written differently

5 Conclusion and Future Work

We presented in this paper a statistical approach for event extraction task. We
calculated the terms weighting for each noun in the news article’s title using the
TF-IDF measure. Then, we extracted the keywords by considering a computed
threshold value. For each extracted keyword, we defined the corresponding event
using a POS co-occurrence rule. In order to experiment the proposed approach,
we matched the extracted events to another news website source. Results show
that the proposed approach performs well by considering events that appear in
two titles at least. The results depend also on categories and perform well for
domain specific ones such as economy. As a perspective for the current work, we
propose to combine knowledge based resources such as semantic networks and
ontologies in the event extraction process. Titles reformulation would help also
to identify semantic related events through machine learning algorithms.
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Abstract. The article considers developing an effective flexible model
for describing syntactic structures of natural language. The model of an
augmented transition network in the automaton form is chosen as a basis.
This automaton performs the sentence analysis algorithm using forward
error detection and backward error correction passes. The automaton
finds an optimal variant of error corrections using a technique similar
to the Viterbi decoding algorithm for error correction convolution codes.
As a result, an effective tool for natural language parsing is developed.
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1 Introduction

Automatic syntactic analysis and grammaticality judgement on the sentence
structure in furtherance of grammatical error correction is a vital task of Natural
Language Processing. Moreover, it is a trending IT topic, and hence the software
market of Grammatical Error Correction (GEC) services is growing rapidly.

The sentence syntactic structure validation consists of analyzing an input
sequence of words of a given sentence and matching it to a grammatical sentence
model. Complete models for a given language are generated by specific rules.
Traditionally, those are described by generative grammars. In case the sentence
structure is incorrect, an error correction algorithm is applied. It is able to modify
grammatical features of a word, its part of speech or word order, etc.

A processor that checks the grammaticality of a sentence can be implemented
as a standard syntactic top-down or bottom-up parser. If the parse tree is built
successfully then correctness of the sentence is approved. This sort of a parser
is entirely sufficient to verify the correctness of the sentence structure. However,
the search for specific errors and their correction requires implementation of a
special technique. A development of an original efficient systematic method for
these purposes based on ideas from the transmission error correcting codes is
the subject of the presented article.
c© Springer International Publishing AG, part of Springer Nature 2018
M. Silberztein et al. (Eds.): NLDB 2018, LNCS 10859, pp. 281–289, 2018.
https://doi.org/10.1007/978-3-319-91947-8_28
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2 Related Work

In early works pattern matching was proposed for implementing error correction
systems for different purposes [1,2]. String editing and pattern matching guided
by a set of rules were later proposed [3]. The rule-based approach has inherent
clarity, it can be augmented both by pattern matching and grammar rules. Man-
made grammar rules [4–6] were considered as more efficient in comparison to
complex models [1] especially when one has to consider errors that cannot be
covered with the dictionary approach. Taking into account the way language
evolves, it seems to be impossible to create a single fixed set of rules whatever
elaborated it may be. Moreover, the ways a human-being makes mistakes are
also evolved, making it impossible to cover all errors with a finite number of
rules. As for the subset of rules to cover the most of errors, there is no efficient
way to select a good subset without adapting it to certain conditions.

For the aforementioned reasons, for error correction systems the machine
learning approach was proposed. Several systems applied convolutional neural
networks (CNNs) for grammatical error detection and correction [7]. These works
were followed by attempts to combine neural networks with machine translation
(MT) for the purpose of grammar error correction [8]. The neural network (NN)
MT-based projects implement the encoder-decoder architecture. The motivation
for NNMT is based on the fact that NN allows for correcting previously unseen
errors by far more efficiently as compared to statistical MT. The main drawback
of NNMT-based systems is the implicit way of data representation that leads
to the impossibility to clarify the algorithm behavior on the base of obtained
results. Thus, there is the need to create a more transparent but not less powerful
and flexible model for building a GEC system.

3 The Main Idea

The issue we are considering has similarities with other tasks of computational
linguistics, for example, with the problem of automatic spell checking. Spell
checkers use a dictionary as a static list of correct words of a particular language
and a correction algorithm. In case some input sequence of characters, i.e. a
token does not match any dictionary word, dynamic programming algorithms
are performed. In order to find the most probable correction for the input word,
they use counting edit distances between the misspelled word and words in the
dictionary. There is an obvious analogy in the description of these problems and,
consequently, in approaches to their solution.

It is worth noting that these two problems require fundamentally different
ways for assigning sets of correct sequences. For a spell checker, the static list
of words of a language (and their forms) is needed, while a grammar checker
requires a dynamic and recursive model which is able to generate the entire
set of all acceptable sequences that correspond to the syntactic rules and prin-
ciples of a given language. Traditionally, rules are defined in the same way in
which they are presented in a generative grammar. Complex and comprehensive
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verification of the sentence correctness requires not only part-of-speech tagging
but also it strongly depends on extracting all possible grammatical features in
order to support matching of word forms, verb times, ect. Sometimes the deci-
sive factor is the presence of concrete lexemes in the sequence of sentence words.
Therefore, there is a need to develop a lexicalized grammar in which, in addition
to the grammar rules coordinating parts of speech, the syntactic compatibility
of particularly important lexemes would be described.

As a result of our research, it was decided to represent, analyze and gen-
erate all admissible sequences of English words using the augmented transition
network proposed by Woods [9]. In a transition from word to word of the ana-
lyzed sentence the automaton changes its states. Thus, its states are a set of
Q positions that correspond to words or parts of speech in different syntactic
constructions. Being in some state qi, the automaton reads a next word and,
depending on its lexical-grammatical value, goes to the next state qj . A tran-
sition function is represented as F : Q × (T ∪ N) → Q, where N is the set of
part of speech tags, and T is the set of words in the language with prescribed
lexical-grammatical characteristics.

If we consider the aforementioned problems in general terms, we can draw
an analogy with the problems of antinoise coding and error correction in com-
munication channels. This allows us to implement the approaches used to solve
such problems in communication area. For example, the Viterbi method is used
to decode convolutional codes [10]. This method allows us finding a sequence
of signals with a minimum metrics, which is a measure of the closeness of this
sequence to a sequence that could be generated by an encoder. The behavior
of an encoder and a decoder can be described using a finite state machine that
generates signals while performing transitions from state to state. Assigning
metrics to transitions of the network, we specified an analogy between automata
used in convolutional codes and the Woods augmented transition network. If the
morpĥılogical characteristics of a word under processing transition correspond
to the parameters of the transition itself, then the metrics is zero, otherwise it
equals to some positive number. In our method, metrics are summarized follow-
ing the run transactions from state to state. Among all states, a subset Qfin of
final states is defined. The automaton comes into a final state with zero metrics
only in the case of processing a grammatically correct sequence representing the
complete syntactic structure of a sentence. If it does not stop in a final state
or stops in a final state, but with a positive metrics, this indicates an error. To
correct errors, we adapt the aforementioned Viterbi method using the ideas of
dynamic programming.

4 Grammatical Automaton: General Structure

A grammatical automaton is a set of states and transitions between them.
A state S is a 2-tuple {N, I}, consisting of the name N of the state and a
set of additional attributes I, which we call an internal state. These attributes
could be changed during transitions and, thus, the internal state can be consid-
ered as a certain cumulative characteristic of the path that was passed from the
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initial state to the current one. Among the attributes of internal states the most
important are:

– A path marker, which is a text string that is formed as a concatenation of
markers that were marked along the path of previous transitions. The purpose
of these markers is examined in more details hereinafter.

– A metrics, which is a number indicating the deviation of the current path
from a standard path corresponding to some correct grammar construction.

– A stack of grammatical features, which is a list of pairs (gender, number)
corresponding to some tokens. For example, the transition to a noun or a
pronoun in direct case pushes their features into the stack.

The automaton is intended to parse sentences. While parsing each token, a
set of transitions is produced, i.e. the next-state function {S,L} → S is defined,
and automaton is non-deterministic. Here by S we denote the set of states of
the automaton, and L denotes the set of tokens of the language. We perceive
a token as a set of grammatical features, and, in special cases, we consider it
as a word itself. When we process the transition between states A and B, the
internal state B is created by default as a copy of the internal state A. However,
the values of its attributes may also be changed by an operation attributed to
the transition. A list of the most common types of such changes and operations
is given as follows.

– A path marker is changed if the transition requires appending a substring to
it. The transition may also contain a command to remove all occurrences of
a substring in the path marker or to completely clear it.

– A metrics is non-decreasing; during transitions, it either increases or does not
change. An increment can either be directly specified in the parameters of a
transition (this is the so-called penalty jump) or calculated automatically
as a measure of discrepancy between the grammatical features of a token and
the parameters of the transition.

– The stack of grammatical features is changing according to the commands
indicated in Table 1. In general, when tokens that are characterized by number
and/or person (for example, pronouns or verbs in the present tense), are
analyzed, their attributes are added to the stack. The analysis of other tokens
does not change the stack.

Additionally, special conditions may be applied for a transition. In case these
conditions are violated, the transition will be blocked. Most common conditions
are the equality of a pair of token grammatical features and a pair of values
from the top of the grammatical feature stack and also the presence or absence
of certain substrings in the path marker.

These conditions ensure the implementation of rules that determine the rela-
tionship between grammatical features of tokens in different parts of a sentence.
The conditions of the first type ensure the agreement of the noun or pronoun
form with the form of a verb in the present tense (number, as well as the person
for the “pronoun plus be” construction), and the agreement of the noun number



English Text Parsing by Means of Error Correcting Automaton 285

with the determiner (for example, the rule prohibiting the use of the article “a”
with plural nouns). Conditions of the second type ensure the implementation of
more complex rules, such as “if in the independent clause of a complex sentence
the verb is in the past, it should be in the past in the dependent clause also”.

In order to simplify the representation of the grammatical finite-state
machine, empty transitions are also used; they do not imply the analysis of
any tokens. For example, if after states A and B, the sets of subsequent accept-
able grammatical constructions are the same, one can create an empty transition
from state A to state B, instead of duplicating the set of transitions. In fact,
internal states are also means for simplification of the machine structure.

Penalty Transitions. Penalty transitions attributed with non-zero metrics are
a powerful mechanism for correcting typical errors. Such transitions correspond
to frequent irregular grammatical constructions and may also contain correct
grammar features to correct mistakes.

The error correction algorithm looks for a path from the initial state to
a final one with a minimal metrics in the grammatical machine graph, which
corresponds to the sequence of sentence lexemes. If the grammatical structure of
a sentence cannot be considered as correct, the path with zero metrics will not
be found, however, another path can be found that contains penalty transitions,
and hence this gives information how to correct errors.

In case a wrong token should be replaced by another one, a penalty transition
is created along with the normal one. For example, the common mistake is to
use an adjective instead of the adverb in constructions such as “I run quickly”.
Then, in a machine that recognizes grammatically correct sentences, there will
be a transition that corresponds to the adverb after the verb, along with which
it is necessary to create a transition for the adjective which stands after the
verb. Thus, the incorrect sentence “I run quick” will not match any path with
zero metrics in the graph of the grammatical machine, but will match the path
with the metrics attributed to the penalty transition from the state “after the
verb” to the “adjective” token. If this metrics is small enough, it will be the
minimal possible metrics for this sentence, and the path containing this penalty
transition will include the information that the adjective should be replaced by
the corresponding adverb.

If you need to add a token to correct an error, a penalty transition is created.
For it there is no “parallel” correct transition. If a token needs to be deleted, an
empty penalty transition is created.

A Stack of Grammatical Features. The transition from state A to state
B returns a set of states B1, . . . , BN , in which the external state is the same
and is determined by the grammatical automaton, while the internal states are
generated according to the rules described in Table 1.

As seen, the push operation leads to cloning the state to N others, contain-
ing all possible combinations of number and person. In turn, this leads to the
branching possible ways to analyze the sentence. The push operation is used
for the words that determine the grammar form of other words, e.g. pronoun
“I” determines the form of the verb in the sentence “I have a pen”. And if the
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Table 1. Operations with the stack of grammatical features

Action/Command State A The way the internal states
B1, . . . , BN are formed

Push If the top of the stack
contains an empty state

The top of stack A is replaced by all
possible internal states

Otherwise All possible internal states are pushed
into stack A

New An empty state is pushed into stack A

Reset Stack is cleared except of its bottom

None Creates one state B, in which stack of
A is copied unchanged

grammar form of this “other word” is disagreed with one defined in the branch,
this branch must be cut. The need for such “check for cut” is indicated by the
check mark on the transition. In other words, it means that the grammatical
features from the top of the stack should match the corresponding grammatical
features of some tokens.

Sentence Analysis Algorithm. The sentence analysis consists of two phases,
which, by analogy with the Viterbi algorithm for convolutional codes, can be
called forward and backward passes. During a forward pass, a graph of all pos-
sible transitions corresponding to the sentence with a metrics not exceeding a
certain value is constructed. During the backward pass, the final state with the
minimum metrics and the path to it is determined. The transitions in this path
contain the information about the error correction. The backward pass construc-
tion algorithm is trivial enough, whereas a forward pass can be implemented as
a breadth-first search, or as a series of depth-first searches with a growing met-
rics limit. The advantage of breadth-first search is its ability to find all possible
corrections, however, it takes significantly more time and space.

5 Experiments

There are several well-known special corpora for evaluating GEC systems: The
National University of Singapore Corpus of Learner English (NUCLE)[11], The
Cambridge Learner Corpus (CLC), HOO-2012 [12], and the CoNLL-2013 shared
task ect.

The augmented transition automaton developing is still goes on, and due to
the incompleteness of syntactic structure description in our model, the aforemen-
tioned corpora do not meet the requirements that provide an objective evaluation
of the developed system. The first condition is that only the syntactic structures
already described in our model should be used in the corpus texts. The second
condition is that texts must contain only types of errors supported by the model.
To evaluate the effectiveness of the proposed model for finding and correcting
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grammatical errors there was a need for the construction of a special text corpus
with marked up errors.

The Reuters-21578 News Corps and a collection of articles from English-
language Wikipedia (approximately 8,000 randomly selected articles) were used
as the basis for creating the corpus. The sentences of texts were successively
processed by the developed augmented transition automaton. If the automaton
successfully worked out the sentences and stopped in a final state with zero
sum, such sentences were included into the corpus, otherwise sentences were
rejected. Consequently, we collected statistics on the relative coverage of English
language syntactic structures by the developed automaton. In the case of news
texts Reuters-21578, the automaton showed coverage of 66.4% (66.4% of corpus
sentences were correctly handled by the automaton). In the case of the collection
of English-language Wikipedia articles, the automaton showed a more modest
result - 62.7%. In this way, the corpus of texts without errors was generated.

At the second stage, errors were made in texts using a specially designed
utility. In texts, the program generated the following errors with a uniform dis-
tribution:

1. the lack of words belonging to the certain class in a sentence (by removal);
2. the presence of an extra word (by insertion);
3. incorrect order of words (by permutation or several permutations of adjacent

words);
4. changing the verb form (time, person, number) for violation of the concor-

dance with the form of a noun;
5. changing the form of nouns (number) for violation of the concordance with

the form of a verb;
6. changing the form of nouns for violation of the concordance with the deter-

minant;
7. replacement of the adjective with the adverb and vice versa etc.

In addition, some typical mistakes were made manually, such as the selection
of the adjective form (“good”/“best”/“better”), time inconsistency for verbs in
compound sentences, form inconsistency for homogeneous members in a sen-
tence, the form of a predicate with homogeneous subjects, etc.

As a result, three versions of the corpus with errors were generated: the
corpus of texts with error density - 3 errors for a sequence of 100 words (Corp
A); the corpus of texts with error density - 6 errors for a sequence of 100 words
(Corp B); the corpus of texts with error density - 9 errors for a sequence of 100
words (Corp C).

Simultaneously with the insertion of errors in texts, the program writes data
about them in the format (place of error, type of error) in the special log file.
Next, a group of linguists checked and approved the mistakes made in cases
where the errors of corresponding types were generated correctly. Due to the
developed utility, it was possible to form the representative text corpus in three
versions with different error density.

After that the developed augmented transition automaton handled three cre-
ated corpora. Before processing the created test corpora were partitioned into
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pieces (each of them contains approximately 300 000 words). In the automatic
mode, statistics of error identification and correction were collected. Also, the
most popular system Grammarly was tested on the received corpora. The com-
parative statistics are given in Table 2. The table presents average estimates of
Precision, Recall and F1 that were measured on partitions of the corpora. In
Precision, Recall and F-measure the true positive is considered as a number of
properly identified and corrected errors.

Table 2. Experimental results

Our system Grammarly

Total

number of

mistakes

Corrected

mistakes

Improper

fixes

PrecisionRecall F1-

score

Corrected

mistakes

Improper

fixes

PrecisionRecall F1-

score

Corp A 8904 3461 675 0.84 0.39 0.53 2948 341 0.89 0.33 0.48

Corp B18007 6177 3120 0.66 0.34 0.452 5423 727 0.88 0.30 0.449

Corp C26014 6135 5839 0.51 0.24 0.32 6730 1536 0.81 0.258 0.39

As shown, the developed system overcomes Grammarly in Recall-score and
F1-score when it processes texts with low and middle density of aforementioned
type errors, although it loses in Precision-score. This is expectable due to differ-
ent underlying approaches: we try to find a whole correct sentence in a certain
sense close to a processed one, while Grammarly apparently localizes errors.
Thus, our system is able to identify and to correct more mistakes, however, the
probability of finding some correct sentence which distorts the meaning of the
initial one, is also higher. For texts with high density of mistakes, Precision-score
and Recall-score become lower because of increasing the quantity of variants for
fixing errors. When we deal with texts that contain reasonably acceptable quan-
tity of mistakes the F-score of our system demonstrates a confident advantage
in comparison with the state-of-the-art system Grammarly.

6 Conclusion

The paper describes a new method for parsing natural language texts, and gram-
matical error identification and correction. The model of an augmented transition
network in the automaton form is chosen as a basis. This automaton performs
the sentence analysis algorithm using forward error detection and backward error
correction passes. The automaton finds an optimal variant of error corrections
using a technique similar to the Viterbi decoding algorithm for error correc-
tion convolutional codes. Conducting experiments confirmed high efficiency and
correctness of the developed model.
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Abstract. In this paper, we describe how the CrowdFlower platform
was used to build an annotated corpus for Relation Extraction. The
obtained data provides information on the relations between named enti-
ties in Portuguese texts.
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1 Introduction

The task of extracting relations is usually given as a problem in which sentences
that have already been annotated with entity mentions are additionally anno-
tated with relations between pairs of those mentioned entities. In general, the
performance of this task is measured against gold datasets, such as ACE 2008
RDC1 for English, and HAREM2 for Portuguese. These gold collections were
created through a manual annotation process based on guidelines, which took
extensive time and effort to be developed by experts.

To tackle this problem, Crowdsourcing platforms became an alternative,
broadly used by researchers [11], to build annotated corpus. Amazon Mechan-
ical Turk and Crowdflower are some of the tools that could be used to handle
the annotation task. Those systems are able to publish a task to hundreds of
annotators spread through the globe, in several countries [10], to solve problems
manually. In this work, we describe an annotation task using Crowdsourcing,
which consists of annotating any type of semantic relations between pairs of
Named Entities (NE) in sentences of Portuguese text, based on the proposed
annotation instructions.

This work is organized as follows: In Sect. 2, we present the background. The
task description is detailed in Sect. 3. In Sect. 4, we discuss the results. One of the
contributions of this work is briefly presented in Sect. 5. Finally, Sect. 6 presents
the conclusions and future works.
1 http://projects.ldc.upenn.edu/ace.
2 http://www.linguateca.pt/harem.

c© Springer International Publishing AG, part of Springer Nature 2018
M. Silberztein et al. (Eds.): NLDB 2018, LNCS 10859, pp. 290–297, 2018.
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2 Background

Relation Extraction (RE) is the task of identifying and classifying the semantic
relations between entities from natural language texts, such as placement (Orga-
nization, Place) or affiliation (Person, Organization). It focuses on extracting
structured relations from unstructured sources using different approaches. Thus,
depending on the application and on the resources available, the RE task can be
studied for different settings. Many approaches to RE use supervised machine
learning, but these methods require human-annotated training datasets that may
be unavailable [12].

For Portuguese, there are few annotated data for RE compared to other lan-
guages such as English [1]. One of the obstacles to create high quality annotated
data is the lack of detailed guidelines for executing manual annotation of rela-
tions. Unfortunately, for works in Portuguese, it is not possible to use resources
and databases developed for English. Also, a major difficulty is the availability
of experts to perform the annotation.

One way to address these problems is to apply Crowdsourcing3 annotation
to RE. The basic workflow of Crowdsourcing in all platforms is similar. First,
a requester (a human or computer) creates a task for workers to complete and
posts that task on a platform of its choice. Generally, a requester also specifies
certain characteristics a worker must meet to perform the task. Next, workers
find the task, complete it, and return the results to the requester. If the results
meet a requester’s approval criteria, it compensates the worker.

Many NLP tasks have successfully used Crowdsourcing approaches, such as
Named Entities [9], Relation Extraction [12], Ontology [14], Text Classification,
Sentiment Analysis [13], Topic Detection [8], among others. However, these works
treat languages other than Portuguese. The present work has the challenge of
applying a Crowdsourcing platform to build annotated corpus quickly and effi-
ciently from Portuguese texts, aiming at the extraction of semantic relations
between named entities. There are online platforms that enable crowdsourcing,
such as Amazon’s Mechanical Turk (MTurk)4 and CrowdFlower5.

3 Task Description

In this work, we describe an annotation task of semantic relations between named
entities of Summ-it++ corpus [3], using the CrowdFlower platform. Therefore,
annotation instructions were developed to serve as a guide for annotators, as well
as test questions to evaluate the annotators’ knowledge for the proposed task.
The input data and the construction/design of the job in CrowdFlower platform
are presented below.

3 Crowdsourcing has been defined as the act of taking a job traditionally performed
by a designated agent and outsourcing it to an undefined, generally large group of
people in the form of an open call.

4 http://www.mturk.com/mturk.
5 http://www.crowdflower.com.

http://www.mturk.com/mturk
http://www.crowdflower.com
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3.1 Annotation Instructions

We provided the workers with annotation instructions containing an overview of
the annotation task. In this task, the workers should check whether or not there
is an explicit relation located between named entities of Organization, Person or
Place in a sentence. If it occurs, the workers should identify all the words that
describe the relation.

Table 1 shows the example (1), where a placement relation occurs between
“Marfinite” (Organization) and “Brasil” (Place), identified by the elements “fica
em” (verb + preposition). The relations identified in the sentence are represented
as a triple: (NE1, relation, NE2), in the case of this example we have the triple
(Marfinite, fica em, Brasil). If a relation does not occur, one must inform the
incident, as in example (2) of Table 1 which shows no relation between “Turquia”
(Place) and “Pentágono” (Organization). In general, the annotators should fol-
low these instructions:

– Annotate only the words that occur between the pair of named entities in the
sentence (see example (1) in Table 1);

– Annotate the smallest number of elements required to describe the relation, as
in example (3) of Table 1, where “abre perspectivas em” (open perspectives
in) is sufficient to express the relation between “Marfinite” (Organization)
and “Brasil” (Place).

We highlight the difficulty to determine which elements between named enti-
ties are in fact part of the relation [7]. Thus, our guidelines were described as
clearly as possible. The list of elements that form a relation and illustrative
examples are presented below.

– Relations must be delimited/considered up to the preposition, if it occurs.
However they are dismembered in preposition (“de”, “em”) plus article (“o”,
“a”), and the article should not be included (see example (4) in Table 1);

– Relations composed by nouns, such as nouns expressing titles/jobs (see exam-
ple (5) in Table 1);

– Relations composed by verbs (predicates of the sentence), as in example (6)
of Table 1;

– Relations composed only by preposition, as in example (7) of Table 1;
– Relations formed by punctuation such as: parentheses, dashes, commas etc.

(see example (8) in Table 1);

There are elements that should not be included in the relation, such as adjec-
tives: “exerćıcio”, “excelente” (see example (9) in Table 1); and pronouns: “seu”,
“sua” (see example (10) in Table 1).

3.2 Dataset

In order to accomplish the task, we used the Summ-it++ corpus [3], which
originated from the Summ-it corpus [5]. Summ-it is one of the first corpora of
the Portuguese Language gathering annotations from various levels of discourse.
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Table 1. Input examples.

Examples

(1) A Marfinite fica em o Brasil. (Marfinite is located in Brasil.)
Relation: fica em (located in)

Triple: (Marfinite, fica em, Brasil)

(2) Os aparelhos regressaram à base na Turquia, acrescenta o comunicado do Pentágono.
(The equipment returned to the base in Turquia, added the statement of Pentágono.)
Relation: no relation

(3) A Marfinite abre perspectivas de negócios através de novos distribuidores em o Brasil.
(A Marfinite opens business perspectives through new distributors in Brasil).
Relation: abre perspectivas em (opens perspectives in)
Triple: (Marfinite, abre perspectivas em, Brasil)

(4) Ronaldo Goldone continua atuando em as atividades de o Niterói Rugby.
(Ronaldo Goldone continues to work in the activities of Niterói Rugby.)
Relation: atuando em (to work in)
Triple: (Ronaldo Goldone, atuando em, Niterói Rugby)

(5) Hugo Doménech, professor de a Universidade Jaume de Castellón.
(Hugo Doménech, teacher of Universidade Jaume de Castellón.)
Relation: professor de (teacher of)
Triple: (Hugo Doménech, professor de, Universidade Jaume de Castellón)

(6) Em 1956, Amı́lcar Cabral criou o Partido Africano. (In 1956, Amı́lcar Cabral
created the Partido Africano.)
Relation: criou (created)
Triple: (Amı́lcar Cabral, criou, Partido Africano)

(7) António Fontes de a AIPAN. (António Fontes of the AIPAN.)
Relation: de (of)
Triple: (António Fontes, de, AIPAN)

(8) A USP (Universidade de São Paulo) aprovou a iniciativa dos alunos.
(USP (University of São Paulo) approved the students’ initiative.)
Relation: (
Triple: (USP, ( , Universidade de São Paulo)

(9) O Presidente em exerćıcio de o Conselho. (The current Presidente of the Conselho.)
Relation: de (of)
Triple: (Presidente, de, Conselho)

(10) A Legião da Boa Vontade comemora o aniversário da sua implantação em Portugal.
(Legião da Boa Vontade celebrates the birthday of its establishment in Portugal.)
Relation: implantação em ( establishment in)
Triple: (Legião da Boa Vontade, implantação em, Portugal)

Summ-it++ consists of fifty journalistic texts from the Science section of the
Folha de São Paulo newspaper and has the following annotations: morphosyn-
tactic annotation provided by CoGrOO6; coreference annotation from original
Summ-it [5]; named entities recognition by system NERP-CRF [2]; and annota-
tion of some relations between pairs of named entities (Organization and Person
or Place) by system RelP [7]. These last annotations (named entities and rela-
tions) were automatically annotated and manually revised by humans.

6 http://cogroo.sourceforge.net/.

http://cogroo.sourceforge.net/
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3.3 Pre-annotation

In the context of this work, we selected 3 representative texts from the Summ-
it++ corpus to be annotated manually by 3 annotators (students of Computer
Science). These 3 texts resulted in 43 selected sentences, that is, sentences con-
taining the pair of named entities (Organization and Person or Place). To mea-
sure the agreement of annotation between the 3 annotators, we calculated the
kappa coefficient [4] which reached the result “K = 0.625” - “substantial agree-
ment”, resulting in the annotation of 26 sentences containing relations between
named entities in focus and 17 without a relation. These gold sentences served
as test questions for the training/evaluation of annotators in the CrowdFlower
platform, presented in Sect. 3.4.

3.4 Annotation with CrowdFlower

The CrowdFlower platform was used to perform our annotation task, which
involved 50 texts from Summ-it++. In order to develop the job, it was neces-
sary to customize the task for application in the platform. First, the texts were
pre-processed to serve as input to the workers, and only the sentences com-
posed by the pair of named entities in focus were selected. However, each input
sentence can have only one pair of entities (parameters). Because of that, if a
sentence had more than one pair, the number of times it was selected equals it’s
number of pairs. This process of sentence selection produced an output of 243
sentences/input question.

In addition, we selected 10 gold sentences for test questions taken from 3
texts of Summ-it++ corpus (see Sect. 3.3). Along the course of the task, we
turned 9 regular questions that had 100% consensus among the workers into
test questions, resulting in a total of 19 test questions.

To avoid mistakes by the annotator and ensure a quality annotation, we
develop some features at CrowdFlower Design Step. Using Javascript/jQuery
functions and CML (CrowdFlower Makeup Language), we display the text to
the annotator and he is able to click at each word he believe that belong to
the relation between the entities. Only the words between the entities are click-
able, avoiding annotator mistakes. Those words and its indexes are used in the
responses to compute agreement and build the final corpus.

For the application of the job, the first step was to present the task to the
workers. Figure 1(a) provides a test question of the task as presented to a worker.
We can verify that the named entities involved are highlighted in bold, indicat-
ing which parameters are being considered and which part should be analyzed.
The worker must click on the words that compose the relation between these
highlighted pairs. If there is no relation, the worker must select the option: “Sen-
tença sem relação” (no relation). There is also the option “Corrigir” (Correct)
to correct the annotation, if necessary. Figure 1(b) also shows the annotation
resulting from the task performed by the worker, where a affiliation relation
occurs between “Cassius Vinicius Stevani” (Person) and “USP” (Organization),
identified by the elements “qúımico de” (chemist of).
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Fig. 1. Example task presented to a worker (a), before and (b) after the annotation.

Each input question was annotated by three workers, who should be Brazil-
ian, Portuguese speakers and Level 2 qualified - “Higher Quality: Smaller group
of more experienced, higher accuracy contributors”. The 19 test questions were
annotated by at least three workers and interspersed with other input questions
(243 sentences). If any annotator has a wrong test question, he is immediately
notified of it. If one’s accuracy on the test questions falls below 70%, they are
rejected and all of their annotations are discarded [13]. However, the worker
may comment the test question that has been reported. A total of 55 annotators
participated in the CrowdFlower platform job, each one receiving 2 cents per
annotation.

4 Results and Discussion

In this Section, we present the result of our task on CrowdFlower platform, which
considered the judgments per sentence of each worker. Table 2 shows the agree-
ment between annotators. In the first column, we illustrate the inter-annotator
agreement, and in the second column the number of sentences annotated.
We can see that 69 sentences reached an agreement between 2 annotators and
167 sentences resulted in an agreement between 3 annotators, in a total of 236
annotated sentences. After, the cases with relations between named entity pairs
and the unrelated cases, which obtained agreement between 2 and 3 annota-
tors are quantified in Table 2, respectively. We obtained a total of 127 relations
annotated among the named entity pairs in focus and 109 cases containing no
relation.

We measure the quality/reliability of the annotations by the Kappa coeffi-
cient, evaluating whether there is a relation or not in each input sentence. For
this, 52 input sentences were selected, the biggest subset annotated by the same
three workers, resulting in a kappa coefficient “K = 0.815”, considered “almost
perfect agreement”.
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Table 2. Results of the annotation task. ORG-ORG (relation between Organizations),
ORG-PER (relation between Organization and Persons), ORG-PLC (relation between
Organization and Places), NO-REL (no relation between the named entities)

Annotation Sentences ORG-ORG ORG-PER ORG-PLC NO-REL

Agreement - 2 annotators 69 8 14 7 40

Agreement - 3 annotators 167 25 40 33 69

Total 236 33 54 40 109

5 Portuguese Data Enrichment

The resulting data from the annotation task (see Table 2) will be used to enrich
an annotated corpus for RE from Portuguese described in [6,7]. The authors
present a subset of the Golden Collections from the two HAREM7 conferences,
to which they added manual annotation of relations expressed between particular
named entities (ORG, PER or PLC), in a total of 516 relation instances. We
unified both corpus and added annotations made in Summ-it ++, totalizing 752
relation instances.

6 Conclusion

In this work we show how to build a task for annotation of semantic relations
between named entities (ORG, PER or PLC) for Portuguese language. Also,
we make available a corpus to train and evaluate algorithms for RE in Por-
tuguese texts. This corpus is the starting point to enrich the NLP community
that research the field of RE. All the content of this work is available in PUCRS-
PLN Group website: http://www.inf.pucrs.br/linatural/re-annotation.

As future work, we intend to consider other categories of named entities and
relations between them in the annotation task. We also intend to apply and
evaluate different supervised machine learning techniques for RE to Portuguese
using the resulting corpus.

Acknowledgments. We thank the CNPQ, CAPES and FAPERGS for their financial
support.
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Abstract. The objective of this study is to develop a methodology for the
automatic detection of negated findings in radiological reports which takes into
account semantic and syntactic descriptions, as well as morphological and
syntactic analysis rules. In order to achieve this goal, a series of rules for
processing lexical and syntactic information was elaborated. This required
development of an electronic dictionary of medical terminology and comput-
erized grammar. Computational framework was carried out with NooJ, a free
software developed by Silberztein, which has various utilities for treating natural
language. Results show that the detection of negated findings improves if
lexical-grammatical information is added.

Keywords: Negated finding � Syntactic rules � NooJ

1 Introduction

The objective of this study is to develop a methodology for the automatic detection of
negated findings in radiological reports which takes into account semantic and syntactic
descriptions, as well as morphological and syntactic analysis rules. For this goal, a
series of rules for processing lexical and syntactic information was elaborated. This
required development of an electronic dictionary of medical terminology and com-
puterized grammar. Pertinent information for the assembly of the specialized dictionary
was extracted from the ontology SNOMED CT [2] and a medical dictionary [3].
Likewise, a general language dictionary was also included [4]. Lexicon-Grammar
(LG), proposed by Gross [5], was used to set up the database, which allowed an
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exhaustive description of the argument structure of predicates projected by lexical
units. Computational framework was carried out with NooJ, a free software developed
by Silberztein [6], which has various utilities for treating natural language, such as mor-
phological and syntactic grammar, as well as dictionaries. This method was compared
with NegEx [1] and the results show that the detection of negated findings improves if
lexical-grammatical information is added.

2 Method

The method involved two stages: (i) the elaboration of an electronic dictionary; (ii) a
formalization of the syntactic structures which organize finding negations.

A compilation of an electronic dictionary that would contemplate lexical units
involved in the conformation of negated findings was made. It was considered:
(i) morphosyntactic information; (ii) flexional variations, and (iii) semantic information
(Table 1).

The subsequent step was description and, later, the formalization of syntactic
structures which contained negated findings. Modeling and the subsequent imple-
mentation in machines focused on structures formed by any of the following constructs:

• [Negation adverb (‘no’) + ‘se’ + Observational V (OV)] + N_Finding
(NHall) + Anatomic Zone (Zanat): ‘no se detectó dilatación en la vía urinaria’

• N_Zana + [prep ‘sin’ + NHall]: ‘vía urinaria sin alteraciones’.

Table 1. Grammatical and lexical units declared in electronic dictionaries

Units Category Example

Grammatical Negation particles ‘no’, ‘ni’, ‘ningún’, ‘sin’
Determinants ‘el’, ‘la’, ‘un’, ‘una’
Clitic pronouns ‘se’, ‘le’, ‘lo’
Auxiliary verbs ‘haber’, ‘poder’, ‘ser’
Coordinating conjunctions ‘y’, ‘o’

Lexical Observational verbs ‘observar’, ‘examinar’, ‘ver’
Nouns Findings ‘meteorismo’, ‘dilatación’

Anatomical zones ‘bazo’, ‘riñón’, ‘útero’
Zones ‘zona’, ‘vía’
Studies ‘radiografía’, ‘ecografía’
Other ‘madre’, ‘importancia’

Adjectives Findings ‘dilatado’, ‘nodular’
Anatomical zones ‘testicular’, ‘ventricular’
Zones ‘izquierdo’, ‘derecho’
Studies ‘radiográfico’, ‘ecográfico’
Other ‘importante’
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For the negated structures formalization the Lexicon-Grammar (LG) [5] was used.
LG allows an exhaustive description of argument structures and transformational
possibilities. In this way it is possible to elaborate a computerized grammar which
contemplates all possible combinations. Noun phrases for findings (SNHall), are
composed of a substantive lexical head, corresponding to the finding category and can
be modified by an adjective phrase (SA) and a prepositional phrase (SP), corresponding
or not with a Zanat. Rules for regrouping were established for the recognition of
various lexical syntaxes involved (Fig. 1):

However, sentences may contain more than one finding in coordination (two
findings) or in enumeration (more than two findings). Between each finding it was
necessary to contemplate the presence of a comma and the Spanish coordinators ‘y’ (or
‘e’) (Fig. 2).

Finally, grammar was established for negated sentence recognition (Fig. 3).
One of the advantages of considering syntactic structure is a guaranteed high per-

centage of accuracy. Furthermore, several cases in which errata occur are fixed. To do
this, grammar derived from grammatical category deduction were used:

Fig. 1. Syntactic grammar for SNHALL recognition

Fig. 2. Syntactic grammar for the recognition of coordinated findings
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This type of grammar showed in Fig. 4 obeys Spanish language requirements. For
example, after a negation followed by a clitic pronoun, the only possible word is a finite
verb.

3 Results

In order to verify NooJ potential in this type of task, a comparison with NegEx was
carried out. A total of 535 sentences containing findings were extracted from a corpus
of radiological reports, of which 404 contained negations (0.93 of sentences were
negated). This comparison was necessary due to preprocessing required by NegEx in
previous labeling of findings. Subsequently, results for both algorithms were analyzed,
obtaining the following percentages (Table 2):

The NooJ algorithm are slightly higher. Although, three advantages of NooJ over
NegEx can be mentioned:

• It does not require prior labeling of findings, but rather it is done simulta- neously
and in a single stage, along with detecting negations.

• It allows detecting findings not included in the dictionary (or findings with spelling
or typing errors) by deduction from the syntactic context.

• It can identify coordinated findings.

Fig. 3. Syntactic grammar for negated finding recognition

Fig. 4. Productive grammar for recognition of terms not included in the electronic dictionary
(fragments)
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4 Future Works

Future works will be organized according to the following axes:

• Continued formalization of syntactic structures of negated findings.
• Enrichment of specialty dictionary.
• Creating more complex rules for deduction of grammatical categories.
• Testing this methodology in a corpus of diverse specialties.

Accordingly, we expect to achieve greater results and propose effective tools for
this type of task.
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Table 2. Results for negated findings

NegEx NooJ

Total reports 404 404
TP 387 384
FP 5 0
Precision 0.987 1
Recall 0.957 0.950
F1 0.968 0.974
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Abstract. In this paper, we propose efficient and less resource-intensive
strategies for Konkani-English code-mixed social media text. which wit-
nesses several challenges as compared to tagging general normal text.
Part-of-Speech Tagging is a primary and an important step for many
Natural Language Processing Applications. This paper reports work on
annotating code-mixed Konkani-English data collected from social media
site Facebook, which consists of more than four thousands posts from
Facebook and developed automatic Part-of-Speech Taggers for this cor-
pus. Part-of-Speech tagging is considered as a classification problem and
we use different classifiers such as CRFs, SVM with different combina-
tions of features.

Keywords: Code-mixing · Social media text · Part-of-Speech tagging

1 Introduction

India is a land of many languages. People on social media often use more than
one language to express themselves. But the problem starts with Multilingual
speakers tend to exhibit code-mixing and code-switching in their use of language
on social media platforms. Code-mixing refers to the mixing of two or more
languages or language varieties in speech. Code-mixing occurs due to various
reasons. According to a work by [1], the major reasons for Code-Mixing:- 45%
Real lexical needs, 40% Talking about a particular topic and 5% For content
clarification. [3] noted that the complexity in analyzing code-mixed social media
text (CMST) stems from non adherence to a formal grammar, spelling variations,
lack of annotated data, inherent conversational nature of the text and of-course,
code-mixing. Therefore, there is a need to create datasets and Natural Language
Processing tools for code-mixed social media text as traditional tools are ill-
equipped for it. Taking a step in this direction, we present our work on building
a POS tagger for Konkani-English code-mixed data collected from social media
site Facebook.

c© Springer International Publishing AG, part of Springer Nature 2018
M. Silberztein et al. (Eds.): NLDB 2018, LNCS 10859, pp. 303–307, 2018.
https://doi.org/10.1007/978-3-319-91947-8_31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91947-8_31&domain=pdf


304 A. Phadte and R. Arsekar

2 Related Work

Code-mixing being a relatively newer phenomena has gained attention of
researchers only in the past two decades. POS taggers on monolingual data
give an accuracy of about 97.3% for English text [6]. They are often seen as
sequence labeling problems and have used the context based information in the
form of lexical and sub-lexical characteristics of neighboring words. But in code-
mixed setting, the context information can be in a different language which
makes the understanding difficult. [3] reported challenges in processing Hindi-
English CMST and performed initial experiments on POS tagging. Their POS
tagger accuracy fell by 14% to 65% without using gold language labels and nor-
malization. Thus, language identification and normalization are critical for POS
tagging [3]. [7] also built a POS tagger for Hindi-English CMST using Random
Forests on 2,583 utterances with gold language labels and achieved an accuracy
of 79.8%.

[8] further improved this POS tagger, increasing the accuracy to 93%. [11]
worked on a complete pipeline for shallow parsing and performed tokenisation,
language identification, normalisation, POS tagging and finally, shallow parsing
and achieved accuracy of 83.4% for code-mixed Hindi-English social media text.

3 Data Preparation

Significant studies and dataset of the code-mixing phenomenon can be found in
[2]. These works discuss the dataset preparation and dataset statistics of code-
mixing of Konkani-English as well as its linguistic nature. For the POS tagging
of Konkani-English language we extracted the code-mixed corpus which was
discussed in [2]. We then manually tagged them by their language, normalisation
form and by their POS tags.

3.1 Dataset Annotation Guidelines

The creation of this linguistic resource involved Language identification, Normal-
isation and POS tagger layer. The following paragraphs describe the annotation
guidelines for these tasks in detail.

1. Language Identification: Every word was given a tag out of three - en, kn
and rest to mark its language. Words that a bilingual speaker could identify
as belonging to either Konkani or English were marked as ‘kn’ or ‘en’, respec-
tively. The label ‘rest’ was given to symbols, emoticons, punctuation, named
entities, acronyms and foreign words.

2. Normalisation: Words with language tag ‘kn’ in Roman script were labeled
with their standard form in the native script of Konkani Devanagari, i.e.
a back-transliteration was performed. Words with language tag ‘en’ were
labeled with their standard spelling. Words with language tag ‘rest’ were
kept as they are.
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3. Part-of-Speech Tagging: The universal Part-of-speech tagset [9] was used
to label the POS of each word as this tagset is applicable to both English and
Konkani words, and it contained a level of coarseness that suited our goals.
The following case-specific guidelines were also observed:
1. Sub-lexical code-mixed words were annotated based on their context,

since POS is a function of a word in a given context.
2. Words embedded in a sentence of another language were tagged as per

context of the matrix language, irrespective of the POS tag of the word
in its original language.

4 Experiments and Results

Here, we repeated the experiments performed by [2] and added new part to
system. The original system first tokenizes an utterance into words. Then, a
language identification module classifies each word as Konkani, English or Rest.
Based on the language assigned, the Normalisation module runs the Konkani or
English normalisers. In this section, we explain the POS Tagging system used
after the Normalisation system.

4.1 Part-of-Speech Tagging System

Understanding the Part-of-Speech POS tagging, which provides a basic level of
syntactic analysis for a given word or sentence. It was modeled as a sequence
labeling task using CRFs [10] and SVM following paper. The feature set com-
prised of:

1. Basic Word Features: Word based features such as affixes, context and the
word itself.

2. LANG: Language label of the token, obtained from the Language Identifi-
cation system. This can have the values - ‘en’, ‘kn’ or ‘rest’.

3. NORM: Lexical features extracted from the normalised form of the word.
These include linguistic features such as bound and free morphemes, suffixes,
prefixes.

4. TPOS: Output of Twitter POS tagger [8] for the given word.
5. KPOS: Output of Konkani POS tagger1 for the given word.

To obtain the Konkani POS tag output, the output from the normalisation mod-
ule was used by transliterating Romanised Konkani words into WX-notations.
Konkani POS tags were obtained using the Cdac Konkani POS tagger http://
kbcs.in/tools.html. This POS Tagger is trained on WX-notation, thus English
and ‘Rest’ words were transliterated to WX-notation. These transliterations
along with the Konkani normalised data was sent to the POS tagger and final
POS tag was obtained. The features ablation for the POS Tagger are shown in
Sect. 4.1. Each feature was added only if it showed a positive increase in the
system accuracy. Table 1 presents the obtained results.
1 http://kbcs.in/tools.html.

http://kbcs.in/tools.html
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http://kbcs.in/tools.html
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Table 1. Token level POS Tagger Accuracy

Features CRF Accuracy (%) SVM Accuracy (%)

BASELINE 85.53 85.73

+LANG 86.53 87.53

+NORM 87.72 88.53

+TPOS 90.59 91.53

+KPOS 91.47 92.53

5 Conclusion and Future Work

In this Paper, we have focused on building first step of shallow parser for
Konkani-English code-mixed social data. Through this paper we present our
efforts at attempting various statistical methods for POS tagging of code-mixed
social media data. We have attempted to build Part-of-speech tagger for this
language pair, which we hope would result in better data-mining and sentiment
analysis across the Indian subcontinent. We also create a standard dataset of
5088 code-mixed Konkani-English sentences for building supervised models of
shallow parsing on this data which we consider as our immediate future work.
In the future, we intend to continue creating more annotated code-mixed social
media data. We intend to use this dataset to build tools for code-mixed data
like morph analysers, chunkers and parsers.
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Abstract. Word embedding, where words are represented as vectors in a
continuous space, has recently attracted much attention in natural language
processing tasks due to their ability to capture semantic and syntactic relations
between words from a huge amount of text. In this work, we will focus on how
word embedding can be used in Arabic word sense disambiguation (WSD).

Keywords: Word sense disambiguation � Word embedding � Word2vec
Arabic � NLP

1 Introduction

In the last few years, many researchers became interested in representing the language
words as vectors in a multidimensional space. As a result, many NLP applications
benefited from these representations.

One of the most used techniques for building word representation in vector space
are the models proposed by Mikolov et al. [1]: continuous bag of word (CBOW) and
Skip gram models.

Although most of the work which represents words as vectors focuses on the
English language, many researchers have recently built word embedding model for the
Arabic language.

When dealing with Arabic, removing diacritics is the first step to build the word
embedding model.

Within the context of word disambiguation in Arabic, the different pronunciations
of one word may have different meanings. In fact, these small signs added to letters let
readers distinguish between similar words. However, dropping diacritics from some
words may lead to many lexical ambiguities.

Our objective is therefore to build a word embedding model without omitting
diacritics from words. This paper describes the various steps followed to create a word
embedding model using both CBOW and Skip gram techniques. We will analyze the
role of the different training parameters in the WSD performance.

The rest of this paper is divided as follows. Section 2 will deal with the con-
struction of word embeddings model for Arabic. In Sect. 3, we will give a detailed
account of the proposed method to disambiguate Arabic words. In Sect. 4, we will
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present the experimental results and finally in Sect. 5, we will draw a conclusion and
suggest some future work ideas.

2 Arabic Word Embeddings

Our objective is to map the Arabic words to real-number vectors without omitting their
diacritics and evaluate word representations using skip gram and CBOW models in
order to choose the best architecture to generate better word embedding model for
Arabic Word Sense Disambiguation.

In this work, we have utilized The Historical Arabic Dictionary Corpus [2]. We
have also added to this corpus about 200 texts extracted from Arabic Wiki Source.

The processing steps for cleaning and normalizing the corpus are as follows:
Remove punctuation, and non Arabic words. Our word vectors were trained using the
Skip-gram and CBOW models.

3 Methodology

In this section, we are going to describe our method to disambiguate Arabic words
using word embeddings. This method is made up of two stages. The first one consists
in representing the context of the word to be disambiguated together with its different
definitions with the help of vectors. The second one is about the calculation of the
similarities between the context vector and each definition vectors.

3.1 Context and Sense Representation

The context vector of an ambiguous word is made up of a concatenation of vectors of
the words surrounding a target word. The different meanings of the ambiguous word
are extracted from Alwaseet Arabic dictionary1.

Now that the definition of the word to be disambiguated is obtained, we will also
represent the sense as a vector by concatenating the word vectors which constitute the
definition of the ambiguous word.

The main problem we faced is that we sometimes find some definition vectors
which are null and can meanwhile reflect the final result. This could be explained by
the fact that the lexicon contains some discretized and undiscretized words. In fact, we
may find two words with the same non diacritics letters and different diacritics that
have the same meaning. To overcome this problem, we chose to apply the Implication
Relation Algorithm (IRA). IRA is an algorithm that aims at comparing two words with
the same non-diacritics letters and decides whether they are the same or not [3]. The
conclusion is that if the definition vector is null, we are obliged therefore to compare
the words which make the definition of the ambiguous word with the vocabulary words
and with the same non diacritics letters and different diacritics using IRA algorithm.

1 Awaseet Dictionary, The Arabic Union Council in Cairo, 2004.
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According to the sum of words obtained, we can change the word of a null vector with
the word that has the nearest vector of the ambiguous word.

3.2 Similarity Using Cosine Distance

To attribute for each ambiguous word its appropriate sense, we choose the sense with
the closest semantic similarity to its local context. To measure the similarity between
context vector and sense vectors, we use a cosine distance metric.

4 Experimental Results

The experiences we are presenting in this article are based on the analysis of the role of
the different training parameters of embedding can play on the WSD performance.

For the disambiguation of the Arabic language, we need to have an Arabic-Arabic
dictionary which contains the different meanings of the ambiguous words. For this
purpose, we have opted for «Alwaseet» dictionary. To evaluate the proposed method,
OSAC corpus [4] has been used.

We have tested about 100 ambiguous words. For each ambiguous word, we have
evaluated 100 contexts extracted from OSAC corpus. We have used Word2vec2 toolkit
to learn vectors.

The following table shows results comparing the skip gram and CBOW models as
well as the best configuration chosen to run our evaluations (Table 1).

The skip-gram vectors show better results than CBOW in Arabic Word sense
disambiguation.

Figures 1, 2 and 3 shows the impact of different training parameters on WSD
performance using skip gram architecture.

The result shows that using Skip gram architecture by combining a 10 window-size
with a 150 vector dimension and 5 negative examples produced the best model among
all tested parameters.

Experiments also show that employing the IRA algorithm permits to ameliorate the
precision from 51, 52 to 52, 32. It is concluded then that using the IRA algorithm can
help us avoid having a definition with a null vector and thus rise the probability to find
the appropriate sense of the ambiguous word.

5 Conclusion

In this study we have shown how word embedding can be used to solve word sense
disambiguation for the Arabic language. We have tested two popular word represen-
tation techniques, skip gram and CBOW. Skip gram obtained the best result for Arabic
word sense disambiguation. In addition to that, the combination of a 10 window-size
with a 150 vector dimension and 5 negative examples produced the best results among
all the tested parameter configurations.

2 http://code.google.com/archive/p/word2vec/.
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To disambiguate Arabic words, the proposed method consists of measuring the
semantic relation between the context of use of the ambiguous word and its sense
definitions. The use of The Historical Arabic Dictionary Corpus remains open for
future work. In fact, in addition to disambiguate words in Modern Standard Arabic, we
can focus on disambiguating words in classical Arabic and study the evolution of the
sense of a word throughout history.

References

1. Mikolov, T., Sutskever, I., Chen, K., Corrado, G.S., Dean, J.: Distributed representations of
words and phrases and their compositionality. In: Advances in neural information processing
systems (2013)

2. Al-Said, A.B., Medea-García, L.: The historical arabic dictionary corpus and its suitability for
a grammaticalization approach. In: 5th International Conference in Linguistics (2014)

3. Jarrar, M., Zaraket, F.A., Asia, R.: Diacritic-aware arabic word matching. Int. Arab J. Inf.
Technol (2016)

4. Saad, K.M., Ashour, W.: OSAC: open source arabic corpora. In: International Conference on
Electrical and Computer Systems (2010)

Table 1. WSD performance using Skip gram and CBOW models

Models Dimensionality Window size Negative WSD precision

Skip gram 150 10 5 51,52
CBOW 200 5 10 50,25
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Abstract. Plagiarism is specifically defined as literary theft of paragraphs or
sentences from unreferenced source. This unauthorized behavior is a real
problem that targets scientific research scope. This paper proposes a Hybrid
Arabic Plagiarism Detection System (HYPLAG). The HYPLAG approach
combines corpus-based and knowledge-based approaches by utilizing an Arabic
semantic resource (Arabic WordNet). A preliminary study on texts from
undergraduate students was conducted to understand their behavior and the
patterns used in plagiarism. The results of the study show that students apply
different techniques to plagiarized sentences, also it shows changes in sentence’s
components (verbs, nouns, and adjectives). HYPLAG was evaluated on the
ExAraPlagDet-2015 dataset against several other approaches that participated in
the AraPlagDet PAN@FIRE shared task on Extrinsic Arabic plagiarism
detection obtaining a higher performance (F-score 89% vs. 84% obtained by the
best performing system at AraPlagDet) with less computational time.

Keywords: Plagiarism detection � Arabic language � Arabic WordNet

1 Introduction

With the advancement of Internet, search engines and e-publishing tools, plagiarism
detection is becoming more and more important. Worldwide, a huge number of
researchers have published their researches in different journals, conferences and digital
libraries. Plagiarism detection is an complicated process, especially in the Arabic lan-
guage since it is complex language morphologically and there is no specific criterion for
plagiarism cases, which made it more difficult task for systems to be enough reliable and
sensitive to detect plagiarized cases. Many statistics1,2,3 have emphasized that plagiarism

1 http://www.plagiarism.org/resources/facts-and-stats/; accessed on October 2016.
2 http://www.checkforplagiarism.net/cyber-plagiarism; accessed on October 2016.
3 https://infogr.am/Plagiarism-606324; accessed on October 2016.
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is a real problem and it poses risk on literary content. A set of plagiarism detection tools
have been proposed, based on different approaches for a variety of languages. However,
fewer systems have been proposed for the Arabic language due to its complexity and rich
morphological with complex linguistic structure. In this paper, we will address extrinsic
plagiarism detection. The rest of the paper is structured as follows. Section 2, related
work, focusing on Arabic plagiarism detection. The HYPLAG is described in Sect. 3.
Section 4 presents the experiments and discusses the results. Finally, in Sect. 5 we draw
some conclusions.

2 Related Work

Different systems have been proposed in the Arabic domain. Generally, most of these
proposed systems tried to tackle the problem using fingerprinting and Tf-Idf tech-
niques. An overview for the proposed systems in literature are summarized in Table 1.
In the RDI method, an extrinsic plagiarism detection approach was proposed [1] for an
Arabic language plagiarism detection shared task “ExAraPlagDet-2015”. It attains the
first three positions with a value of 92% precision and value of 84% recall. The
proposed approach consists of three base models, document retrieval, alignment model
and filtering model. None of the proposed systems has employed a knowledge-based
measure to infer the plagiarized cases semantically. Based on that, we will combine
knowledge-based with corpus-based information to investigate its affectivity on Arabic
plagiarism cases.

3 The Hybrid Arabic Plagiarism Detection System

3.1 Pre-preprocessing and Indexing

In the first phase, each input sentence is processed to remove diacritics, non-Arabic
letters, all words that contain numbers and words that are composed of one letter to
reduce the error rate. Then, named entities were extracted to be excluded from the next
process which is stemming4. We stemmed the input words to carry out the similarity at
word level. Based on current comparative studies, we have chosen the Motaz stemmer
[10] to be used in our approach. Finally, POS tagging was applied to tag the main
sentence components that we have used in the comparison process. In our approach, we
used Farasa POS tagger [11].

3.2 System Architecture

HYPLAG is comprised of several components (see Fig. 1), and in each component a
set of methods are applied. The proposed approach has been designed to detect all

4 We used Farasa NER tool for named entity recognition, http://qatsdemo.cloudapp.net/farasa/;
accessed on December 2016.
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types of plagiarism which include copy & paste, paraphrasing, and synonym
substitution.

3.2.1 Sentence Ranking
The HYPLAG approach is based on search engine structure. This component mainly
depends on a ranked query technique to retrieve target sentence. An inverted index is
constructed using source documents that were split to length of n-word sentences. For
each input sentence, using a POS tagger, sentence components were extracted and their
synonyms were retrieved from Arabic WordNet (AWN)5. Then, each term was sent to
the ranking component where the score of those sentences that contain this term will be
increased. So, after passing all terms with their synonyms, the sentence that is the most
related to the terms will have the highest rank. In our implementation, the highest
ranked sentence should contain at least (t - threshold) terms, where t is the number of
input terms without their synonyms. The threshold value has been set empirically.

3.2.2 Term Frequency � Inverse Document Frequency Weighting
This technique is widely used in NLP domains and confirmed its success and effec-
tiveness. For each input and retrieved sentence, a two vectors (nouns & verbs vectors)
are constructed. Using Td-Idf terms weights, we measured the similarity between the

Fig. 1. HYPLAG architecture

5 http://globalwordnet.org/arabic-wordnet/; accessed on November 2016.
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two verbs vectors using the cosine similarity measure. The same process is applied for
nouns vectors and one score value is resulted by applying weighted average.

After producing the final score, we will have one of three cases:

• If (final_score < min_threshold) then discard.
• If (final_score > max_threshold) then plagiarized sentence is detected.
• If (final_score > min_threshold & final_score < max_threshould) then verbs &

nouns vectors are passed to Feature-based semantic similarity.

During the comparison process both sentences are adjusted in the adjusting model
by K-overlapped terms once from previous sentence, and once from the next to get best
match score. The Tf-Idf technique has detect both basic methods of plagiarism (copy &
paste and paraphrasing), but it can’t cover synonyms replacement. Therefore, we have
coupled it with Feature-based semantic measure.

3.2.3 Feature-Based Semantic Similarity
Many knowledge-based semantic similarity measures have been proposed in the lit-
erature and they are used in different domains. These measures can be grouped mainly
to three main classes: Path length based measures, information content based measures
and feature based measures [12]. In our approach we have employed feature based
measure which is based on the assumption that each concept is described by a set of
words. Therefore, the more common features two concepts have, the more similar the
concepts are [13]. One of the main measures is Tversky’s one [14], but the problem
with it is that the more unique features a concept presents the lower similarity is.
Therefore, we have adopted a ratio model of Tversky’s formula [15]:

simtvr�ratio c1; c2ð Þ ¼ F W c1ð Þ \W c2ð Þð Þ
bF W c1ð ÞnW c2ð Þð Þþ cF W c2ð ÞnW c2ð Þð ÞþF W c1ð Þ \W c2ð Þð Þ ð1Þ

Where ci is a concept, W Cið Þ is a feature set of the concept ci (The synsets of a
concept), B and ϒ are values between 0–1 and have been set experimentally.

From the previous step, we have received two vectors for each sentence (nouns and
verbs vectors for the input sentence, and another two vectors for the retrieved one). For
each vector we build a matrix to represent it with its synonyms. The matrix size for
each vector depends on the number of terms in its correspondent vector. The similarity
measuring process of the same component matrices are started by reading the first row
(vector) of the first matrix with the first row of the second one and passing them to
Tversky’s measure. Finally, we computed the average for the generated results. After
the comparison process for both couples of matrices achieved, the weighted average of
results has computed.

4 Evaluation

The performance of our approach was tested on the corpus of Extrinsic Arabic pla-
giarism detection shared task 2015. Our approach has achieved a better performance.
Since we used different sentence components in our system, we conducted a
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preliminary study on a texts form a sample of students to investigate the behavior of
components from real samples. In the following section, we will describe our study.

4.1 Preliminary Study

A brief study on undergraduate students before system implementation has been
conducted to study student’s plagiarism behavior in changing sentence components.
Our study was conducted in a course entitled “Fundaments of Research Methods”
offered by the Arab American University, Palestine. We have chosen this course for
different factors: The nature of this course is diversified which contains students from
different studying levels (1–5 years), also the diversity of specialties is high since this
course contains students from different faculties in the university. So, we have prepared
a questionnaire by adding a long sentence, and we have ensured that it has diversity in
components to allow all possibilities of changes in the sentence. The sample consists of
59 students, 4 students have not changed anything (not participated). For the rest 55
students, we have detected 34 verbs replacement cases, 15 nouns replacement cases
and 5 cases of adjectives replacement. Also, we have detected a 29 students have
paraphrased sentences. Based on components synonym replacement results, we have
developed our approach. In ranked query component, we have used verbs, nouns and
adjectives to retrieve the most relevant where in sentence similarity we used just verbs
and nouns without adjectives since it has been replaced in a fewer number comparing
to other components, also to reduce the computation cost in the comparison process.

4.2 Dataset

ExAraPlagDet shared task has provides two datasets6, one for training and the other for
the final testing. There are two types of plagiarism cases in the datasets, artificial
(created automatically) and simulated (created manually). For the first type they used
phrase shuffling and word shuffling as obfuscation strategies and for the second one,
synonym substitution and paraphrasing are conducted. A statistical details of the cor-
puses is shown in [16].

4.3 Performance Measure

Using different threshold values, we have performed different runs to achieve the best
result in precision and recall. On the training corpus, our approach has achieved 96% of
precision and 96% for recall. The training corpus consists of 4 main documents:
no-plagiarism, no-obfuscation (copy & paste), artificial-obfuscation and
simulated-obfuscation. We have measured our approach on each independently and it
achieved the mentioned results (see Fig. 2) for each dataset type. For the second dataset
(testing corpus), HYPLAG has achieved 92% as precision value and 87% value of
recall. To measure the effectiveness of coupling feature-based semantic measure with
TF-IDF technique, we have disabled feature-based model and re-measured the

6 http://misc-umc.org/AraPlagDet/?i=1; accessed on September 2016.
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performance over the simulated-obfuscation type since it represents manual synonym
substitution cases and paraphrasing which are the most related to real cases. As we see
in Fig. 2, the precision and recall for simulated-obfuscation type is 93% and 89%, and
after disabling feature-based model the precision value is 83% and the value of recall is
87%. Coupling both techniques has improved the results clearly, and we can recognize
the improvements by running the approach on more complicated synonym substitution
cases. In our approach we have built two vectors for each sentence, one for nouns and
the other for verbs to carry out the comparison process on each component indepen-
dently. This way may decrease the system performance since that in paraphrased
plagiarism some verbs could be converted to nouns and vice versa, to mislead the
detection system. Therefore, we conducted another run over the simulated-obfuscation
subset to investigate the validity of it, combining both verbs and nouns for each
sentence into one vector. HYPLAG has achieved 65% value of precision and 75% for
recall, which shows clearly that comparing each component independently is better
than combining both of them. This reveals to us that, the paraphrasing behavior that
replaces these components with each other is not prevalent in plagiarism of Arabic text.

4.4 Comparative Results

Based on the results of ExAraPlagDet shared task, RDI has achieved the best perfor-
mance with 85% value of precision and 83% value of recall. Using the F-score measure
and based on execution times that summarized in Table 2, we can conclude that
HYPLAG clearly overcomes RDI system in detection accuracy on both corpuses and in
execution time period.

0.8 0.85 0.9 0.95 1

No-plagiarism
No-obfs

Ar ficial-obfs
Simulated-obfs

Recall

Precision

Fig. 2. Performance results on training corpus

Table 2. Competition against ExAraPlagDet participants

Rank Approaches Precision Recall F-score Execution time (hours)

– HYPLAG 92% 87% 89% 39.98
ExAraPlagDet participants
1 RDI_2 85% 83% 84% 44
2 RDI_3 85% 75% 80% 41
3 RDI_1 80% 78% 79% 43.79
…

8 Palkovskii_2 56% 59% 58% –
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5 Conclusion

In this paper, we have proposed a Hybrid Arabic plagiarism detection system that
couples both corpus-based and knowledge-based approaches to overcome main pla-
giarism scenarios. The proposed system is based on making use of sentence compo-
nents such as verbs, nouns and adjectives to detect plagiarism cases. This approach has
been adopted based on a preliminary study on a sample of university students to study
their behavior on plagiarism. HYPLAG shows during experimental results that out-
perform RDI that showed to be the best performing system at PAN@ Fire 2015.
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Abstract. Social media mining is becoming an important technique to
track the spread of infectious diseases and to understand specific needs
of people affected by a medical condition. A common approach is to
select a variety of synonyms for a disease derived from scientific litera-
ture to then retrieve social media posts for subsequent analysis. With this
paper, we question the underlying assumption that user-generated text
always makes use of such names, or assigns them the same meaning as
in scientific literature. We analyze the most frequently used concepts in
medline� for semantic similarity to Twitter use and compare their nor-
malized entropy and cosine similarities based on a simple distributional
model. We find that diseases are referred to in semantically different
ways in both corpora, a difference that increases in inverse proportion
to the frequency of the synonym, and of the commonness of the disease
or condition. These results imply that, when sampling social media for
disease-related micro-blogs, query expressions must be carefully chosen,
and even more so for rarily mentioned diseases or conditions.

Keywords: Social media mining · Twitter · medline�

Disease names

1 Introduction

Named entity recognition (NER) is a well-established task in biomedical infor-
mation extraction. It covers a wide variety of entity classes that can be tackled,
for instance: gene and protein names [16], chemical names [7], drug names [6],
or disease names [3]. Diseases are specifically interesting for a number of health-
care information extraction tasks related to, e.g., pharmacovigilance [8,12,14,17],
where social media corpora need to be processed. A key goal in pharmacovigilance
is to detect if a disease or condition is spawned by a particular drug or medication,
by tracking the way it is mentioned in social media over time. Another important
task is to determine which are the most salient diseases and disease names. One
key assumption is that diseases are referred to, used and crucially meant in social
media – hence, by laymen – in a manner similar to scientific literature. Hence, it is
on the one hand sufficient to apply entity recognition models and methods trained
c© Springer International Publishing AG, part of Springer Nature 2018
M. Silberztein et al. (Eds.): NLDB 2018, LNCS 10859, pp. 324–332, 2018.
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on scientific text, and on the other hand to reuse scientific terminology to query
for biomedical-related microblogs such as tweets [8].

Furthermore, it has been observed that language in social media is more
metaphorical, more prone to typos and newly coined words than more for-
mal texts [15]. For instance in Twitter, people variously refer to schizophrenia
as “schizo”, “derangement”, “bipolar disorder”, “delusional disorder”, and use
“schizophrenia” in a metaphorical manner (unrelated to health) as in “business
schizophrenia”.

In this paper, we hypothesize by contrast that authors in social media (here,
Twitter) use disease names in a manner different from scientific literature. This
hypothesis has important consequences, that, to the best of our knowledge, until
now have not been fully studied by biomedical social media mining literature:
It implies that only some biomedical terms are useful for retrieving biomedical
microblogs. It also implies that such terms need not necessarily be canonical
terms, but rather less technical – though salient – synonyms.

To test our hypothesis, we seek to answer the following research question:
do the most frequent diseases used in medline� correspond in meaning and
variety of use to those discussed in Twitter? To this end, we study and compare
the meaning of normalized, canonical disease mentions (henceforth: concepts)
and of their different surface-level realizations (henceforth: synonyms), in large
samples of Twitter (approx. 150M words) and medline� abstracts (approx. 1B
words). To model and compare the meaning of disease concepts and synonyms we
resort to distributional semantics [5]. The main tenet of distributional semantics
(the so-called “distributional hypothesis”) is that the meaning of a linguistic
expression can be characterized or approximated by the company it keeps in
corpora, i.e., by the words with which it co-occurs. Such words are called the
distributional context of a word or phrase: disease concepts and synonyms in the
present study. Contexts thereafter induce word distributions and vector space
representations for concepts and synonyms.

2 Methods and Data Collection

Data Collection. We build our experiment on top of medline�1 (a large
bibliographic database covering abstracts of biomedical papers since the early
1950’s) and Twitter. A central element of our work is DNorm [8], a disease
named entity recognizer and normalizer to MeSH and OMIM. The Medical Sub-
ject Headings (MeSH) terminology [9] and Online Mendelian Inheritance in Man
(OMIM) [4] are controlled vocabularies of canonical, unique disease names orga-
nized into taxonomies of categories. We first apply DNorm to the last ten years of
medline� (Jan. 2007 to Dec. 2017). We then focus our study to those concepts
which appear to be of highest relevance in medline� and search for postings in
Twitter using the 20 most frequent synonyms associated to the most frequent
100 MeSH concepts (with the official Twitter API, between Dec. 2017 and Mar.
2018). Detailed corpus statistics are shown in Table 1.
1 https://www.nlm.nih.gov/bsd/pmresources.html.

https://www.nlm.nih.gov/bsd/pmresources.html
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Table 1. Statistics of the samples studied. “Concepts” refer to MeSH canonical names.

Corpus #Tokens Units Concepts Synonyms Time span

medline� 1,037,482,692 5,374,700 abstracts 8,386 2,190,522 Jan. 2007–Dec. 2017

Twitter 145,793,358 7,193,077 tweets 4,908 201,712 Dec. 2017–Mar. 2018

Named Entity Recognition and Frequency. We observe disease synonyms
ds and concepts dc (normalized MeSH identifiers) and (2) identify their span
within each unit of text (resp., a tweet or an abstract). For each dm, for m ∈
{s, c}, frequency is measured. This is done in order to rank diseases by frequency
and (1) compute the Jaccard (set) similarity at frequency rank r ≤ k for the
topmost k concepts in medline� and Twitter respectively: simjacc(Mr, Tr) =
|Mr ∩ Tr|/|Mr ∪ Tr|. We also (2) test for concept frequency correlation across
both corpora.

Specificity. We represent each dm as a distributional context Dm – the bag
or multiset of words with which dm co-occurs in corpus C – by counting in a
window of five words before and after the mention. Distributional contexts allow
to quantify the semantic specificity (conversely, ambiguity) of dm in each corpus
via normalized entropy :

Hn(dm) = −
∑

Dm(w)>0

P (w) · log2 P (w)
log2 Dm

(1)

where P (w) is estimated via relative frequencies, and Dm =
∑{Dm(w) |

Dm(w) > 0} is the size of Dm. We use normalized entropy to be able to com-
pute comparable measures (scaled to [0, 1]) for each dm independent from con-
text sizes. The higher Hn(dm), the more ambiguous dm [10]. Thereafter we test
(1) if concept frequency correlates with normalized entropy within each corpus,
and (2) if normalized entropy in Twitter correlates with normalized entropy in
medline�. Hence, contexts of co-occurring words can be seen as discrete word
distributions. Entropy thus measures the dispersion of this induced distribution.

Similarity. We exploit distributional contexts to build a distributional model
(vector space) R

|W |, where each dm is represented as a |W |-dimensional distri-
butional vector dm of log-scaled co-occurrence counts over the vocabulary W of
medline� and Twitter. We rely on [2] to build the model. Classical count mod-
els are more appropriate in the context of this study than more state-of-the-art
methods such as Word2Vec [11] or GloVE [13] word embeddings, which encode
words directly into real-valued vectors and make it more difficult to compute
entropies – that rely on discrete co-occurence counts [1]. Once we have learned
the model from the distributional contexts, we compute cosine similarity for (1)
the topmost k matching concepts in medline� and Twitter, i.e., the dcs in
Mk ∩ Tk. Additionally, we (2) study their similarity spread : we group their 20
most frequent synonyms to compute and compare their average similarities.
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MeSH Hierarchy. MeSH IDs – disease concepts dc – can be organized into a
hierarchy H – a tree – of disease categories2, from more general (root) to more
specific (leaves). As an additional experiment, the relationship between concept
normalized entropy in medline� and Twitter, and its position in H is studied.
Highly ambiguous, high-entropy concepts should be located closer to the root
node of the category hierarchy and have a low depth. To this end, we measure
the depth of each concept dc occurring in either Twitter or medline� in H,
and test if this measure correlates to their normalized entropy in either corpus.

(a) Twitter (b) MEDLINE®

Fig. 1. Normalized entropies ranked by frequency in descending order. For each con-
cept, we take as distributional context the union of those of all its synonyms.

3 Results

3.1 Experiments

Concept Specificity Analysis. In this experiment, we analyze if disease
concepts mentioned in Tweets are more specific than concepts mentioned in
medline�. Results are summarized in Fig. 1. We observe a difference in concept
normalized entropy distribution among both corpora. As Fig. 1 shows, normal-
ized entropy in Twitter is on average higher than in medline�: 0.95 vs. 0.92,
the difference being statistically significant (t test with p < 0.01). Also, larger
variations in normalized entropy can be seen in Twitter.

In both cases we observe a statistically significant negative correlation (−0.69
for medline� and −0.53 for Twitter, for the Kendall τ test for rank-sensitive
correlation) between normalized entropy and frequency within each corpus.

2 https://www.nlm.nih.gov/mesh/intro trees.html.
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In Twitter moreover, disease concepts with both high normalized entropy and
very low frequency can be observed, such as Susceptibility of Obesity (OMIM UID
602025, point at frequency rank 4609 in Twitter) or Pseudopseudohypoparathy-
roidism (MeSH UID D011556, point at frequency rank 3713 in Twitter).

This seems due to the fact that frequent medline� concepts tend to be
referred to with a smaller number of salient semantically specific synonyms,
whereas tweets are overall more ambiguous. A cross-corpus correlation analysis
(Kendall τ test) of both normalized entropy and frequency shows no significant
correlation between normalized entropy or frequency distributions for concepts
between Twitter and medline�.

Concept Similarity Analysis. In this experiment, we study the semantic
similarity of medline� and Twitter, by computing the cosine similarity of the
vector representations of diseases concepts and their most frequent synonyms.

Table 2. Jaccard and cosine similarity of top 100 concepts.

Frequency rank Jaccard Cosine (avg.)

Top 20 0.212 0.365

Top 40 0.356 0.358

Top 60 0.446 0.345

Top 80 0.553 0.342

Top 100 0.550 0.338

This is a key aspect of our analysis, in which we endeavor this time to deter-
mine and quantify the semantic (di)similarity of diseases in medline� and Twit-
ter, with standard and robust distributional semantic techniques. The results are
summarized by Tables 2, 3 and 4, and by Fig. 2. The results show that, while there
is actually a large overlap between the topmost 100 disease concepts mentioned
both in Twitter and medline� (55% overlap/Jaccard similarity, see Table 2),
distributional meanings differ considerably, yielding instead a 34% average cosine
similarity for the same 100 concepts.

Interestingly (see Tables 3 and 4) common diseases such as Hepatitis C obtain
a comparatively high cosine score, whereas very rare diseases such as Behcet
Syndrome (a rare blood vessel chronic inflammation) obtain very low scores,
as do diseases for which only ambiguous names exist, such as BMD (which
may stand for Becker muscular dystrophy, or for bone mineral density, a mere
symptom).
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Figure 2b visualizes how similarity varies across matching concepts, ranked
decreasingly by their frequency in medline�. As the reader can observe in the
figures, cross-corpus similarity has a slight tendency to decrease with frequency
(τ = 0.18, p < 0.01).

This seems to be due to differences in language use in both corpora: (1)
different synonyms are associated to each concept, (2) they are assigned differ-
ent meanings with (3) a higher semantic variability for Twitter compared to
medline� – a fact consistent with our specificity analysis. Observations (2)
and (3) are substantiated by Fig. 2a that visualizes the average similarity among
the (topmost 20) synonyms of each concept in each corpus, and shows that they
are much higher in medline� than in Twitter. It is also possible to observe that
concepts with above average intra-concept similarity in one corpus, exhibit an
above average similarity in the other corpus as well. In fact, one can observe a
statistically significant positive correlation (τ = 0.37, p < 0.01).

Hierarchy Analysis. In this experiment, we study if specificity of disease
concepts in Twitter and medline� decreases the higher the concepts are located
in the MeSH disease category tree. We observe a slight, though statistically
significant negative correlation, between normalized entropy and the depth of
dc in H, i.e., the lower the depth, the higher the specificity of dc (τ = −0.129
(p < 0.01) for medline�, −0.051 (p < 0.01) for Twitter). This can be interpreted
as meaning that the distributional ambiguity as measured by Hn(dc) overlaps
with the semantic generality of a disease concept dc, while remaining largely
distinct.

(a) Intra-concept Synonym Similarity (b) Concept Similarity

Fig. 2. Similarity of concepts and synonyms, ranked by frequency in descending order.
Tables 5 and 6 zoom into at concepts at rank 121 and 176 respectively.
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3.2 Synonym Analysis

Our results are further substantiated by a qualitative analysis of concepts dc and
their synonyms ds in both corpora, illustrated by Tables 5 and 6. We observe
that higher similarity tend to coincide with a higher number of shared synonyms:
in general the top two or three most frequent ds for each dc, more or less coincide
across both corpora, but diverge afterwards the more dissimilar dc in between
Twitter and medline�. In Tables 5 and 6 we outline the main synonyms of an
above average similarity disease concept, Multiple Myeloma (MeSH ID D009101,
0.39 similarity), and a below average similarity concept, Angelman Syndrome
(MeSH ID D017204, 0.17 similarity). As the reader can see in the tables, while
two out of three of the topmost synonyms of Multiple Myeloma coincide, the
same only holds for one synonym for Angelman Syndrome.

Table 3. 7 most similar MeSH con-
cepts.

MeSH ID Similarity Canonical name

D006526 0.496 Hepatitis C

D005910 0.463 Glioma

D003920 0.459 Diabetes mellitus

D006521 0.453 Chronic hepatitis

D000860 0.451 Hypoxia

D003327 0.446 Coronary disease

D015658 0.445 HIV infections

. . . . . . . . .

Table 4. 6 least similar MeSH con-
cepts.

MeSH ID Similarity Canonical name

. . . . . . . . .

D015458 0.170 T cell leukemia

D002547 0.155 Cerebral palsy

C536528 0.122 Van der Woude

syndrome

C535984 0.116 Congenital bilateral

aplasia of vas deferens

D029461 0.109 Sialic acid storage

disease

C537666 0.109 BMD

We also observe that a large number of false positives (false disease enti-
ties) are detected for Twitter. For instance, “Happiness”, and “happiness” are
detected in Twitter as synonyms of Angelman Syndrome, but also (in the 38th
position) the catchphrase “AS IF IT”. This likely explains the low synonym
pairwise similarity observed in Fig. 2, left, and the higher average normalized
entropy observed in Twitter. The reason for this behavior is likely the strong
bias of disease NER and normalization systems such as DNorm towards sci-
entific terminology. Indeed, “happiness” may indicate a symptom of Angelman
Syndrome, that is a severe genetic disorder affecting children and associated to
frequent smiling. But in Table 6, a large share of those synonyms actually refer
to emotions or wishes (as in “Happy birthday to our bright dancer (. . . ) May he
find happiness (. . . )”).
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Table 5. Top 3 and bottom 3
synonyms of Multiple Myeloma in
medline� and Twitter.

Synonym Entropy Freq.

medline� Myeloma 0.807 10,706

Multiple myeloma 0.830 4,559

AL 0.867 3,684

Extramedullary myeloma 0.936 15

Myeloma tumors 0.956 16

Lymphoma 0.944 16

Twitter Myeloma 0.868 1,787

Multiple myeloma 0.832 525

Myeloma 0.911 389

Myelomas 1.000 5

Myeloma diagnosis 0.989 4

Gamida 0.914 4

Table 6. Top 3 and bottom 3
synonyms of Angelman Syndrome in
medline� and Twitter.

Synonym Entropy Freq.

medline� AS 0.813 24,585

AS-OCT 0.872 615

Angelman syndrome 0.856 422

AS-PC 0.948 8

AS-AIH 0.932 8

AS infection 0.931 9

Twitter AS 0.927 598

Happiness 0.901 483

Happiness 0.850 135

Militer AS 0.976 3

AS A CHILD 0.968 3

Angelman syndrome 0.947 3

4 Conclusions

We have carried out an extensive distributional analysis of the semantics of dis-
ease concepts and their synonyms in both social media (Twitter) and biomedical
literature (medline�). To this end, we have measured and compared the nor-
malized entropy – the distributional ambiguity – and distributional similarity of
disease concepts observed in both corpora. Our analysis shows low distributional
similarity among both corpora, coupled with a higher ambiguity in Twitter com-
pared to medline�.

Our preliminary qualitative analysis shows that standard disease recognition
methods such as DNorm result in high numbers of false positives, due to the
larger use of catchphrases and metaphorical expressions in Twitter.

Future work will focus on the development of methods which can separate
such non-disease name mentions from actual disease mentions in social media,
and that help in identifying tweets substantially similar to scientific texts. Ulti-
mately, our goal is to build upon such methods to design techniques that identify
and match disease-centric relations across both social media and medline�.

Acknowledgments. This work was supported by a grant from the Ministry of Sci-
ence, Research and Arts of Baden-Württemberg to Roman Klinger.
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Abstract. We present Gemedoc, a platform for text similarity annota-
tion based on the spatial and the thematic dimension. To this end, a two-
step annotation protocol was designed to assess the similarity between
two documents: (1) identification of salient features according to the two
analysis dimensions; (2) similarity assessment according to a 4-degree
scale. Ultimately, the labeled data retrieved from different corpora could
be used as benchmark for text-mining applications.

Keywords: Web platform · Text matching · Geo-similarity

1 Introduction

The past decade has witnessed a significant growth of the available data which are
now called Big Data. Big Data generally refers to the 3 V’s – Volume, Velocity,
and Variety [1]. Volume concerns the data storage, velocity relates to the update
frequency, and variety refers to the heterogeneity of data (e.g. newspapers, images,
sensor data, etc.). While volume and velocity are well-known problems, variety still
remains a serious challenge for the scientific communities [2].

In this work, we focus on matching heterogeneous textual data. In this con-
text, a common representation of textual data is needed for evaluating similarity
between documents. To address this issue, we compare heterogeneous data by
exploiting different dimensions of text, i.e., thematic, spatiality and ultimately
temporality. This kind of approaches could contribute to enhance specific appli-
cations such as epidemic monitoring [3] where thematic and spatial indicators
need to be combined. In this context, the identification of similar behaviors is
based on the thematic (e.g. diseases, symptoms, . . . ) and the spatial informa-
tion (e.g. epicenter location, spread of the disease, . . . ). In order to evaluate the
impact of each dimension for document matching, the use of corpora labeled on
thematic and spatial information is required.

Unfortunately, to the best of our knowledge, there are no corpora currently
available that give similarity indicators according to these two dimensions. To
annotate document similarity within a corpus, tools such as SEMILAR1 or
1 http://www.semanticsimilarity.org/.
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STSAnno2 have been developed. SEMILAR is a semantic similarity frame-
work which integrates state-of-the-art methods for similarity annotation, called
SEMILAT. STSAnno was implemented for sentence similarity annotation, par-
ticularly for minor language such as Serbian language [4].

In this article, we present the Gemedoc platform for text similarity based on
thematic and spatial dimensions. We propose a two-step annotation protocol: (1)
identification of salient features according to the two analysis dimensions; and
(2) similarity assessment on a 4-degree scale.

2 Assessing Similarity Between Documents

The assessment of similarity between two documents based on specified dimen-
sions is a difficult task due to the annotation reliability, the rating scale, etc.
Furthermore, the annotation between documents within a corpus can be tedious.

In order to support users during the annotation process, we defined a two-
step protocol as described in the next subsection.

2.1 Gemedoc Annotation Protocol

The annotation protocol is divided in two steps (see Fig. 1). First, the user con-
ducts a corpus analysis by extracting salient features from each text. Second, the
user associates two similarity degrees (i.e. one for each dimension) between doc-
uments. Different document similarities based on thematic and spatial features
are proposed.

In the next subsection, using a text sample, we introduce the given indica-
tors for each dimension. Then, we outline the 4-degree similarity scale used in
Gemedoc (see Sect. 2.2).

Fig. 1. Annotation process associated with Gemedoc

2 https://vukbatanovic.github.io/STSAnno/.
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2.2 Identification of Salient Features

Thematic Analysis. The thematic information is highlighted by salient terms
in the texts. In our tool, these important terms are extracted with specific text-
mining process [5]. In Fig. 2, some words may be highlighted to identify themes,
such as humanitarian help, hardship, family, and immigration.

Spatial Analysis. The spatial features provide another point-of-view of docu-
ments (e.g. for trajectory matching). The proposed spatial entity extraction is
described in [6]. In the example of Fig. 2, spatial features such as the narrator’s
location (Idomeni) or spatial entities (Europe, Macedonia, etc.) are extracted.

The winding road across the wheat fields near the Greek village of Idomeni is
full of people carrying large bags on their shoulders, babies in their arms and
putting one step in front of the other. The stream of humanity continues day
and night but not an average of 150 a day, (and only Syrians and the Iraqis who
are lucky enough to have a passport or ID card from their home country) can
continue the journey out of this place and across the border into the Former
Yugoslav Republic of Macedonia (FYROM) and onwards to western and northern
Europe. Few are leaving but more, many more keep coming, only to end up getting
stranded in what is becoming unsustainable humanitarian situation.

Fig. 2. Testimony from a humanitarian non-governmental organization (i.e. MSF ) with
spatial entities and thematic indicators

Similarity Annotation. We defined a 4-degree similarity scale to assess the
similarity between two documents and for each dimension (i.e. thematic and
spatial):

– Don’t know: You cannot evaluate the similarity between the documents
– Different: Both documents are totally different
– Similar: Both documents share a large set of similarities with few differences
– Very similar: Both documents are highly similar, apart from a few tiny

differences.

3 Gemedoc

In this context, the Gemedoc3 tool enables us to label inter-document similarity.
Gemedoc is a web application using the Flask web framework.

Gemedoc proposes a corpus annotation interface, along with features to
display statistical indicators (i.e Fleiss’ and Cohen’s Kappa, etc.) on the anno-
tation quality. Corpora and users’ annotations are currently saved directly on
the application server. Figure 3 shows the annotation interface.

3 Gemedoc is available at http://gemedoc.jacquesfize.com/about.
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Fig. 3. Gemedoc annotation interface

4 Conclusion

We present the Gemedoc tool, a text similarity annotation platform. This sys-
tem is based on a two dimension annotation (i.e. thematic and spatiality) and
a 4-degree similarity scale. We plan to use this platform to build a corpus to
evaluate text matching methods on different topics (e.g. epidemiology studies,
trajectory analysis, and so forth).
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Abstract. Word based Deep Neural Network (DNN) approach of text classi-
fication suffers performance issues due to limited set of vocabulary words.
Character based Convolutional Neural Network models (CNN) was proposed by
the researchers to address the issue. But, character based models do not inher-
ently capture the sequential relationship of words in texts. Hence, there is scope
of further improvement by addressing unseen word problem through character
model while maintaining the sequential context through word based model. In
this work, we propose methods to combine both character and word based
models for efficient text classification. The methods are compared with some of
the benchmark datasets and state-of-the art results.

Keywords: Text classification � Word embedding � Character embedding
Multi-channel CNN

1 Introduction

Text based deep learning models require vector representation of text (usually a
numeric vector, called embedded vectors) at the very first layer of model. Different
kinds of text embedding have been proposed, such as word embedding [1, 2], character
embedding [3], document embedding [4] etc. in past few years. The embedded vectors
are formed using a large text corpus [2]. As a result, the positional attributes of the
word or character in embedded space is indicative of semantic relationship with other
words or character as available in the corpus. The type of embedding to be used in a
given problem depends on the type of task and the network architecture.

1.1 Word Embedding

Word embedding gained popularity through its use in language modelling [5], text
classification [1] and sentiment analysis [6] in recent past. For a network model, word
embedding can be initialized with random values or pre-trained vectors [2]. Mikolov
et al. [2] prepared pre-trained embedding of words based on a large text corpus. Ran-
domly initialized embedding is updated during model training process and pre-trained
embedding can be trained further during actual model training or can be made static (no
update of embedding during training). Usually, pre-trained word embedding based
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models converge faster compared to randomly initialized models and also provide
embedding of words that are unseen in training data but may appear in test data.

Performance of word based models is limited by the dictionary that we include to
build the model. Majority of the spoken or written languages corpus contain millions of
words though only fraction of that is used frequently. A large size vocabulary increases
both model size and training time. Moreover, the words which appear less frequently in
the corpus do not learn well during training. As a result, for all word-based deep
learning models a subset of words are considered as dictionary. Any word beyond the
dictionary is considered as unseen and such words are either tagged as unknown or
removed from the input text during training as well as testing. In case of text classi-
fication, one or more unseen word in the text may increase misclassification. Lower the
vocabulary size, higher the chance of misclassification.

1.2 Character Embedding

To address above drawbacks in word-based deep network models, researchers applied
character-based models in various applications [3–5]. Character embedding resolves
the problem of out-of-vocabulary words as any word can be formed using set of
characters. Moreover, the size of character-based models is much less as compared to
word-based models due to limited number of characters forming the language corpus.
Hence, the character based CNN models are much faster (training time of each epoch)
than word based models though the number of epoch for convergence is much less for
word based models. For character based CNN models the context or relationship
between multiple characters and words are captured by convolution filters or kernels.
Higher the kernel size, better is the context captured. But capturing longer context is
difficult in character models as compared to word based CNN models.

Le and Mikolov [7] proposed embedding of documents through paragraph vectors
to avoid word-order weakness of bag-of-words and applied for text and sentiment
classification. Dai et al. [4] explored the capability of paragraph vectors for document
modelling. Such document or paragraph vectors may be considered as enhanced word
embedding that captures the sequence of information as a part of embedding. Wieting
et al. [8] proposed character n-gram embedding (CHARGRAM) for sentence similarity
study and part-of-speech tagging. Recently, a combination of word and character
embedding gave relatively better performance in various NLP problems [9, 10].

1.3 Interdependency of Network Models and Type of Text Embedding

CNN and Recurrent Neural Network (RNN) provide complementary information [11]
for NLP problems. The basic structure of CNN does not inherently support sequential
learning but is good for extracting multi-resolution features. As a result, for text
analysis, CNN finds most informative n-grams (set of word or characters) features
present in the text. On the other hand, basic structure of RNN models (both GRU and
LSTM) is suitable for storing past information and hence can learn sequence of texts
better. So, different forms of RNN were used for language modeling [12] or sentiment
analysis [13] related research. But, with time, different versions of CNNs and RNNs
were developed with various types of embedding which outperformed the conventional
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models. For example, Kim et al. [5] proposed a character based CNN language model
which provide much better performance than conventional LSTM version. Thus, there
is no clear distinction between RNN and CNN in terms of their applicability in NLP
problems though there is a preference in the type of embedding. We find both character
and word embedding for CNN models whereas word embedding is usually preferred
for RNN models.

CNN models with character embedding learn the most informative set of consec-
utive characters (character n-grams). For example, if a filter of length 3 is used for
convolution followed by max-pooling, the filter will extract most-informative
character-set of length 3 (3-gram character) present in the input text. We use multi-
ple such filters to learn different inputs. But such filters cannot find any relationship
between the n-grams at different position of text. Similarly, word based CNN models
find the set of most informative word n-grams through convolutions and max pooling.
For a fixed convolution kernel, the character n-grams span a smaller length of text as
compared to word based CNN models. Increasing kernel size increases the model
training time though it depends on length of embedding too. Character embedding uses
much smaller vectors as compared to word embedding due to limited set of characters.

Recurrent neural network models work mostly with words. Kim 2015 et al. [5] used
a combination of CNN and RNN in which the character embedding is input to the CNN
part and the output of CNN layer act as input to the RNN part. In such models, the
CNN component captures the n-gram features of text and RNN takes care of sequence
context of such features in the text. As a result, these models are able to address the
unseen word issues. In this work, we analyze a number of existing state-of-the-art
methods and propose different models to address the unseen word issue through
combined character and word embedding.

1.4 Prior Work on Text Classification Using Neural Networks

The Advances in computing and deep neural networks have helped to achieve sig-
nificant enhancements in NLP. Kim [1] proposed a word based CNN model for text
classification which uses Word Embedding and a parallel Convolution based archi-
tecture and provided benchmark accuracy on different datasets. Wang et al. [14] used
clustering of word vectors followed by a CNN to classify short texts. Later, Zhang et al.
[3] proposed a 9 layer character based CNN model, which addresses the unseen word
problem in Word CNN’s models, but it needs huge training corpus and takes longer
time to converge with a small increase in accuracy. Recently, a very deep character
CNN network with 29 CNN Layers was proposed by Conneau et al. [15] to show that
the performance increases with depth. A detailed study on using shallow word based
CNN or deeper character based CNN was published by Jonhson et al. [16].

With respect to using RNN for text classification, Johnson and Zhang [17] sug-
gested a supervised and semi-supervised learning for text classification using LSTM.
Tang et al. [13] proposed a gated RNN method for text classification in which the
model learns sentence representation with CNN or LSTM and the semantic relation is
encoded with gated RNN. Zhou et al. [18] proposed a combined CNN and LSTM
model, where CNN captures high level phrase representation and the LSTM layer to
understand overall sentence semantics. Wang et al. [9] proposed a combination of
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character and word model where the Word CNN is similar to Kim [1] architecture and
Char CNN similar to Zhang et al. [3] model. In this work, we propose multiple
combined word and character based CNN models.

Main contribution of the paper:

– New CNN architecture for addressing the issues with word embedding.
– Experimental observation and guidelines to work with combined word and char-

acter model for different CNN architectures.

2 Proposed Models

2.1 Model-1: CNN with Word Embedding

The model (see Fig. 1) includes word embedding, followed by convolution layer with
different kernels. The features generated in the convolution layers are flattened and fed
to the fully connected (FC) layer. Finally, a softmax layer is used for classification.

We consider pre-trained word embedding of length Lwe (300 in this work) based on
Google word2vec [2, 19]. The input data length (Lwi ) for the models depends on text
statistics available in the dataset as shown in Table 1. If the input sentence length
differs from Lwi , the text sample is padded or truncated to match Lwi .

The model uses 4 convolution kernel of dimension hwi � Lwe ; i ¼ 1; 2; 3; 4.
A kernel of size 4 � 300 means the filter is spanned over a length of 4 words. These
filters are applied in parallel and the coefficients are tuned as a part of training. Number
of filters of each type is 100 and max-pooling is used to extract the feature for FC layer.
One FC layer is used in this work, though multiple layers may provide better results.

2.2 Model-2: Multi-channel CNN Model with Word (Seen Words)
and Character Embedding (Unseen Words)

In this model (Fig. 2), all the seen words (words that appear more than a specified
number of times in the dataset) are fed to the word CNN module and remaining words
(not part of dictionary, i.e. unseen words) are sent to character CNN module. Though

Fig. 1. Model-1: CNN model with word embedding (Lwe ¼ Word embedding length; Lwi ¼
Input sequence length; hwi ¼ Word filter height; i ¼ 1; 2; 3; 4)
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the sequence of words is not maintained if one or more unseen words are removed, the
presence of those unseen word/words in character module helps increasing the clas-
sification accuracy. The model consists of independent word and character embedding,
followed by separate convolution layers. The features generated in the convolution
layers are fed together to the fully connected layer. Thus, the features from both word
and character embedding are trained together in the FC layer. The word CNN part of
the model is same as Model-1 which is explained in the previous section.

Character embedding dictionary consists of lower case letters, digits and special
symbols. Each character is represented as 100 dimension vector. We used both random
and pre-trained character embedding in this work. The input character length (Lc

i ) for
the models depends on text statistics as shown in Table 1. Since we pass only unseen
words in character model, the effective input length is small (as only limited number of
unseen words). If the input character length differs from Lc

i , the text sample is padded
or truncated to match Lc

i . We use maximum length of unseen text as Lc
i .

Table 1. Word and character length of different datasets and input data length (Lwi ) for word and
character CNN models

Dataset Number of
words in text

Number of
characters in text

Mean Max Lwi Mean Max Lci
MR 20 56 56 80 256 256
AGNews 7 24 24 27 90 90
TREC 11 37 37 45 197 197
Subj 23 122 56 110 681 256
SST2 19 55 55 87 256 256
CR 19 105 56 79 533 256
MPQA 3 36 36 15 226 226

Fig. 2. Model-2: CNN model with both word (seen words) and character embedding (unseen
words)
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We use 4 convolution kernel of dimension hci � Lce; i ¼ 1; 2; 3; 4. There are
100 filters of each dimension and max-pooling is used to extract the feature for FC
layer. Like word model, only one FC layer is used in this work. Both the character and
word level convolution outputs are fed together to the FC layer so that the model learns
both character n-gram features or sub-word information (from character CNN model)
and word n-gram like features (from word CNN model) together and prioritize as per
output classes. We use dropout at FC layer to prevent over-fitting of the model (due to
usage of both character and word model with multiple filters or kernels).

2.3 Model-3: CNN Model with Word (Seen Words) and Character
(All Words)

In Model-3 (see Fig. 3), all the seen words are fed to the word CNN module and all
(both seen and unseen) words are sent to character CNN module. The remaining part of
the architecture remain same as Model-2. The character module takes entire text as
input and hence Lci is much larger as compared to Model-2.

2.4 Model-4: Word-Character Interleaved CNN Model (Word
Embedding for Seen Words and Character Embedding for Unseen
Words)

In model-4, our objective is to maintain the sequence of words by embedding character
sets of unseen words in between seen words as shown in Fig. 4.

Each character of the unseen word is represented as vector of same length as words
(Lw

e ) and is added to the word vocabulary. The vectors are initialized with random
values and were trained during model training. The remaining part of the model remain
same as Model-1.

Fig. 3. Model-3: CNN model with both word (seen words) and character (all words)
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3 Datasets and Experiment Detail

We consider 7 benchmarked datasets [1] to evaluate our proposed models. All the
datasets are taken from a GitHub source [20]. Some basic word and character statistics
of the datasets are presented in Table 1.

Movie Review: This dataset contains 10662 movie review comments and has two
classes: positive and negative. Each text consists of one single sentence. In the current
work, we split 80% of the texts as the training set and the 20% as test set. We present
both 5 fold cross validation result as well as best accuracy among all combinations.

TREC: This is a 6-class classification problem related to question answering. We
consider 5452 number for training and 500 to test the model.

AG News: The dataset is AG news corpus [9] where the articles are divided into 4
categories. The dataset has two parts: title and description, but we only considered the
title for text classification. The dataset contains 120000 training and 7600 test samples.

Subj: This is a binary (subjective and objective) classification problem. There are
10000 sentences among which 80% used for training and 20% for testing. We present
both 5 fold cross validation result as well as best accuracy among all combinations.

CR: This is a customer review dataset with positive and negative classes. The Dataset
has 3771 sentences and we used 80% for the training and remaining 20% for testing.
We use 5 fold cross validation result as well as best accuracy among all combinations.

MPQA: This dataset has 10606 sentences with two classes. We use 80% of the data
for model training and remaining 20% for testing. A 5 fold cross validation result as
well as best accuracy among all combinations are computed for comparison.

SST-2: Stanford Sentiment Treebank dataset with two classes: positive and negative
reviews. There are 76961 phrases and 6919 sentences for training and 1820 sentences
for testing.

We used LeNet CNN architecture for implementing the Multi-channel parallel-net
CNN in Theano. For all the datasets, training is carried out using mini batch gradient

Fig. 4. Model-4: Word-character interleaved CNN model (word embedding for seen words and
character embedding for unseen words)
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descent with batch size of 100. We use negative log-likelihood as loss function and
adadelta as optimizer for training. We used 50 epoch for training, though for all the
datasets the model converged well below 50 epochs. We select the model with best
classification accuracy on test data.

4 Evaluation and Discussion

We performed a series of experiments to understand the effect of unseen words on text
classification accuracy with multiple standard datasets. The experimental results for all
the models for different datasets are presented and discussed in the following sections.
The probable reason of better or inferior performance of different experiments is also
discussed. Such experimental approach may help researchers to decide models in
different types of text classification problems.

We worked with variable size word dictionary for different datasets to present the
relative changes in accuracy with difference in count of seen and unseen words
(Table 2). Since, the total vocabulary size for different data set are different, the
vocabulary size is defined in terms of minimum word frequency for each dataset.
Minimum word frequency 3 indicates that all the words that appear less than 3 times in
the dataset (combined training and test data) are marked as unseen or unknown word. It
is observed that with increased minimum word frequency for seen word, the number of
unseen words in the data increases which causes decrease in classification accuracy.

4.1 Evaluation of Model-1: CNN Model with Word Embedding

CNN with word embedding is a known technique for text classification [1]. The
accuracy of the word only CNN Model decreases with decrease in vocabulary size with
increased word frequency threshold. We tried to improve the accuracy in the subse-
quent models by passing the unseen words to a Char CNN in different ways.

CNN model size increases with higher seen or dictionary words and hence plays an
important role in case of embedded applications. Hence, to work with a large dataset
using word embedding based CNN models, we need to decide the final model based on
both accuracy and model size. Moreover, training time (in terms of number of epochs
for convergence) is also important in deciding the model and vocabulary size.

4.2 Evaluation of Model-2: CNN Model with Both Word (Seen Words)
and Character Embedding (Unseen Words)

A dictionary of seen words was prepared based on the frequency of words used in the
dataset and remaining unseen words were sent to character model. We vary the dic-
tionary size to check how the accuracy of classification varies with count of seen
words. We used pre-trained word embedding and allowed the embedding to learn as
part of model training process. For character embedding, both pre-trained character
embedding and randomly initialized (Xavier Initialization [21]) character embedding
are examined. The results for both are presented in Table 2. There is no significant
difference observed in accuracy on these two versions. But, it is observed that the
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accuracy decreases with more unseen words though the accuracy is higher compared to
word-only models. The higher accuracy of Model-2 as compared to Model-1 is due to
the inclusion of unseen words using character model. This model takes care of unseen
word problem and also tries to establish a semantic relationship between the words, as
the features extracted from Word Convolution Layer and Character Convolution Layer
are together trained in Fully Connected Layer. But the continuity or the sequencing
between the seen and unseen words which is very critical for generating sematic
relationship is missing. We partially address the problem in Model-3 by including both
seen and unseen words as input to both word and character models.

4.3 Evaluation of Model-3: CNN Model with Both Word (Seen Words)
and Character Embedding (All Words)

In this model, the seen words were sent to word based model with pre-trained
embedding whereas both seen and unseen words were sent to character model. Like
model-2, we computed results for both pre-trained character embedding and randomly
initialized character embedding. The accuracy of the model for different datasets with
varying dictionary size is presented in Table 2. It can be seen that for multiple datasets
this model has the best accuracy compared to other models especially when the
complete dataset is considered as seen. The reason behind the high accuracy can be due
to the sub-word context information learnt by character network and word n-grams
context information learnt by the Word network which complements each other. One
disadvantage of this model compared to Model-2 and Model-4 is higher training time
and memory consumption as we train the whole text using a char CNN.

Table 2. Accuracy of different models with varying minimum word frequency and % of seen
words (minimum word frequency is used to decide seen and unseen words)

Methods Datasets

MR AG News TREC

1 3
(40%)

5
(25%)

7
(19%)

9
(15%)

1 5
(40%)

9
(27%)

13
(21%)

1 3
(26%)

5
(15%)

7
(10%)

9
(8%)

Model 1: Word
CNN

82.8 81.8 80.3 79.1 78.4 87.1 86.8 86.2 86.0 93.6 93.2 92.0 90.6 89.0

Model 2: Random
Char

82.8 81.9 81.1 80.1 78.7 88.2 87.5 87.3 86.6 93.6 93.6 93.0 90.6 89.2

Model 2: Pre-train
Char

82.8 81.6 80.9 80.2 79.1 88.2 87.8 87.7 87.2 93.6 93.8 92.0 90.4 88.8

Model 3: Random
Char

82.9 82.0 80.4 79.9 79.1 88.7 87.5 86.8 86.8 94 93.2 92.5 91.4 89.8

Model 3: Pre-train
Char

83.3 81.3 80.8 79.8 78.9 88.6 87.7 87.4 87.0 94.2 93.4 92.2 90.2 88.0

Model 4:
Interleaved

82.8 82.6 80.4 80.4 78.9 88.2 87.6 87.4 87.3 93.6 92.6 91.2 91.0 89.4
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4.4 Evaluation of Model-4: Word-Character Interleaved CNN Model
(Word Embedding for Seen Words and Character Embedding
for Unseen Words)

As discussed before, the objective of this model is to maintain the word sequence by
embedding character sets of unseen words in between seen words. The accuracy of the
model is presented in Table 2. The accuracy for different thresholds of seen words, the
result is in the same range as highest accuracy. Though we have not achieved the
highest accuracy in this model, the model has potential to perform better for large
datasets. The reason for low accuracy might be due to inadequate training with less
unseen data. For all the above models the accuracy decreases with increase in word
frequency threshold for seen data. But, with different combined models we are able to
compensate the difference significantly.

4.5 Performance Comparison of State-of-the-Art Techniques

In this sub-section, we compare the performance of our method with various deep
learning based state-of-the-art text classification methods reported in recent past. Seven
benchmark datasets were considered for comparison as described in Sect. 2. The
comparison of accuracy with state of art techniques is presented in Table 3.

It can be seen that for 3 datasets (AG News, TREC and SST-2) where the dataset
has a fixed train and test data we achieved the best accuracy. For CR and MPQA
datasets where we need to apply 80:20 for train/test ratio we achieved the best result
with Cross Validation and much higher accuracy with the best train/test set. For SUBJ
we achieved the best accuracy for the best train/test sample and for MR Dataset we
achieved better results compared to all models except one. We present both the
maximum and cross-validation results for data where the test datasets are not fixed.

Table 3. Comparison of accuracy (%) of the proposed method on benchmark datasets

Methods Datasets

MR AG News TREC SUBJ CR MPQA SST-2

Model-3: Random Char Max: 82.9
CV: 81.7

88.7 94 Max: 94.3
CV: 93.3

Max: 87.9
CV: 85.7

Max: 91.3
CV: 90

89

Model-3: Pre-train Char Max: 83.3
CV: 81.8

88.6 94.2 Max: 94.3
CV: 93.3

Max: 87.1
CV: 85.5

Max: 91.4
CV: 90

88.2

Word CNN [1] 81.5 86.1 93.6 93.4 85 89.6 88.1

CharCNN [3] 77.0 78.3 76 - - - -
WCCNN [9] 83.8 85.6 91.2 - - - -

KPCN [9] 83.3 88.4 93.5 - - - -
RNN [22] - - - 94.1 - - 87.9
BiLSTM-CRF [6] 82.3 - - - 85.4 - 88.3

F-Dropout [1] 79.1 - - 93.6 81.9 86.3 -
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To conclude, Model-3 Random Char model gave state of art results on 3 datasets
out of seven considered and Model-3 Pre-trained Char model gave the best results on 3
other datasets. Not all benchmark datasets were balanced, 3 datasets namely CR, TREC
and MPQA datasets were imbalanced with respect to class representation. So, we
present Precision, Recall and F1 Score for these datasets in addition to accuracy as
shown in Table 4.

4.6 Discussions

This is an experimental work and in this sub-section we share some of our observations
while working with various datasets.

Hyper-parameter Tuning: During experiments on various models, we tried different
hyper-parameter tuning to achieve best results. Convolution filters for character was
finalized as {2, 3, 4, 5} whereas for word module it was finalized as {2, 4, 6, 9}
through multiple iterations and experiments. Selection of the number of convolution
filters is fixed to 100 after several trials in the range of 50 to 200. We also tried multiple
activation functions for convolution layer and FC layer like Sigmoid, ReLU, TanH,
SoftReLU etc. We got best results for SoftReLU for Convolution Layer and ReLU for
FC Layer. For output layer we always used Softmax. We have also tried various
dropouts at FC layer and achieved best accuracy with 25% dropout.

Effect of Pre-trained and Randomly Initialized Word and Character Embed-
ding: In this work, we use pre-trained word embedding using Word2Vec whereas
character embedding is of two types: randomly initialized and pre-trained on Google 1
billion dataset. As mentioned in Tables 2 and 3, we see a small improvement in the
accuracy using pre-trained char embedding, but not consistent across different
experiments.

Unseen with Respect to Word2Vec as Compared to Working Dataset: We per-
formed another experiment with architecture discussed in Model-2. In this model, a
word not present in Word2Vec was considered as unseen and sent to character CNN
and remaining all words were sent to word CNN part of the model. We see a maximum
accuracy of 83.6% on MR Dataset with this approach. Similar technique was also
employed with Model-4 where we got a maximum accuracy of 82.9% on MR data.

Input Length of CNN Layers and Training Time: :Input word length (Lwi ) or
character length (Lci ) affect the training time due to change in number of convolutions.
In Model-2, character-CNN takes only unseen words, which makes Lci to be lesser by

Table 4. Performance metrics for imbalanced datasets

Dataset Accuracy (%) Precision Recall F1-Score

TREC 94.2 0.94 0.94 0.94
CR 87.9 0.88 0.88 0.88
MPQA 91.4 0.91 0.91 0.91
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70–75% compared to Model-3 which takes the all the characters of sentence as input.
The training time of Model-2 is almost equal to Model-1 (only Word CNN), though
Model-3 achieves better accuracy. For Model-4, dimension of both word and character
embedding are same (as word embedding). Hence, more unseen words cause higher
training time. In our work, on average, Model-2 takes approximately 10 min per epoch
whereas Model-3 and Model-4 takes about 17–20 min per epoch.

5 Conclusions

Multiple CNN architectures are proposed to address the unseen word problem of word
based models. The models show enhanced text classification accuracy for benchmark
datasets. Relative merits of each model are discussed keeping various aspects in mind
such as time of training, model size and classification accuracy. This might be helpful
to the research community to decide architecture for a given problem. The proposed
models have limited number of layers to make it faster. Though the proposed archi-
tecture is able to exceed the benchmark results, increased number of layers may
enhance the accuracy further.

To extend the accuracy further we are working on adding part-of-speech
(POS) embedding to character based embedding of unknown words. POS embed-
ding is a small size embedding indicating the position of word in a vector space
spanned by various POS. Character or sub-word embedding of unseen words does not
capture the syntactic relationship which might be corrected by POS embedding.
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Abstract. Topic labeling aims at providing a sound, possibly multi-
words, label that depicts a topic drawn from a topic model. This is of
the utmost practical interest in order to quickly grasp a topic informa-
tional content – the usual ranked list of words that maximizes a topic
presents limitations for this task. In this paper, we introduce three new
unsupervised n-gram topic labelers that achieve comparable results than
the existing unsupervised topic labelers but following different assump-
tions. We demonstrate that combining topic labelers - even only two -
makes it possible to target a 64% improvement with respect to single
topic labeler approaches and therefore opens research in that direction.
Finally, we introduce a fourth topic labeler that extracts representative
sentences, using Dirichlet smoothing to add contextual information. This
sentence-based labeler provides strong surrogate candidates when n-gram
topic labelers fall short on providing relevant labels, leading up to 94%
topic covering.

Keywords: Topic model · Topic labeling · Topic coherence

1 Introduction

With the ever-growing information flow, we are facing unprecedented difficulties
to quickly grasp the informational content on large streams of textual documents.
This happens in our daily life when we are browsing social media or syndicated
contents, but also in professional processes for which the stakes are to categorize
and understand large chunks of documents in an unsupervised setting. Topic
models are a solution to tackle this issue. They have been successfully applied to
c© Springer International Publishing AG, part of Springer Nature 2018
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many situations, including historical record analysis, machine translation, senti-
ment analysis, to name a few [1]. While topic models make it possible to build
sound representations of the different main topics discussed in the corpus they
are draw from, they hardly provide human-friendly outputs. As a consequence,
gaining a quick understanding of topics content is a cumbersome task. Interactive
topic visualization [2] does help in this matter, though they require an in-depth
and time-consuming cognitive effort to grasp each topic informational content.
This is the compelling rationale for the advent of topic models based on n-grams
[3] and topic labeling techniques [4,5]. Such techniques aim at providing a topic
label, which means a single or multi-word title that is relevant to represent the
informational content being discussed in the documents falling into that topic.

With the existing topic labeling techniques that we will discuss in Sect. 2, the
popular approach for topic labeling is to rely on a single topic labeling technique.
This implies a single measure to rank label candidates – therefore assuming the
hypothesis that a single measure exists that befits any kind of topic regardless
their number, their informational content type, their size, etc. While a single
strategy may be overall satisfactory, reaching about 2.0 on average on a 0–3
Likert scale in a unsupervised setting [6], it also leaves many topics with very
poor labels (0 or 1 on such scale).

In this paper, we investigate how to improve topic labeling. In this context,
a new multi-strategy method is proposed with two main functions.

First, we propose in Sect. 3 three new n-gram topic labeling techniques, called
M-Order, T-Order, and document-based labelers. M-Order and T-Order both
leverage the odds for label candidates to be generated by the other topics as
a background distribution as a penalty, while T-order also demotes label can-
didates with high score when they are nested in another significant candidate.
Document-based labeler investigates the possibility that the best label may be
found in a very few number of documents that are central to the category. We
discuss how each labeler performs but also how they complement each other by
showing that it is possible to reach a 64% improvement when using at least 2
labelers.

The second function of our multi-strategy approach (see Sect. 4) consists in
surrogating labels using sentence information retrieval and showing that they
provide a complementary approach for some topics that cannot find a proper fit
with n-gram labels. Section 5 concludes and provides further lines of research.

2 Related Work

Topic labeling aims at finding a good label or title to provide a better understand-
ing of what constitutes the homogeneity of a given topic [4]. Several measures
have been proposed to associate either a term or a phrase that roughly sum-
marizes the top-K words associated to a given topic. More recently, [6] explored
new solutions relying on letter trigram vectors and word embeddings.

Both information-based topic labeling strategies [4,7] and those based on
external semantic resources [5,8] only provide a satisfactory labeling efficiency
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in a subset of topics in a corpus. On a 0–3 Likert scale, [5] achieves 2.03 at best
while [6] reaches 2.13 at best – and less than 2 in most of the cases. It does not
mean that every topic finds a good match (score 2), but that a set of topics
achieves 3 whereas another set achieves 1 or even 0. This has been confirmed
in our own experiments that show standard deviations from 0.74 to 0.88 (see
Table 2). We demonstrate in this paper that in an unsupervised setting, without
the need of external semantic resources or user supervision, it is nonetheless
possible to achieve results that let most of the topics be associated to a good
label.

Another option is to work with representative sentences, which has been suc-
cessfully integrated into topic-modeling oriented applications [9]. However, their
usefulness in how the topic is understood has not been evaluated yet. In partic-
ular, in this paper we evaluate to which extent the sentences can complement
the n-gram labels.

Other work investigated the use of other modalities for topic labeling, such
as images. It turns out that previous work proved that labels based on n-
grams showed the best performances when evaluated by human beings [10].
This explains why we focus on n-gram labeling here, with an additional interest
in the possibility to enhance topic understanding with sentences as a surrogate.

3 Topic Labeling Based on n-Grams

First, our multi-strategy approach proposes several labels (i.e., phrases) by
using different statistical ranking measures. In what follows, we score a can-
didate term t that is a sequence of p consecutive words, also called n-grams:
t = (w1, w2 . . . wp). We consider these candidates as possible labels for a given
topic using different new proposed measures. The probability p(w/z) of word w
given topic z and the probability p(z/d) of topic z given document d are given
by the topic modeling algorithm (here, LDA).

3.1 T-Order, M-Order and Document-Based Labelers

M-Order Labeler. Our first contribution aims at improving the 0-order measure
[4] that is computed by

∑p
i=1 log p(wi|z)

p(z) . Instead of normalizing by the marginal
probability, we use the odds for the candidate to be generated by the other
topics as a background distribution. With p (wi|z) the probability for the topic
z to generate the ith word of t, we define a first score of relevance M -order as
follows:

M -order(t, z) =
p∑

i=1

log
p (wi|z)

1
|Z|−1

∑
z′ �=z p (wi|z′)

with Z the set of extracted topics. The denominator penalizes the candidates
that are also likely to be generated by the other topics than topic z.
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T-Order Labeler. To introduce the notion of “termhood” [11], we define that a
term t is a short term if it is nested in a longer term t′ that has a bigger value
for some base measure of termhood (e.g., c-value). For example, in a computer
science corpus, “Gibbs” would be a short term, because it is usually nested in
“Gibbs Sampling” that has a higher termhood. In this case, the term t can be
ignored. This post-processing method is akin to the “completeness” measure
usage in [7]. Finally, the score is divided by the length len of the candidate. We
can now define our new measure:

T -order(t, z) =
{

0 if t is a short term
1

len(t) · M -order(t, z) else

The score adds a notion of distance maximization between topics to 0-order, and
dividing by the term length prevents from favoring long terms too much. The
use of a termhood base measure prevents the labels to be terms that are not
semantically relevant.

Document-Based Labeler. In some cases, the best label can be found in a very
few number of documents that are central to the category. We define our second
new measure by averaging the importance of the set of documents featuring a
given term:

Doc − Based(t, z) =
( ∏

d∈Dt

impz(d)
) 1

|Dt|

where Dt is the set of documents in which the term t can be found and impz(d)
stands for the importance of document d in z. We decided to estimate impz(d) in
two ways. First, doc-basedu(d, z) is based on p(z/d) with a natural bias towards
short documents. The second measure doc-basedn(d, z) is based on p(d/z) ∝
p(z/d)∗p(d) for a given z. We decided to approximate p(d) by the ratio between
the length of d and the total length of the corpus. The rationale of the new
measure is therefore to find terms very specific to the topic although they exhibit
moderate topic covering.

3.2 Evaluation

Methodology. We experiment on two case studies with the LDA model [12] and
a fixed number of topics k = 100. The maximum number of iteration is set to
2000 and the hyperparameters α and β are automatically tuned as explained
in [13]. We may do other choices, such as using other topic learning algorithms
or setting k to other values. However, we think that the following experimental
design is sufficient for supporting the claim of this paper.

Datasets. Topic models are drawn from the following datasets:

• Sc-art: a set of 18 465 scientific abstracts gathered by [14] over a period
of 16 years. Many contributions in topic visualization and labeling techniques
have been applied on similar datasets, on which n-grams seem to provide very
relevant labels.
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• News-US: a set of 12 067 news we gathered automatically from the Huffing-
ton Post RSS feeds (US version). This set spans a period of almost 3 months
(from June the 20th until Sept. the 8th, 2016). Monitoring news feed is
another case study of the utmost practical interest.

After learning topic models, we perform standard post-processing that is
removing the topics that present a poor homogeneity. Actually, topics of poor
quality would bias our experiments since no labeler will be capable of finding a
satisfactory solution. To this end, we compute the Normalized Pointwise Mutual
Information (NPMI) of the top 10 words, and we eventually remove the topics
with a negative score, as it is shown in [15] that this score is correlated with
human measure of the topic coherence. Therefore, we keep 145 topics (on 200
initial topics) and every annotator had 48 or 49 tasks to complete (2 annotators ×
145 topics/6). Each task corresponds to the evaluation of two types of elements:
(i) evaluation of candidate labels (i.e. words and/or phrases), (ii) evaluation of
representative sentences.

As in previous works, the evaluation consists in measuring how well an n-
gram candidate labels the topic on a Likert scale. A scale of five points is used
in [7] and four in [6,16]. Our four points scale is presented on Table 1; it was
constructed so that we can easily compare our results to the literature. We
called six computer scientists as human annotators. The annotation task aims
at evaluating the three main n-gram labels provided by the different labelers for
a given tuple (dataset, topic). For any given tuple to annotate candidates were
ranked randomly and the annotators were blind to the kind of labeler which
generated each label. Each annotation was given to two annotators in order to
calculate an agreement score.

Table 1. Our likert scale

Score Description

3 Yes, perfectly

2.a Yes, but it is too broad

2.b Yes, but it is too precise

1 It is related, but not relevant

0 No, it is unrelated

For a given annotation task, we provided five documents that maximize
p(d|z), three documents that maximize p(z|d), plus the thirty top words with
their associated probabilities, as in [16].

The three most highly ranked labels were evaluated, either they have been
computed by the basic measures of [4] or by our own measures presented in
Sect. 3.1. The 0-order was computed with both uniform and frequency-based
background distribution. The T-order was computed using the LIDF-value from
[17] as a termhood measure, which seems to provide better results than the other
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Table 2. Average score for the top-3 labels proposed on a Likert scale from 0 (unre-
lated) to 3 (perfect). σ details the average standard deviations for the two datasets.

Top-3 News-US Sc-Art All

Max-Score 2.23 2.40 2.33 σ Too broad Too precise

T-order 1.27 1.24 1.26 0.81 13% 15%

M-order 1.25 1.20 1.22 0.8 13% 14%

doc-basedn 0.98 1.12 1.05 0.74 4% 16%

doc-basedu 1.03 1.17 1.10 0.75 4% 17%

1-order 1.07 1.31 1.19 0.84 8% 16%

0-orderuniform 1.10 1.63 1.36 0.82 7% 24%

0-orderfrequence 1.18 1.23 1.20 0.88 9% 17%

termhood scoring measures after a preliminary screening. We choose not to limit
the labeling candidate to be a bigram set, but to keep any length for the labels.
The candidate generation was performed using the BioTex API1 [17].

Results. Table 2 shows the average score (from 0 to 3) of the top-3 results of the
labeling systems. Max-Score is the upper bound, which corresponds to selecting
the score of the system that achieves the highest score for every topic. As it was
presented earlier, the annotator was able to give some qualitative information
when rating with 2: “it is too broad” or “it is too precise”. The distribution
by labeler is provided in Table 2. The kappa shows a fair agreement (0.34, 0.49,
0.51) that allows us to look for an automated labeling recommender system.

One first observation is that the simple 0-orderuniform is clearly better than
the others for the Sc-Art dataset (1.63 against 1.24), but the T-order measure
outperforms it for the News-US dataset (1.27 against 1.1). As it is well illustrated
in Table 2, labeling systems are not always good (maximum 1.36 on average),
but there is (almost) always a labeling system that is able to provide a good
label (2.33/3 on average). This means that we can expect an improvement of
about 64% in the labeling task. Tables 3 and 4 give a more concrete illustration
of that idea on a selected set of topics.

An important result is that with 90% of the evaluated topic, a good label
(meaning rated 2 or 3) is found. We name this amount as the covering of the
labeling strategy. When we reduce the labels to those produced by the T-order
and the 0-orderuniform only, there is a good label 83% of the time. A labeler
alone can only achieve a good score at best for 63% (0-orderuniform) and 62%
(T -order) of all topics.

Discussion. The presented results mean that even with a very small set of pro-
posed labels, one can access the inner semantic content of a given topic. In the
case of the two datasets we experiment on, we only need six labels (meaning,

1 http://tubo.lirmm.fr/biotex/.

http://tubo.lirmm.fr/biotex/
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Table 3. Examples of topics learned on our datasets

Topic 1 (News-US) Topic 2 (Sc-Art) Topic 3 (News-US) Topic 4 (Sc-Art)

EU Detection Mental User

Brexit Event Health Web

Britain Events Depression Users

European System Illness Filtering

Leave Detecting Suicide Profiles

Vote False Anxiety Collaborative

British Detect Disorder Usage

London Intrusion Care Preference

Minister Vehicle Social System

Referendum Anomaly Bell Site

Table 4. The words in bold where rated 3, the others 1. We see that for some topics
the 0-order is able to find a good label whereas it is the T-order for other topics.

Topic 1 Topic 2

T-order Brexit Intrusion

0-order British prime minister david cameron Intrusion detection systems

Topic 3 Topic 4

T-order Bipolar disorder Preference

0-order National suicide prevention lifeline User preference

three labels produced by two labelers, if there is no overlap). On average, among
these six labels, 15% are rated as unrelated, 46% as related, 29% as good label
and 9% as perfect label, 1% have been rated “I don’t know”.

If we consider 2 and 3 as good labeling scores, the precision is about 38%
(29% + 9%), even though the other answers are not totally wrong. For instance,
the topic 3 presented in Table 3 gets the following labels (0-order followed by T-
order labels): “bipolar disorder, depression, anxiety, national suicide prevention
lifeline, mental health disorder, mental health care”.

The presented results can be thought as over-optimistic: they need further
experiment on other various datasets (e.g., book series or blog posts) and we
know that within the labels given to the users there is still unrelated/non relevant
items (in our case, about 15% of the proposed labels). This is the reason why we
need to find advanced strategies to (a) improve the quality of the recommended
labels, (b) complete the labels when the n-gram based approach is not sufficient
to fully capture the inner semantics.

Regarding (a), we can naturally think at integrating other features than the
relation between topic-word probabilities and the candidate label. For instance,
we can add features related to the topic (importance of the topic, skewness of
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Table 5. Performance of the labeling systems, meaning the percent of a least one good
label (rated 2 or 3) in the top-3 labels

Systems Performance

Max-Score 90

T-order 62

M-order 60

doc-basedn 46

doc-basedu 51

1-order 53

0-orderuniform 63

0-orderfrequence 55

T-order + 0-orderuniform 83

the word distribution, etc.) or to the dataset (for instance, longer n-grams can
be favored in scientific datasets). We can also follow the work of Lau et al. [5]
in leveraging more supervision in the labeling process.

Regarding (b), it seems that for some cases, the n-gram labelers can never
achieve a satisfactory output. This is the reason why we propose, in the next
section, to leverage information retrieval techniques to find relevant sentences.

4 Topic-Relevant Sentence Extraction

In the second function of our multi-strategy approach, different representative
sentences are proposed in order to identify the semantic content of the topics.

4.1 Rationale

Would no n-gram labeler yields an acceptable label candidate, looking for rep-
resentative sentences from the corpus is another solution to label a topic. For
example, the labels returned by all the n-gram based systems for the two topics
in Table 6 were rated low (the maximum score being 0 for the first and 1 for the
second). But we can find sentences that were well rated, as shown in Table 7.

4.2 Sentence Extraction Solution

With this fourth new labeling technique, we assume that an information retrieval
procedure can be used to post-process the top documents (considered as the
“context”) and look for representative sentences. The top documents, i.e. the
documents that maximize p(d/z), are split into sentences. We propose to use a
Dirichlet smoothing to add contextual information.
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Table 6. Example of two topics badly labeled by n-grams.

Topic 5 (News-US) Topic 6 (News-US)

Photo Facebook

Posted Media

2016 Social

PDT Online

Jul App

39 Internet

Instagram Video

Aug Google

Jun Users

34 Site

Table 7. Two extracted sentences that can help the user capturing the meaning of
topics 5 and 6 given in Table 6 (words occurring in top words are highlighted in bold).

Topic Example of sentence returned by our systems

5 A photo posted by Laura Izumikawa Choi (@lauraiz) on Jun 17, 2016
at 11:05 am PDT

6 So ‘follow’ or ‘Like’ them on social media sites like Twitter, Facebook,
LinkedIn, Google + and Pinterest

We define β, the context distribution of a document collection, by:

βw =
c(w,C)

∑
w∈V c(w,C)

(1)

where c(w,C) counts the frequency of word w in the context C. With μ as a
positive real number, we obtain the following language model:

θxw =
c(w, x) + μβw

len(x) + μ
(2)

where c(w, x) stands for the frequency of word w in the candidate sentence x.
We can then compute different distance measures between the sentence vector
representation and the topic. We choose to compute a negative Kullback-Leibler
distance, like [4], and a simple cosine similarity. If μ = 0, the θxw calculated is a
simple TF representation of the sentence. The greater μ is, the more importance
we give to the context (the top documents). Our model is parameterized by: β
(more precisely, the number of top documents |β| we choose to keep) and μ (the
amount of context we want to take into account).
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4.3 Evaluation

We experiment with the same models and datasets than the n-gram evaluation
of the previous section. We choose to ask the following question: “Does the
sentence give a clear understanding of the topic content?”. Then, the rater could
choose between “yes”, “no”, or “don’t know”. The systems are presented in
Table 8. We choose to compare our systems with random sentences, extracted
from documents that do not maximize p(d/z). We call Rand this system based
on random sentences.

Table 8. Evaluated systems with different parameters’ values.

Name Similarity μ |β|
COS10 Cosine 0 10

COS15 Cosine 0 15

COSIDF15 Cosine 0 (IDF weighted) 15

B100,1 Negative KL divergence 0.1 10

B1010 Negative KL divergence 10 10

B101000 Negative KL divergence 1000 10

B200,1 Negative KL divergence 0.1 20

B2010 Negative KL divergence 10 20

B201000 Negative KL divergence 1000 20

As for the n-grams evaluation in previous section, a weighted Kappa was
computed for every annotator pair. The results are similar: it is not really high
(0,23, 0.36, 0.04), but sufficient for a significant agreement. Table 9 presents
the average proportion of extracted sentences tagged as 1 (answer “yes” to the
question: “Does the sentence give a clear understanding of the topic content?”).
It shows that a simple cosine based on a TF vector using the top 10 documents is
better, without the need of smoothing. However, a closer look shows that B200.1
(meaning a really small smoothing) is slightly better for News-US.

Table 9. Percent of relevance, meaning the proportion of topics correctly illustrated
by the sentence.

System News-US Sc-Art All System News-US Sc-Art All

Rand 1% 6% 4% B1010 34% 38% 36%

COS10 34% 46% 41% B101000 25% 28% 27%

COS15 35% 45% 40% B200.1 40% 31% 35%

COSIDF15 22% 30% 26% B2010 34% 37% 36%

B100.1 38% 33% 35% B201000 25% 26% 26%
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We can now wonder whether sentences can be combined with n-gram labels
to improve the overall topic understanding. For instance, we can estimate the
proportion of topics for which we can find at least one good n-gram label (with
0-order or T-order) and, if we cannot, one sentence otherwise. The performance
goes from 83% covering up to 93% with the COS15 labeler. This improvement
can be seen even with no agreement among the last annotator pair. If we ignore
the annotations attributed by the last annotator pair (weighted Kappa of only
0.04), the covering goes even until 94%.

5 Conclusion

Finding a suitable textual description of the output of a statistical model is still a
difficult task that can be related to interpretable machine learning. In this paper,
we introduced three new n-gram topic labelers that are at least on par with the
existing labeling techniques. A key observation is that those new labelers are
complementary labelers to the best known so far (0-order labeler) so that when
one of them is combined with the 0-order labeler, the resulting combined labeler
provides labels scoring 2 or more on a 0–3 Likert scale. A direct application of this
consists in a simple recommender system that suggests a limited set of labels
(e.g., the labels produced by T-order and 0-orderuniform) that are mostly of
good quality. When expanding such a combined n-gram labeler with extracted
sentences from the corpus as surrogate labels for difficult labeling cases, it is
possible to reach the same performance for 94% of the topics to label.

There is still room for future research. First of all, we can consider the cover-
ing we get as a good recall, but the precision (meaning, the proportion of really
good labels among the labels returned by the system) needs to be improved. If
we are able to automatically choose the perfect labeler for each case, this will
constitute an important improvement2. If we assume that the user can still have
difficulties for selecting the best labels for some topics, we might adopt a semi-
supervised system following [5]. Another track would be to define a label as a
combination of n-grams and sentences that are complementary for they propose
different views over the targeted topic. The must would be to generate a small
paragraph that summarizes the underlying topic semantics.

Acknowledgments. This work is partially funded by the SONGES project (Occitanie
and FEDER).
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Abstract. In this paper, we study thesaurus-based topic models and
evaluate them from the point of view of topic coherence. Thesaurus-
based topic models enhance the scores of related terms found in the
same text, which means that the model encourages these terms to be
on the same topics. We evaluate various variants of such models. First,
we carry out a manual evaluation of the obtained topics. Second, we
study the possibility to use the collected manual data for evaluating new
variants of thesaurus-based models, propose a method and select the best
its parameters in cross-validation. Third, we apply the created evaluation
method to estimate the influence of word frequencies on adding thesaurus
relations for generating coherent topic models.

Keywords: Topic models · Thesaurus · Content-based analysis

1 Introduction

Domain-specific terms in form of subject headings, subject facets or subject
categories are traditionally used in domain information systems for navigation
through the text collection and visualization of the collection contents [5,12].
Often, for dynamic information flows, such pre-defined terminological tools can-
not provide satisfactory coverage of all significant thematic issues. Therefore,
currently, statistical approaches such as probabilistic topic modeling become
important tools for support of expert analysis and visualization of document
collections [20,21]. Automatic topic labeling methods [11] with a function simi-
lar to subject headings have been proposed.

In their experiments, Boyd-Graber et al. [4] found that to be understandable
by humans, topics should be specific, coherent, and informative. Relationships
between the topic components could be inferred. This requires testing of topic
models by humans, which is a very expensive procedure. Previously, automatic
measures for evaluating coherence have been proposed [10,17,19]. However, the
obtained scores are not always justified [14].
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Sets of topics for the same text collection can be generated using different
approaches and their parameters [2], regularization techniques [16,22], combi-
nations of single words, extracted phrases or domain-specific terms [3,18]. For
example, the top of a unigram topic for a news portal can include: Syria, Syr-
ian, Assad, UN, opposition... A phrase-based topic with similar content can
look as follows: Syria, Bashar al-Assad, the Syrian opposition, Syrian, al-Assad
regime.... Therefore, it is important to understand what types of topic models
are better for human perception.

In this paper, we study the integration of prior knowledge consisting of a
thesaurus and multiword expressions in three steps. First, we manually evaluate
more than thirty different models applied to the same text collection. Second, we
study the possibility to use the collected manual data for evaluating other mod-
els: we propose a method and select the best its parameters in cross-validation.
Our work is the first one studying an application of manually labeled topic
models to evaluate other topic models. At the third step, we apply the created
evaluation method to estimate correlations between word frequencies and the
necessity to add their thesaurus relations to obtain more coherent topics.

2 Related Work

Topic modeling approaches [2] are unsupervised statistical algorithms that usu-
ally consider each document as a “bag of words”, without accounting any rela-
tions between them. There were several attempts to enrich word-based topic
models (=unigram topic models) with additional prior knowledge or multiword
expressions. Andrzejewski et al. [1] incorporated knowledge by Must-Link and
Cannot-Link primitives represented by a Dirichlet Forest prior. These primitives
were then used in [16], where similar words are encouraged to have similar topic
distributions. However, all such methods incorporate knowledge in a hard and
topic-independent way.

Xie et al. [25] proposed the MRF-LDA topic model, which utilizes the distri-
butional similarity of words to improve the coherence of topic modeling. Within
a document, if two words are labeled as similar, their latent topic nodes are
connected by an undirected edge and a binary potential function is defined to
encourage them to share the same topic label. In [6], the authors gather so-
called lexical relation sets (LR-sets) for word senses described in WordNet. The
LR-sets include synonyms, antonyms, and adjective-attribute related words. To
adapt LR-sets to a specific domain corpus and to remove inappropriate lexi-
cal relations, the correlation matrix for word pairs in each LR-set is calculated.
This matrix is used for filtrating inappropriate senses and for modifying the ini-
tial LDA topic model according to the generalized Polya urn model [15], which
boosts probabilities of related words in word-topic distributions. Gao and Wen [7]
presented Semantic Similarity-Enhanced Topic Model that accounts for corpus-
specific word co-occurrence and WordNet-based semantic similarity using the
generalized Polya urn model.

All above-mentioned approaches to adding knowledge to topic models are lim-
ited to single words. Approaches using ngrams in topic models can be subdivided
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into two groups. The first group of methods tries to create a unified probabilistic
model accounting unigrams and phrases [8,23,24]. However, all these models are
enough complex and hard to compute on real datasets.

The second group of methods is based on the preliminary extraction of
ngrams and their further use in topics generation. Initial studies of this app-
roach used only bigrams [9]. Nokel and Loukachevitch [18] proposed the LDA-
SIM algorithm, which integrates top-ranked ngrams. They proposed to create
similarity sets of expressions having the same word components and sum up fre-
quencies of similarity set members if they co-occur in the same text. In [14] the
application of the LDA-SIM algorithm for integration several thesauri (Word-
Net, EUROVOC), including multiword terms and direct thesaurus relations,
has been studied. It was found that thesaurus-based models can be much more
coherent than unigram models but there are some important parameters of the
thesaurus-based models, which should be additionally studied.

To measure human interpretability of statistically generated topics, several
evaluations have been organized. Mimno et al. [15] described an experiment com-
paring expert evaluation of LDA-generated topics and automatic topic coherence
measures. The experts annotated each topic according to the 3-class scale as
“good”, “intermediate”, or “bad”. It was found that most “bad” topics con-
sisted of words without clear relations between each other. Newman et al. [17]
also asked users to score topics on a 3-point scale. They indicated that a coherent
topic usually can be described with a short label.

To automate the measuring of the topic interpretability, automatic topic
coherence measures have been proposed. Their calculation is based on similar-
ity scores between words in the top of a topic. The similarity scores can be
established on the basis of some resource (for example, WordNet) or word co-
occurrence in some corpus. Newman et al. [17] found that the best measure
having the largest correlation with human scores is word co-occurrence from
the top of topics calculated as point-wise mutual information (PMI) on such an
external collection as Wikipedia articles.

Later Lau et al. [10] showed that normalized pointwise mutual information
(NPMI), counted on Wikipedia articles, correlates with human scores even more.
In [19], an integrated model of automatic topic coherence has been evaluated on
several datasets. It was confirmed that Wikipedia-based coherence measures are
much more reliable than the use of a source collection. But exploiting an external
corpus for a topic model evaluation can be inappropriate for a specific domain
because many thematically related words or phrases can be rarely mentioned or
co-occurred in Wikipedia.

3 Thesaurus-Based Topic Models

We study the approach of creating thesaurus-based topic models proposed by
[14]. They create so-called similarity sets between semantically related language
units. Every unit (word or phrase) can have such a similarity set. The single
word’s similarity set can include phrases where this word is a component or
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related word or phrases described in some thesaurus. The phrase’s similarity set
can comprise phrases with the same component words, single component words,
and related word or phrases according to a thesaurus. For example, word Syria
can have the following similarity set: Syrian, Damascus, President of Syria,
Government of Syria.

It was supposed that if units from the same similarity set co-occur in the
same document then their contribution into the document’s topics is really more
than it is presented with their frequencies, therefore their frequencies should
be increased. In such an approach, the algorithm can “see” the relatedness of
language units. The authors of [14] implemented the algorithm LDA-SIM, which
changed frequencies in the process of topic inference. The approach was applied
to different text collections and thesauri, it was evaluated with only automatic
coherence measures. The evaluation showed that the results depend on several
factors and, therefore, it seems that further study is needed.

In our approach, at first, we include related single words and phrases from
a thesaurus in similarity sets. Then, we can add preliminarily extracted phrases
into these sets and, in this way, we can use two different sources of external
knowledge. In our implementation of thesaurus-based topic modeling, we use
BigARTM library for inferring topic models1 [22]. The library uses the Vowpal
Wabbit input data format, in which each document is represented as a single line,
and each unit (word or phrase in our case) in a document is provided with its
frequency in this document. Thus, for each language unit, we create its similarity
set and can change the initial frequency of a unit in a document.

In the current study, we substitute the initial frequency of a unit to the overall
frequency of related units from its similarity set mentioned in the document
under analysis. Units in similarity sets can comprise single words, thesaurus
phrases or on-the-fly extracted noun phrases. It was shown in [14] that different
principles of forming similarity sets can lead to improving or degrading initial
unigram topic model. In this paper, we would like to study various variants and
parameters of thesaurus-based models.

We can compare thesaurus-based topic models based on similarity sets with
the approaches applying the generalized Polya urn model [6,7,15]. To add prior
knowledge, those approaches change topic distributions for related words globally
in the collection. We modify topic probabilities for related words and phrases
locally, in specific texts, only when related words co-occur in these texts.

4 Manual Evaluation of Thesaurus-Based Topic Models

To estimate the quality of topic models, we chose Islam informational portal
“Golos Islama” (Islam Voice)2 (in Russian). This portal contains both news
articles related to Islam and articles discussing Islam basics. We extracted the
site contents using Open Web Spider3 and obtained 26,839 pages. We supposed
1 http://bigartm.org/.
2 https://golosislama.com/.
3 https://github.com/shen139/openwebspider/releases.

http://bigartm.org/
https://golosislama.com/
https://github.com/shen139/openwebspider/releases
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that the thematic analysis of this specialized site can be significantly improved
with domain-specific knowledge described in the thesaurus form.

Table 1. Results of manual labeling of topic models for the Islam site

N Model 100 topics 200 topics

1 LDA unigram 163 334

2 LDA+1000phrases 161 316

3 LDA+>10phrases 148 308

4 Sim+1000phrases 180 344

5 Sim+>10phrases 180 337

6 Sim+UnarySyn 157 323

7 Sim+Rel+1000phr 159 301

8 Sim+Rel+>10phr 150 295

9 Sim+Rel/hyp+1000phr 153 310

10 Sim+Rel/hyp+>10phr 174 302

11 Sim+Rel/GL+>10phr 186 350

12 Sim+ Rel/GL/hyp+>10phr 184 346

To combine knowledge with a topic model, we used the RuThes thesaurus.
RuThes in a linguistic ontology of Russian intended for natural language pro-
cessing [13]. It has many similarities with WordNet thesaurus but also has some
specific features. In particular, RuThes contains terminology of the sociopolit-
ical domain, which includes economy, financial, political and other terms. The
current volume of RuThes is 170 thousand words and expressions. Together with
RuThes, we used Islam thesaurus, which contains more than 5 thousand Russian
Islam-related terms.

We used the LDA approach to topic modeling [2]. For each topic model
under analysis, we ran two experiments with 100 topics and with 200 topics.
The generated topics were evaluated by two terminologists, who had previously
worked with the Islam-related texts. The evaluation task was formulated as
follows: the experts should read the top elements of the generated topics and try
to formulate labels of these topics. The labels should be different for each topic
in the set generated with a specific model. The experts should also assign scores
to the topics’ labels:

– 2, if the label describes almost all elements of ten top elements of the topic
– 1, if several top elements do not correspond to the label,
– 0, if the label cannot be formulated.

Then we can sum up all the scores for each model under consideration and
compare the total scores in value. Thus, maximum values of the topic score are
200 for a 100-topic model and 400 for a 200-topic model. In this experiment, we
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do not measure inter-annotator agreement for each topic, but try to get expert’s
general impression. In the current experiment, we use add only multiword expres-
sions described in the thesaurus. We added thesaurus phrases in two ways: most
frequent 1000 phrases (as in [9,18]) and phrases with frequency more than 10
(>10phr.): the number of such phrases is 9351.

As baselines, we considered the LDA unigram model and LDA models with
additional phrases. Other models use similarity sets (SIM) of different types.
The results of the evaluation are shown in Table 1. It can be seen that if we
add phrases without accounting component similarity (Runs 2, 3), the quality
of topics decreases: the more phrases are added, the more the quality degrades.
But if the similarity between phrase components is considered then the coherence
significantly improves and becomes better than for unigram models (Runs 4, 5).

Adding only unary synonyms into similarity sets decreases the quality of the
models (Run 6) according to the human scores. The problem of this model is
in that non-topical, general words are grouped together, reinforce one another
but do not look as related to any topic. Adding all thesaurus relations is not
very beneficial (Runs 7, 8). The explanation is the same: general words can
be grouped together. Then we suppose that we can reduce overgeneralization
if we exclude hyponyms from similarity sets (Rel/hyp). For example, that if
term Sunni is described as a hyponym of Muslim, the similarity set for Sunni
will contain word Muslim, but the similarity set for Muslim does not contain
word Sunnite. It means that more concrete words and phrases obtain higher
frequencies in topic inference. If we consider all relations except hyponyms, the
human scores are mainly better for corresponding runs (Runs 9, 10).

At last, to avoid too general topics, we removed so-called General Lexicon
concepts from the RuThes data, which are top-level, non-thematic concepts that
can be met in arbitrary domains [13] and considered all-relations and without-
hyponyms variants (Runs 11, 12). These last variants achieved maximal human
scores because they add thematic knowledge and do not include too general
knowledge, which can distort topics. The top of Syria thesaurus-based topic is
as follows: Syria, Syrian, Assad, Damascus, Bashar al-Assad, the Syrian oppo-
sition, opposition, al-Assad regime, regime (translation from Russian).

5 Use of Manual Data to Evaluate Other Models

As a result of the previously described experiment, we obtained 33 evaluated
topic models annotated by two experts, which contains 4700 different topics. To
continue manual evaluation of other topic models without additional expenses, it
is important to study methods to predict the manual score for a topic model from
the available data. We took the average of two scores assigned by annotators as
the human score of the topic model.

For such prediction, we should find the most similar topics for each topic
from the target (new) topic model, to calculate its score, then to calculate the
overall score of the target topic model. For evaluation, we compare the obtained
overall score with the real human score. We used leave-one-out cross-validation.
In this procedure we encountered the following problems:
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– the topics in the data can have elements of different nature: single words,
extracted or thesaurus phrases; such elements should be compared;

– the similarity between topics can be based on different numbers and different
distributions of top elements in compared topics;

– some topics have very low element-based similarity to topics generated by
other topic models: the matched elements in the top 20 elements can be less
than 4–5;

– most topics in the dataset are interpretable: they have human scores more
than 0. Thus, we have the underrepresentation of topics with zero scores in
the dataset.

At first, we transform topics with phrases into unigrams topics in the follow-
ing way. If a topic contains phrase w1w2 with probability p then we transform
this fragment to w1p, w2p. All unigrams are included into a topic only once with
their maximal probabilities. For example, the top of the topic “Syria, Bashar al-
Assad, the Syrian opposition, Syrian, al-Assad regime...” will be transformed to
“Syria, Bashar, al-Assad, Syrian, opposition, regime...” with the corresponding
probabilities.

The similarity of topics was considered as follows. If the topic T1 has more
matching elements with the target topic T0 than topic T2, then topic T1 is more
similar to T0. If the number of intersections of T1 and T2 with T0 is the same
than two additional measures can be applied as variants. The first measure
is uninterpolated average precision (AvP) of matching elements. The second
measure is Jensen-Shannon divergence (JSdiv) of matching elements. AvP is
greater if the matching elements are located closer to the top of each topic under
consideration. Jensen-Shannon divergence is smaller when the probabilities of
matching elements are similar in topics under consideration.

As a baseline for calculating the score of a new topic model, we took KNN
method. In our case, it has two parameters: K, the number of the most similar
topics, and N, the number of top elements of topics to be considered. We calculate
the predicted score of the target topic t0 as the averaged value of scores of all K
topics, the contribution of the each topic’s score is proportional to the number
of matching elements:

PredictedScore(t0) =
∑K

i=1(scorei · (Measi · li))
K∑

i=1

(Measi · li)

where scorei is the expert score of topic ti, Measi is equal to AvPi or (1 −
JSdivi), li is the number of matching elements.

In Table 2 we show the best variants of KNN-based prediction for each N
(number of top elements). We calculated an average deviation of each topic
model’s score (AvDev) and Spearman correlation rank of calculated scores in
comparison to manual scores. Spearman correlation shows the coincidence of
topic ordering according to human and automatic scores. For calculating Spear-
man correlation coefficient, 100- and 200- topic model scores were transferred to
the same score scale.
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Table 2. Applying KNN to the prediction of models’ scores. Numbers in parentheses
denote the best K (number of topics) for a given N (number of top elements)

N AvP JSdiv

AvDev Spearman AvDev Spearman

10 6.73 (3) 0.875 (6) 7.20 (2) 0.859 (3)

15 6.24 (3) 0.871 (4) 7.61 (2) 0.873 (6)

20 6.71 (3) 0.872 (8) 6.99 (2) 0.869 (3)

25 6.51 (3) 0.880 (10) 6.80 (2) 0.859 (5)

30 6.68 (3) 0.876 (8) 7.24 (2) 0.885 (3)

35 6.85 (5) 0.867 (8) 7.74 (4) 0.883 (5)

40 6.62 (4) 0.879 (6) 6.80 (4) 0.884 (4)

45 6.66 (4) 0.878 (6) 6.82 (3) 0.882 (4)

50 6.73 (5) 0.871 (6) 6.57 (4) 0.878 (6)

Analyzing the prediction scores for specific topics, we found that KNN pre-
dicts too high scores for incoherent or senseless topics, because of a relatively
small number of bad topics among our topics. For this reason, an incoherent
topic can be considered similar to quite coherent topics but via a small number
of matched elements.

Therefore we propose another method called Penalty method that addition-
ally requires a given number of matching elements in two topics. Two first param-
eters of the Penalty method are the same as in KNN: N is the number of the
topic’s top elements under consideration and K is the number of the most similar
topics. The third parameter of the Penalty method (L) determines the required
number of topic’s elements to be matched. If the most similar topics to the
target topic have less matching elements than L then the estimated score is
proportionally decreased.

For example, suppose, L is set to 10, K is equal to 2. Two most similar
topics have high human scores (2) but the number of matching elements is only
8 in both cases then the predicted score of a topic is 2 ∗ (16/20) = 1.6. The
contribution of topics with different scores to the predicted score is calculated
using the same formula as for KNN. Table 3 shows the results of the Penalty
method. It can be seen that the deviations from correct scores are much less
than for KNN, and Spearman correlation rank is considerably larger.

We can also check how KNN and Penalty methods predict scores for randomly
generated word groups. It allows us to estimate how the methods would estimate
scores for a low-quality topic model. With this aim, we randomly generated 100-
word groupings. The probability of a word in a random grouping is directly pro-
portional to its frequency in the text collection. Table 4 shows the prediction scores
of these random word groupings. For prediction, we used the best parameters for
each method. We can see that the Penalty method estimates the score of a random
word grouping much lower than a real topic model. KNN obtains a low score for
the random grouping but this score is close to scores of real topic models.
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Table 3. Applying the penalty method to prediction of models’ scores

K of topics Method N top L of matches Average deviation Spearman

1 JSdiv 45 12 7.01 0.867

2 JSdiv 40 19 5.63 0.919

3 JSdiv 40 19 5.79 0.913

4 JSdiv 40 19 5.17 0.917

5 JSdiv 40 19 5.15 0.910

1 AvP 20 5 6.94 0.884

2 AvP 40 19 6.06 0.911

3 AvP 40 19 5.91 0.916

4 AvP 40 19 5.50 0.914

5 AvP 40 17 5.83 0.915

Table 4. Prediction of scores for randomly generated topic model

Method Parameters Score

Penalty, AvP 3 Topics, 40 (19) 107.4

Penalty, JSdiv 3 Topics, 40 (19) 108.6

KNN, AvP 10 topics, 25 Top Elements, 158.1

KNN, JSdiv 5 topics, 35 Top Elements, 159.0

Lowest manual score for a real topic model 145.0

6 Evaluation of New Topic Models

In previous sections, it was shown that the best human scores can be obtained
with a thesaurus-based topic model when the General Lexicon domain was
excluded. For RuThes, it is possible because there is a special system of labels
denoting the General Lexicon concepts [13]. For possible use of other thesauri, we
should study simpler techniques to exclude frequent general words from exploit-
ing their thesaurus relations.

First, we can suppose that fairly frequent words in a collection do not require
an additional accounting of their relations because they have enough statistical
evidence for topics they belong if any. In our collection of 26 thousand docu-
ments we define several thresholds of document frequency: if the term document
frequency (df) is less than the threshold than thesaurus and component relations
are added to term similarity sets, otherwise, the similarity set for this term is not
formed. Second, it is possible that tf.idf-based measures can be more appropriate
for regulating the use of additional relations in forming a coherent topic model.

For evaluation of all new variants of topic models, we used the Penalty
method with the following parameters: 3 most similar topics, 40 top elements, 19
matching elements. We study three models: (1) using all thesaurus and phrase
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component relations, (2) using thesaurus and phrase component relations except
hyponym relations. The model (3) does not include hyponyms in the similarity
sets; besides, similarity sets of single words do not include phrases in that these
words are components. The models’ units include thesaurus phrases with fre-
quency more than 10.

Table 5 shows the results of the evaluation depending on the df threshold. It
can be seen that models (1) and (2) are mainly improved when the thesaurus
relations are used for less frequent words and phrases. If we exclude hyponym
relations in the model (2), then the average level of model scores is higher than
the model (1) using all relations. The model (3) shows the best results and is
better when more number of thesaurus relations is exploited.

Table 5. Using frequency thresholds to regulate the use of thesaurus relations in
generating topic models

Threshold (1) All relations
model

(2) Without hyponyms
model

(3) without hyponyms
and without phrases for
single words

2000 157/299 167/313 175/344

1500 157/303 159/320 174/344

1000 159/310 163/322 172/341

500 172/325 171/325 172/342

400 171/318 168/328 173/346

300 169/ 318 171/ 335 172/341

200 170/326 167/329 170/339

100 170/319 170/328 170/330

For calculation tf.idf, we use bm25 formula with coefficient k = 2 and b = 0.
This formula is convenient because tf belongs to the restricted interval of values.
We again determine some thresholds but in this case, thesaurus and component
relations are utilized if term’s tf.idf is more than the given threshold. Table 5
shows the results of evaluation depending on the tf.idf thresholds. The same
correlation for models (1) and (2) can be seen: the stricter thresholds give better
results. Again the model (2) with the exclusion of hyponyms relations is better
than model (1), using all relations. And model (3) is again the best model.

From these automatic evaluations, we can conclude that two models really
improve when the frequency thresholds are used. The experiment also confirmed
the results of the previous manual evaluation that exclusion of hyponyms from
term similarity sets and phrases from their components similarity sets (model
3) improves the human quality of topics because gives more weights to more
concrete, specific words and phrases, which contents are more definite (Table 6).
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Table 6. Using TFIDF thresholds to regulate the use of thesaurus relations in gener-
ating topic models

Threshold (1) All relations
model

(2) Without hyponyms
model

(3) without hyponyms
and without phrases for
single words

6 170/323 172/335 170/337

5 165/323 170/320 171/ 344

4 159/307 164/321 174 /339

3 155/299 163/311 175/ 344

7 Conclusion

In this paper, we studied thesaurus-based topic models and evaluated them from
the point of view of topic coherence. Such topic models enhance scores of related
terms found in the same text, which means that the model encourages these
terms to be on the same topics. First, we carried out the manual evaluation of
the obtained topics and found that the main problem of such topic models is the
overgeneralization when general frequent words are grouped together but these
groupings do not seem much meaningful.

Second, we studied the possibility to use the collected manual data for evalu-
ating new variants of thesaurus-based models. We proposed the Penalty method,
showed that it is much better than baseline KNN, and select the best its param-
eters in cross-validation. This is the first work when manual labeling data are
used for evaluating new topic models. Third, we applied the Penalty method to
estimate the influence of word frequencies on adding thesaurus relations during
generating topic models and found that document frequencies really influence
on the coherence of thesaurus-based topic models.

In all experiments, we found that exclusion of hyponyms from similarity sets
and enhancing frequencies of phrases helps to overcome the overgeneralization
problem. Such thesaurus-based approach creates more coherent and understand-
able topic models.
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Abstract. This contribution investigates whether companies cluster together
according to their field of industry using word embeddings and in particular
word2vec models on general news text. We explore to what extent this can be
utilised for identifying company-industry affiliations automatically. We present
an experiment in which we test seven different classification methods on four
different word2vec models trained on a 600-million-word corpus from the
Guardian newspaper. For training and testing our classifiers we obtained
company-industry assignments from the Dbpedia knowledge base for those
companies occurring in both the news corpus and Dbpedia. The majority of the
28 scrutinized classification paradigms displays F1 scores near 80%, with some
exceeding this threshold. We found differences across industries, with some
industries appearing to be more distinctly defined, while others are less clearly
delineated from neighbouring fields. To test the robustness of our approach we
conducted a field test, identifying candidate companies absent from Dbpedia
with a named-entity recognizer, establishing ground truth on company and
industry status manually through web search. We found classifier performance
to be less reliable in the field test and of varying quality across industries. with
precision at 25 values ranging from 16% to 88%, depending on industry. In
summary, the presented approach showed some promise, but also some limi-
tations and may in its current form be only robust enough for semi-automated
classification.

Keywords: Company-industry affiliation
Company classification from unstructured news text
Field of industry clustering � Word embedding � word2vec

1 Introduction

In recent years the availability of vast amounts of data and improved computing power
has made the field of machine learning more relevant than ever [1]. As a substantial
amount of data on the world wide web comes in the form of unstructured text [2],
numerous attempts have been made to apply methods of natural language processing
(NLP) to extract meaningful information including relations from this type of data
[2, 3]. However, the difficulty and precise approach used to extract relations depends on
how they are expressed in the text. Some relations appear in similar patterns with both
arguments occurring in the same sentence. Others are mentioned rarely or not at all in
the same sentence making it more difficult and involved to discover valid patterns.
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In our contribution we look at the relation between companies and the industry or field
of industry they are commonly assigned to. We believe that this relation is relatively
rarely expressed directly in business news, but perhaps captured implicitly and more
meaningfully in the context that company names appear in, in such news articles. We
use a word embedding-based approach to test this hypothesis.

Identifying relations between companies and their corresponding industry in this
way has many practical implications. If the word embeddings of companies assigned to
the same industry cluster together in a meaningful way, comparing different industry
clusters may challenge existing expert industry classification and definition standards
or at least offer an alternative picture, blurring existing or defining new fields. Fur-
thermore, classifying companies by industry in a manner that is not predicated on a
formal standard but on ever-changing text and news data may allow startups and small
and medium sized companies to be recognized as part of the market landscape and its
peer groups early on and facilitate the analysis of industry clusters over time.

This leads to the central research question of our contribution: “Can word
embeddings be used to classify companies by industry?”. We will subsequently
investigate this question, by first describing relevant research in Sect. 2. In Sect. 3 we
describe our data set, experiment setup and the process of training different classifiers.
In Sect. 4 we explore the resulting industry clusters visually and evaluate the perfor-
mance of our classifiers. We then evaluate the performance of the best performing
classifier on unlabeled named entities as part of a field test in Sect. 5, before concluding
with a critical discussion of strengths and limitations of our approach.

2 Related Work

Company-industry affiliations have been studied from a number of different angles.
Kahle and Walking looked at Standard Industry Classification (SIC) codes manually
assigned to companies and found that roughly 36% of SIC classifications differ at the
two-digit level and nearly 80% differ at the four-digit level between two major data
providers but also that SIC codes change over time [4].

Despite the disagreement between human annotators suggested by this, a number of
approaches for automated industry affiliation have been discussed in the literature.
Gopikrishnan et al., for instance, show that companies with correlated stock price
fluctuations have similar business activities [5]. Bernstein et al. attempted to classify
companies by industry based on unstructured text, viz. business news. They propose a
relational-vector space model for the classification of companies, which builds on
existing company classifications and the number of coocurrences of companies in the
same news story [6]. Drury and Almeida have proposed an iterative pattern-based
approach to identifying “collective entities”, i.e. group labels among companies and
their constituent companies from business news text [7].

Identifying a company’s industry affiliation form text can be construed as a rela-
tionship mining task akin to identifying hyponomy. To the best of our knowledge,
however, standard relation extraction methods, including pattern-based approaches as
well as supervised and unsupervised machine learning methods, including more recent
concepts such as word embeddings, have not been brought to bear on this task.
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A variety of methods for extracting relations from text have been explored. Hearst
attempted to identify hyponym relations with lexico-syntactic patterns [8]. Etzioni et al.
extended the approach using generic patterns from the KnowItAll information
extraction system to learn domain-specific extraction rules [9].

In contrast to pattern-based methods supervised classification techniques such as
support vector machines and logistic regression rely on labelled trainingsets, which can
be expensive to obtain. Consequently, Mintz et al. have suggested a distantly super-
vised approach by using labelled data from a semantic knowledge base, such as
Freebase [10].

Mikolov et al. were able to show syntactic and semantic relationships between
words using word embeddings obtained from a trained neural network model, also
known as word2vec [11]. Mikolov et al. tested syntactic similarities like the
singular-plural relation of nouns such as ‘year’ and ‘years’ as well as semantic simi-
larities like the relation clothing to shirt [12]. As part of their research they proposed a
vector offset method which attempts to identify analogies like “clothing is to shirt as
dish is to bowl”. Subsequently, Mikolov et al. improved their previous model by
significantly reducing the computational complexity, cutting the training time from
weeks, to days thus enabling its use on larger datasets [13].

Fu et al. utilise the aforementioned word embeddings to investigate relations by
building a semantic hierarchy, a structure consisting of hypernym-hyponym, “is-a”,
relations. They were able to show that the word vector offsets, between word pairs
exhibiting a hypernym-hyponym relation, distribute in clusters [14].

3 Experiment Setup

3.1 Dataset and Preprocessing

For training and testing we used a dataset from the newspaper Guardian, comprising
1,780,985 news articles from a period of more than 17 years from 1/1/2000 until
17/3/2017. It consisted of all articles available through the Guardian API for this time
period that are written in English and contained ten words or more. We did not limit
ourselves to business news, as we wanted to incorporate company activities relevant to
other societal fields (such as politics or sports) into our analysis as well. This particular
news dataset met criteria of easy accessibility, uniform structure and size.

Though word2vec generally requires very little preprocessing we still applied basic
linguistic processing beforehand (cf. [15] for a similar approach) to account for
common phrases, lemmatisation, stop words and punctuation using the NLTK toolkit
[16] and the Python library genism [17].
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3.2 Model Choice

The word2vec model proposed by Mikolov et al. learns word embeddings through a
neural network with one hidden layer of variable size by using a predefined number of
words before and after a given word (the window size). These word embeddings can be
learned either using the target word to predict the context (skipgram approach) or using
the context to predict the target word (CBOW approach) [11].

The preprocessed text formed the training data for all word2vec models. The
training data encompassed a vocabulary size of 425,173 (types) and 601,280,461
training words (tokens). It was used to train four different word2vec models with
varying window size of 5, 10, 20 and 40. All other parameters remained constant for all
models. To train the aforementioned models, the Python library genism was used again
[17]. The focus of our task lies on a semantic relation between words rather than a
syntactic relation. As the skipgram model has previously outperformed CBOW in
terms of semantic accuracy, we opted to use the skipgram model [11]. The size of the
hidden layer and thus the dimensionality of the final feature vector corresponded to the
default value of 100. The results by Mikolov et al. showed accuracy on a
semantic-syntactic word relationship test set to improve when the size of the hidden
layer is increased [11]. To be considered for training, words had to occur at least 20
times in the corpus. Furthermore, the values of all other parameters that impact the
models corresponded to the default values used in the genism implementation [17].

3.3 Model Training

After preprocessing and building the word2vec models, companies and their corre-
sponding industries were identified. We used the vocabulary previously generated as
part of training the word2vec models to filter out companies. Dbpedia, a knowledge
base built on information extracted from Wikipedia [18], allowed us to identify
company names in our vocabulary as well as the industry affiliation of these companies.
We were thus able to identify 1,374 candidate companies that were affiliated with one
or more industries. Mapping the extracted Dbpedia company-industry relations to the
word embeddings learned from the trained word2vec models allows us to build a
classifier for assigning unseen companies (via their word embeddings) to industries.

To train our classifiers on unambiguous companies we excluded companies
belonging to multiple industries. Similarly, we only incorporated industries which
comprised at least ten companies into the classifier building process to avoid that word
embeddings from only few companies dominate an industry category unduly. Table 1
depicts the list of industries, as they are labelled in Dbpedia, and the number of
companies in our news vocabulary belonging to these industries.

All classifiers were built and tested using ten-fold cross-validation. All methods
used in this process relied on the Python machine learning library scikit-learn [19]. In a
first step the labelled company data was split into ten folds for every industry, one fold
acting as test fold to evaluate the classifier. The remaining folds were used to train the
classifier as specified below. We used support vector machines with a linear, poly, rbf
and sigmoid kernel as well as logistic regression with liblinear, lbfgs and newton-cg
computational solvers to train seven different multiclass classifiers (one vs rest) for
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each of the four word2vec models totaling 28 different classifiers. Within each training
fold we used leave-one out cross validation (LOOCV). The companies excluded in
each LOOCV pass were utilised to establish a probability threshold specific to each
industry. This was done by recording probability estimates for each of the left out
companies during LOOCV-validation. The lowest of the recorded probabilities was
used as probability cut-off when the classifier was run on the test fold. Establishing this
threshold was done with a view to our field test (see Sect. 5) to exclude candidate
words that are unlikely to belong to any industry category. The performance of the 28
classifiers by classification method and window size will be discussed in the following
section, specifically in Subsect. 4.2.

4 Experiment Results

In the following we will explore the visualisation of different industry clusters using the
word vectors obtained from the word2vec model trained with window size 5 before
subsequently outlining our approach to automatic classification and the precision, recall
and F1 scores achieved by different classifiers.

Table 1. Training Data: industries and their respective number of companies used to train the
different classifiers as well as the number of words (possible companies) classified to the different
industries as part of the field test (see Sect. 5) because they achieved a probability exceeding a
predefined probability threshold.

Industry Number of companies Result list size Probability threshold

Financial_services 67 1,289 0.63
Retail 57 5,830 0.45
Automotive_industry 49 1,428 0.57
Petroleum_industry 34 542 0.41
Video_game_industry 24 808 0.35
Software 23 1,208 0.36
Conglomerate_(company) 22 / /
Telecommunication 20 711 0.35
Electronics 14 223 0.49
Internet 14 395 0.41
Fashion 13 136 0.31
Mass_media 13 625 0.30
Biotechnologya 10 34 0.57
Pharmaceutical_industry 10 57 0.53
Food_processing 10 386 0.29
aThe 25 highest and lowest ranked words from this industry overlap.
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4.1 Exploratory Cluster Visualisation

Before turning to automated classification approaches, in order to gain an under-
standing of how company-industry affiliations may manifest themselves through
companies’ word embeddings, we examined two-dimensional plots of industry clusters
for those companies of known affiliation. For this we used the company-industry
assignment from Dbpedia, which only contained companies assigned to exactly one
industry. The 100-dimensional word vector associated with each company was trans-
formed into 2D-space using t-distributed stochastic neighbor embedding (t-SNE, [20]).

Figure 1 depicts the t-SNE transformed embeddings of the five largest industry
clusters (by number of companies) in our data set: Automotive_industry, Finan-
cial_services, Petroleum_industry, Retail and Video_game_industry. In contrast to the
remaining ten industries where some have close thematic ties or overlap, such as the
industries Internet and Software, here all industries are thematically relatively clearly
delineated. Automotive_industry, Petroleum_industry and Video_game_industry exhi-
bit a tight clustering with a visible core and some outliers. The remaining two indus-
tries, Financial_services and Retail, also cluster visually together but with larger
apparent variance. This may be due to the fact, that these industries are comprised of a
more diverse set of affiliated companies than some others. Retailers for instance may be
selling any number or category of goods and can be of vastly varying sizes.

Although not all industries in our labeled data set clustered as recognizably as some
of those in Fig. 1, it became apparent from the visual inspection that the distribution of

Fig. 1. t-SNE transformed vectors of industries defined by a minimum of 24 companies.
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companies was not unrelated to their field of business activity. We found no clear
tendency in relation to the number of available training examples.

4.2 Classifier Analysis

Analysing precision, recall and F1 score of our classifiers, we found that the SVM with
a linear kernel and the logistic regression (LG) with a newton-cg solver achieved the
highest precision for each window size. Both classifiers showed an increase in preci-
sion when used with word2vec models trained with larger window sizes. The SVM
linear classifier achieved the highest precision at window size 40 (see Table 2).

With respect to recall the SVM with a poly kernel and the LG with a liblinear solver
achieved the highest scores for each window size. Whereas the LG with a liblinear
solver performed best with word2vec models trained using a smaller window size of 5
or 10, the SVM with a poly kernel performed better with the word2vec model using a
window size of 20 achieving its peak performance at window size 40.

Combining precision and recall values into the F1 score for all classifiers, we find,
that the LG classifier with a liblinear solver achieved the highest F1 score with
word2vec models trained with window size 5, 10 and 40. The LG classifier with a
newton-cg solver achieved the overall highest F1 score at window size 20. Most
classifiers tend to show an increase in performance regarding all three metrics, preci-
sion, recall and F1 score, when the word2vec window size is expanded. However,
increasing the window size up to 40 does not always yield the best results.

Table 2. Precision, Recall and F1 score of the individual classifiers trained with different
SVM-kernels and LG-solvers using the word embeddings obtained from four unique word2vec
models trained with a window size of 5, 10, 20 and 40 words, respectively. Values are in percent,
the largest ones for each window size are in boldface, the largest overall are underlined.

SVM LG
linear poly rbf sigmoid lbfgs liblinear newton-cg

W05 P 84,3 81,3 84,3 81,8 89,2 87,6 90,4
R 59,4 68,7 67,9 67,0 66,6 71,8 67,2
F1 69,4 74,5 75,1 73,6 76,2 78,8 76,7

W10 P 91,8 82,4 84,5 84,8 90,2 87,5 88,1
R 55,7 70,3 73,0 71,2 71,1 74,8 68,8
F1 69,2 75,9 78,2 77,3 79,4 80,6 77,8

W20 P 90,2 82,7 87,7 84,2 92,0 86,7 92,1
R 53,7 73,4 70,9 69,0 69,6 72,5 72,7
F1 67,0 77,6 78,2 75,7 79,1 78,9 81,2

W40 P 92,6 83,2 84,7 82,9 89,8 87,1 89,1
R 52,1 75,0 69,2 68,1 70,3 72,6 71,6
F1 66,3 78,9 76,0 74,7 78,8 79,2 79,2
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5 Field Test

5.1 Setup

To test the real world performance of the trained classifier a field test was conducted.
Using the Stanford NER tagger deploying the three class model [21] we identified
entities tagged as organisations, which also included companies. We used the
word2vec model with window size 20 and deployed the LG classifier using the
newton-cg solver trained on the entire labelled data applying the previously identified
industry specific probability cutoff thresholds reported in Table 1.

However, the NER tagger identified not only single words but also phrases con-
taining multiple words, some of which were not previously identified as phrases during
preprocessing and thus did not occur in the vocabulary. Those multi-word terms
identified differently by the NER tagger and the phrase chunker employed in prepro-
cessing could therefore not enter into the classification. The remaining organisations
that could be associated with a word vector were classified if they exceeded the
aforementioned probability threshold.

The number of successfully classified organisations, reported in Table 1, and their
achieved probability were recorded. We validated the classification results of each
industry by validating both, the 25 organisations which achieved the highest and those
that achieved the lowest probability. The process of validation adhered to the following
schema. An entity was searched using the Google search engine to check whether the
entity was in fact a company that belonged to the industry it was classified to. The
search results had to clearly and unambiguously refer to the entity in question. The
entity “Mikes Car Service”, for instance, will likely exist in multiple cities or countries
and may thus not be unique. Similarly, the acronym ASM may refer to “Asia Sun
Microsystems” or “Arctic Sun Motors”. Afterwards, using the website of the company,
which had to be listed on the first page of the Google search results, the industry, in
which the company operates, was identified. If the entity was a company and has been
correctly classified, it was flagged as True. If the entity was not a company, the
company was not unique or the industry could not be clearly identified, it was flagged
as False_No_Company. If the entity was indeed a company but did not belong to the
industry it had been classified to, it was flagged as a False_Company. The industry
Conglomerate_(company) was not subject of the field test because it is not an industry
in the classical sense and more a special company structure.

5.2 Result

Across all industries, a number of companies were classified correctly as can be seen in
Fig. 2, ranging from a minimum of four with the industries Biotechnology and Phar-
maceutical_industry up to 22 in Retail. Looking at the industries with a high number of
correctly classified companies it is apparent that the comparison is not fair. Some
industries, such as Video_game_industry, are topically much narrower than other
industries that can feature a broader range of companies, such as Retail. But not all high
performers are topically broad industries. Fashion, Telecommunication and
Pertroleum_industry also have a high number of companies classified as true.
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Moreover, some industry results include companies that belong to different
industries. For example, the false companies classified to Biotechnology are in fact
pharmaceutical companies and the false companies classified to the Fashion industry
belong exclusively to the beauty industry. But not all incorrectly classified companies
exhibit such topical similarity as the industries Electronics and Telecommunication
show. They include companies producing lava-lamps, marketing movies, providing
ferry rides to name a few. The words that are not companies often show topical
similarity. Whether that be names of race circuits and racing drivers classified to the
Automotive_industry or oilfields to the Petroleum_industry.

Looking at the 25 lowest ranked words classified to each industry, depicted in
Fig. 3, we observe a similar picture. The industries that included falsely classified but
topically related companies in their ranking lists, Biotechnology and Fashion, also
listed topic related companies in their bottom 25 words. In contrast, industries that
included off topic companies in their top ranked words, did so also in their lowest
ranked words. Whereas words flagged as False_No_Company in the top results mostly
were related to the underlying industry, equally flagged words in the bottom 25 results
exhibited no apparent relation at times. For instance, the bottom results of the category
Automotive_industry include the disease “parkinson” and the industry Petroleum_in-
dustry includes the name of the ancient kingdom “northumbria”.

Looking at the cluster visualisation, it is evident that a dense cluster structure does
not always yield a high number of correctly classified companies as Video_game_in-
dustry and Automotive_industry show. The results heavily depend on the similarity of
the industry topic to other topics and in what context these topics tend to appear.
Furthermore, we observe that companies do not cluster exclusively but that their
corresponding industry clusters include related words that are not companies.

Fig. 2. Evaluation of 25 highest ranked words across industries. Industries are ranked by the
size of the training data in ascending order.
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6 Discussion and Conclusion

In an attempt to automatically identify company-industry affiliations, we evaluated 28
classifiers based on four underlying word2vec models with varying window sizes and
different SVM kernels and logistic regression solvers. We analysed the effect different
classification methods and word2vec window sizes have on precision, recall and F1
scores on a labelled dataset of company-industry relations obtained from Dbpedia. The
classifier with the highest F1 score was further evaluated in an attempt to assign named
entities, tagged in the corpus as organisations, to an industry, if applicable.

Our experiments indicate that companies tend to cluster together by industry using
word embeddings to varying degrees. The breadth or narrowness of an industry’s
thematic focus in relation to other fields influences cluster variance and cluster delin-
eation. For instance, the cluster Automotive_industry includes companies that are active
in Formula One racing and consequently, terms related to Formula One may be
classified as Automotive_industry. This is illustrated in Fig. 4 which shows the ten
words most similar to the automotive company “Ferrari”, known as an active player in
Formula One racing. Among the similar words are names of famous race drivers as
well as other automotive companies which are active in Formula One. We observed
that logistic regression solvers generally outperformed classification with SVMs and
that training a word2vec model with a window size larger than five is beneficial.
Increasing the window size indefinitely, however, does not improve results and even
has a negative effect in some instances. The field test showed considerably more
correctly classified companies within the top 25 words than the bottom 25 words.

While our approach shows promise in creating positive evidence for identifying
company-industry affiliations from unstructured news texts, it also has some limita-
tions. Firstly, we relied on the quality of labelled training data obtained through the

Fig. 3. Evaluation of 25 lowest ranked words across industries. Industries are ranked by size of
the training data in ascending order.
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Dbpedia knowledge base. Unlike in our field test, where candidate companies were
individually researched, we have not investigated the validity of Dbpedia provided
company-industry relations. We also saw that broad industry labels such as Retail lead
to less reliable identification and, on the other hand, the question remains whether
enough training data can be obtained for very specific, emergent, industry clusters.

In summary, our approach shows promise but is not yet robust enough to allow for
reliable, automated classification partly because of the difficulty of identifying candi-
date companies. Our findings may prove useful for semi-automated classification and
we are planning to further investigate this line of research, by using more involved
word2vec models and including more context features in the classification. We would
like to expand the approach to other relations that companies can enter into, such as the
company-CEO relation, as well as study the change of industry clusters over time.

References

1. Jordan, M.I., Mitchell, T.M.: Machine learning: trends, perspectives, and prospects. Science
349, 255–260 (2015)

2. Gupta, V., Lehal, G.S.: A survey of text mining techniques and applications. J. Emerg.
Technol. Web Intell. 1, 60–76 (2009)

3. Allahyari, M., Pouriyeh, S., Assefi, M., Safaei, S., Trippe, E.D., Gutierrez, J.B., Kochut, K.:
A brief survey of text mining: classification, clustering and extraction techniques (2017).
arXiv Preprint: arXiv:1707.02919

4. Kahle, K.M., Walkling, R.A.: The impact of industry classifications on financial research.
J. Financ. Quant. Anal. 31, 309 (1996)

5. Gopikrishnan, P., Rosenow, B., Plerou, V., Stanley, H.E.: Identifying business sectors from
stock price fluctuations (2000)

Fig. 4. t-SNE transformed word embeddings of the 10 most similar words to the automotive
company “Ferrari”.

Classifying Companies by Industry Using Word Embeddings 387

http://arxiv.org/abs/1707.02919


6. Bernstein, A., Clearwater, S., Provost, F.: The relational vector-space model and industry
classification. In: Proceedings of IJCAI 2003 Workshop on Learning Statistical Models from
Relational Data, pp. 8–18 (2003)

7. Drury, B., Almeida, J.J.: Identification, extraction and population of collective named
entities from business news. In: Entity 2010 – Workshop on Resources and Evaluation for
Entity Resolution and Entity Management, LREC 2010, pp. 19–22 (2010)

8. Hearst, M.A.: Automatic acquisition of hyponyms from large text corpora. In: Proceedings
of the 14th conference on Computational linguistics, vol. 2, pp. 539–545 (1992)

9. Etzioni, O., Cafarella, M., Downey, D., Popescu, A.M., Shaked, T., Soderland, S., Weld, D.
S., Yates, A.: Unsupervised named-entity extraction from the web: an experimental study.
Artif. Intell. 165, 91–134 (2005)

10. Mintz, M., Bills, S., Snow, R., Jurafsky, D.: Distant supervision for relation extraction
without labeled data. In: Proceedings of the Joint Conference of the 47th Annual Meeting of
the ACL and the 4th International Joint Conference on Natural Language Processing of the
AFNLP, vol. 2, pp. 1003–1011 (2009)

11. Mikolov, T., Chen, K., Corrado, G., Dean, J.: Efficient estimation of word representations in
vector space (2013). arXiv Preprint: arXiv:1301.3781

12. Mikolov, T., Yih, W.-T., Zweig, G.: Linguistic regularities in continuous space word
representations. In: Proceedings of NAACL-HLT, pp. 746–751 (2013)

13. Mikolov, T., Sutskever, I., Chen, K., Corrado, G.S., Dean, J.: Distributed representations of
words and phrases and their compositionality. In: Advances in Neural Information
Processing Systems, pp. 3111–3119 (2013)

14. Fu, R., Guo, J., Qin, B., Che, W., Wang, H., Liu, T.: Learning semantic hierarchies via word
embeddings. In: ACL, vol. 1, pp. 1199–1209 (2014)

15. Sugathadasa, K., Ayesha, B., de Silva, N., Perera, A.S., Jayawardana, V., Lakmal, D.,
Perera, M.: Synergistic Union of Word2Vec and Lexicon for Domain Specific Semantic
Similarity (2017). arXiv Preprint: arXiv:1706.01967

16. Bird, S., Klein, E., Loper, E.: Natural Language Processing with Python: Analyzing Text
with the Natural Language Toolkit. O’Reilly Media, Inc., Sebastopol (2009)

17. Rehurek, R., Sojka, P.: Software framework for topic modelling with large corpora. In:
Proceedings of the LREC 2010 Workshop on New Challenges for NLP Frameworks.
Citeseer (2010)

18. Auer, S., Bizer, C., Kobilarov, G., Lehmann, J., Cyganiak, R., Ives, Z.: DBpedia: a nucleus
for a web of open data. In: Aberer, K., et al. (eds.) ISWC/ASWC 2007. LNCS, vol. 4825,
pp. 722–735. Springer, Heidelberg (2007). https://doi.org/10.1007/978-3-540-76298-0_52

19. Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O., Blondel, M.,
Prettenhofer, P., Weiss, R., Dubourg, V.: Scikit-learn: machine learning in Python. J. Mach.
Learn. Res. 12, 2825–2830 (2011)

20. Van Der Maaten, L.J.P., Hinton, G.E.: Visualizing high-dimensional data using t-sne.
J. Mach. Learn. Res. 9, 2579–2605 (2008)

21. Finkel, J.R., Grenager, T., Manning, C.: Incorporating non-local information into
information extraction systems by gibbs sampling. In: Proceedings of the 43rd Annual
Meeting on Association for Computational Linguistics, pp. 363–370. Association for
Computational Linguistics (2005)

388 M. Lamby and D. Isemann

http://arxiv.org/abs/1301.3781
http://arxiv.org/abs/1706.01967
http://dx.doi.org/10.1007/978-3-540-76298-0_52


Towards Ontology-Based Training-Less
Multi-label Text Classification

Wael Alkhatib(B), Saba Sabrin, Svenja Neitzel, and Christoph Rensing

Communication Multimedia Lab, TU Darmstadt, Rundeturmstr. 10,
64283 Darmstadt, Germany

{wael.alkhatib,svenja.neitzel,christoph.rensing}@kom.tu-darmstadt.de,
saba.sabrin@stud.tu-darmstadt.de

Abstract. In the under-explored research area of multi-label text clas-
sification. Substantial amount of research in adapting and transforming
traditional classifiers to directly handle multi-label datasets has taken
place. The performance of traditional statistical and probabilistic classi-
fiers suffers from the high dimensionality of feature space, training over-
head and label imbalance. In this work, we propose a novel ontology-
based approach for training-less multi-label text classification. We trans-
form the classification task into a graph matching problem by develop-
ing a shallow domain ontology to be used as a training-less classifier.
Thereby, we overcome the challenges of feature engineering and label
imbalance of traditional methods. Our intensive experiments, using the
EUR-Lex dataset, prove that our method provides a comparable perfor-
mance to the state-of-the-art techniques in terms of Macro F1-Score.

Keywords: Semantics · Statistics · Feature selection
Ontology · Text classification · Typed dependencies

1 Introduction

Text classification has become a widespread problem in natural language process-
ing and information retrieval as a result of the tremendous growth of data, most
of which are unstructured. In many fields such as bimolecular analysis, semantic
indexing and protein function classification, instances can be naturally associ-
ated with more than one class. This fact has triggered a large body of research
to adapt single-label classification to handle multi-label classification problems.
These classification strategies fall into two groups namely, transformation and
adaptation methods. Transformation methods transform a multi-label learning
problem into one or more single-label problems i.e. Binary Relevance (BR) and
Label Powerset (LP) [1]. Adaptation methods adapt or extend single-label classi-
fiers to cope with multi-label data i.e. AdaBoost.MH, BRkNN and ML-KNN. For
both categories, text representation is a crucial preprocessing step where docu-
ments are transformed into a format consumable by machine learning models.
This involves representing each document as a vector of words as features that
c© Springer International Publishing AG, part of Springer Nature 2018
M. Silberztein et al. (Eds.): NLDB 2018, LNCS 10859, pp. 389–396, 2018.
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can be selected based on statistics or semantics-based techniques, where each
dimension corresponds to the relevance of a word with respect to the document.
The performance of traditional classifiers is largely affected by the feature selec-
tion techniques used and by label imbalance. In addition, building and updating
the classifier impose large training overhead.

In this work, we address these challenges by proposing a novel ontology-based
training-less multi-label text classifier based on leveraging the existing knowl-
edge of semantic and syntactic relations between concepts from the documents
corpus. The novelty of this approach is that it does not rely on any external
lexical database or human built ontologies. Instead, it relies solely on the con-
cepts and their relationships represented in the automatically generated shallow
domain ontology. We shift the problem to the field of graph theory: the ontology
effectively becomes the classifier. Thus, there is no need for a pre-trained classi-
fier. The proposed approach requires a transformation of documents and labels
into graph structures. It employs entity matching for relatedness matching: The
classification process is based on measuring the semantic similarity between a
label ontology which is derived from the shallow domain ontology and the main
thematic entities in a document.

2 Related Work

The used feature selection techniques and features space size have a great impact
on the performance of text classifiers. For that, Janik et al. [2] proposed an
ontology-based single-label text classifier. They built a domain ontology based
on RDF (Resource Description Framework) from Wikipedia articles. Using dif-
ferent graph techniques for entity representation, the classification problem was
transformed to a graph matching problem. Three different types of graphs were
constructed, namely the Semantic Graph, the Thematic Graph and the Domi-
nant Thematic Graph. The Semantic Graph holds the representation of docu-
ment terms as named entities with inter-relationships between them based on the
domain ontology. Using the Semantic Graph, a more detailed graph is generated
by finding entities based on their importance such as, number of connected enti-
ties or number of associated small networks of entities. The final step of building
the thematic graph is to define the most central entities based on shortest path
calculation. As it is a training-less process, the algorithm works directly on the
set of entities and the set of categories to find the best fit for each document.
Relying on the RDF files from Wikipedia hinders the system adaptability to
different domains or datasets.

Another approach was proposed in [3] to classify construction regulatory doc-
uments. The proposed methodology uses a topic hierarchy and a manually built
domain ontology. The topic hierarchy represents the concepts of the construc-
tion regulatory domain. The process of developing the topic hierarchy includes
identifying the main concepts and extracting the concepts by reviewing the
environmental regulatory documents. Then all the identified concepts are orga-
nized into a hierarchical structure to build a taxonomy of the overall domain.
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The leaf nodes of the hierarchy were used as labels for classification. The clas-
sification mechanism is a similarity based approach which uses the hierarchical
softmax skip-gram algorithm to learn the distributed representation of document
terms and concepts. Then, the similarity between each term in the clause and
each concept in the topic ontology is computed. The similarities between the
terms and concepts are then summed up for each clause-topic pair to compute a
Total Similarity (TS) for an overall clause. Topics having positive TS are chosen
as potential labels and negative TS are discarded.

In the related work, authors relied on ontologies manually built by domain
experts, structured text and external lexical databases to develop the domain
ontology and the categories hierarchy. This drastically limits the usability of
these approaches in other domains where such ontology or domain experts are
not available. In this work, we extend and improve previous work by introducing
a new training-less classifier which does not rely on any external lexical resources
or manually built ontologies. We aim to achieve a feasible performance even
without a high quality of the extracted ontology.

3 Proposed Methodology

In our approach, the domain ontology consists of concepts and their different
semantic and syntactic relations. As shown in Fig. 1 the domain ontology is
built from the document corpus. After building the shallow domain ontology,
the matching process between a document and the labels is converted into a
graph matching problem.

3.1 Domain Ontology Creation

The shallow domain ontology consists of concepts describing the domain and
different relations between the concepts. The construction of the shallow domain
ontology follows three steps, as shown in Fig. 1:

Linguistic Filter: The linguistic filter recognizes essential candidate concepts
and filters out sequences of words that are unlikely to be concepts. A combination
of 3 linguistic filters is used to extract single and multi-word NPs from the corpus.

– Noun Noun+
– Adj Noun+
– (Adj| Noun) + Noun

Semantic Graph Construction: The aim here is to identify the noun phrases
which represent a concept or an instance of a concept and connect them by
relations. Therefore is-a relationships between the noun-phrases are extracted
using a lexico-syntactic pattern-based approach. We use six Hearst patterns [4]
to identify taxonomic relations. The pattern-based approach has been chosen
due to its high precision compared to other linguistic or statical approaches.
However, these patterns cover a small proportion of complex linguistic space.
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Fig. 1. Block diagram of the proposed ontology-based training-less classifier.

Syntactic Graph Construction: In a third step additional relations, esp.
meronymic relations, are determined. Therefore we use typed dependencies
extraction. It is a parsing technique that converts a sentence depending on the
part-of-speech tagging of words into a tree structure. Using the dependencies
between words in a sentence, the syntactic features are defined and represented
as triples of (governor, dependent, relations), “governor” and “dependent” sim-
ply represents the position of the words within the sentence. The selected typed
dependencies represent the prepositions, conjunctions and other relative clause
in a collapsed way. Using these syntactic relations on the sentence level, syntactic
features can be identified to create the so called syntactic graph.

3.2 Label Ontology Creation

A label ontology consists of concepts which are related to a single label and rela-
tions between these concepts are obtained from the domain ontology. Labels can
be abstract or concrete, real or fictitious, which creates a challenge to extract
their semantically related concepts based on direct text matching in linguistic
techniques. Therefore we use statistical techniques, i.e. information gain or cor-
relation, to measure the goodness of a concept representing a label. Based on
these measures, we select the concepts from the domain ontology which represent
the label. By extending the selected concepts using the semantic and syntactic
graphs from the domain ontology, a label ontology is created for each label.
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3.3 Multi-label Document Classification

The domain and the label ontologies are created once and used for different
classification tasks. The multi-label classification is conducted in two steps.

Document Thematic Entities Selection. Document thematic entities are
selected concepts which can be found in a document and characterize the the-
matic focus of the document. They serve as feature candidates in the follow-
ing classification process. The thematic entities can be selected based on two
approaches, namely the Document Frequency (DF) and Concept Degree (CD).
We define CD as the number of noun phrases connected to a specific noun phrase
from the semantic graph, while DF represents the number of documents in which
a noun phrase occurs. The basic heuristics behind it is that rare or non-frequent
terms are non-informative for classification.

Ontology-Based Classification. The real classification uses the document
thematic entities and the label features. For every label, a semantic and syn-
tactic subgraphs are prepared using the domain semantic and syntactic graphs
respectively. The depth of the syntactic and semantic graphs are set based on an
agreed threshold. Using depth first search (DFS) algorithm, we start by matching
a document entity against the semantic graph of the label. In case no match was
found, the algorithm try to find a match from the syntactic graph of the label.
Two approaches were followed for calculating the relatedness score between a
document and a label, namely the aggregated score (AScore) and the normal-
ized aggregated score (NAScore). According to the used statistical technique for
the label ontology creation, we define S(i) as the weight of feature x(i) with
regard to label y. Mi is a binary factor with a value equals 1 if the feature is
found and 0 otherwise, the different scores can be calculated as follow:

AScore(t) =
∑m

i=1 Mi ∗ S(i)

NAScore(t) = AScore(t)∑m
i=1 R(i)

(1)

4 Evaluation

4.1 Dataset and Evaluation Settings

In the context of our analysis, the EUR-Lex dataset has been used [5]. It is a text
dataset containing European Union laws, treaties and other public documents. It
contains around 19348 documents. We used the subject-matters labeling scheme
which includes 201 labels with Label Cardinality of 2.21 and Label Density of
1.10. Stanford CoreNLP toolkit [6] was used for performing the different nat-
ural language processing tasks (POS, linguistic filter, extraction of taxonomic
relations and typed dependencies).
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4.2 Evaluation Results

The carried out experiments aimed to optimize the different parameters of our
proposed method and also to compare the effectiveness of our method with a
baseline. For comparison we considered the best performance achieved on this
dataset in our previous work with semantic-based feature selection and using
ML-KNN as the baseline [5]. All the experiments have been performed on the
full dataset since no training phase is applied.

Analysis of Label Ontology Creation: Two main aspects need to be ana-
lyzed, firstly which technique should be used for selecting the main features
representing a label. Here, four different techniques have been analyzed namely,
information gain, information gain ratio, chi-squared statistic, and correlation.
Secondly, the label ontology can be extended using the semantic and syntactic
graphs, for that, the depth of the graphs should be carefully analyzed.

Fig. 2. Number of features per label based on correlation threshold.

The number of label features based on information gain, information gain
ratio, chi-squared is proportional to the label frequency. Figure 2 illustrates the
number of features accordingly to the label frequency based on the correlation
score threshold. Using a threshold of 0.15 the average number of features repre-
senting very frequent and rare labels are fairly close which indicates that using
correlation for feature selection is valid choice.

Since the semantic graph represents the taxonomic relations we can use the
maximum depth of the graph since it is limited. However, we have fixed the
depth to a high value of 35 in order to avoid cycles. The depth of the syntactic
graph was carefully selected. The average number of relations per label feature
significantly increase with regard to the syntactic graph depth as well as when
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the prepositions were considered. The syntactic graph depth was set to depth
of 2 and only verbs were used as typed dependencies in order to reduce the
computational complexity of the graph matching phase.

Configuration of the Ontology-Based Multi-label Classifier: Table 1
demonstrates the performance metrics of using document frequency and con-
cept degree for selecting the thematic entities in a document. Respectively, two
scoring techniques for matching label ontology against the document main enti-
ties were evaluated namely, aggregated score Ascore and normalized aggregated
score NAscore.

Table 1. Evaluation of named entities selection methods and scoring techniques

Selection technique Scoring technique Score Threshold Micro F1 Macro F1

DF Ascore 0.140 0.2892 0.3016

DF NAscore 0.279 0.2277 0.2468

CD Ascore 0.100 0.1199 0.0832

CD NAscore 0.451 0.1553 0.0730

Comparative Analysis Against the Baseline: Figure 3 illustrates the dif-
ferent performance metrics depending on the score threshold. By setting a score
threshold of 0.45 we reach the highest performance of Macro F1 with Micro F1

of 0.3016 ± 0.0045 and 0.2892 ± 0.0124 respectively. Table 2 shows the results of
the comparative analysis against the baseline. For the semantic graph we used a
depth of 35 while for the syntactic graph we have used a depth of 2. This table
presents some interesting results, our ontology-based training-less classifier has
similar Macro F1 with regard to the baseline which shows that the average per-
formance across all the labels of both models is similar. However, the Micro F1

result is significantly lower than the baseline, which means that our baseline is
biased towards the most popular labels while our model has a similar prediction
performance for frequent and less frequent labels.

Table 2. Evaluation results against the baseline

Model Micro F1 Macro F1

Trainingless classifier 0.2892 0.3016

baseline 0.6642 0.3162
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Fig. 3. Performance metrics based on score threshold.

5 Conclusion and Future Work

In this work, we have proposed a novel multi-label classification approach, which
solely relies on developing a domain ontology to be used as a training-less classi-
fier without a pre-classified set of training documents. Our intensive experiments,
using the EUR-Lex dataset, approved that our method provides a comparable
performance to the baseline in terms of Macro F1-Score. In future work, we will
investigate the effects of constructing the domain ontology using external lexical
databases and knowledge bases in order to improve the classifier performance by
extending the label ontology with stronger semantic relations.
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Abstract. Classification is one of the most fundamental tasks in data
mining and machine learning. It is being applied in an increasing number
of fields, e.g. filtering, identification, information retrieval, information
extraction, and similarity detection. A basic and necessary condition for
the success of a classification task is the proper representation of the
information it wishes to classify. Classification is needed in domains that
are based on uni-modal representations such as text, images, audio, and
speech, as well as in domains that are based on multi-modal represen-
tations. This paper aims to provide a short review on the developing
area of multi-modal representations for classification with emphasis on
state-of-the-art systems in this area. Firstly, fundamentals of uni-modal
representations are given. Secondly, an overview of multi-modal repre-
sentations is given. Thirdly, various related systems using multi-modal
representations and the datasets used by them are briefly summarized
with a comparative summary of these systems.

Keywords: Classification · Multi-modal representation
Textual features · Uni-modal representation · Visual features

1 Introduction

Classification is a branch of Machine Learning (ML) and Data Mining, studying
problems of identifying (predicting) a category or a set of categories to which
new observations (instances) belong, on the basis of observations whose category
membership is known from previous experience. Since the algorithm (classifier)
is provided with a set of correctly identified observations, and the instances are
assumed to be generated by a random process, independent from the classifier,
classification belongs to the area of supervised statistical Machine Learning.

Representation is a set of relevant features of the instances in a machine
readable form, such as array (feature vector), matrix a tensor. As Bengio et al.
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point out in [4], much of the effort for building a classifier goes in “feature engi-
neering”, i.e. extracting a meaningful and efficient representation of the feature
data from samples. Following their work and the recent extensive ML survey [3],
we use the terms feature and representation interchangeably. A representation
may belong to a single modality, such as text, image or video, or span across
multiple modalities, e.g. images and text [14], or speech and video [17].

The goal of this overview is to survey someof the significant recent achievements
in developing uni-modal and multi-modal representations for classification.

2 Uni-modal Representations

2.1 Text Representation Models

In this subsection, we briefly overview some long-established, but still widely
used, models for text classification/categorization (TC).

Boolean Information Retrieval model uses Boolean queries to retrieve match-
ing documents from large collections (corpora). Since it requires an exact match,
it does not support ranking documents by relevance.

Weighting schemes address this drawback of the Boolean model by assign-
ing weights to search terms, and calculating relevance scores of matching doc-
uments. The simplest scheme, the term frequency, sets term weight as number
of its occurrences in a document, normalized to the document length. This app-
roach is also termed Bag-of-Words (BoW) model, and refers to any representa-
tion that abstracts away a particular ordering between features. More advanced
scheme, the Tf-idf (Term Frequency—Inverse Document Frequency), attenuates
the effect of terms that occur in too many documents and so reduce the query
specificity.

Vector space model introduced an important notion of a similarity measure
between documents, or a document and a query, represented as vectors in a
document space with dimensionality equal to the number of the indexed terms.
Arguably the most common measure is the cosine similarity.

Distributional representations, or Distributional Semantic Models (DSMs),
are rooted in Harris distributional hypothesis, and aim to extract semantic infor-
mation from patterns of words co-occurrence in a context. Current DSMs could
be divided into the following three categories: (1) matrix factorization methods,
e.g. Latent Semantic Analysis (LSA), Latent Dirichlet Allocation (LDA), and
Latent Semantic Indexing (LSI) [7]; (2) word embeddings, such as Continuous
Bag of Words used in the word2vec tool [16]; (3) kernel methods, e.g. Support
Vector Machines (SVMs).

2.2 Representation models for the visual modality

ML-related tasks in computer vision include image classification and annotation,
visual question answering (VQA), and content-based image retrieval (CBIR) [15],
generally using high-level image semantics.



Overview of Uni-modal and Multi-modal Representations 399

As a result of image processing pipeline, is obtained a feature vector of visual
descriptors (or cues), which are structures most characteristic of an image. There
exist many dozens of different visual descriptors on different hierarchical levels,
pixel-based or object-based; a comprehensive list with detailed explanation can
be found e.g. in [15]. The visual descriptor that is arguably most frequently
used in the context of multi-modal ML is the Scale-Invariant Feature Transform
(SIFT). The Bag-of-Visual-Words (BoVW) representation model is essentially a
histogram of occurrences of visual descriptors (or “visual words”). This model
is de facto the standard for injecting visual knowledge into multi-modal repre-
sentations [5,11].

2.3 Tweets

Classification tasks dealing with the tweet modality include topic recognition
and classification [2], sentiment or stance analysis (a.k.a. opinion mining) as
well as detecting users’ affects, moods, and possible intentions [18].

Tweet fields suitable for feature extraction include the text, hashtags, URLs,
engagers’ actions (e.g. favorite, retweet, reply), geographic, temporal and social
contexts. Twitter-specific features are either nominal (e.g. author) or binary
(presence of shortening of words and slangs, emoticons, time-event phrases, opin-
ioned words, emphasis on words, currency and other signs).

3 Multi-modal Representations

As the contemporary digital world is evolving into being increasingly multi-
modal [9], expanding ML tasks and methods into multi-modal domains is an
obvious need. However, learning from multiple modalities poses many new chal-
lenges; two of the hardest are (1) finding most efficient representation for each
modality, and (2) learning a joint representation, i.e. performing multi-modal
fusion.

Deep neural models. In the recent years, there seemingly has been established
a consensus in favor of deep architectures about learning models for represen-
tation of information from each single modality [13]. Below, we briefly list their
main types.

Convolutional Neural Networks (CNNs) are the state-of-the-art architecture,
most suitable for representation of continuous modalities such as images, video,
speech, and audio. They have brought breakthroughs in learning these modalities
about a decade ago [10,13].

Recurrent Neural Networks (RNNs) provide an architecture suitable for rep-
resenting sequential data, such as text and speech [13]. A special type of RNNs,
the Long Short Term Memory (LSTM) networks, have further improved the
performance of RNNs in tasks such as speech recognition.

Deep Boltzmann Machines (DBMs) [21], along with Deep Belief Net-
works (DBNs) [10], are graphical models built with stochastic binary units.
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They outperformed the previous state-of-the-art Bayesian probabilistic archi-
tecture, known as the Hidden Markov Models (HMMs) [13].

Multi-modal Fusion. Current approaches to multi-modal fusion can be divided
in two ways: (1) by stage of the fusion: early, late, and middle (or hybrid) [3], and
(2) by kind of operation used to join the representations of different modalities,
e.g. simple concatenation, max/softmax pooling [5], sigmoid/tanh gating [1], or
bilinear (tensor) pooling [6,9].

4 Related Systems Using Multi-modal Representations

In this section, we briefly review eight state-of-the-art multi-modal representa-
tion models developed in the current decade, and the achieved results. We tried
to choose them as a “representative sample” out of a vast number existing in
literature, and we present them below as a brief timeline, in order to try and
show the trends in the recent and current research.

Weston et al. (2011) [22] developed the Wsabie model, addressing the task
of image annotation, i.e. multi-label image classification. In their model, the
authors used linear mapping of textual and visual features onto the common
feature space. To annotate an image, their algorithm computes a rank for each
possible annotation, so the highest ranked annotations describe best the seman-
tic content of the image. The model ranks ground-true labels from ImageNet
and Web-Data datasets at position 1 with precision values of 4.03% and 1.03%
respectively, which outperform previous baselines.

Silberer and Lapata (2014) [19] introduced a semantic bimodal deep neural
network model. The textual and visual modalities are encoded as vectors of
attributes and are obtained automatically from text and image data. To learn
meaning representations of words from textual and visual input, they employ
stacked autoencoders (SAE) model. It achieved a correlation coefficient of ρ =
0.70 for prediction of word similarity, and a F -score measure of 0.43 for a word
categorization task. Both results were achieved on the dataset by McRae et al.
(see link in the Table 2), produced by human participants, and classifying ca.
10 000 nouns into various (possibly multiple) semantic categories. Their results
outperform the results of competitive baselines and related models trained on
the same attribute-based input.

Socher et al. (2014) [20] introduced a semantic dependency tree recursive
neural network (SDT-RNN) model, which uses dependency trees to embed sen-
tences into a vector space in order to retrieve images that are described by those
sentences. They tested their model with the task of mapping sentences and
images into a common space for finding one from the other. The used dataset
contained 1000 images, each annotated with 5 sentences. Their model achieved
the following mean rank results for the following experiments: 10.5 for the Sen-
tences Similarity for Image task, 12.5 for the Image Search task, and 16.9 for
the Describing Images task.

Kiela and Bottou (2014) [8] constructed multi-modal concept representa-
tions by concatenating a skip-gram linguistic representation vector with a visual
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concept representation vector computed using the feature extraction layers of a
deep CNN trained on a large labeled object recognition dataset. This transfer
learning approach showed a clear performance gain over features based on the
traditional BoVW approach. Experimental results are reported on the Word-
Sim353 and MEN semantic relatedness evaluation tasks. They used visual fea-
tures computed using either ImageNet or ESP Game images. Using the ImageNet
features, their model achieved on the WordSim353 and MEN datasets the results
of ρ = 0.6 and 0.7 respectively, which outperform the reported baselines.

Lazaridou et. al [11] (2015), based on Mikolov’s Skip-gram model [12], devel-
oped two variations of a multi-modal Skip-gram, MMSkip-gram A and B. Given
a text corpus, the Skip-gram finds word representations that are good at pre-
dicting the context words surrounding a target word. Then, for a subset of the
target words is injected the visual knowledge in form of images of the concepts
they denote. The visual representation is also encoded in a vector, using BoVW
feature vector of SIFT features of the image, extracted with the aid of a CNN.
At least one of the two versions of their model achieved on four datasets: MEN,
Simlex-999, SemSim, and VisSim, ρ values of 0.75, 0.40, 0.72, and 0.63 respec-
tively, which is higher than the results of all other tested models.

Fukui et al. [6] (2016) proposed a method to combine visual and text repre-
sentations called Multimodal Compact Bilinear Pooling (MCB). For visual ques-
tion answering, their architecture with multiple MCBs gives significant improve-
ments on two VQA datasets compared to state-of-the-art. In the visual ground-
ing task, introducing MCB pooling leads to improved phrase localization accu-
racy, indicating better interaction between query phrase representations and
visual representations of proposal bounding boxes. Their accuracy results on
the Flickr30k Entities dataset and the ReferItGame dataset are of 48.69% and
28.91%, respectively, which outperform the results achieved by other models.

Arevalo et al. [1] (2017) developed the Gated Multimodal Units (GMUs)
model for multi-label classification of multi-modal data. A GMU is a hidden unit
in a NN architecture, which receives inputs from different modalities and learns
to determine how much each input modality affects the unit activation. The test
task was identifying a movie genre based on its plot summary and its poster.
Along with their work the authors published the Multimodal IMDb dataset
(MM-IMDb) containing ca. 27,000 movie plots, poster images and other meta-
data. The GMU model performing a classification task on MM-IMDb achieved
F -measure values of 0.630 (micro), and 0.541 (macro) higher than the F -measure
scores of seven other multi-modal models. The multi-modal model improves the
Macro F -scores of independent modalities in 16 out of 23 genres.

Kiela et al. [9] (2018) proposed a new bilinear-gated model for multi-modal
fusion. It fully captures any associations between the two fused modalities by
means of a tensor product between the feature vectors. One modality is allowed
to join, or “attend”, the other via a non-linear gate (a sigmoid or tanh func-
tion). In their experiments, it was found that the bilinear-gated model compared
to various baselines and previous models achieved the highest accuracy results
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(averaged over 5 runs) are 90.8, 62.3, and 28.6, on the Food101, MM-IMDb, and
FlickrTag datasets, respectively, though at slower speed than simpler additive
and max-pooling fusion models.

Summary statistics. In Table 1, we present the statistics of the datasets used
in the reviewed multi-modal models. In Table 2, we summarize the results of the
multi-modal applications based on the models reviewed in Section 4.

On the one hand, in Tables 1 and 2, we see a widespread variety of multi-
modal models and datasets. Futhermore, in Table 2, for some of the applications
we can see nice relative improvements from the baselines. On the other hand,
there is big inconsistency and wide variability between the various examined
datasets, their size, the number of labels in them, and the various measures used
by various systems to measure their results and baselines. To our opinion, a
uniformity protocol should be defined at least for the results and baselines.

Table 1. Statistics of the datasets used in the reviewed models

# Name Link Size in experiments

# of samples # of labels

1 ImageNet www.image-net.org 14,197,122 15,952

2 Web-data n/a (proprietary) 9,861,293 109,444

3 McRae doi.org/10.3758/BF03192726 10,000 541

4 MTurk cloudacademy.com/blog/machine-
learning-datasets-mechanical-turk

9,000 40,000

5 ESP Game hunch.net/˜learning/ESP-
ImageSet.tar.gz

100,000 20,515

6 WordSim353 www.cs.technion.ac.il/˜gabr/
resources/data/wordsim353

353 pairs n/a

7 MEN clic.cimec.unitn.it/˜elia.bruni/
MEN

3,000 pairs n/a

8 Simlex-999 arxiv.org/pdf/1408.3456.pdf 72,000 pairs n/a

9 SemSim doi:10.18653/v1/S16-1111 7,576 pairs n/a

10 VisSim doi:10.18653/v1/S16-1111 7,576 pairs n/a

11 MM-IMDb lisi1.unal.edu.co/mmimdb 25,959 23 genres

12 Flickr30k web.engr.illinois.edu/˜bplumme2 31,783 44,518

13 ImageClef imageclef.org/SIAPRdata 99,535 20,000 pic

14 Food101 www.vision.ee.ethz.ch/en 86,102 101

15 FlickrTag doi.org/10.1145/2812802 71,521,235 n/a

http://www.image-net.org
https://doi.org/10.3758/BF03192726
https://cloudacademy.com/blog/machine-learning-datasets-mechanical-turk
https://cloudacademy.com/blog/machine-learning-datasets-mechanical-turk
http://hunch.net/~{}learning/ESP-ImageSet.tar.gz
http://hunch.net/~{}learning/ESP-ImageSet.tar.gz
http://www.cs.technion.ac.il/~{}gabr/resources/data/wordsim353/
http://www.cs.technion.ac.il/~{}gabr/resources/data/wordsim353/
http://clic.cimec.unitn.it/~{}elia.bruni/MEN
http://clic.cimec.unitn.it/~{}elia.bruni/MEN
https://arxiv.org/pdf/1408.3456.pdf
https://doi.org/doi:10.18653/v1/S16-1111 
https://doi.org/doi:10.18653/v1/S16-1111 
http://lisi1.unal.edu.co/mmimdb/
http://web.engr.illinois.edu/~{}bplumme2/Flickr30kEntities/
http://imageclef.org/SIAPRdata
https://www.vision.ee.ethz.ch/en/
https://doi.org/10.1145/2812802
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Table 2. A comparison of the results of multi-modal representation models

# Model Dataset(s) Measure Result Improv.

1 Wsabie [22] ImageNet P@1 4.03% 28.3%

Web-data 1.03% 221.9%

2 SAEs [19] McRae, Spearman ρ 0.70 0.76 (vs.

ImageNet F -score 0.43 0.63 human)

3 SDT-RNN [20] MTurk Sentence similarity 10.5 5.4%

Image search 12.5 8.1%

Describing images 16.9 11.98%

4 CNN-Mean, MEN, Spearman ρ 0.71 9.4%

CNN-Max [8] WordSim353 0.61 17.3%

5 MEN Spearman ρ 0.75 7.14%

MMSkip-Gram Simlex-999 0.40 21.2%

A, B [11] SemSim 0.72 2.86%

VisSim 0.63 -1.56%

6 MCB [6] Flickr30k accuracy, % 48.69 1.84%

ReferItGame 28.91 3.32%

7 GMU [1] MM-IMDb F -score 0.630 3.79%

8 Bilinear-gated [9] Food101 accuracy, % 90. 0.33%

MM-IMDb 62.3 0.16%

FlickrTag 28.6 2.88%

5 Conclusions and Future Research

In this paper, we present an overview of uni-modal and multi-modal represen-
tation models for classification tasks. Then, we overview eight state-of-the-art
systems that implement and improve some of these models. We provide sum-
mary statistics and comparison of the used datasets and the performance of the
reviewed systems.

Possible future research proposals include (1) reconstructing experiments to
test some of the most curious state-of-the-art models; (2) writing a more extensive
overview of such systems, with experimental results, for a journal article; and (3)
developing a new model fusing textual, visual, and possibly tweet modalities for
multi-label classification tasks, and hopefully improving the state of the art.
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Abstract. In social sciences, similarly to other fields, there is exponen-
tial growth of literature and textual data that people are no more able
to cope with in a systematic manner. In many areas there is a need to
catalogue knowledge and phenomena in a certain area. However, social
science concepts and phenomena are complex and in many cases there
is a dispute in the field between conflicting definitions. In this paper we
present a method that catalogues a complex and disputed concept of
social innovation by applying text mining and machine learning tech-
niques. Recognition of social innovations is performed by decomposing
a definitions into several more specific criteria (social objectives, social
actor interactions, outputs and innovativeness). For each of these crite-
ria, a machine learning-based classifier is created that checks whether
certain text satisfies given criteria. The criteria can be successfully clas-
sified with an F1-score of 0.83–0.86. The presented method is flexible,
since it allows combining criteria in a later stage in order to build and
analyse the definition of choice.

Keywords: Text mining · Classification
Natural language processing · Social innovation

1 Introduction

Many social science concepts have abstract definitions, that may be unclear for
operational use and for distinguishing entities that satisfy the given definition
from those that do not. The physicalist approach suggests to use terms and enti-
ties that are more concrete and that are observable. Small concepts are more
tangible than the bigger, more abstract ones [7]. Often, it is not possible to use
only the tangible concepts, especially for the complex social issues and phenom-
ena that try to deal with these issues.

In this paper we examine automated analysis of one of the high level, intan-
gible social science concepts – social innovation. Social innovation refers to inno-
vative activities, models or services that are supposed to meet certain social need
c© Springer International Publishing AG, part of Springer Nature 2018
M. Silberztein et al. (Eds.): NLDB 2018, LNCS 10859, pp. 407–418, 2018.
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or solve a certain social issue. They are usually executed by the organisations
that are primarily social [6,13]. Social innovation may be performed by both for-
mal and non-formal organisations. They may include technological innovation,
but also innovation in inter-actor communication, project management, models,
services, and ways to generate output. The major goal of social innovation is to
solve societal challenges and improve the lives of the members of the society.

Some of the examples of social innovation projects are:

– Feelif1 - a product that combines a standard tablet, with an application and a
relief grid that allow visually impaired people feel shapes on the tablet. Feelif
allows users playing games and use educational content on tablet, address-
ing social need that visually impaired people were disregarded by smart
phone/tablet vendors.

– Real Junk Food project2 - the chain of restaurants that produces food using
ingredients that are getting out of date. Visitors can pay as they feel for the
consumed food, while they also employ workers from disadvantaged back-
grounds. Real junk food presents organisational innovation.

In the past decade, social innovation has received political recognition. For
example, the European Union introduced Social Investment Packages [6] in 2013,
that included recommendations for investing in social innovation projects. Since
then, the European Union invested a great amount in social innovation projects
and organisations. Social innovation projects can apply among others for funds to
Horizon 2020, EU Programme for Employment and Social Innovation and Euro-
pean structural and investment funds. Also, certain governments, the European
Union and large funding organisations invested in creating databases of social
innovation projects and actors [1,9,12]. These databases should help funding
bodies and policy makers to map projects and determine successful practices
and environments for social innovation projects.

However, most of the currently available databases face the following
challenges:

1. Thematically focused – The most of the currently available databases are
thematically focused to a certain area (e.g. digital social innovation, ageing,
homelessness, etc.)

2. Small in size – Majority of the available databases contain between 50 and
1000 projects

3. Limited information – The entries in the databases are limited in terms of
features describing a project

4. Relying on a single source – Most of the available databases collect data by
human input, either by the project team or the self registration of actors.
Also, the majority of the databases do not update data after the project
funding have ended.

1 https://www.feelif.com.
2 http://therealjunkfoodproject.org.

https://www.feelif.com
http://therealjunkfoodproject.org
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5. Using different definitions – There are a number of social innovation defini-
tions in literature. Databases use different definition depending of the belief
of the author’s creator or the definition set by the funding body. This makes
comparison between databases, database integration and reuse difficult.

The usual way for coding concepts in social sciences is to use human coders
that would review and classify the entities. However, human annotation is expen-
sive and its costs can be reduces by almost 80% for certain tasks by utilising
natural language processing, text mining and machine learning techniques [11].

In this paper we describe part of the methodology used in European Social
Innovation Database (ESID) for classifying social innovation projects, that
should address the stated challenges. The database is created in semi-automatic
manner, encompassing web crawling, text mining and machine learning. In this
paper we focus on the methodology for determining whether a project satisfies
social innovation criteria. Social innovation is intangible concept, since people
consider social innovation concepts differently and since there are multiple def-
initions of social innovation. We show that it is possible to create a modular
system that takes into the account the underlying concepts of social innovation
definitions and allow users to select criteria (and projects) they consider relevant
for defining social innovation.

2 Disentangling the Definition of Social Innovations

Discussion about what is social innovation and what are social innovation inclu-
sion criteria is ongoing. Therefore, there are multiple authors proposing defi-
nitions of social innovation [2–5,8,10]. While nuances between each definition
are vastly varying, the broad criteria are about social objectives, social interac-
tion between actors or actor diversity, social outputs and innovativeness. How-
ever, different definitions include different combinations and different number
of these criteria (e.g. EU is using definition stressing out social objectives and
actors interaction). The criteria we used for this work are based on literature
review performed by authors. The criteria and their descriptions are presented
in Table 1.

By performing exhaustive literature review, it is possible to identify con-
cepts and criteria that compose social innovation definitions. Because there are
disagreements between authors on the criteria used for the definition, it is not
possible to create a classifier that would satisfy multiple social innovation def-
inition. However, it is possible to create classifiers that can classify underlying
concepts and criteria. This allows creation of a modular system in which user
can set the definition of social innovation that he would like to use.

3 Methodology Overview

Methodology for semi-automated generating of social innovation database con-
sists of two phases. In the first phase we use currently available databases, lists,
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Table 1. Description of the social innovation criteria used in this study

Element of definition Criteria description

Objectives Project primarily or exclusively satisfies (often unmet) societal needs,
including the needs of particular social groups; or aims at social value
creation
Often no price involved for the main social beneficiary or the
innovation is provided to the main beneficiary at cost only.
However, there might be examples that price is involved

Actors and actor
interactions

Satisfy one or both of the following:

i. Diversity of Actors: Project involves actors who would not nor-
mally involve in innovation as an economic activity, including formal
(e.g. NGOs, public sector organisations etc.) and informal organisa-
tions (e.g. grassroots movements, citizen groups, etc.). This involve-
ment might range from full partnership (i.e. project is conducted
jointly) to consultation (i.e. there is representation from different
actors)

ii. Social Actor Interactions: Project creates collaborations
between “social actors”, small and large businesses and public
sector in different combinations. These collaborations usually
involve (predominantly new types of) social interactions towards
achieving common goals such as user/community participation.
Often, projects aim at significantly different action and diffusion
processes that will result in social progress. Often social innovation
projects rely on trust relationships rather than solely mutual-benefit

Outputs/Outcomes Project primarily or exclusively creates socially oriented out-
puts/outcomes. Often these outputs go beyond those created
by conventional innovative activity (e.g. products, services, new
technologies, patents, and publications), while conventional out-
puts/outcomes might also be present. These outputs/outcomes are
often intangible and they might include the following but not limited
to:
- change in the attitudes, behaviours and perceptions of the actors
involved and/or beneficiaries

- social technologies ( i.e. new configurations of social practices,
including new routines, ways of doing things, laws, rules or norms)

- long-term institutional/cultural change

Innovativeness There should be a form of “implementation of a new or significantly
improved product (good or service), or process, a new marketing
method, or a new organisational method”
The project needs to include some form of innovative activities (i.e.
scientific, technological, organisational, financial, and commercial
steps intending to lead to the implementation of the innovation in
question). Innovation can be technological (involving the use of or
creating technologies) as well as non-technological
The innovation should be at least “new” to the beneficiaries it
targets (it does not have to be new to the world)



Classification of Intangible Social Innovation Concepts 411

case study repositories, and mappings of social innovation projects in order to
obtain initial data about social innovations. This phase include the following
steps:

1. Compose a list of social innovation sources.
2. Crawl the project description pages from the listed sources
3. Crawl the project websites, if they were available in the social innovation

source
4. Annotate a set of projects. The projects are annotated whether they satisfy

social innovation criteria by human coders
5. Create a machine learning model for classifying projects whether they satisfy

social innovation criteria
6. Obtain additional features about the project, such as information about

organisations involved, location, etc.

The last step of the phase is out of the scope of this project. The second phase of
the project involves crawling of the sources that potentially could contain social
innovation projects, such as crowd-sourcing platforms. Also, the second phase is
also out of the scope of this paper.

4 Obtaining Data About Social Innovation from Existing
Sources

Firstly, we have identified data sources containing information about social inno-
vation projects and actors. The list contained 93 information sources, however,
some of the data sources contained cleaner data than the others. For the clean
and relevant data sources, we developed a set of web crawlers that obtained
data and stored it into our database. A web crawler (also known as scraper or
spider) is a program or automated script which browses the World Wide Web
in a methodical, automated manner and collects the content of the visited web
pages (in full or targeted parts of them). The data sources could not be directly
downloaded, however, they had database accessible on the web, and therefore
web crawlers could methodically visit all entity pages and obtain data about
them. The development of crawlers can be time-consuming. We started with
developing crawlers for the biggest databases. At the moment, we have devel-
oped crawlers for 9 databases, however, they contain over 6,000 entities. This
presents more than 85% of all entities in the identified data sources.

However, while crawling, we faced a number of challenges. The main chal-
lenge for the crawling is that the web sources did not have consistent struc-
tures, and wealth of information. Our approach to crawl these data sources was
to obtain targeted information that was included in data source about certain
entity (project or actor). In order to achieve this, we needed to develop separate
crawlers for each data source that is able to locate information of interest on the
page.
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Certain data sources contained information about both projects and actors
(e.g. Digital Social Innovation), however, some data sources contained informa-
tion only about one entity type (projects – e.g. EUSIC, MOPACT, actors –
Social Enterprise UK, Social Innovation Generation).

The crawled data sources and the number of their entities are presented in
the Table 2.

Table 2. Description of the social innovation criteria used in this study

Data source Number of projects Number of actors

Digital Social Innovation 2,200 2,007

European Social Innovation Competition 90 0

MoPAct 140 0

Innovage 153 0

SIMRA 9 28

European Investment bank social
innovation tournament

72 0

Social Innovation Generation (Social
Innovation in Canada database)

0 256

Bill and Melinda Gates Foundation 0 444

Social Enterprise UK 0 687

Total 2,664 3,422

5 Data Annotation

In order to make a data set for supervised machine learning-based approach that
is able to classify social innovation criteria, we organised two data annotation
workshops. During the first workshop, 6 annotators were annotating about 40
projects each. Annotators were PhD students and research staff whose research
is associated with the are of innovation and social innovation. The text for each
project was composed from the texts available on the project websites. For this
annotation task, we included only projects whose websites contained between
500–10,000 words. About 20% of the documents were annotated by at least two
annotators. For annotation we used Brat rapid annotation tool [14]. The anno-
tators were asked to annotate sentences that present how certain project met
defined social innovation criteria (objectives, actor interaction, outputs, innova-
tiveness) and to give a score at the document level for each of the four criteria
(as presented in Table 2). The document level marks were in range of 0–2:

– 0 – criteria not satisfied
– 1 – criteria partially satisfied
– 2 – criteria fully satisfied
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In the second annotation workshop, we focused more on calculating inter-
annotator agreement and finding potential outlier annotator (annotator with
high disagreement compared to other annotators). We created a dataset using
projects listed as semi-finalists and finalists in EU Social Innovation Compe-
tition3 and European Investment Bank Social Innovation Tournament4. The
dataset consisted of 40 projects, whose websites were crawled. A subset of the
four annotators annotated the whole dataset in the same manner as during the
first workshop.

6 Classification of Criteria

The dataset created during both annotation task were used for training and
validation of the machine learning-based approach. The classifier is created for
each social innovation criteria (objective, actors, outputs, innovativeness). Before
applying machine learning algorithm the text was stemmed and stop-words were
removed (using Rainbow stop-word list5). We have evaluated classification using
Naive Bayes machine learning algorithms using the bag-of-words language model.
Since dataset was not balanced, having more negative instances than positive,
we also performed an experiment with balancing data by oversampling positive
instances.

7 Results

Firstly, we present the results of annotation workshop, including inter-annotation
agreement and the number of non-relevant projects in the examined data sources.
Then we present the results of machine learning classification using the two
described approaches.

7.1 Data Annotation Results

During the first workshop, six annotators annotated 40 documents each on the
sentence and document level. During the second workshop, three annotators
annotated same 43 documents, while one annotator annotated 30 of these doc-
uments. During the workshops about 10% of the data available at the moment
of annotation workshops was annotated. Inter-annotator agreement per each
criteria is presented in the Table 3. Inter-annotator agreement is calculated on
the paragraph level and document level. Inter-annotator agreement on the para-
graph level is calculated by examining each paragraph of the text whether it con-
tains annotation of a certain class in both annotated documents. Inter-annotator
agreement on the document level is calculated by examining whether both anno-
tators scored the document with the certain annotation type (annotation types

3 http://eusic.challenges.org/.
4 https://institute.eib.org/whatwedo/social-2/social-innovation-tournament-2/.
5 http://www.cs.cmu.edu/∼mccallum/bow/rainbow/.

http://eusic.challenges.org/
https://institute.eib.org/whatwedo/social-2/social-innovation-tournament-2/
http://www.cs.cmu.edu/~mccallum/bow/rainbow/
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Table 3. Inter-annotator agreement on paragraph and document level per criteria in
the annotated dataset

Inclusion criteria Paragraph level
agreement

Document level
agreement

Objectives 37.50% 76.60%

Actors and Actor interactions 17.20% 65.70%

Outputs 18.90% 66.73%

Innovativeness 19.50% 70.80%

Macro-average 23.27% 69.96%

translates to four social innovation criteria). Since agreement on score was also
fairly low, we have binarised document level annotation, so they score whether
the criteria is satisfied (scores 1 and 2) or not satisfied (score 0).

As it could be seen, inter-annotator agreement on the paragraph level is low
and therefore these annotations are not useful for machine learning. Sentences are
shorter structures than paragraphs and therefore agreement would be even lower.
In the paragraph level inter-annotator agreement we looked whether a certain
paragraph is annotated by both annotators with the same annotation type. The
inter-annotator agreement on the document level is in range of 65%–76%, which
is relatively low as well, indicating that the annotation concepts are intangible
and that people generally do not completely agree on what is innovative, what
social objectives are or what social actor interactions are. However, this score is
high enough to be used for machine learning.

We also calculated how many projects in each examined data source were false
positives (projects not satisfying any social innovation criteria – spam projects).
Agreement for detecting social innovation or false positive project is about 85%.
The number and percentage of false positive (spam) projects per data source
can be seen in Table 4.

The range of false positive projects in data sources ranges between 0% and
58%. As we hypothesised, the data sources are not clean and user-imputed data
sources, such as Digital Social Innovation are noisy. Even some expert imputed
data sources, such as Innovage contains about 30% of false positive projects.

7.2 Classification Results

The final dataset, that is used for machine learning, after both human annotation
workshops, contains 277 documents, with the following composition per criteria:

– Objectives – 166 negative, 111 positive instances
– Actors – 189 negative, 88 positive instances
– Outputs – 190 negatives, 87 positive
– Innovativeness – 190 negative, 87 positive
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Table 4. Percentage of false positive (spam) projects per data source in the annotated
data

Data source Number of projects Percentage of false positive
projects (false positive/total
annotated)

European Social Innovation
Competition

90 12.9% (8/62)

MoPAct 140 7.3% (3/41)

Innovage 153 30% (6/20)

Digital Social Innovation 2,200 58% (105/188)

European Investment bank
social innovation tournament

72 6.8% (6/87)

SIMRA 9 0% (0/2)

This data was used for training and testing machine learning-based method
for determining whether project description satisfies given social innovation crite-
ria. For evaluation was used 10-fold cross-validation. The results of four different
classifiers for each criteria are presented in Table 5.

Table 5. Results of classifying criteria using Naive Bayes classifier. The input text
was created from the content of projects’ websites. The evaluation is performed using
10-fold cross-validation

Criteria TP FP FN Precision Recall F1-score

Actors 62 39 26 0.614 0.705 0.656

Objectives 81 36 30 0.692 0.730 0.711

Outputs 61 41 26 0.592 0.701 0.642

Innovativeness 58 42 29 0.580 0.667 0.620

The results are in range 0.62–0.71 F1-score, having significant amount of
false positives and false negatives. As it was previously mentioned, the data
set that was used was imbalanced, having higher amount of negative instances
than positive. In cases of actors, outputs and objectives, the data set contained
more than two times more negative instances compared to the positive ones.
The imbalance of data set can affect the performance of classification, especially
in case of Bayesian-based method for classification. Therefore, we applied over-
sampling of positive instances. With oversampled positive instances, the data
set contained similar amount of positive and negative instances for each criteria.
The classification results over oversampled data is presented in Table 6.

The performance of classifiers across criteria increased after oversampling
positive instances. Classifiers with these performance can be applied in produc-
tion system in order to determine whether descriptions from projects’ websites
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Table 6. Results of classifying criteria using Naive Bayes classifier after balancing
data set by oversampling positive class. The input text was created from the content
of projects’ websites. The evaluation is performed using 10-fold cross-validation

Criteria TP FP FN Precision Recall F1-score

Actors 118 25 15 0.825 0.887 0.855

Objectives 121 25 14 0.829 0.896 0.861

Outputs 122 30 11 0.803 0.917 0.856

Innovativeness 117 29 16 0.801 0.880 0.839

satisfy social innovation criteria and to determine which projects are social inno-
vation and which are not.

Experiments using other algorithms, such as SVM, decision trees and neu-
ral networks using Glove embeddings were also conducted. However, Naive Bayes
over-performed these approaches. This is likely due to the small data set and the
fact that Naive Bayes is able to generalise well even with relatively small data sets.

8 Conclusion

In this paper we presented a methodology to model intangible social science
concepts over which definition may be active debate in the field. The case of
intangible concept presented in this paper is social innovation. There are numer-
ous definitions describing the concept. Also, using multiple definitions would
make data inseparable, therefore it would not be possible to make automated
systems for collecting, cataloguing and classifying such items.

The approach we proposed relies on extensive literature review of the con-
cept and disentangling the definitions into the components that they were made
of. These components are usually more tangible concepts. Such concepts would
have better agreement between coders and will be easier separable for machine
learning-based methods. Each of the many definitions of the concept will be
made of a certain combination of the identified components. Therefore, it is pos-
sible to create a system that is modular and that based on the combinations of
components is able to return instances that satisfy particular definition of the
concept. In the case of social innovation, the identified components were objec-
tives, actors, outputs and innovativeness. Once certain text is classified whether
it satisfies given components, one can retrieve instances satisfying EU definition
of social innovation that consists of objectives, actors and innovativeness. Also,
instances satisfying other combination of criteria or social innovation definitions
can be retrieved.

The performance of classifiers for the social innovation criteria was encourag-
ing, ranging between 0.83–0.86 F1-score. It proves the hypothesis that supervised
machine learning can be used to classify whether a project description satisfy cer-
tain social science criteria. Also, the percentage of correctly classified instances
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in the given data set was higher than calculated inter-annotator agreement. How-
ever, the percentage of correctly classified instances is agreement with the final
data set only, which may be possible due to larger amount of training data and
proves that classification results are comparable with human annotators. After
project descriptions are classified whether they satisfy given criteria, it is possi-
ble to extract other meta-data from text, using named entity recognition tools
and information extraction strategies.

The approach can be generalised to cataloguing other social science concepts
by decomposing multiple definitions into the component criteria. Different kinds
of projects, regulations, laws, or organisations can be classified in this manner.
The catalogues of such entities may be useful for further research, collaboration,
policy making and governance.

In the future, we are planning to include additional data sources, such as
projects from crowd-funding platforms and community building portals (such as
Meetup.com) and use the classification model to discover new projects satisfying
out social innovation criteria. In addition, we are planning to expand training
data set by performing additional annotation workshops. We hope that more
annotation will enable other methods to be used and reduce certain domain
related biases that may exist with the current model.

Acknowledgements. The work presented in this paper is a part of KNOWMAK
project that has received funding from the European Union’s Horizon 2020 research
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Abstract. Identification of Cause-effect (CE) relation mentions, along
with the arguments, are crucial for creating a scientific knowledge-
base. Linguistically complex constructs are used to express CE relations
in text, mainly using generic causative (causal) verbs (cause, lead,

result etc). We observe that some generic verbs have a domain-specific
causative sense (inhibit, express) and some domains have altogether
new causative verbs (down-regulate). Not every mention of a generic
causative verb (e.g., lead) indicates a CE relation mention. We propose
a linguistically-oriented unsupervised iterative co-discovery approach to
identify domain-specific causative verbs, starting from a small set of seed
causative verbs and an unlabeled corpus. We use known causative verbs
to extract CE arguments, and use known CE arguments to discover
causative verbs (hence co-discovery). Since causes and effects are typ-
ically agents, events, actions, or conditions, we use WordNet hypernym
categories to identify suitable CE arguments. PMI is used to measure
linguistic associations between a causative verb and its argument. Once
we have a list of domain-specific causative verbs, we use it to extract
CE relation mentions from a given corpus in an unsupervised manner,
filtering out non-causative use of a causative verb using WordNet hyper-
nym check of its arguments. Our approach extracts 256 domain-specific
causative verbs from 10, 000 PubMed abstracts of Leukemia papers, and
outperforms several baselines for extracting intra-sentence CE relation
mentions.

Keywords: Cause-effect relation · Causative verbs
Relation extraction · Biomedical domain · Leukemia · PMI
Hypernyms

1 Introduction

Automatically extracting different types of knowledge from authoritative texts
(e.g., textbooks, research papers) within a domain and representing it in a com-
puter analyzable as well as human readable form is an important but challenging
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goal. Ability to query and use such extracted knowledge-bases can help scien-
tists, doctors and other users in performing tasks such as question-answering,
diagnosis, exploring and validating hypotheses, understanding the state-of-the-
art, and identifying opportunities for new research. Cause-effect (CE) relations,
which connect a cause to an effect, are an important component of any scientific
knowledge-base. Identification of CE relation mentions, along with extraction of
the arguments of each mention, are crucial for the creation of a scientific knowl-
edge base. Understanding and a formal representation of CE relations, and rea-
soning over them, are important philosophically, as well as mathematically. The
simplest way of expressing CE relations in text is through the use of causative
(or causal) verbs, such as cause, lead, result. Apart from generic causative
verbs, such as cause, lead, result different domains have their own causative
verbs, which are either new verbs specific to that domain (e.g., over-express,

up-regulate in the biomedical domain) or generic verbs that have a special
causative sense specific to that domain (e.g., inhibit, express in the biomedical
domain). Moreover, every mention of a causative verb does not necessarily indi-
cate a true CE relation mention. For example, the verb achieve indicates a CE
relation in the sentence Tumor cell killing was achieved by concerted action

of necrosis apoptosis induction., but not in 90 patients achieved complete

remission on the day of induction therapy. There are other well-known prob-
lems with the linguistic expression of CE relations in text. First is the use of
negation, which negates the apparent CE relation mention, Next is the use of
coreference, which requires its resolution to obtain the correct argument of a CE
relation mention.

In this paper, we focus on two specific problems: (i) how to automatically
acquire the list of domain-specific causative verbs; and (ii) how to effectively use
such a list to extract true CE relation mentions. For (i), since getting a complete
list of domain-specific causative verbs is difficult, we propose a linguistically-
oriented unsupervised iterative co-discovery approach to identify causative verbs,
starting from a very small set of seed causal verbs and an unlabeled corpus. The
idea is that a known causal verb can be used to extract CE arguments, and
known CE arguments can be used to discover unknown causative verbs (hence co-
discovery). For (ii), since causes and effects are typically agents, events, actions,
or conditions, we use appropriate WordNet hypernym categories to identify suit-
able CE arguments and thereby filter out non-causative uses of a causative verb
in our list. Point-wise mutual information (PMI) is used to measure the level
of (linguistic) associations between a causative verb and its argument. Once we
have a reasonably complete list of domain-specific causative verbs, we propose
an unsupervised algorithm which uses it to extract CE relation mentions from
the given corpus, filtering out non-causative use of the causative verb using
the above-mentioned WordNet hypernym check of its arguments. We demon-
strate the effectiveness of this approach by extracting 256 causative verbs from
10, 000 PubMed abstracts of Leukemia papers, starting with 3 causative verbs.
We demonstrate the effectiveness of our approach by comparing it with some
baselines on a manually labeled dataset of 350 sentences containing 130 CE
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relation mentions. The paper is organized as follows. Section 2 discusses related
work. Section 3 discusses our algorithms for discovering domain-specific causative
verbs and to extract CE relation mentions using them. Section 4 elaborates the
experimental setup and results. Section 5 concludes the paper.

2 Related Work

Identification of CE relation helps to understand the semantics that one event
causes another. Researchers have tried to discover cause-effect relation in tex-
tual data focusing on lexical and semantic constructs. There have been attempts
to extract CE relation in text using knowledge-based inferences. Joskowicz [1]
prepared a dedicated knowledge base to built causal analyzer for a Navy ship. A
knowledge-based system perform reasonably well in the targeted domain, how-
ever they have poor generalizability. Khoo [2] constructed patterns to identify
CE relation based on pre-define patterns. The patterns includes causal clues,
e.g.,hence, therefore, if-then, cause, break etc. A few researchers used grammat-
ical patterns to identify CE relation targeting different applications [3–5]. Girju
[3] utilized grammatical patterns in order to analyze cause-effect questions in
question answering system. There are a very few instances of combining gram-
matical patterns with machine learning in order to extract semantic relation
such as cause-effect. Chang [6] used cue phrases (cause triggering construct) with
their probability to extract other lexical arguments of cause-effect relation. These
probabilities are learned from raw corpus in an unsupervised manner. Though
they reported results in the biomedical domain, they neither incorporated lin-
guistic information nor domain information inherent in the text in support of CE
relation. Do [7] developed a minimally supervised approach, based on focused
distributional similarity and discourse connectives. They showed combining lex-
ical information, such as discourse connective with statistical measure provides
additional improvement in CE relation identification. In this paper, we propose
an approach which deploys the linguistic clue indicating CE constructs (incor-
porating WordNet) and PMI between dependency relations for identification of
CE relation in a sentence. Thus, our approach takes advantage of linguistic as
well as statistical measures.

3 Causative Verbs Discovery and CE Relation Extraction

We now discuss the algorithm codiscover causative verbs (Algorithm 1). Its
inputs are an unlabeled corpus of domain-specific documents, along with a small
seed list S of known causative verbs. The algorithm works in 3 phases. In phase-I,
it extracts and stores all the nominal subject and object arguments of the known
causative verbs (using Stanford dependency parser), removing those that occur
less than the given threshold n0 times. Phase-II works on the following intuition:
verb forms of known subjects or objects can themselves occur in a causative sense.
Presence of ‘of’, or ‘in’ after the noun is often an indicator of existence of verbal use
of the noun. Hence, Phase-II computes PMI [8,9] of the known nouns extracted in
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Phase-I with ‘of’, or ‘in’, retaining only top p0% among these nouns. PMI(nn;
of/in) measures the association between the noun (nn) in NNCE and proposition
‘of’ or ‘in’ in the corpusD. Then we add the verb form of each of these top nouns to
the set S, provided the noun form’s hypernyms indicate some kind of action (e.g.,
growth, act, action, event, change, control, happening etc.) in top 3 senses of the
noun. Phase-III works on this intuition: if there is a verb whose subject and object in
a sentence are both known (i.e., they have previously occurred with known causative
verbs), then that verb is also likely to be a causative verb. Phase-III identifies such
verbs, removing those that occur less than the given threshold n1 times. Addition-
ally, the algorithm computes the PMI of each such verb with each known subject
and object nouns pair (such nouns are stored inNNCE by Phase-I), retaining only
top p1% among these verbs. The PMI of verb with known subject and object is
computed using chain rule of PMI (Eq. 1). PMI(v; sknownoknown) measures the
association between verb (v) and pair of causal arguments (sknownoknown) in the
corpus D. Algorithm retains only those verbs which have at least one noun form
whose hypernyms contain known action indicating terms, just as in Phase-II. The
algorithm stops when no new verbs were added to S. Table 1 defines the functions
used in Algorithms 1 and 2.

PMI(v; sknownoknown) = PMI(v; sknown) + PMI(v; oknown|sknown)

= log
P (v; sknownoknown)

P (v) ∗ P (sknownoknown)
(1)

Table 1. Functions used in the Algorithm 1

Function Description

LEMMA() Gives root (base) form of the input word

SUB() Gives subject of the input word

OBJ() Gives object of the input word

POS() Gives part of speech of the input word

InheritedHypernym() Gives all hypernyms of the input word available in WordNet

V erbalRootForm() Gives root verb form of the input word using WordNet

NOUN() Gives noun form of the input word using WordNet

The Algorithm 2 extracts the CE-relation mentions in the sentence. It takes the
set S of causative verbs produced by Algorithm 1 as input, along with a set CP of
fixed cue phrases and extracts CE-relation mentions (R) from the Dtest. The algo-
rithm first checks if the given sentence contains any of the given causative verbs,
and extracts its subject and object. It outputs the tuple (causative verb, subject,
object) if both the subject and object satisfy the constraint that they have a suit-
able hypernym (e.g., growth, act, action, event, change, control, cause, effect,
reason, process, condition, organ, compound, organism etc.). In the output, the
subject and object correspond to the cause and effect arguments of the CE rela-
tion. CE relations may be expressed in text through the use of causative verbs or
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Algorithm 1. Algorithm codiscover causative verbs
Input:

D = {d1, d2, . . . , dm} // m unlabeled documents

n0, n1 // min. occurrence counts; default 10 for both

p0, p1 // top percentage for PMI values; default 50 for both

S // seed list of causative verbs; default {cause, lead, result}
HC // hypernym categories for acceptable causative verbs

Output: S // set of discovered causative verbs in the domain

1 flag := TRUE; // stop if flag is FALSE

2 while flag do

3 flag := FALSE;

//Phase-I: Extraction of cause-effect arguments (NNCE) using CV

4 NNCE := ∅;

5 for each cv in S do

6 for each occurrence of cv in a sentence s in D do

7 s := LEMMA(SUB(cv, s)); // headword of subject of verb cv in s

8 o := LEMMA(OBJ(cv, s)); // headword object of verb cv in s

9 if POS(s) �= noun ∨ POS(o) �= noun then continue

10 if s /∈ NNCE then NNCE := NNCE ∪ (s,1)

11 else

12 increase occurrence count of s in NNCE by 1

13 if o /∈ NNCE then NNCE := NNCE ∪ (o,1)

14 else

15 increase occurrence count of o in NNCE by 1

16 for each nn in NNCE do

17 Remove nn from NNCE if its occurrence count < n0

//Phase-II: discover new causative verbs using NNCE
18 for each nn ∈ NNCE do

19 if InheritedHypernym(nn) /∈ HC then continue

20 compute and store PMI of nn with {of, in} in D // nn with of or in

21 Sort PMI hash-table and keep only top p0% entries

22 for each nn ∈ PMI hash-table do

23 if VerbalRootForm(nn) /∈ S then

24 S := S ∪ {VerbalRootForm(nn)}; flag := TRUE

//Phase-III: Discover new causative verbs from corpus using NNCE
25 T := ∅; // candidate verbs

26 for each sentence s in D do

27 for each occurrence of a verb v in s do

28 s := LEMMA(SUB(v, s)); // headword of subject of verb v in s

29 o := LEMMA(OBJ(v, s)); // headword object of verb v in s

30 v := LEMMA(v);

31 if s /∈ NNCE ∨ o /∈ NNCE then continue

32 if v /∈ T then

33 T := T ∪ (verb,1)

34 else

35 increase occurrence count of v in T by 1

36 for each v ∈ T do

37 Remove v from T if its occurrence count < n1

38 for each tuple (v, s, o) ∈ T × NNCE × NNCE do

39 compute and store PMI of v with (s, o) in D // chain-rule for PMI

40 Sort PMI hash-table and keep only top p1% entries

41 for each v ∈ PMI hash-table do

42 for each noun form nn for verb v do

43 if InheritedHypernym(nn) ∈ HC ∧ v /∈ S then

44 S := S ∪ {v}; flag := TRUE; break

45 return(S); // stop when no new verbs were added to S
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non-verbal cue phrases, such as due to, because of, cause of, causes of, cause for,
causes for, reason for, reasons for, reasons of, reason of, as a consequence, as

a result. The algorithm checks if the given sentence contains any of the given fixed
set of non-causal cue phrases. If yes, then it extracts the subject of the verb as cause
and the noun modifier of the cue phrase as the effect. The algorithm outputs only
headwords of the noun phrases corresponding to a cause or an effect. It is easy to
modify it to output the entire phrase instead.

Algorithm 2. Algorithm extract CE relations

Input:
Dtest = {d1, d2, . . . , dk} // k unlabeled documents
S,CP // list of causative verbs and list of cue phrases respectively
HCE // hypernym categories for acceptable causes or effects
Output: R // set of discovered CE relation mentions

1 R := ∅;
2 for each sentence s ∈ Dtest do
3 for each cv ∈ S do
4 for each occurrence of cv in s do
5 s := LEMMA(SUB(cv, s)); // headword of subject of verb cv in s
6 o := LEMMA(OBJ(cv, s)); // headword object of verb cv in s
7 if s is not proper noun ∧ InheritedHypernym(s) /∈ HCE then

continue
8 if o is not proper noun ∧ InheritedHypernym(o) /∈ HCE then

continue
9 R := Rcup{(cv, s, o)};

10 for each cp ∈ S do
11 for each occurrence of cp in s do
12 v := verb nearest to cp in s;
13 s := LEMMA(SUB(v, s)); // headword of subject of verb v in s
14 if cp has no noun modifier in s then continue;
15 n := noun modifier of cp in s;
16 R := R ∪ {(v, s, n)};

4 Experimental Setup and Results

Leukemia is a highly researched area in the biomedical domain, having 3, 02, 926
scientific documents on PubMed and 31, 142 on Nature. We downloaded 10, 000
abstracts of Leukemia related papers from PubMed using the Biopython library
with Entrez package (dataset D). We used this dataset (89,947 sentences,
1,935,467 tokens) to execute Algorithm 1, in order to identify causative verbs
from this dataset. To evaluate the performance of our algorithm and other base-
lines, we extracted 50 (350 sentences, 105 CE relation mentions) abstracts of
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Leukemia related papers from PubMed, and manually identified CE relation
mentions in it. To identify Parts-of-speech of the words and dependency relations
among them, we used the Python interface of Stanford dependency parser [10].
Since biomedical text is full of complex sentences, we use Enhanced++ depen-
dencies. In order to obtain verb form, noun form and hypernyms of words, we
have used NLTK wrapper of WordNet. We observed that many domain spe-
cific words in the biomedical domain (e.g., down-regulation, up-regulation,

over-expression etc.) are not available in WordNet. We believe that domain
specific words are good candidates for CE-relation formation. Our algorithm
takes decision about such words based on their count and the PMI in the cor-
pus irrespective of their presence in the WordNet. Thresholds n0, n1 of Algo-
rithm1 on the count of the word are set to filter out the very low frequency
words. Thresholds p0, p1 of Algorithm 1 on PMI are set to consider only the
confidently predicted CE-relation constructs. The co-discovery module of the
approach brings additional information to re-consider filtered out words. If a
verb fails to satisfy Phase-III, but its noun form satisfies Phase-II, the verb will
be extracted as a causative verb.

Table 2. Precision, Recall and F-score in %

Our approach 47 49 48

Our approach without cue phrase (only verbs) 46 47 47

Girju 2003 72 16 26

Pawar et al., 2017 36 21 27

Only cue phrases 71 4 7

Algorithm 1 outputs a set of causative verbs, and Algorithm 2 extracts CE
relation mentions along with the arguments of each mention using the causative
verbs. In order to validate output of our algorithm, we asked two annotators
to find CE relation mentions with their arguments in the test data. A true
positive scenario is when the head words of the manually tagged arguments
and the causal cue match with the extracted (by our approach) arguments and
causative verb respectively. Girju [3] built an unsupervised causative verb based
question-answering system, hence we have compared our CE relation extraction
approach with Girju [3]. He reported 61 generic verbs, which can create a casual
scenario in a sentence, but did not consider domain-specific causative verbs. We
found 242 new causal verbs in the biomedical domain, which are not present in
Girju [3]. As another baseline, we used a relation extraction algorithm of Pawar
et al. 2017 [11]. End-to-end relation extraction model AWP-NN was employed to
jointly identify the entity mentions (CAUSE or EFFECT) as well as the relation
(CE) between them. Only one entity type (E) was considered to cover both
causes and effects. We only focused on identifying headwords of cause/effect
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mentions (as done for all approaches). For word-pair (u, v), u = v ((u, v), u �= v),
if predicted label = E (= CE) then u is a cause or an effect (a CE relation exists
between the mentions headed by words u and v). We also compared our approach
with universal cue phrases (CP of Algorithm 2) as CE indicators. Table 2 shows
the precision, recall and F-score obtained with our approach, Girju [3], Pawar
[11] and universal cue phrases. Our system considers only the CE mentions which
are produced by verbs and a few cue phrases, hence it fails to capture all CE
relation mentions. However, the set of verbs extracted by our approach is able
to produce a comparably good recall and F-score.

5 Conclusions and Further Work

Linguistically complex constructs are used to express CE relations in text,
mainly using causative verbs, which may be standard causative verbs, or generic
verbs with domain-specific causative sense (inhibit, express), or new domain-
specific verbs (up-regulate). We proposed a novel linguistically-oriented unsu-
pervised iterative co-discovery approach to identify causative verbs, starting from
a small set of seed causal verbs and an unlabeled corpus. We demonstrated the
effectiveness of this approach by extracting 256 causative verbs from 10, 000
PubMed abstracts of Leukemia papers, starting with 3 generic causative verbs.
We demonstrated that our approach outperforms several baselines from litera-
ture for extracting intra-sentence CE relation mentions. We are integrating our
approach in a knowledge-based system to support Leukemia researchers.
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Abstract. In conventional information retrieval systems, keywords extracted
from documents are indexed and used for retrieval. Since same information can
be represented by different keywords, there is hindrance in extracting relevant
documents. Concept based indexing and retrieval which semantically identifies
similar documents overcomes this problem by mapping the document phrases to
a domain repository. In this paper, the problem of extracting and ranking con-
cepts i.e. key phrases, from domain oriented text is explored. This paper ranks
concepts (key phrases) of a document based not only on statistical and cue
phrases but also based on the dependency relations in which the candidate
concept occurs. For each candidate a vector is formed with the phrase weight
and the dependency relations. The features used to score the phrases in the
vectors, for re-ranking and as features to weigh the vector corresponding to the
candidate are the cue features (presence in title, abstract), C-value in case of
multi-words, frequency of occurrence and the type of dependency relation. The
ranking process utilizes RankingSVM to rank the candidate concepts based on
the feature vectors. In addition, to make the ranking domain sensitive and to
determine the domain relevance of the candidate concepts they are fully or
partially matched with the domain repository. Based on the depth of the concept
and the presence of parent and siblings, the domain relevant concepts are
boosted up the order. The results indicate that the use of dependency based
context vector and domain repository provides substantial enhancement in the
key phrase extraction task compared with other methods.

Keywords: Dependency-based key phrase extraction
Repository based concept mapping � Learning to Rank � Domain text indexing

1 Introduction

The key phrase extraction (KPE) task is the most important component to finding
relevant information, where the documents are indexed by key phrases. A key phrase
can be defined as a meaningful and significant expression consisting of one or more
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words that convey the main concepts present in the documents. Document key phrases
are important for many applications, [2, 15] particularly for Information Retrieval
(IR) they provide thematic access essential for searching the documents in a particular
domain. Concept extraction, which is a text mining task extracts key phrases from
documents and maps [7] them to the repository, is a critical task for Concept based IR.
Generic KPE involves two-steps, candidate selection and extraction using machine
learning algorithms. Supervised approaches [2] formulate the problem as classification,
tagging or ranking task. Key phrases are extracted based on some combination of
corpus based statistical features, linguistic features and cue features or external
knowledge based features. Unsupervised methods [2, 11] utilizes statistical, clustering,
graph-based and language modelling methods to extract keywords for constructing
phrases and finally filters incorrect phrases using linguistic patterns. Domain-specific
IR is the process of acquiring the necessary information from a collection of text based
on the user needs with respect to a particular domain. The challenges include, resolving
obscure terminologies such as neoplasm and cancer, fever and pyrexia, etc. and
ambiguous abbreviations (e.g., “APS” may refer to a gene or protein) along with
variety of information needs from different types of users [10]. Concept mapping
techniques handles this problem through mapping and matching the phrases with the
concepts in the domain repositories [7]. During indexing of domain-specific documents
[2], KPE based only on statistical or linguistic features is not sufficient as the relation
between the keywords is semantic and not syntactic hence requires domain knowledge
[19]. In this context, the identification and ranking of appropriate domain concepts
using domain repository from the given document becomes necessary to represent the
document [8].

The problem of identifying concepts i.e. key phrases from a given document is
treated as a ranking problem in this paper. The rationale [18] behind this approach is
that a phrase being a key phrase is relative to a document and not absolute. The features
considered to select a phrase as a key phrase is also relative and also, ranking learns a
relative order between the phrases for appropriate selection based on document fea-
tures. Hence the model proposed uses two-step ranking process, where dependency
based context vector of the candidate phrases are extracted and ranked using supervised
pair-wise Learning to Rank (LTR) algorithm as the first step. The second step involves
boosting of domain concepts based on the domain repository features such as presence
of parent, sibling concepts and depth of the concept.

2 Related Work

Chebil et al. [4] extracts relevant concepts by utilizing probabilistic network (PN) to
weigh a document for a given term and vector space model (VSM) to find document
term similarity. Wan and Xiao [5] uses graph-based ranking method to extract key
phrases by adding small set of similar documents. The context of the document and that
of added documents are used to extract the key phrases. Torii et al. [6] model’s the
problem as tagging the document with appropriate labels and employ Conditional
Random Fields to learn the tagging from different datasets. Lossio-Ventura [13]
employs linguistic features and statistical term and keyword measures to identify key
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phrases from the document. Dinh and Tamine [16] utilizes VSM to convert documents
and vocabulary to vectors and capture key phrases based on similarity between the
vectors. The above methods try to identify key phrases but do not rank them with
respect to the document for efficient IR. Lossio-Ventura et al. [8] make use of statistical
and linguistic measures to extract and rank the candidate phrases while graph and
web-based measures are used to boost the precision by re-ranking the phrases. Eichler
and Neumann [12] formulate the task as an ordinal regression problem and employs
linear SVM based ranking algorithm to rank the phrases. Biotex [14] a biomedical
phrase extractor extracts key phrase using selected linguistic pattern, ranks them with
different ranking measures and validates them by the domain thesaurus. Shi et al. [19]
applies graph based centrality algorithm on knowledge graph constructed by linking
key phrases with the entities in the graph. Florescu and Caragea [20] proposed Posi-
tionRank which aggregates the position of occurrence of words to calculate the weight
of the node in the graph and uses biased PageRank to rank the key phrases. Wang and
Li [3] employs ensemble model to improve key phrase ranking along with the use of
external knowledge bases. These methods strive to rank the key phrases and corrob-
orate them based on domain knowledge base.

Given labelled instances with ranks, Supervised LTR method builds a model to
rank the object based on the features given. In pair-wise ranking method, the difference
between the ranks of objects is used to rank the list correctly. Since the key phrase
extraction is a natural ranking problem and classification methods make only binary
decisions, the key phrase extraction problem is modelled as a supervised pair-wise
ranking problem. Thus the use of varied features to identify the key phrases along with
the necessity of domain repository for concept mapping is explored in this paper.

3 Single Document Key Phrase Extraction

The problem is to extract key phrase from a given document based on information
present in the document and the domain repository. Consequently this work proposes a
novel method as discussed below to extract key phrases from the given document based
on context vector ranking and boosting the ranked phrases based on domain repository.

3.1 Candidate Selection and Multi-word Extraction

The candidate phrases i.e. nouns and noun phrases and verb phrases are extracted using
Stanford Parser. The candidate phrases are further processed to remove redundancy
using lemmatization and false positives using subjective adjective removal. To identify
phrases i.e. multi-words, dependency relations such as ‘compound’, ‘amod’ etc. are
used and to find the ‘phraseness’ and ‘completeness’ of the extracted phrase C-value
score given by Eq. (1) is used.

C � value Tð Þ ¼
log2 jT j � f Tð Þ; if T is not nested

log2 jT j � f Tð Þ � 1
LTj j �

P
t2LT f tð Þ

� �
(

; otherwise ð1Þ
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Where |T| - the number of words in the phrase, LT - the longer phrases containing
the phrase T and |LT| - the number of words in the longer phrase. The intuition is that: if
a phrase is frequent, longer or part of numerous longer phrases, then its ‘phraseness’ is
more. Else if it occurs as a substring of a longer phrase, then lower is its ‘phraseness’.

For example, consider the sentence “Adjuvant chemotherapy has also gained
acceptance as an alternative management option” and its dependency parse in Fig. 1. It
is seen that the word ‘Adjuvant’ acts as an adjective modifier of the word
‘chemotherapy’, hence the multi-word can be considered as a phrase if its C-value is
greater than the set threshold.

3.2 Context Identification and Vector Formation

Context refers to the perspective in which a phrase occurs and can be used to identify
correlated phrases. Basically, the context of a phrase in a document is provided by
co-occurrence statistics [1, 8] which neglects long-term dependencies. Better option to
get the context would be to use Distributional similarity methods [1] with different
linguistic units as they capture long-term relations. Hence, in this work, selected
dependency relations such as nsubj, dobj, csujb, acomp, ccomp, and nsubjpass are used
identify context since they express the context meaningfully. The above relations are
chosen because a phrase is significant if occurs as subject or object of a sentence or
clause. Since the context is identified using dependency relations, the multi-word
identified in previous step is replaced in the dependency triples. The nsubj(gained-5,
chemotherapy-2) is modified as nsubj(gained-5, Adjuvant chemotherapy-2) and simi-
larly nmod(gained-5, option-11) is modified as nmod(gained-5, management option-
11) in the dependency triples shown in Fig. 1. For each candidate, all dependency
triples that contain the phrase are extracted and the triples with the above relations are
filtered and a context vector is formed from phrases in the filtered triplets. Other
features such as term frequency, cue features and domain features are added to the
vector for boosting the key phrase extraction. To rank the phrases, the context vector of
each phrase is weighed using the below features: (1) Cue features – presence in title,
abstract etc., (2) C-value for multi-word, (3) Domain features – The concept’s depth
and its parent and siblings frequency, (4) Frequency – phrase occurrence count and
(5) Dependency relation – The type of relation with the given key phrase. The score of
a word in the vector is given by the formula given below:

Fig. 1. Dependency graph of an example sentence.
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Sw ¼ Wt þWa þRs þ
X

r2Dr
Dr � fw ð2Þ

Where, Wt is the weight for presence in the title, Wa is the weight for presence in the
abstract, Rs is the Repository based score, fw is the frequency of the word and Dr is the
weight for the dependency relation r. The overall process is shown in Fig. 2.

3.3 Ranking Key Phrases Using RankingSVM

In this paper, RankingSVM a supervised LTR algorithm is used for ranking key phrase
as it learns an unbiased rule for ranking. The goal is to learn a function from preference
samples, so that it orders a new set of candidate key phrases as accurately as possible.
RankingSVM has been applied to extract key phrases from documents by Jiang et al.
[18] which uses only statistical and cue features to rank the key phrases. But in this
paper to rank the phrases, context based feature vectors are extracted and weighted
using above features. The RankingSVM uses linear ranking function f: f(d) = (w � d)
where w is the vector coefficients and ‘�’ represents the inner product. The input space
is given by D � Rf where f is the feature set and the output space is given by O = {r1,
r2, r3,…, rm}. If f(d1) > f(d2) then d1 is preferred over d2 and so w�(d1 − d2) will be a
positive value. This is considered as an optimization problem and the learned function
is used to predict the ranks of the phrases in the test dataset.

3.4 Repository Based Re-ranking

To make the ranking domain sensitive and to improve the precision at the top, this
paper presents a novel domain repository based re-ranking of concepts. The idea is to
push the phrase if the phrase is domain pertinent, specific and has correlated concepts.

Fig. 2. Key phrase extraction process.
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As the need here is to extract set of concepts that will represent the documents, the
domain repository is used to weigh the top 50 key phrases which are normalized [9, 17]
and mapped with it. If the phrase is present in the repository i.e. full match then the
phrase’s depth, parent, sibling are extracted from the repository. The count of the
presence of parent and sibling concepts in the document is utilized to weigh the phrase.
If the phrase is not found then partial matches are performed: (1) Window-based
method: All possible ‘n-grams’ of the given concept are extracted and compared with
the repository and (2) Split-based method: All substring of the given string after
removing a word are extracted and searched in the repository. Reduced weights are
given based on the word overlap and duplicate and generic concepts are removed based
on the path similarity. Remaining concepts are re-ranked based on the depth, presence
of parent and sibling concepts.

4 Evaluation and Results

Two datasets are used to evaluate and analyze the performance of the context based
RankingSVM algorithm with five-fold cross-validation. Bio-Medical corpus having
950 tagged documents is used for model creation and the MeSH repository is used to
boost domain concepts. For economic domain 640 labeled documents is used to learn
the model and the ZBW economic domain repository is used to boost domain concepts.

The RankingSVM is tested with different sets of vector and scoring features to
identify suitable features to rank the key phrases. Repository features are used as
vector, scoring and re-ranking features to test its usefulness. To find the appropriate
features for ranking five trial experiments were conducted and analyzed as shown in
Table 1. The initial trial conducted to find how the context vector improves the ranking
proved that re-ranking is needed for precision improvement at the top. Hence trial two
is carried out with re-ranking the candidates based on cue features. The improvement is
meagre as it is based on the keyword similarity method synonym and duplicate con-
cepts are not removed. The trial three was carried out to resolve whether domain
repository features improves ranking if used as vector features. In trial four, domain
repository features are used as both vector and scoring features. In both trials three and
four the enhancement was not as expected. Hence re-ranking based on the repository is
carried out in trial 5 and found that the repository based features boosts the relevant
domain phrases to the top thus enhancing the precision. Limitations of this work are
that it needs domain repository and finding context vector becomes difficult for short
documents.

Among numerous measures defined to measure the ranking quality Normalized
Discounted Cumulative Gain (NDCG) is used to validate the results. The NDCG
penalizes the model if a relevant document/key phrase comes lower in the ranking. The
formula to calculate nDCG is given in Eq. (3) and the results in Figs. 3 and 4.

nDCG@n ¼ DCG@n
IDCG@n

where; DCG@n ¼
Xn

i¼1

2rel � 1
logð1þ iÞ ð3Þ
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5 Conclusion

In the proposed work identification of context based on the dependency relations and
re-ranking of concepts based on domain repository enhances key phrase extraction. The
varied features used to score the concepts increases the probability of finding the right
set of concepts. The result shows that the two-step process is needed and is more
effective in ranking the concepts in domain text documents for indexing. The future

Table 1. Features used for trial experiments

Trial Vector features Scoring features Re-ranking
features

1 Context vector Frequency and Dependency
relations

-

2 Context vector + Cue features Frequency and Dependency
relations

Cue features

3 Context vector + Cue
features + Repository based
Domain Features

Frequency and Dependency
relations

4 Context vector + Presence in title
and abstract + Domain
Relevance Features

Frequency, Dependency
relations, Cue features,
Domain relevance

5 Context vector + Presence in title
and abstract + Domain
Relevance Features

Frequency, Dependency
relations, Cue features,
Domain relevance

Repository
based Domain
Features
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work involves adaptation of the ranking algorithm for different domains to analyze how
well it performs for other domains. Also, apply different LTR algorithm that has
different loss functions to the problem and find their progress.
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Abstract. The new and emerging infectious diseases are an incising
threat to countries due to globalisation, movement of passengers and
international trade. In order to discover articles of potential importance
to infectious disease emergence it is important to mine the Web with
an accurate vocabulary. In this paper, we present a new methodology
that combines text-mining results and visualisation approach in order to
discover associations between hosts and symptoms related to emerging
infectious disease outbreaks.

Keywords: Visualization · Text-mining · Query · Epidemiology

1 Introduction

Online detection and monitoring of animal disease outbreaks is crucial for
disease surveillance and early warning systems. Epidemiologists regularly query
web-pages using various formulations to obtain up-to-date information on dis-
ease outbreaks, but this task may take several days before finding the sought-
after information. Visualization could nevertheless facilitate their web searches
as compared to time-consuming traditional searches. This paper presents Epid-
Vis, a new visual web query tool designed for epidemiologists. It consists of sev-
eral views that help build and launch queries, and visualize the results. Moreover,
it supports external information integration to help epidemiologists enrich their
knowledge and adapt their queries. This paper focuses on the integration of text-
and web-mining results in EpidVis tool.

Most of the current visualization tools in epidemiology domain focus on web
results in general [1,2]. They do not deal with storing knowledge and adapting
queries. They mainly show web results related to a given disease outbreak [3–5].
They use results from different sources (RSS feeds, reports, alerts, etc.) showing
c© Springer International Publishing AG, part of Springer Nature 2018
M. Silberztein et al. (Eds.): NLDB 2018, LNCS 10859, pp. 437–440, 2018.
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them as plots on a map to represent spatial information, or as statistical diagrams
to represent aggregated information [6].

To summarize, most of the previous visualization techniques focus on showing
the query results. In animal epidemiology, we can distinguish three main cate-
gories of keywords (diseases, hosts, and symptoms), and identify relationships.
The visualization can help the epidemiologists to express these categories and
relationships, a crucial step that is not incorporated in the previous approaches.
This visual expression can help the user to build and launch queries.

Section 2 summarizes the EpidVis tool. The suggestion view that integrates
text- and web-mining results is described in Sect. 3. Finally, Sect. 4 concludes
and describes future work.

2 EpidVis tool

Epidemiologists regularly search on the web resources in order to get new insights
about disease outbreaks. They use their own knowledge as keywords and man-
ually write and launch the queries on search engines like Google, Bing, Yahoo,
etc. They often copy/paste keywords stored in text file. They use three main
sets of keywords (categories): diseases, hosts, and symptoms. For example, one
can launch the query: ‘influenza chicken lethality’. In this case, ‘influenza’ is a
disease, ‘chicken’ is a host, and ‘lethality’ is a symptom. In this context, this is
crucial to take into account strong or weak relationships between the keywords of
different categories. Epidemiologists also use external knowledge to build queries,
e.g. knowledge transmitted from their colleagues, or data extracted with text-
mining or statistical approaches [7].

3 The Suggestion View

This section describes how to enrich the keywords by using external knowledge.
This external knowledge is provided as a specific file containing keywords and
relationships that exist between them. For instance, it contains relationships
between hosts and symptoms associated with a specific disease. Our goal is to
provide a new view taking into account this external knowledge (i.e. text- and
web-mining results) to suggest links between keywords to experts.

In order to measure the relevance of association between hosts and symp-
toms, statistical measures have been used like Dice measure. In our context, this
measure is defined as the number of times where hosts and symptoms appear in
the same context (in a corpus or in the Web) over the sum of the total num-
ber of times that each one appears in the corpus (i.e. text-mining approach)
or in the Web (i.e. web-mining approach) for each disease. This approach has
been adapted with other statistical measures (i.e. Mutual Information and Cubic
Mutual Information). This contribution is detailed in [7]. The values of associa-
tion measures represent the input of suggestion view of EpidVis.

The suggestion window of EpidVis contains two main views: the suggested
keyword view (Fig. 1a) which shows the data coming from the external file, and
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Fig. 1. The suggestion view. (a) Relationships and keywords suggested an external file.
(b) Relationships and keywords already available in the keyword manager. (c) Slider
to filter relationships and keywords according to their weight, (d) Result of different
actions. (Color figure online)

the current keyword view (Fig. 1b) which shows the data already available in
the keyword manager. Both of the views are based on a circle splitted into arcs
representing the keywords. In order to make the circles homogeneous, we plot
the union of the keywords of the keyword manager and the suggested keywords.
Underlined keywords represent words from the external file in Fig. 1a, and words
from the keyword manager in the Fig. 1b. The selected keyword is represented
at the top of the circles (blue arc “bluetongue” in the example). The other key-
words are visualized around it. Each arc has a name, and a color according to
its category. We put a color degradation to make a difference between keywords
in the same category. Relations between keywords are represented by curves
between the corresponding arcs. Each arc is splitted into sub arcs and the width
of a sub arc represents the weight of the links starting from it. Each link has
an inverse color interpolation related to categories of related arcs. We hide links
between the selected keyword and the other keywords, in order to avoid clut-
tering: we show them when hovering the mouse on the arc, or selecting them.
A slider (Fig. 1c) is provided to filter suggested keywords and relationships by
weight of relationships. Text information is also available as shown in Fig. 1d.
It notifies to the epidemiologist the actions performed as described in the next
section. Each type of action is encoded with specific colors: red color for selected
triplets to be added to the keyword manager, purple color for the already added
triplets, and black for the triplets to be deleted. Note that our system holds
several interactive features to explore the suggested data, and to add some of
these suggested data to the keywords manager dataset.
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The usefulness and usability of the different views of EpidVis have been eval-
uated. A survey was presented to a group of 12 participants containing experts
and non experts in epidemiology. It can be noticed that the participants have
highly appreciated the suggestion evaluation visualizations, i.e. 8.4/10 for use-
fulness criterion, and 8.1/10 for usability criterion.

4 Conclusion and Future Work

In this paper, we present EpidVis, a new visual web querying tool for animal
disease surveillance. This tool helps epidemiologists to build queries, launch them
on the web, and visualize the results. Also, external knowledge can be integrated
using the suggestion view that takes into account text- and web-mining results.
For future work, we plan to extend our tool, in order to cover other application
domains.

Acknowledgments. This work was supported by the Ministry of Higher Education
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Abstract. Microblog has become an increasingly popular information
source for users to get updates about the world. Given the rapid growth
of the microblog data, users are often interested in getting daily (or even
hourly) updates about a certain topic. Existing studies on microblog
retrieval mainly focused on how to rank results based on their relevance,
but little attention has been paid to whether we should return any results
to search users. This paper studies the problem of silent day detection.
Specifically, given a query and a set of tweets collected over a certain time
period (such as a day), we need to determine whether the set contains
any relevant tweets of the query. If not, this day is referred to as a silent
day. Silent day detection enables us to not overwhelm users with non-
relevant tweets. We formulate the problem as a classification problem,
and propose two types of new features based on using collective informa-
tion from query terms. Experiment results over TREC collections show
that these new features are more effective in detecting silent days than
previously proposed ones.

Keywords: Silent day detection · Microblog retrieval · Classification

1 Introduction

Social media has fundamentally changed how we obtain information as it
becomes an important source for people to find out what is happening in the
world. In particular, Twitter enables users to post new events and share their
thoughts in real time. It was reported that around 500 million tweets are posted
per day1. A common strategy to help users digest the information on Twitter is
to provide periodic updates about topics that the users are interested in.

Existing studies on microblog retrieval mainly dealt with ad-hoc retrieval. As
a result, the existence of relevant information is often assumed and the methods
focused on how to rank tweets based on the relevance [8]. However, there might
not always be relevant information in the current collection, and therefore it
is also important to study whether we should return any results to users. For
example, when a disaster strikes, there could be lots of information about the
disaster on Twitter everyday. However, as the time goes by, the frequency of
the discussions about the disaster could change day to day, and there could be
1 www.internetlivestats.com/twitter-statistics/.
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no relevant information for some days. When there is relevant information, it is
important to return a ranked list of tweets. However, when there is no relevant
information, it would be meaningless to return a ranked list of non-relevant
information to users. With respect to the query, these days are called silent
days. If silent days can be correctly detected, we could improve users’ experience
by not displaying non-relevant information to them.

Although silent day detection for microblog retrieval is related to traditional
information filtering, existing adaptive filtering methods [2] cannot be directly
applied because the information needs for microblog retrieval are often short-
term and do not have sufficient relevant information to construct the profiles
of user interests using relevance feedback. Another research problem related
to silent day detection is query performance prediction [3,4,16,17,23,24,26,27].
However, query performance prediction methods often assume that there is some
relevant information in the collection. Moreover, many predictors are some forms
of aggregation of the scores of individual query terms. The score is often related
to how rare the term is. A day covering only rare query terms could still be a
silent day, but the existence of rare terms would make the predictors to assign the
day with a high score and subsequently mislabel it as non-silent. For example,
given the query “U.S. forest fires” in 2015 Microblog Track, some silent days only
containing “forest”, a rare term in the collection, are labeled as non-silent by the
predictors. Due to these limitations, it is clear that existing query performance
prediction methods may not be the best choice for silent day detection either.

In this paper, we formulate the problem of silent day detection as a classifi-
cation problem and focus on identifying novel features that can better capture
the characteristics of silent days. In particular, we propose two types of features
that use collective information from query terms. The first type of features is
called phrased-based weighted information gain (PWIG), which is inspired by the
weighted information gain [27]. It is designed to infer relevance by only using
the information gain of appearances of multiple query terms instead of that of
a single term. The second type of features is called local query term coherence
(LQC). The intuition is that if the query terms are closely related in a collection
of a day, the day is likely to be non-silent to the query.

We conducted two sets of experiments to validate the proposed features.
The first set of experiments were conducted over multiple microblog collections
[9–11]. Results show that using the proposed features alone can outperform the
baselines consisting of state-of-the-art query performance predictors. Moreover,
we tried to test whether the proposed predictors can be generalized for other
domains such as traditional document collections. We employed the predictors
to the missing content detection problem in document retrieval domain [24].
Results illustrate that with some modifications for the document collection, the
performance of proposed features can have comparable performance to that of
the state-of-the-art missing content detection method.
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2 Related Work

Silent day detection is closely related to adaptive filtering [20] since both of them
need to determine whether to deliver any information to users. However, they
have one major difference. Adaptive filtering often deals with long-term informa-
tion needs. As a result, the commonly used methods often can use training data
to build an interest model based on an information need. However, in microblog
retrieval, the information needs are often short-term. Most interests, in partic-
ular those event-driven queries, would not last very long. Thus, there is often
no training data for the queries, making it difficult to directly apply existing
adaptive filtering methods.

Silent day detection can be regarded as a query performance prediction prob-
lem [1,3–5,14,16,17,23,24,26,27]. Given a set of tweets posted in a day, the
problem is to determine whether there is any relevant information in the set.
This can be solved by predicting the performance of a query based on the set.
However, directly using query performance prediction methods on silent day
detection might not be suitable. As mentioned earlier, the scenario of no rele-
vant tweets are often not considered, and using query terms individually may
lead to the mislabeling of silent days as non-silent days. The most similar task
to silent day detection might be missing content detection [24]. Nevertheless, it
deals with document collections instead of microblog collections.

The concept of silent day was first introduced in the 2015 Microblog
Track [10]. The main evaluation metrics in the track heavily penalize systems
that return results on silent days. Indeed, previous work [21] shows that the
performance of a participating system of the track is dominated by its ability to
detect silent days. However, silent day detection was usually tackled indirectly
by posing a threshold for single tweets, which is either time based [12] or score
based [28]. This paper directly addresses the problem of silent day detection.

3 Silent Day Detection

3.1 Problem Formulation

We formalize silent day detection as:
Let Q denotes a query and C denotes all tweets of a day. The random variable

S represents whether the day is silent (1) or not (0). The problem of silent day
detection is to estimate the following probability:

P (S = 1 | Q,C)

Because silent day detection requires a system to make a binary decision for
each day for a query according to the above probability, machine learning based
classification method is adopted as the basic approach. In this work, we mainly
focus on identifying indicative features for silent day detection.
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3.2 Collective Information from Query Terms

It is clear that silent day detection is very similar to query performance predic-
tion. However, by using and analyzing state-of-the-art query performance pre-
dictors, we discovered two problems of applying them for silent day detection.
First, some of the predictors assume that relevant tweets always exist, which
makes them unable to distinguish silent days from non-silent days. For instance,
for the predictors based on standard deviations of the scores of retrieval lists [5],
a list of irrelevant tweets can achieve the same standard deviation as that of a
list with some relevant tweets. Second, many predictors are some forms of aggre-
gation of the scores for individual query terms, and a high score means that it
is easy to find relevant information for the query. The score of a term is usually
related to how rare it is (e.g. its inverse collection frequency). Therefore, silent
days with tweets only containing rare query terms can still be assigned with
high scores and subsequently labeled as non-silent. To avoid these problems, we
hypothesize that using collective information from query terms instead of using
terms individually might be more suitable and propose two sets of silent day
predictors: phrase-based weighted information gain (PWIG), and local
query term coherence (LQC), which we discuss below.

Phrased-Based Weighted Information Gain (PWIG). The first feature
is called phrase-based weighted information gain (PWIG). It infers relevance
of a tweet from the collective query term appearances. This feature is inspired
by weighted information gain (WIG) [27]. WIG uses term proximity features
for collective term appearances and single term features for individual term
appearances. However, the later dominates the former, which leads to the second
problem we mentioned before. Therefore, we remove its single term features
and introduce different weights for the two components of the term proximity
features: sequential dependence (considering term order) and full dependence
(without considering term order) features. More specifically, given a query Q,
we denote its sequential dependence feature set and full dependence feature set
as S(Q) and F (Q), respectively. Let the union of S(Q) and F (Q) be noted as
R(Q). The probabilities of a term proximity feature ξ occurs in a tweet D and a
day C are denoted as P (ξ|D) and P (ξ|C). In day C where the query’s retrieved
list LK contains K tweets Di ∈ {D1,D2, ...,DK}, PWIG is computed as follow:

PWIG =
1
K

∑

Di∈LK

∑

ξ∈R(Q)

λξlog
P (ξ|Di)
P (ξ|C)

, if |R(Q)| > 0 (1)

where

λξ =

⎧
⎨

⎩

λ√
|R(Q)| , ξ ∈ F (Q)
1−λ√
|R(Q)| , ξ ∈ S(Q)

(2)

Essentially, PWIG infers relevance from the existence of multiple terms
instead of single terms. For single term queries, WIG is computed instead.
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Local Query Term Coherence (LQC). Local query term coherence (LQC),
however, measures how coherent the query terms are to infer the difficulty of a
query with respect to a day. The rational behind this predictor is that if the query
terms are closely related with respect to a collection of a day, it is more likely that
the day is not silent. More specifically, the sub-coherences are computed, which
are the coherences of subsets of query terms. Sub-coherences are aggregated as
the coherence of the query. It is important to note that the sub-coherences are
computed locally on the top K tweets of the retrieval list. The reason is that a
query term can have multiple meanings, and the meaning in top ranked tweets is
more likely to be the same as that in the query. More specifically, given a query
Q, we denote all possible multi-term subsets of the query as F (Q). We use the
appearance of such a subset ξ ∈ F (Q) as an indication of coherence among the
query terms in ξ. The proportion of the tweets containing ξ in the top K tweets
indicates the degree of coherence between these query terms:

C(ξ) =
# of documents containing ξ

K
(3)

Intuitively, the appearance of more query terms collectively means higher
degree of coherence since the probability of more query terms randomly co-
occurring is lower than that of fewer terms. Therefore, ξ are grouped by their
sizes. More specifically, we denote all the query term subsets with size i as
Fi(Q) where i can take the value from 2 to the length of the query |Q|. Then
the coherence Ci(Q) aggregating all query term subsets with length i can be
computed as:

Ci(Q) = A({C(ξ) : |ξ| = i}) (4)

The function A() can be Max, Average, or Binary. Binary means that the
value of A() is 1 as long as one of the coherences is not zero, or 0 otherwise. This
function is sensitive to the change from no subset appearances to one appearance.
We use a weighted sum of the coherences of query term subsets of different
lengths as the raw LQC (rLQC):

rLQC =
|Q|∑

i=2

log(i) × Ci(Q) (5)

It is important to note that the weight of each size is the logarithm of the
size. This way of assigning weights favors long query term subsets without overly
penalizing the weights of short ones when the query is long. The final value of
LQC normalizes rLQC by the ideal LQC, which is the rLQC of an ideal result
list in which every tweet contains every query term.

4 Evaluation

In this section, we first tested how effective our proposed features are for silent
day detection. Afterwards, the detectors were applied to the e-mail digest sce-
nario of Microblog Track and Real-Time Summarization Track to illustrate its
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usefulness for the real life application when recognizing silent days is important.
In order to examine their usability in document retrieval domain, the features
then were tested on missing content detection [24].

4.1 Silent Day Detection on Microblog Data

Data and Experimental Setup. We built a collection consisting of several
TREC collections. The data used in TREC 2015 Microblog Track [10] and TREC
2016, 2017 Real-Time Summarization Track [9,11] were included, where silent
days were introduced and addressed. Moreover, we also included data in TREC
2011 and 2012 Microblog Track [13,19]. Although silent days were not discussed
in the tracks, they exist in this collection. Tweets in all these tracks were crawled
using Twitter streaming API. When active, it offers 1% sample of all tweets
posted at the time. The crawling period is 40 days in total, which resulted in
39,095,813 tweets. There are 254 queries and 3,190 query-day pairs, among which
749 are silent query-day pairs. The queries in these collections were created by
TREC to reflect possible search interests related to the events occurred during
the crawling periods. We used the title field of the queries, which typically con-
tains a handful of words. For each tweet, only text, tweet id, and timestamp
were preserved and non-English tweets were discarded. Tweets from the same
day were grouped into a single-day-corpus.

The proposed silent day detectors as well as some of the state-of-the-art query
performance predictors are post-retrieval. Therefore, we need a ranking function
to retrieve some tweets for each day. Various state-of-the-art retrieval methods
were tested including pivoted length normalization [18], BM25 [15], language
model with Dirichlet smoothing [25], and f2exp [6]. Since all the experiments
show similar results across all retrieval functions, we only report that of f2exp
for the reminder of this paper.

The classification algorithm we used is Naive Bayes. Other algorithms such
as SVM and logistic regression were also tried but were not reported due to their
inferior performances for baselines and proposed methods. A possible explana-
tion is that because our dataset is skewed (only about 20% of the samples are
positive), methods robust to unbalanced data, such as Naive Bayes, tend to
outperform those that are not.

Classification of Silent Days. We first implemented three baselines QPPd,
QPPm, and QPPc with existing query performance predictors. QPPd employs
state-of-the-art query performance predictors for document retrieval, such as
WIG [27]. Whereas QPPm employs state-of-the-art query performance predic-
tors for microblog retrieval, such as query term coverage and top term cover-
age [16]. The complete lists of features of these methods can be found in Table 1.
QPPc uses the combination of the predictors in QPPd and QPPm. Addition-
ally, we implemented a baseline Tree which is a decision tree based method for
missing content detection [24]. Missing content detection tries to detect queries
with no relevant information in a document collection. We did not incorporate
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Table 1. Features of different baselines

Method Features

QPPd Average inverse document frequencies [1]

Simplified clarity [26]

Sum of variances of the term weights of top-k documents [26]

Maximum and average term relatedness [7]

Query clarity [3]

Standard deviation of top-k scores [5,14]

Normalized standard deviation of top-k scores [5]

Normalized query commitment [17]

Weighted information gain [27]

Query feedback [27]

Top score of the retrieved list [23]

QPPm Average, median, upper and lower percentile of query term coverage [16]

Average, median, upper and lower percentile of top term coverage [16]

query performance predictors into Tree due to its unique feature format. Tree
calculates the overlaps of the top results of single-term subqueries to that of the
original query. Its features are in the form of (overlap, logarithm of term doc-
ument frequency) tuples. Since none of the other query performance predictors
are in this format, they were not combined with Tree.

Proposed predictors, on the other hand, were examined in two methods TR
and TR+QPPc. In TR, only PWIG and LQC were used. TR+QPPc, however,
used the combination of TR and QPPc. For LQC features, all three aggregation
functions Max, Average, and Binary were used. It is important to note that, for
fair comparison, all features were tuned with the area under curve (AUC) of the
receiver operating characteristic (ROC) curve for optimal parameter settings.

In order to test the effectiveness of proposed features, we designed two exper-
iments. First, we performed 10-fold cross-validation for all methods in which
query-day pairs were divided into 10 equal size folds. We used 10-fold to avoid
bias and to ensure the number of folds is enough for meaningful student t test
results. This experiment tested the methods’ performances on predicting silent
days for old queries that the methods had seen and were trained on. The F1
score was used as the performance metric and the results are shown in Fig. 1. As
can be seen, QPPm, QPPc and Tree all outperform QPPd. This is not surpris-
ing since QPPm and QPPc contain features dedicated for microblog retrieval.
Moreover, Tree was designed for detecting the non-existence of relevant informa-
tion. However, further investigation shows no statistically significant differences
between QPPm, QPPc, and Tree at the 95% confidence level according to the
t test. Methods containing proposed predictors, TR and TR + QPPc, outper-
form baselines considerably with an improvement over the best baseline QPPc
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Fig. 1. 10-fold cross-validation performances for different methods

more than 25%. The advantages of TR and TR + QPPc are also statistically
significant. However, the difference between TR and TR + QPPc is not.

We further analyzed Tree and discovered a possible reason for its sub-optimal
performance. Tree is a two-stage method and its first stage employs performance
prediction to filter out easy queries. The performance prediction is done by using
the number of overlapping documents of top results between the original query
and its single-term subqueries. Given the short nature of tweets, term document
frequency is usually one for any term. Therefore, the ranking of the tweets for
a single term subquery is likely to be dominated by the lengths of the tweets,
which may not reflect the relevance order. As a result, the count of overlapping
tweets of top results subsequently may not reflect the agreement on relevant
tweets. Since the result of the first stage might not be very reliable, the final
output of Tree might not be optimal as well.

In the second experiment, we aimed to test the proposed detectors on the
case of predicting silent days for unseen queries. We believe such scenario occurs
very often in real life. As mentioned before, microblog queries tend to be event-
driven, and a system often needs to deal with new unseen queries as interesting
events occur in the real world. In this experiment, we conducted a modified ver-
sion of 10-fold cross-validation where we divided queries into 10 equal size folds
so that there is no query overlap among folds. The performances as F1 scores are
reported in Fig. 2. Similar situation as the first experiment is observed. There
is no statistically significant differences among QPPm, QPPc, and Tree, and
they are all better than QPPd. TR and TR + QPPc are still the best perform-
ing methods, and the difference between them are statistically insignificant. It
is interesting that in both experiments, adding QPPc to TR hurts the perfor-
mances. We computed the mutual information between the features in QPPc

and day labels. The results are not shown here due to space limit. Low mutual
information was observed for several features with some close to 0. Therefore,
adding these features might not be desirable. Based on the two experiments of
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Fig. 2. Performances for testing on unseen queries

testing proposed features, it can be concluded that the proposed features exhibits
superiority over existing ones and it is advised to use TR for future applications.

Effectiveness on Tweet E-Mail Digest. Besides silent day classification,
another way to examine the effectiveness of the proposed features is to incor-
porate the TR silent day detector for the tweet e-mail digest scenario of TREC
2015 Microblog Track [10], and TREC 2016, 2017 Real-Time Summarization
Track [9,11]. In these tracks, a system’s ability to detect silent days can sub-
stantially impact its performance [21]. A participating system is supposed to
submit up to 10 tweets for a query-day pair if there are relevant tweets in that
day, or 0 otherwise. The main evaluation metric is ndcg@10-1 for 2015 and
2016 [10,11] which rewards systems that can “keep silent” for silent days by the
perfect score (1) for the days of the query. Submitting any tweets in a silent day
would result in the score of 0. In non-silent days, ndcg@10 is computed instead. In
2017, however, the main evaluation metric is ndcg@10-p, which penalizes systems
according to the number of returned tweets on silent days. In our experiment, we
used ndcg@10-1 for all three years since we investigate silent day detection as a
classification task. It is possible to choose the number of tweets to return based
on its probability of being silent as it would be more suitable for ndcg@10-p. We
plan to explore this direction in the future.

We built a baseline method called unfiltered, which retrieves 10 tweets for
every query on every day using f2exp. Another baseline method, filteredQPP

was implemented by applying QPPm on unfiltered’s output to filter out silent
days and return no results for them. We chose QPPm since it is the best baseline
when testing on new queries. It is important to note that QPPm used for one
year was trained on the collection we created excluding the queries of the year.
The last method is called filteredTR, which is very similar to filteredQPP .
The only difference is that TR was used instead of QPPm. The performances
of these methods as well as that of the best participating runs for each year in
terms of ndcg@10-1 [9–11] are reported in Fig. 3. As can be seen, with the help of
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Fig. 3. Ndcg@10-1 of e-mail digest scenario of microblog tracks

TR, filteredTR significantly outperforms unfiltered and filteredQPP for every
year. When compared with TREC best runs, filteredTR can offer comparative
performances for 2015 and 2016. In 2017, it even outperforms the TREC best
run. It is important to note that we only used the generic f2exp as the retrieval
method. Nevertheless, some of the best runs’ retrieval methods were further
tinkered for microblog retrieval [22,28]2. For instance, techniques such as query
expansion and word embedding were used in 2015’s best run [28]. Due to the
consistent promising results of our method, it can be concluded that our silent
day detectors are very useful and could enhance the effectiveness of real-world
microblog retrieval systems significantly if silent days need to be addressed.

4.2 Missing Content Detection

Since the proposed predictors seem to be useful in microblog retrieval domain,
we also want to test whether they can be generalized to document retrieval
domain. Therefore, we exanimated them for missing content detection [24]. As
discussed earlier, this problem is very similar to silent day detection, and the
major difference is that a document collection is used.

The TREC collection Disk4&5, used for missing content detection in the
previous research [24] was used. The Tree and TR method mentioned in the
earlier section were tested on this collection. The performances are reported as
F1 scores in Fig. 4. As can be seen, TR is significantly worse than Tree. A poten-
tial explanation is that for the LQC features in TR, the distance between query
terms in a document is ignored. In the same document, no matter how much text
there is between some query terms, these terms are considered as related w.r.t
the document. This approach seems to be not always appropriate for document
collection. However, it might be suitable for tweet collections due to the 140 char-
acter limit. To confirm this explanation, we modified the LQC features by adding
size constraints when counting related query terms and applied the modified TR
2 We did not find the TREC report of the best run of 2016.
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Fig. 4. Performances (F1) of missing content detection on disk4&5

method for both missing content detection and silent day detection. The results
are not shown here due to space limit. We observed that, with the addition of
the size constraints, the performance of TR can be boosted significantly (from
0.476 to 0.606) for missing content detection. Moreover, the size constraints do
not seem to affect TR’s performance on silent day detection. These observations
confirm out assumptions.

The results of the experiments in this section as well as that of earlier sections
about Tree on silent day detection suggest that applying methods for the task
of detecting the non-existence of relevant information in a cross-domain fashion
may not be appropriate. Not only does Tree fail in silent day detection, but also
TR without size constraints tends to be ineffective in missing content detection.
This discovery indirectly shows the value of our proposed predictors since, to
the best of our knowledge, they are the first predictors dedicated for silent day
detection for microblog retrieval.

5 Conclusion and Future Work

In this paper, we formally address the problem of silent day detection. Two
types of predictors that use collective information from query terms are pro-
posed, which are LQC and PWIG. Experiments show that the TR method that
consists of proposed features can outperform the baselines that employ state-of-
the-art predictors and are very effective on silent day detection. The proposed
features are also examined for missing content query detection to test whether
our methods can be generalized to other domains. Although the features do not
show superior performance as they do on silent day detection with size con-
straints, they do illustrate some usefulness on this task.

There are several interesting potential research directions for silent day detec-
tion. First of all, we plan to investigate the ways to enhance the accuracy of silent
day detection by incorporating multiple retrieval methods. Second, instead of
doing a binary decision on days and return no tweets for predicted silent days,
we plan to use the possibility of day being silent to decide the number of tweets
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should be returned. Third, with the insights gained from the proposed predictors,
we want to discover new predictors for missing content detection.
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Abstract. We present a Critiquing based dialog system that can make
media content recommendations to users by eliciting information through
active exploration of user preferences for item attributes. The system
and user communicate through a natural language mixed-initiative con-
versational interface in which the system guides the user to a specific
choice. During the conversation, the system presents the user with sev-
eral options and analyzes the responses or “critiques”. The system starts
with general recommendations or relevant candidates and refines this as
it learns more about user’s preferences in subsequent iterations. These
choices made by the user and the textual feedback/reviews that can be
optionally provided, is used to infer a user preference model for the item.

Keywords: NLP · Dialog Systems · CRF · Recommendation

1 Introduction and Motivation

Our approach consists of two key components i.e. (a) a prototype natural lan-
guage dialog management system, which can effectively handle varied and iter-
ative user queries and; (b) the critique or continuous user feedback approach
for collection and modeling of user preferences in order to provide effective user
recommendations. At a high level, a recommendation system helps a user select
an item that closely matches the user preferences from a list of options. Rec-
ommendation systems defer by their algorithm (collaborative filtering, content
based) used, the data source used (ratings v/s selected features etc.) and the
manner in which information is gathered from the user. [4] argues that using
natural language as a mechanism to gather input for the user preference model
in a recommendation system not only solves the widely prevalent “cold start”
problem, but also makes the system easy to use and provides the user with flex-
ibility in expressing his/her preferences. A typical dialog system [11] consists of
5 main components:
c© Springer International Publishing AG, part of Springer Nature 2018
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1. Speech Recognition: converts the speech signal to a textual representation.
2. Language Understanding: processes the text and converts it to an internal

semantic representation.
3. Dialog Management: uses the dialog history and the current semantic repre-

sentation to decide next system action.
4. Language Generation: generates the textual response to the user.
5. Speech Synthesis: generates the audio/speech signal played back to the user.

For the Smart Entertainment system, we created a custom built framework
mainly over Open Source software with components for Language Understand-
ing, Dialog Management and Language Generation, and used freely available
software and hardware for Speech Recognition and Speech Synthesis.

To illustrate how a new user interacts with the system and how the sys-
tem interacts with a user for whom the user preference is built in, we present
two scenarios. Table 1 provides a sample interaction involving a first time user
John (i.e., there is no preference models built for John). Here, the system pro-
vides a critiquing aid - i.e., a set of critique suggestions for users to select. John
starts with a request using a high level query- play a drama for me. The system
helps the user narrow down the choices in the space of Drama genre movies by
prompting the user with actors, directors, associated genres, release dates etc.
till a narrow enough movie selection can be obtained. In an untrained system,
the choices provided are generic, and are chosen from a set of either randomly
chosen or pre-initiated choices. However, as more user interactions take place,
the system uses a weighted algorithm to build the preference model from the
critiques provided by the user, and provides the user with choices based on the
preference model. The system also uses an understanding of the user’s viewing
history and users explicit feedback/review to make recommendations. Table 2
shows an example of a conversation between a user and a system, after the user
has used the system for a few interactions. In this scenario, the system provides
a set of critiquing coverage - i.e., multiple items are returned to a query with a
clear suggestion on what the system thinks the user would like.

The paper is organized as follows: Sect. 2 provides modular systemic and
algorithm details. Section 3 provides a detailed explanation of the recommenda-
tion policies. Section 4 talks about experimentation and the results. The related
work is presented in Sect. 5 and we conclude in Sect. 6. Throughout the paper,
the examples provided relate to the movies, however the same would be appli-
cable for other media content like music.

2 Smart Entertainment System Components

Figure 1 depicts 3 main layers of the Smart Entertainment system - The Dialog
Processing layer, the Semantic search and Recommendation services layer and
the Data Repository.
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Table 1. Example user interaction

User : Hey RHEA

System: Hey John, what can I do for
you?

User : play a drama for me

System: Would you like a film starring

Al Pacino, Alan Howard,

or any other actor?

User : Al Pacino

System: Would you like a film by

Francis Ford Coppola, Brian De Palma,

or any other director?

User : I like Francis Ford Coppola

System: We have the films:

“The Godfather”,

“The Godfather: Part II” ...

which one would you prefer?

User : play The Godfather

System: Sure. Playing “The Godfather”.

Enjoy!

Table 2. User interaction with
build-in preference

User : Hey RHEA

System: Hey John, what can I do for
you?

User : recommend a movie

System: Looks like you prefer comedy

or animation,

should we play one of these or some
other

genre?

User : animation

System: Since you like “Lee Unkrich”

We have selected the movies: “Toy
Story 3”,

“Finding Nemo”,

“Monsters, Inc.”,

Since you have already seen

“Finding Nemo”

and “Monsters Inc”.

I recommend “Toy Story 3”

2.1 Dialog Processing Layer

The Dialog Processing layer comprises Natural Language Understanding (NLU)
components like Dialog Act Classification, Slot Detection and Sentiment Anal-
ysis and Dialog Management.

Dialog Act Classification. The Dialog Act classifier performs a coarse grained
classification of the incoming user utterance into 4 main categories: Greetings (for
user messages like “Hello”, “Bye”, “Thanks” etc.), Command/Request (for user
messages requesting content like “play a Tom hanks movie”, “play a comedy”),
Grounding (for confirmation or rejection messages like “yes”,) Info (for messages
that give information requested by the system like “I like Tom hanks” or “some
other director”). To classify a Dialog Act from user, A Conditional Random
Field (CRF) based classifier, based on Mallet, is run on each user statement. The
feature set involves “pos”, “wordbigrams”, “posbigrams”. If the CRF classifier
fails to predict an act over a threshold value, then we use a simple set of regular
expression patterns to classify the statement into an act.

Slot Detection. The Intent identification of the user utterance and related Slot
identification is done specifically on Command/Request dialog act to identify the
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Fig. 1. Process flow

set of attributes specified by the user (such as “genre”, “actor”, “director” etc.).
First, the OpenNLP POS tagger is run on each statement. Then, a dual approach
is used to arrive at all the slots present in the statement:

1. Approach 1: We train yet another CRF classifier for each slot type with
features like “left context word”, “right context word”, “current POS tag”,
and “NER tag”(Named Entity Recognition), as a sequence labeling problem.
If the classifier predicts with a high score, we use the value; else we adopt
approach 2.

2. Approach 2: Slots are identified using a Domain Knowledge Graph by match-
ing slot values or context words. A knowledge graph approach to short text
understanding has also been used in [12]. Various Single and multi-word
expressions can either be slot values or context words (words which help
identify the slot values). Slot values like “Actor”, “Director”, “Plot” form the
nodes and the context words form the edges to the nodes in the graph. The
direction of the edge decides context location.

The Fig. 2 shows the Intent and slot labels for an example command.

Fig. 2. Intents and slots from a user utterance

Sentiment Analysis. We perform sentiment analysis to capture explicit user
likings in a user utterance or user feedback/reviews. Sentiment analysis is per-
formed using the Standford Core NLP sentiment analyzer trained on movie
reviews, and Sentiwordnet.
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Dialog Manager. The information flow through the system, and the coordina-
tion across various components is controlled by the dialog manager for each turn
of the dialog. Dialog history is maintained across the turns. However, the core
functionality of the dialog manager involves storing and updating the current
dialog state. A set of domain specific rules govern the mapping between the cur-
rent user statement (after identifying the dialog act or intent) and the state. The
state then governs the set of downstream activities that are performed, together
with the response that is generated by the system. We adopt OpenDial system
[1]; that has a capability of supporting probabilistic dialog strategy. A response
to the user is generated by using a template filling mechanism through a set
of pre-canned semantic representations of responses. These responses must also
incorporate data from the recommender system.

2.2 Search and Recommendation Layer

The Semantic Search service searches for movies with attributes which match
the slots provided by the user. Upon receiving a user query string on a sin-
gle or multiple attributes, the service uses syntactic similarity measures like
Longest Common Substring (LCS) and Cosine Similarity on the content reposi-
tory. Recommendation service employs content based as well as user profile based
recommendations. We provide more details in the subsequent section.

2.3 Data Repository

The User preference data (updated per session) is kept in MongoDB. We use
Lucene for storage and indexing of content metadata. The actual media con-
tent is stored in a proprietary media server with a player which is available to
Smart Entertainment system as a service. We used around 600 movie titles and
corresponding clips for experimentation.

3 Recommendation

The Recommendation service uses two different strategies for providing user
recommendation:

1. Strategy1: In this scenario, the system interacts with the user to elicit a set
of explicit and finite choices to arrive at a “similarity profile” and recommend
a content. The choices are based on the attributes of the content - such as
“Actor(s)/Cast”, “Director”, “ Period”, “Genre” etc. The idea is to find the
largest support for a set of attribute values (called Association Set [9]) that
has previously been chosen, where the movie is not tagged as “Watched”.
For the ongoing interaction, once the association set of chosen values of the
attributes becomes significant (starting minimally at 2), then the largest sup-
ports for all association sets containing the current one is found out through
a greedy strategy and a suggestion is made either on the next attribute or
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on the Movie itself. If the user chooses the movie then the support for the
set is incremented by 1 and the set is assigned to the user profile and the
movie is marked as “watched”. If the user chooses the next attribute, the
strategy continues for the next iteration till a movie is selected or the dialog
session closure happens. The attributes are elicited from user through a series
of interactive dialogue turns. This scenario is akin to an explicit or directed
user modeling through critique aid strategy. We further improve the strat-
egy by explicitly incorporating the feedback from the users. For example, we
assign a score [−1,1] on each of the attributes of the Association Set based
on feedback.

2. Strategy2: In this scenario, the system interacts with users to understand
a set of latent/implicit intent or affiliation. In this case, the set of users are
asked to give implicit comments on plots or summary and upon selection of
the movie, their feedback are recorded in a free-form format. Once statistically
significant number of user choices and related feedback are obtained, then a
semantic clustering is done based on the data on joint data: movie metadata -
particularly on plot summary, reviews and other related fields and feedback
obtained from users to get a set of combined [movie, user] themes. Before
clustering, we remove a set of movies if the overall sentiment/feedback for
the movies across all users are negative (below a threshold). For our exper-
iments, we created 30 clusters of dimension d = 10 using Latent Semantic
Analysis using the package Gensim. Movie suggestions are then made based
on mapping the query string from the completed user slots to the clusters
using LSA based prediction. Only movies previously unwatched by the user
are recommended.

4 Experimental Setup and Results

We describe the experimental setup and evaluation of the Smart Entertainment
system primarily on two counts - accuracy of the NLU and accuracy of the
recommendation strategies. We set up the system in the following way - in the
first step; the system, devoid of any user preference information, is trained with
a group of 20 first time users of the system, in 4 user groups, for one week. For
each movie choice shown to the user, detailed feedback is collected. In the second
step, the 5 randomly selected users from the previous set is asked to interact with
the system and rank the movie recommendations for a fixed number of trials.

The data collected in the first step was used to annotate the dialog acts and
slots and train the classifiers. The data is also used to embellish the knowledge
graph and parsing rules to make the NLU more robust. A similar approach of
deploying a research dialog system to tweak the natural language layer has also
been done in [13]. The data is also used to create the Association Sets for the
users and appropriate scores. For Recommendation strategy 2, overall grossly
negatively scored movies are kept out of the semantic clustering mechanism.

Tables 3 and 4 show the cross validation details of the machine learned NLU
models.
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Table 3. Slots

No. of utterances 653

No. of slot labels 10

5-fold validation Accuracy F1

0.92 0.8

0.96 0.92

0.94 0.86

0.93 0.88

0.92 0.84

Table 4. DialogAct

No. of utterances 1012

No. of dialog-acts 4

5-fold validation Accuracy F1

0.95 0.94

0.95 0.92

0.94 0.89

0.93 0.82

0.96 0.93

During the second step of experimentation, we calculate average prediction
probability of Dialog Acts and Slot detection. The prediction probabilities were
0.81 and 0.75 respectively. For recommendation accuracy in the controlled exper-
iment in step 1, we pose the problem as an information retrieval one. We use
Average Precision (AP) for the Top 1 result and Mean Average Precision (MAP)
for recommendation for top 3 result-sets. The recommendation results of strategy
1 were better, as final queries tend to be much refined through dialog iterations
over movie attributes; while in strategy 2, ad-hoc implicit queries like Play a
movie in which the astronaut gets stranded on Mars or Play any recent Roman-
tic movie that has rave reviews were supported.

5 Prior Work

Critiquing based systems (including, but not limited to, a conversational style
of interaction) have been used in a number of instances [2,3,5]. These systems
are also known as case based recommenders or knowledge based recommenders.
The first few systems considered critiques on individual features or attributes,
however [7]; highlights the importance of compound critiques within a single
interaction. Another interesting approach taken by real word recommender sys-
tems like Netflix [14] is the usage of multiple recommendation algorithms to
make multiple series of recommendations like “Trending Now”, “Because you
saw” etc. [6]; recognizes user reviews as a source for user recommendations, but
uses it to generate questions to the user. This is different from our approach in
that we use user reviews to (a) understand the users sentiment around the item
(b) to extract themes from the text to better provide recommendations. [10];
Uses LDA techniques to create combination of two topic models, one based on
the users, and the other based on the user entered description words.

6 Conclusion and Future Work

In conclusion, we provide a generic method in which the user can get person-
alized recommendations when searching for a product/service by specifying its
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attributes and providing a set of critiques on it. We describe a prototype that
illustrates a media viewing experience by using this approach. As part of the
future work, we plan to widen the scope of the experimental set up to include
a larger set of at least 100 users. We also plan to incorporate similarity pro-
files of the users based on social group like facebook circles, city or country. This
strategy allows incorporation of peer recommendation, as well as learning of new
attributes.
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Abstract. Cross-Language Automatic Text Summarization produces a
summary in a language different from the language of the source docu-
ments. In this paper, we propose a French-to-English cross-lingual sum-
marization framework that analyzes the information in both languages
to identify the most relevant sentences. In order to generate more infor-
mative cross-lingual summaries, we introduce the use of chunks and two
compression methods at the sentence and multi-sentence levels. Experi-
mental results on the MultiLing 2011 dataset show that our framework
improves the results obtained by state-of-the art approaches according
to ROUGE metrics.
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1 Introduction

Cross-Language Automatic Text Summarization (CLATS) aims to generate a
summary of a document where the summary language differs from the document
language. The huge amount of information available on the Internet made it
easier to be up to date on the news in the world. However, some information
and viewpoints exist in languages that are unknown by readers. CLATS enables
people who are not fluent in the source/target language to comprehend these
data in a simple way.

The methods developed for CLATS can be classified, like the Automatic
Text Summarization (ATS) domain, depending on whether they are extractive,
compressive or abstractive [21]. The extractive ATS selects complete sentences
that are supposed to be the most relevant of the documents; the compressive
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ATS generates a summary by compression of sentences through the removal of
non-relevant words; lastly, the abstractive ATS generates a summary with new
sentences that are not necessarily contained in the original texts.

Many of the state-of-the-art methods for CLATS are of the extractive class.
They mainly differ on how they compute sentence similarities and alleviate the
risk that translation errors are introduced in the produced summary. Among
these models, the CoRank method, which is characterized by its ability to simul-
taneously incorporate similarities between the original and translated sentences,
turns out to be effective [22]. This method is extended in this paper in the fol-
lowing manner: we first take into account chunks instead of only words in the
sentence similarity measures; then sentences are compressed in order to obtain
a compressive CLATS system.

Inspired by the compressive ATS methods in monolingual analysis [1,5,10,
11,16,19,24], we adapt sentence and multi-sentence compression methods for
the CLATS problem to just keep the main information. A Long Short Term
Memory (LSTM) model is built to analyze a sentence and decide which words
remain in the compression. We also use an Integer Linear Programming (ILP)
formulation to compress similar sentences while analyzing both grammaticality
and informativeness.

The remainder of this paper is organized as follows. In Sect. 2, we describe the
most recent works about CLATS. Sections 3 presents our compressive CLATS
approach. Section 4 reports the results achieved on the MultiLing 2011 dataset
for the French-to-English task and shows that our method, particularly with
the use of ILP for multi-sentence compression, outperforms the state of the art
according to the ROUGE metrics. Finally, conclusions and future work are set
out in Sect. 5.

2 Cross-Language Automatic Text Summarization

The first studies in cross-language document summarization analyzed the infor-
mation in only one language [9,18]. Two typical CLATS schemes are the early
and the late translations. The first scheme first translates the source documents
to the target language, then it summarizes the translated documents using only
information of the translated sentences. The late translation scheme does the
reverse: it first summarizes the documents using abstractive, compressive or
extractive methods, then it translates the summary to the target language.

Recent methods improved the quality of cross-lingual summarization using a
translation quality score [2,23,25] and the information of the documents in both
languages [22,26]. These methods are described in the next subsections.

2.1 Machine Translation Quality

Wan et al. trained a Support Vector Machine (SVM) regression method to pre-
dict the translation quality of a pair of English-Chinese sentences from basic
features (such as sentence length, sub-sentence number, percentage of nouns and



Cross-Language Text Summarization using SC and MSC 469

adjectives) and parse features (such as depth, number of noun phrases and ver-
bal phrases in the parse tree) to generate English-to-Chinese CLATS [23]. They
used 1,736 pairs of English-Chinese sentences (English sentences were translated
automatically by Google Translate) and computed translation quality scores in
a range from 1 to 5 (1 means “very bad” and 5 corresponds to “excellent”).
The translation quality and informativeness scores were linearly combined to
select the English sentences with both a high translation quality and a high
informativeness:

score(si) = (1 − λ) · InfoScore(si) + λ · TransScore(si) (1)

where InfoScore(si) and TransScore(si) are the informativeness score and
translation quality prediction of the sentence si, and λ ∈ [0, 1] is a parameter
controlling the influence of the two factors. Finally, they translated the English
summary to form the Chinese summary.

Similarly to Wan et al. [23], Boudin et al. used an ε-SVR to predict the
translation quality score based on the automatic NIST metric as an indicator of
quality [2]. They automatically translated English documents to French using
Google Translate, then they analyzed some features (sentence length, number
of punctuation marks, perplexities of source and target sentences using different
language models, etc.) to estimate the translation quality of a sentence. They
incorporated the translation quality score in the PageRank algorithm [3] to cal-
culate the relevance of sentences based on the similarity between the sentences
and the translation quality scores to perform English-to-French cross-lingual
summarization (Eqs. 2–4).

p(Vi) = (1 − d) + d ×
∑

Vj∈pred(Vi)

score(Si, Sj)∑
Vk∈succ(Vi)

score(Sk, Si)
p(Vi) (2)

score(Si, Sj) = Sim(Si, Sj) × Prediction(Si) (3)

Sim(Si, Sj) =

∑
w∈Si,Sj

freq(w,Si) + freq(w,Sj)

log(|Si|) + log(|Sj |) (4)

where d is the damping factor, Prediction(s) is the translation quality score of the
sentence s, freq(w, s) is the frequency of the word w in the sentence s, pred(Vi)
and succ(Vi) are the predecessors and successors vertices of the vertex Vi.

Inspired by the phrase-based translation models, Yao et al. proposed a
phrase-based model to simultaneously perform sentence scoring, extraction and
compression [25]. They designed a scoring scheme for the CLATS task based on
a submodular term of compressed sentences and a bounded distortion penalty
term. Their summary scoring measure was defined over a summary S as:

F (S) =
∑

p∈S

count(p,S)∑

i=1

di−1g(p) +
∑

s∈S

bg(s) + η
∑

s∈S

dist(y(s)) (5)

where g(p) is the score of phrase p (defined by the frequency of p in the docu-
ment), bg(s) is the bigram score of sentence s, y(s) is the phrase-based derivation
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of the sentence s and dist(y(s)) is the distortion penalty term in the phrase-based
translation models. Finally, d is a constant damping factor to penalize repeated
occurrences of the same phrases, count(p, S) is the number of occurrences of the
phrase p in the summary S and η is the distortion parameter for penalizing the
distance between neighboring phrases in the derivation.

2.2 Joint Analysis in both Languages

Wan proposed to leverage both the information in the source and in the target
language for cross-lingual summarization [22]. In particular, he introduced two
graph-based summarization methods (SimFusion and CoRank) for using both
the English-side and Chinese-side information in the task of English-to-Chinese
cross-lingual summarization. The first method linearly fuses the English-side and
Chinese-side similarities for measuring Chinese sentence similarity. In a nutshell,
this method adapts the PageRank algorithm to calculate the relevance of sen-
tences, where the weight arcs are obtained by the linear combination of the
cosine similarity of pairs of sentences for each language:

relevance(scni ) = μ
∑

j∈D,j �=i

relevance(scnj ) · C̃cn
ji +

1 − μ

n
(6)

Ccn
ij = λ · simcosine(scni , scnj ) + (1 − λ) · simcosine(seni , senj ) (7)

where scni and seni represent the sentence i of a document D in Chinese and in
English, respectively, μ is a damping factor, n is the number of sentences in the
document and λ ∈ [0, 1] is a parameter to control the relative contributions of the
two similarity values. Ccn is normalized to C̃cn to make the sum of each row equal
to 1. The CoRank method adopts a co-ranking algorithm to simultaneously rank
both English and Chinese sentences by incorporating mutual influences between
them. It considers a sentence as relevant if this sentence in both languages is
heavily linked with other sentences in each language separately (source-source
and target-target language similarities) and between languages (source-target
language similarity) (Eqs. 8–12).

u = α · (M̃cn)Tu + β · (M̃encn)Tv (8)

v = α · (M̃en)Tv + β · (M̃encn)Tu (9)

M en
ij =

{
cosine(seni , senj ), if i �= j

0 otherwise
(10)

M cn
ij =

{
cosine(scni , scnj ), if i �= j

0 otherwise
(11)

Men,cn
ij =

√
cosine(scni , scnj ) × cosine(seni , senj ) (12)

where Men and Mcn are normalized to M̃
en

and M̃
cn

, respectively, to make the
sum of each row equal to 1. u and v denote the saliency scores of the Chinese
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and English sentences, respectively; α and β specify the relative contributions
to the final saliency scores from the information in the same language and the
information in the other language, with α + β = 1.

Unlike Wan who generated extractive CLATS, Zhang et al. analyzed Predi-
cate-Argument Structures (PAS) to obtain an abstractive English-to-Chinese
CLATS [26]. They built a pool of bilingual concepts and facts represented by
the bilingual elements of the source-side PAS and their target-side counterparts
from the alignment between source texts and Google Translate translations.
They used word alignment, lexical translation probability and 3-gram language
model to measure the quality and the fluency of the Chinese translation, and
the CoRank algorithm [22] to measure the relevance of the facts and concepts
in both languages. Finally, summaries were produced by fusing bilingual PAS
elements with an Integer Linear Programming (ILP) algorithm to maximize the
saliency and the translation quality of the PAS elements.

3 Our Proposition

Following the CoRank-based approach proposed by Wan [22], we use his joint
analysis of documents in both languages (source and target languages) to select
the most relevant sentences. We expanded this method in three ways.

Firstly, we take into account Multi-Word Expressions (MWE) when com-
puting similarities between sentences. These MWEs are very common in all
languages and pose significant problems for every kind of NLP [20]. Their use in
the context of CLATS helps the system to comprehend the semantic content of
sentences. To realize a chunk-level tokenization, we used the Stanford CoreNLP
tool for the English side [15]. This annotator tool, which integrates jMWE [8],
detects various expressions, e.g., phrasal verbs (“take off ”), proper names (“San
Francisco”), compound nominals (“cultivated plant”) or idioms (“rain cats and
dogs”). Unfortunately, the tools developed for languages other than English have
a lower coverage for MWEs. For this reason, MWEs were detected on the French
side from the alignment of phrases inside parallel sentences using the Giza++
application [17].

A second evolution of the CoRank-based approach is the use of a Multi-
Sentence Compression (MSC) method to generate more informative compressed
outputs from similar sentences. For this purpose, the sentences are grouped in
clusters based on their similarity in both languages. For each cluster with more
than one sentence, which is common in the case of multi-document summariza-
tion, a MSC method guided by keywords is applied to build a sentence with the
core information of the cluster [13,14].

A third extension of the approach relies on compression techniques of a single
sentence by deletion of words [5]. Still with the idea to generate more informative
summaries, sentence compression is applied for sentences that stand alone during
the clustering step required by the MSC step.

The following subsections describe in detail the architecture of our system.
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3.1 Preprocessing

Initially, French texts are translated to English using the Google Translate sys-
tem, which is at the cutting edge of the statistical translation technology and
was used in the majority of the state-of-the-art CLATS methods.

Then, chunks are identified inside the English texts with the Stanford
CoreNLP, while the English and French parallel sentences are aligned with the
Giza++ toolkit.1 Two Giza++ models were trained on the Europarl v7 (2.1 M
sentence pairs2) and News-Commentary 11 (0.2 M sentence pairs3) datasets in
both directions (English-to-French and French-to-English). Like the training cor-
pora used for statistical translation models, the alignments obtained by both
models were intersected by the default heuristic grow-diag-final of the Moses
toolkit [7]. From these alignments and the English MWEs, a chunk-level tok-
enization is performed on the French side.

Finally, sentences are clustered according to their similarities, sentences with
a similarity score bigger than threshold θ remain in the same group. The simi-
larity score of a pair of sentences i and j is defined by the cosine similarity in
both languages:

sim(i, j) =
√

cosine(sfri , sfrj ) × cosine(seni , senj ) (13)

where sfri and seni represent a sentence i in the French and English languages.

3.2 Sentence and Multi-Sentence Compression

To avoid the accumulation of errors that would appear in a translation-
compression-translation pipeline, we restrict the sentence and multi-sentence
compressions to the sentences in the target language.

Sentence Compression. The Sentence Compression (SC) problem is here seen
as the task to delete non-relevant words in a sentence [5,10,11,19,24]. Filippova
et al. [5] used an LSTM model to compress sentences by deletion of words. In
few words, this model follows a sequence-to-sequence paradigm to verify which
words of a sentence c remain in the compression. A word i in a sentence c is
represented by its word embedding and the word embedding of its parent node
in the parse tree. Then, a first LSTM encodes this sentence and another LSTM
generates the sequence of the words that are kept in the compression. LSTMs
are composed of input it, control state ct and memory state mt that are updated
at time step t (Eqs. 14–19).

it = sigm(W1xt + W2ht−1) (14)

i′t = tanh(W3xt + W4ht−1) (15)
1 The GIZA++ model, https://github.com/moses-smt/giza-pp.
2 http://www.statmt.org/europarl/.
3 http://opus.nlpl.eu/News-Commentary.php.

https://github.com/moses-smt/giza-pp
http://www.statmt.org/europarl/
http://opus.nlpl.eu/News-Commentary.php
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ft = sigm(W5xt + W6ht−1) (16)

ot = sigm(W7xt + W8ht−1) (17)

mt = mt−1 � ft + it � i′t (18)

ht = mt � ot (19)

where the operator � denotes element-wise multiplication, the matrices W1, ...,
W8 and the vector h0 are the parameters of the model, and all the non-linearities
are computed element-wise (more details in [5]). Contrary to [5], we analyze the
sentence at the chunk level, so we remove a chunk only if all words of this chunk
were deleted in the SC process described above.

Multi-Sentence Compression. For the clusters that have more than a sen-
tence, we use a Chunk Graph (CG) to represent them and an ILP method to
compress these sentences in a single, short, and hopefully correct and informa-
tive sentence. Among several state-of-the-art MSC methods [1,4,16], Linhares
Pontes et al. [13,14] used an ILP formulation to guide the MSC using a list of
keywords. Our system incorporates this approach to create a Word Graph and
to calculate the weight arcs (cohesion between the words, Eqs. 20 and 21), but
instead of restricting to single words we also consider multi-word chunks (Chunk
Graph):

w(i, j) =
cohesion(i, j)

freq(i) × freq(j)
, (20)

cohesion(i, j) =
freq(i) + freq(j)∑
s∈C diff(s, i, j)−1

, (21)

where freq(i) is the chunk frequency mapped to the vertex i and the function
diff(s, i, j) refers to the distance between the offset positions of chunks i and j in
the sentences s of a cluster C containing these two chunks. From the relevance
of the 2-grams4 (Eq. 20), we consider that the relevance of a 3-gram is based on
the relevance of their two inner 2-grams, as described in Eq. 22:

3-gram(i, j, k) =
qt3(i, j, k)

maxa,b,c∈CG qt3(a, b, c)
× w(i, j) + w(j, k)

2
, (22)

where qt3(i, j, k) is the number of 3-grams composed of chunks in i, j and k
vertices in the cluster. The 3-grams increase the grammatical quality of the
compression.

We also use Latent Dirichlet Allocation (LDA) to identify the keywords at
the global (all texts of a topic) and local (cluster of similar sentences) levels to
have the gist of a document and of a cluster of similar sentences. Then, an ILP
method, as described in [13,14], generates a compression guided by keywords,
in order to favor informativeness and grammaticality as expressed in Eq. 23.

4 In this work, a unigram is represented by a chunk.
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In other words, this method looks for a path (sentence) that has a good cohesion
and contains a maximum of keywords.

minimize
( ∑

(i,j)∈A

w(i, j) · xi,j − c ·
∑

k∈K

bk −
∑

t∈T

dk · zt

)
(23)

where xij indicates the existence of the arc (i, j) in the solution, w(i, j) is the
cohesion of the chunks i and j (Eq. 20), K is the set of labels (each representing a
keyword), bk indicates the existence of a chunk with a keyword k in the solution,
c is the keyword bonus of the graph,5 T is the set of 3-grams in the cluster,
dt indicates the existence of the 3-gram t in the solution and zt represents the
relevance of the 3-gram t defined by the Eq. 22. Finally, we generate the 50 best
solutions according to the objective (23) and we select the compression with the
lowest normalized score (Eq. 24) as the best compression.

scorenorm(s) =
escoreopt(s)

||s|| , (24)

where scoreopt(s) is the score of the sentence s from Eq. 23.

3.3 CoRank Method

The CoRank method adopts a co-ranking algorithm to simultaneously rank
both French and English sentences by incorporating mutual influences between
them. We use the CoRank method (Sect. 2.2) to calculate the relevance of sen-
tences. In order to avoid the accumulation of errors that would be generated
by a translation-compression-translation pipeline, similarity is computed from
the uncompressed versions of sentences and that is only in the last summary
generation step that compressed sentences are used.

Finally, as usual for ATS, a summary is generated with the most relevant
sentences and the sentences redundant with the ones that have already been
selected are put aside.

4 Experimental Results

In order to analyze the performance of our method, we compare it with the
early translation, the late translation, the SimFusion and the CoRank meth-
ods [22]. The early and late translations are based on the SimFusion method,
the differences between the systems being on the similarity metric (Eq. 7) com-
puted either in the target language (early translation) or in the source language
(late translation). We analyzed three versions of SimFusion with λ = 0.25, 0.50
and 0.75. The CoRank method uses α = β = 0.5. We generated three versions of

5 The keyword bonus allows the generation of longer compressions that may be more
informative and it is defined by the geometric average of all weight arcs in the Chunk
Graph.
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our approach, named Compressive CLATS (CCLATS): SC, MSC and SC+MSC.
The first version uses the SC method to compress sentences, the MSC method
compresses clusters of similar sentences and extracts the rest of the sentences,
and the last version applies MSC to clusters of similar sentences and SC to other
sentences.

We compress only sentences with more than 15 words and we preserve com-
pressions with more than 10 words to avoid short outputs with little information.
The MSC method selects the 10 most relevant keywords per topic and the 3 most
relevant keywords per cluster of similar sentences to guide the compression gen-
eration. All systems generate summaries composed of 250 words with the most
relevant sentences, while the redundant sentences are discarded. We apply the
cosine similarity measure with a threshold θ of 0.5 to create clusters of simi-
lar sentences for the MSC and to remove redundant sentences in the summary
generation.

We use the pre-trained word embeddings6 with 300-dimensional embeddings
and an LSTM model with only one layer with 256-dimensional embeddings.
Our Neural Network is trained on the publicly released set of 10,000 sentence-
compression pairs.7

4.1 Dataset

We used the MultiLing Pilot 2011 dataset [6] derived from publicly available
WikiNews English texts. This dataset is composed of 10 topics, each topic having
10 source texts and 3 reference summaries. Each reference summary contains a
maximum of 250 words. Native speakers translated this dataset into Arabic,
Czech, French, Greek, Hebrew and Hindi languages. Specifically, we use English
and French texts to test our system.

4.2 Automatic Evaluation

As references are assumed to contain the key information, we calculated infor-
mativeness scores counting the n-grams in common between the compression
and the reference compressions using the ROUGE system [12]. In particular, we
used the f-measure metrics ROUGE-1, ROUGE-2 and ROUGE-SU4.

Table 1 shows the ROUGE f-measure scores achieved by each system using
the MultiLing Pilot 2011 dataset. The baselines, especially the late translation,
have the worst scores. Similarly to the results described in [22], the CoRank
method outperforms the SimFusion method. The analysis of the output of the
CCLATS versions brought to light that the SC version removed relevant informa-
tion of sentences, achieving lower ROUGE scores than CoRank. CCLATS.MSC
generated more informative summaries and leads to the best ROUGE scores.
Finally, the SC+MSC version obtains better results than other systems but still
does not reach the highest ROUGE scores measured when using MSC alone.

6 Publicly available at: code.google.com/p/word2vec.
7 http://storage.googleapis.com/sentencecomp/compression-data.json.

https://code.google.com/archive/p/word2vec/
http://storage.googleapis.com/sentencecomp/compression-data.json
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Table 1. ROUGE f-measure scores for the French-to-English CLATS using the Mul-
tiLing Pilot 2011 dataset. � indicates the results are statistically better than baselines
and the SimFusion method with a 0.05 level.

Methods ROUGE-1 ROUGE-2 ROUGE-SU4

baseline.early 0.41461 0.10251 0.16001

baseline.late 0.41137 0.10270 0.15795

SimFusion.λ = 0.25 0.41403 0.10545 0.16081

SimFusion.λ = 0.50 0.41198 0.10268 0.15820

SimFusion.λ = 0.75 0.41516 0.10397 0.15992

CoRank 0.45552 0.12952 0.19056

CCLATS.SC 0.45436 0.11809 0.18463

CCLATS.MSC 0.47221� 0.13613 0.19881�

CCLATS.SC+MSC 0.46786� 0.13056 0.19420�

4.3 Discussion

The lower results of the early and late translations with respect to other sys-
tems prove that the texts in each language provide complementary information.
It also establishes that the analysis of sentences in the target language plays a
more important place to generate informative cross-lingual summaries. As seen
for English-to-Chinese CLATS [22], the CoRank method generates better results
than the baselines and SimFusion because it considers the information in each
language separately and together, while the baselines restrict the analysis of sen-
tence similarity to one language separately and the SimFusion method analyzes
only the cross-lingual sentence similarity.

It is expected that a piece of information found in several texts is relevant
for a topic. In accordance with this principle, the MSC method looks for the
repeated information and generates a short compression with selected keywords
that summarize the main information. The two kinds of keywords (global and
local) guide the MSC method to generate compression linked to the main topic
of the documents and to the specific information presented in the cluster.

With regard to SC, this compression method did not produce good results
in our experiments. This observation may be explained by the reduced size
of the corpus we used to train our NN (10,000 parallel sentence-compression
instance), while the system described in Filippova et al. [5] could benefit from a
corpus of about two million instances. Whereas the CCLATS.MSC version leaves
unchanged the sentences that do not have similar sentences, the SC+MSC ver-
sion involves the SC model to compress these sentences. As the CCLATS.SC
system has lower performance than the pure extractive CoRank method, the
SC+MSC also had lower results than MSC version.

A difference between the SC and MSC approaches is that MSC uses global
and local keywords to guide the compression preserving the main information,
while the SC method does not realize this kind of analysis. Another difference



Cross-Language Text Summarization using SC and MSC 477

between them is that the MSC method does not need a training corpus to gen-
erate compressions.

To sum up, the joint analysis of both languages with CoRank helps the gener-
ation of cross-lingual summaries. On the one hand, the SC model deletes relevant
information, thereby reducing the informativeness of summaries. On the other
hand, the MSC method proves to be a good alternative to compress redundant
information and to preserve relevant information. Finally, the CCLATS.MSC
greatly improves the ROUGE scores and significantly outperforms the baselines
and the SimFusion methods.

5 Conclusion

In this paper we have proposed two compressive methods to improve the gen-
eration of cross-lingual summaries. The proposed system analyzes a document
in both languages to extract all of the relevant information. Then, it applies
two kinds of methods to compress sentences. Unlike the sentence compression
system (CCLATS.SC) that needs a large training dataset to generate com-
pressions of good quality, the multi-sentence compression version of our sys-
tem (CCLATS.MSC) generates better ROUGE results than extractive Cross-
Language Automatic Text Summarization systems. Moreover, it has the advan-
tage of not requiring a training corpus to generate summaries of good quality.

There are several avenues worth exploring from this work. First, we want to
investigate how the size of the training data of our Neural Network to generate
sentence compressions acts upon the quality of the summaries. It would also be
interesting to include an attention mechanism in our Neural Network to ana-
lyze the sentence and the gist of the topic. Finally, our evaluation was confined
to ROUGE scores, which mostly measure the informativeness. An additional
human evaluation must be performed to confirm that the informativeness and
the grammaticality are improved with the use of compression methods.
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Abstract. Reading in a foreign language is a difficult task, especially if the texts
presented to readers are chosen without taking into account the reader’s skill level.
Foreign language learners need to be presented with reading material suitable to
their reading capacities. A basic tool for determining if a text is appropriate to a
reader’s level is the assessment of its readability, a measure that aims to represent
the human capacities required to comprehend a given text. Readability prediction
for a text is an important aspect in the process of teaching and learning, for reading
in a foreign language as well as in one’s native language, and continues to be a
central area of research and practice. In this paper, we present our approach to
readability assessment for Modern Standard Arabic (MSA) as a foreign language.
Readability prediction is carried out using the Global Language Online Support
System (GLOSS) corpus, which was developed for independent learners to
improve their foreign language skills and was annotated with the Interagency
Language Roundtable (ILR) scale. In this study, we introduce a frequency dic-
tionary, whichwas developed to calculate frequency-based features. The approach
gives results that surpass the state-of the-art results for Arabic.

Keywords: Readability � Modern Standard Arabic (MSA) � Foreign language
Machine Learning (ML) � Text features

1 Introduction

The reading process, which is very important in schooling and education, requires the use
of texts appropriate to the reader’s level, whether reading in one’s native language or in a
second or foreign language. If text comprehension requires too much effort, it will dis-
courage the reader andnot lead to learning.Understanding the audience and their language
skills is an important consideration in writing educational material. If students have a
limited level of knowledge in a language, failure to take these limitations into account
when selecting the texts to be presented to them can influence negatively the process of
reading. The readermaybecome so preoccupiedwith understanding individualwords and
the text’s structure that the overall message will be lost. So it is essential to consider
readability of a text before presenting it to a target audience.
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Several definitions exist for readability. Dale and Chall have suggested a com-
prehensive one. In the broadest sense, readability is the sum total (including interac-
tions) of all those elements within a given piece of printed material that affect the
success a group of readers have with it: the extent to which they understand it, read it at
an optimum speed, and find it interesting [1]. Research on readability has focused
primarily on content, style and format, considering various linguistic characteristics but
ignoring visual presentation features such as fonts and contrast.

Readability measurement can be performed using mathematical formulas based on
simple features, such as sentence length in words, word length in syllables, and so on.
These features are then used in formulas whose parameters are statistically estimated
from a corpus to produce scores that represent the readability of the analyzed text.
Among these formulas we cite four, for English: (1) the new Dale and Chall formula
[1] estimates the grade level in the U.S. school curriculum of a text using word length
to assess word difficulty and a count of ‘hard’ words (based on a pre-defined list);
(2) the Flesch Reading Ease formula [2] includes the average sentence length in words
and the average number of syllables per word as features, and yields an output score
that is inversely related to the level of difficulty of the text; (3) the Flesch-Kincaid
Grade Level [2] similarly calculates a readability score but outputs the U.S. school
grade level for which the text is appropriate; and (4) the Gunning Fog Index, which
uses average sentence length and the percentage of hard words [3]. Formulas are
considered the traditional method of performing readability assessment. Modern
methods, used in recent research, use automatically extracted linguistic features and
Machine Learning (ML), and have become a viable path for readability classification
and scoring. In ML approaches, features are first extracted from texts in a corpus
annotated with readability levels using morphological and syntactic analyzers. Clas-
sification algorithms are then used to predict readability levels.

The remainder of this paper is organized as follows. In Sect. 2, we present some
previous research using traditional and modern methods for Modern Standard Arabic
(MSA) readability assessment. In Sect. 3, we describe our approach and give details
about the data, tools, and methodology we used. In Sect. 4, we present and evaluate the
results obtained. We conclude with some thoughts on future work.

2 Related Work

As opposed to English and other European and oriental languages, research in read-
ability measurement for Arabic has started only recently. Being a Semitic language,
and differing significantly from those languages in its writing and grammar, Arabic
presents its own challenges. In this section we briefly review some of the traditional
formula-based approaches and recent ML-based research.

The first attempts at measuring Arabic text readability followed the formula-based
approach already used for English and other languages. Different simple formulas were
proposed, varying in the features used. Among these we mention the Dawood Formula
(1977), which used average word length in letters, average sentence length in words,
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and average word repetition, and the El Heeti Formula (1984), which used only average
word length in letters [4]. A more complex formula, the Automatic Arabic Readability
Index or AARI (2014) [5], required seven features to be extracted from the text:
number of characters, number of words, number of sentences, number of difficult
words (defined as words consisting of more than six letters after removing ال‘ ’ from the
beginning of the word), average sentence length, average word length and average
number of difficult words (number of difficult words in the text over number of words
in the text).

Al-Khalifa and Al-Ajlan [6] were among the first to apply ML-based techniques to
Arabic readability assessment. To develop the ‘Arability’ prototype, they manually
collected a corpus of 150 texts, drawn from the Saudi Arabian school curriculum, and
ranked them by three readability levels: easy, medium, and difficult. After a normal-
ization phase, five features were extracted: average sentence length, average word
length, average number of syllables per word, word frequencies (number of words in
the document that occur more than once over number of words in the document), and
the perplexity scores for a bigram language model built from the same corpus. They
achieved a maximum accuracy value of 77.77%.

Forsyth [7] predicted readability as a classification problem using a total of 179
MSA documents from the Global Language Online Support System (GLOSS)1.
GLOSS, developed by Defense Language Institute (DLI) Foreign Language Center, is
a resource for independent second language learners and includes texts annotated with
the ILR scale2. The corpus was morphologically analyzed by MADAMIRA [8]; then,
162 features were extracted and used for classification, performed using the TiMBL
package. Using 3 classes the F-scores reached 0.719, and 0.519 with 5 classes.

The Ibtikarat team (2015) [9] used 251 MSA texts from the GLOSS corpus. They
analyzed morphologically all the corpus files with MADAMIRA. From the output, 35
features were extracted and used in the classification phase, performed using the
WEKA tool3. A maximum accuracy value of 73.31% was reached with 3 classes.

The Oujda-NLP team (2018) [10] also presented an approach to assess readability
for foreign language learners. The approach is based on 170 features calculated using a
corpus composed of 230 MSA texts from the GLOSS corpus and an Arabic frequency
dictionary. MADAMIRA was used as a morphological analyzer, the AraNLP library
for segmenting text into sentences, and WEKA as a classification tool. A maximum
accuracy value of 90.43% was reached with 3 classes.

1 https://gloss.dliflc.edu/. The MSA corpus has undergone some variation in contents over time.
2 The ILR scale (https://www.languagetesting.com/ilr-scale), developed by the U.S. Federal Govern-
ment, rates language ability uses values 0 to 5, where: Level 0 (no proficiency); Level 1 (elementary
proficiency); Level 2 (limitedworking proficiency); Level 3 (general occupational proficiency); Level 4
(advanced professional proficiency) and Level 5 (functionally native proficiency). Levels 0+, 1+, 2+, 3
+, or 4+ are used when the person’s skills significantly exceed those of a given level, but are insufficient
to reach the next level.

3 The Waikato Environment for Knowledge Analysis (WEKA) is an open source machine learning
software resource that contains implementations of various algorithms.
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3 Resources and Methodology

3.1 Corpus and Tools

For our corpus, we gathered 230 MSA texts from GLOSS.
Table 1 describes the corpus files annotated with 5 ILR levels and groupings of

those levels into 3 classes.
To process the corpus, we used the AlKhalil Lemmatizer [11], an MSA lemmatizer

based on the morphosyntactic analyzer AlKhalil Morpho Sys2 [12] that assigns to each
word a single lemma taking into account the context. Part-of-Speech (POS) tagging of
the corpus was performed using the AlKhalil POS-Tagger [13], which includes a very
rich tag set containing syntactic information. WEKA’s collection of classification
algorithms was leveraged to learn and predict readability level.

3.2 The Frequency Dictionary Building Process

The process outlined in Fig. 1 represents the steps followed to generate our own
frequency dictionary for MSA. We needed this dictionary to calculate frequency-based
features used in our readability prediction approach. The process was as follows:

1. The input of the process was the freely available Tashkeela corpus [14], which
contains around 70 million diacriticized Arabic words.

2. For each file we used the AlKhalil Lemmatizer and the AlKhalil POS-Tagger to
lemmatize and POS-tag the words, respectively.

3. We then calculated the pair (lemma, POS) frequency and the POS frequency (that
is, the number of appearances in the corpus).

4. This information was converted into frequency dictionary entry format.

The dictionary thus obtained contained the 5000 most frequent Arabic words.

3.3 The Readability Prediction Process

As readability prediction is considered a classification task, to automatically classify the
GLOSS corpus files with readability levels, we used the process outlined in Fig. 2:

1. For every file in the corpus, we used the AlKhalil Lemmatizer and AlKhalil POS -
Tagger to get the lemmatization and the POS tagging results.

2. We extracted 133 features (explained below).
3. For the frequency-based features calculation, we used the frequency dictionary

obtained in the previous step.
4. For each file in the corpus, we obtained a feature vector. These vectors were used as

an input for the WEKA classification phase.
5. Using WEKA, we experimented with different classification algorithms on the data;

we used the Split option, which applies an 80/20% training/test split.
6. For each of the algorithms, from the results we computed the accuracy value, which

specifies the percentage of well-classified text, and other metrics.
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The following six classifications algorithms were used:

• ZeroR: predicts the majority class for the entire dataset.
• OneR: a 1-Rule classifier using the least error attribute from the feature set.
• J48: Java implementation of the C4.5 decision tree algorithm revision 8.
• IBk: k-nearest-neighbor classifier for which we set the number of neighbors to

consider, the search algorithm, and the function by which to compute distance.
• SMO: implements sequential minimal optimization for SVM classifier, with a

chosen kernel function.
• Random Forest: builds multiple decision trees and bases its prediction on the mode

(classification) or the average (regression) of predictions made by all its decision
trees.

Table 1. DLI corpus document distribution using 5 and 3 levels

Level # of texts Level # of texts

1 27 1 and 1+ 46
1+ 19
2 87 2 87
2+ 62 2+ and 3 97
3 35
Total 230 Total 230

Fig. 1. Frequency dictionary building process
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3.4 Features Used

Unlike the previous work done on the GLOSS corpus and reviewed above, which used
MADAMIRA, we used AlKhalil POS tagger. For example, MADAMIRA tags ‘adj’
and ‘adj_num’ are collapsed in AlKhalil into a single ‘Sifa’ tag. This allowed us to
have a smaller set of POS-related features and an overall set of 133 features. These
features are grouped into eight categories and distributed as shown in Table 2.

Fig. 2. Readability prediction process

Table 2. Features distributed into eight categories

Category Number of
features

Example

POS-based frequency 84 Frequent adjective to all adjective tokens
ratio

Type-to-token POS
ratio

25 Adjective to token ratio

Token & type
frequency

10 Maximum rank of frequent types

Type-to-token 2 Distinct lemma to token ratio
Word length 2 Token count
Vocabulary load 3 Frequent lemmas count
Word class 4 Open class tokens count
Sentence length 3 Sentence count
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4 Results and Discussion

As shown in Table 3, using the 133 chosen features and using five classes, we achieved
an accuracy value of 100% for IBK and Random Forest algorithms.

To improve the classification results for some algorithms, we then tried using three
classes (see Table 1). The results are shown in Table 4. As might be expected, the
easier problem of classifying into fewer classes yields better results across the board.

Figure 3 compares the outcome of our work with the results found in previous
studies.

Table 3. Prediction results on 5-class dataset

Model Accuracy F-score Precision Recall RMSE

ZeroR 37.93% 0.209 0.144 0.379 0.3850
OneR 60.77% 0.593 0.610 0.608 0.3961
J48 93.96% 0.940 0.941 0.940 0.1321
IBK 100% 1 1 1 0.0084
SMO 80.60% 0.805 0.806 0.806 0.3294
Random Forest 100% 1 1 1 0.1242

Table 4. Prediction results on 3-class dataset

Model Accuracy F-score Precision Recall RMSE

ZeroR 41.81% 0.247 0.175 0.418 0.462
OneR 74.13% 0.743 0.745 0.741 0.4152
J48 95.25% 0.953 0.954 0.953 0.1634
IBk 100% 1 1 1 0.006
SMO 84.91% 0.849 0.848 0.849 0.327
Random Forest 100% 1 1 1 0.1359

73% 77% 90% 100%

0%

50%

100%

150%

Ib karat team Arability Oujda-NLP
team

Our work

Fig. 3. Accuracy rate comparison of the 4 studies
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5 Conclusions and Future Work

This paper predicts readability for Arabic as a foreign language using a machine
learning approach. The study gave very good results, reaching an accuracy of 100%
with the IBK (K-NN) and Random Forest algorithms. This maximum accuracy is
obtained with 3 classes, as well as 5 classes; for the other algorithms, we improved the
result by moving from 5 to 3 classes. The results we obtained are better than previous
work that used essentially the same corpus but not the same tools and features. The
improvement in results appears to be due to using the Al khalil-POS tagger’s tag set,
which reduces the number of POS-related tags relative to MADAMIRA, seen that the
latter contains detailed tags that the AlKhalil-POS tagger gathers together.

As a future work, we aim to further reduce the number of features so as to keep the
smallest set that gives the best classification results. Additional possible directions of
work include developing a readability assessment application using the tools developed
to date. We are also considering how to perform readability assessment when a lan-
guage is similar but not identical to one’s native language, given that, in the Arab
world, the native language is often a dialect of Arabic with some significant differences
from the standard written Arabic (MSA) learned in school.
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Abstract. The polarity classification task has as objective to automat-
ically deciding whether a subjective text is positive or negative. Using a
cross-domain setting implies the use of different domains for the training
and testing. Recently, string kernels, a method which does not employ
domain adaptation techniques has been proposed. In this work, we anal-
yse the performance of this method across four different languages:
English, German, French and Japanese. Experimental results show the
strong potential of this approach independently from the language.

Keywords: String kernels · Sentiment analysis · Single-domain
Cross-domain

1 Introduction

Since the Web 2.0 emergence, the Internet has been providing different channels
where people can express their opinions about many products and services. As
a result, blogs, fora and social media have become an important information
source for companies. As a consequence, there is a high interest in identifying
opinions and reviews in order to improve the business they offer.

The task of deciding if those texts are positive or negative depending on the
overall sentiment detected is known as sentiment or polarity classification task.
Single-domain polarity classification (SD) [6] refers to the standard text classifi-
cation setting. Cross-domain polarity classification (CD) [2] refers to testing on
a different domain from that or those used for training the model. Although this
task can be tackled as a common text classification problem, sentiment may be
expressed in a more subtle manner. Furthermore, in the CD variant it exists the
additional difficulty of using different vocabularies among the domains. For these
reasons, solutions based only on bag-of-words representations are not enough.

In [4] the authors studied the performance of string kernels at SD and CD
level for English texts with very promising results and showed their capability
to capture the lexical peculiarities that characterise the polarity in a domain-
independent way.

c© Springer International Publishing AG, part of Springer Nature 2018
M. Silberztein et al. (Eds.): NLDB 2018, LNCS 10859, pp. 489–493, 2018.
https://doi.org/10.1007/978-3-319-91947-8_50
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In order to further investigate string kernels performance in polarity classifi-
cation, in this work we study their application for other languages, i.e., English,
German, French and Japanese. This study includes the analysis of the impact of
key parameters such as the string length depending on the alphabet employed.
This is, to the best of our knowledge, the first time that this dataset has been
used in the mono-lingual polarity classification task.

2 String Kernels

String Kernels (SK) are functions that measure the similarity of string pairs
at lexical level. Their dual representation allows to keep the feature space
reduced, even working with a huge number of characteristics. Following the
implementation and formulation of Ionescu et al. [5],1 the p-grams kernel func-
tion counts how many substrings of length p have two strings s and t in common:
kp(s, t) =

∑
v∈Lp f(numv(s),numv(t)), where numv(s) is the number of occur-

rences of string v as a substring of s, p is the length of v, and L is the alphabet
used to generate v. The function f(x, y) varies depending on the type of kernel:
f(x, y) = x · y in the p-spectrum kernel; f(x, y) = sgn(x) · sgn(y) in the p-grams
presence bits kernel; f(x, y) = min(x, y) in the p-grams intersection bits kernel.

Taking into account that the spectrum kernel provides the highest values and
presence kernel the lowest, this can gives us an idea about what these kernels
capture. The spectrum kernel offers high values even when the texts are only par-
tially related. The intersection kernel employs the n-gram frequency to provide
with a precise lexical similarity measure. Finally, the presence kernel captures
the lexical core meaning of the texts by smoothing the n-gram repetitions.

The kernels we implemented combine different n-gram lengths by adding the
kernel values obtained for each n (see Sect. 3.2 for details about our parameter
selection) and are normalised as follows: k̂(s, t) = k(s, t)/

√
k(s, s) · k(t, t).

We perform the classification with Kernel Discriminant Analysis (KDA) [1],
We compute the feature matrices Y = KU and Yt = KtU , where K and Kt are
the training and test instance kernels. For each class c, we create the prototype
Yc as the average of all vectors of Y that correspond to the instances of class c.
Finally, we classify each test instance by identifying the class of the prototype
with the lowest mean squared error between Yt(i) and Yc.

3 Evaluation

3.1 Dataset and Tasks Setting

We employ the CLS dataset2 which is formed by Amazon product reviews of
three domains (Books, DVDs and Music) in four languages: English, German,

1 http://string-kernels.herokuapp.com/.
2 https://www.uni-weimar.de/de/medien/professuren/medieninformatik/webis/

data/webis-cls-10/.

http://string-kernels.herokuapp.com/
https://www.uni-weimar.de/de/medien/professuren/medieninformatik/webis/data/webis-cls-10/
https://www.uni-weimar.de/de/medien/professuren/medieninformatik/webis/data/webis-cls-10/
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French and Japanese. Each language-domain partition is formed by a training
and a test set with 1,000 positive and 1,000 negative reviews each one.

To evaluate our approach, we use the presence (k0/1
p ), intersection (k∩

p ), and
spectrum (kp) kernels. In order to compare the results, we calculate a baseline
using the Tf-idf weighting and Support Vector Machines (SVM) using a linear
kernel. In addition, we implement a model based on distributed representations of
words. We use the recent Facebook’s pretrained FastText [3] vectors.3 We average
the word vectors to represent the instances. We classify using SVM with a linear
kernel. In this work, the best results of the tables are highlighted in bold.

3.2 String Kernel Parameter Selection

The kernel n-gram length and the KDA’s regularisation factor α are adjusted
with a 10-cross-validation over the train partition of each domain. First, we
set α to a default value (0.2) and select the presence kernel to analyse the
results for different combinations of n-gram lengths. Following the procedure of
Giménez-Pérez et al. [4] we tried combinations for 4 ≤ n ≤ 9 for all the evaluated
languages. However, during the prototyping, we realised that n-grams within
that range are not adequate for languages such as Japanese. The lexical and
semantic information included inside a symbol of its alphabet is notably larger
than the information included in the Roman alphabet. Therefore, we modified
the search space of the Japanese string length to 1 ≤ n ≤ 6. Once that parameter
was adjusted, we tested different α values between 0.01 and 1.0 and selected the
best for every language, domain and kernel in each task.

3.3 Results

First, we evaluate and compare the models at SD level. SK outperform the other
two models in all the cases. This manifests their potential for texts written using
the Roman and Japanese alphabets. The French Books domain and the English
DVDs one work marginally better with the spectrum kernel. The English Books
domain shows the best results with the intersection kernel. Excepting those cases,
all the other domains and languages obtained the best results using the presence
kernel. Giménez-Pérez et al. [4] proved that this method offers a notable stability
among different English domains. That statement is extended here to the rest
of languages evaluated.

For CD level, we train with all the domains but the one used in the test par-
tition. Similarly to the single-domain results, SK outperform the two compared
models. This reinforces the SK suitability regarding their potential with the
Roman and Japanese alphabets. Although the best results are obtained on aver-
age with the presence and intersection kernel, the spectrum kernel also obtains
competitive results, being even the best option in some cases (French Books and
Japanese DVDs domains). Results are shown in Table 1.

3 https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.
md.

https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.md
https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.md
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Table 1. SD and CD polarity classification accuracy (in %).

Language EN GE FR JP

Method Books DVDs Music Books DVDs Music Books DVDs Music Books DVDs Music

SD Tf-idf+SVM 81.4 80.7 81.6 83.2 81.2 81.3 84.1 84.0 85.6 77.4 79.7 79.2

FT+SVM 79.6 77.8 78.8 79.6 79.3 79.2 80.3 79.9 77.8 73.4 73.8 75.5

SK(k
0/1
p ) 82.6 82.4 82.9 86.4 83.2 84.5 84.6 85.3 86.3 80.4 81.9 81.6

SK(k∩
p ) 82.8 83.0 82.7 86.3 82.8 84.1 84.3 85.0 86.0 80.1 81.8 80.8

SK(kp) 82.4 83.2 81.8 85.5 81.9 84.0 84.8 84.8 86.0 80.2 80.1 80.7

CD Tf-idf+SVM 78.7 79.3 80.2 80.7 80.6 80.2 82.4 83.3 81.4 77.3 77.4 78.7

FT+SVM 80.0 75.7 77.8 79.0 75.4 77.9 78.2 79.5 77.0 71.3 73.4 73.7

SK(k
0/1
p ) 81.4 81.5 81.8 84.4 81.4 83.6 82.2 84.4 85.4 79.9 80.6 81.1

SK(k∩
p ) 81.5 81.6 81.5 84.0 82.5 82.7 82.1 84.5 85.5 79.8 80.5 80.9

SK(kp) 79.9 81.0 81.7 82.6 81.3 82.4 82.4 83.6 84.7 79.4 80.9 79.2

4 Conclusions

In this paper we studied the use of string kernels for the single and cross-domain
polarity classification task and studied their behaviour across four languages:
English, German, French and Japanese. We used for the first time the CLS
dataset in mono-lingual polarity classification tasks. We evaluated the intersec-
tion, presence and spectrum kernels when classifying with kernel discriminant
analysis. We evaluated the importance of the n-gram length selection depending
on the language. This showed that the best results for the Japanese alphabet
are obtained when selecting smaller lengths than the ones employed with the
Roman alphabet. The best classification results were obtained on average using
the presence and intersection kernel. In addition, the stability of the results
among the different evaluated domains was notably high for all the evaluated
languages. Finally, string kernels showed strong potential, in all the evaluated
languages, at capturing the lexical peculiarities that characterise polarity in a
domain-independent way.

Acknowledgements. The work of the third author was partially funded by the Span-
ish MINECO under the research project SomEMBED (TIN2015-71147-C2-1-P).
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Abstract. In this paper, we present our work on integrating neural
machine translation systems in the document translation workflow of
the cloud-based machine translation platform Tilde MT. We describe
the functionality of the translation workflow and provide examples for
formatting-rich document translation.

Keywords: Neural machine translation · Document translation
System integration

1 Introduction

Globalisation and cross-border trade are forcing localisation service providers
(LSP) as well as international companies to become more efficient in how they han-
dle multilingual content. A Common Sense Advisory market study report in 2016
showed that “enterprises intend to increase their translation volumes by 67% over
current levels by 2020.” [5] To cope with the increasing demand for translation ser-
vices and to manage costs, companies have embraced machine translation (MT).
MT integration has shown to significantly increase the productivity of translators
[2,7,9], hence also the competitiveness within the localisation industry.

For successful and efficient utilisation of MT services by LSPs and international
companies, the MT services have to seamlessly integrate within the multilingual
content creation workflows of these enterprises. For LSPs, this means integration of
MT into popular computer-assisted translation (CAT) tools and for international
companies – providing formatting-rich document translation capabilities.

Although such capabilities have been developed [10] for statistical machine
translation (SMT) systems [4], integrating neural machine translation (NMT)
systems in these workflows raises challenges. Therefore, in this paper, we present
our experience and demonstrate how NMT systems have been integrated in
the cloud-based machine translation platform Tilde MT [10], which provides
formatting-rich document translation capabilities and plugins for popular CAT
tools, such as MateCat [3], SDL Trados Studio1, Memsource2, and memoQ3.
1 https://www.sdltrados.com.
2 https://memsource.com.
3 https://www.memoq.com.

c© Springer International Publishing AG, part of Springer Nature 2018
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Fig. 1. A typical document translation workflow

2 Translation Workflow

A typical document translation workflow (see Fig. 1) consists of multiple steps.
First, text is extracted from a document by converting the document into an inter-
nal representation (i.e., XLIFF4 format) and identifying and removing formatting
tags. Then, the source text is pre-processed by splitting it into sentences, identi-
fying non-translatable entities (that are replaced with place-holders), and by per-
forming tokenisiation, truecasing, and factorisation (e.g., syntactic parsing or mor-
phological tagging). Different from SMT systems, for NMT systems, we identify
also rare and unknown words, which are replaced with unknown word tokens, and
perform either morphological word splitting [6] or byte-pair-encoding [8]. Further,
the pre-processed source text is translated using the MT decoder.

After translation, word parts (in the case of NMT decoding) are merged,
unknown word tokens and non-translatable entity place-holders are replaced
with the respective source language tokens, the text is recased and detokenised.
Finally, formatting tags are re-inserted in the translated text and the translated
document is converted into the format that was originally submitted by the user.

For the document translation to work, it is crucial to keep track of token
positions before each step and position changes after each step (including trans-
lation) in order to find where to re-insert non-translatable entities and formatting
tags. For SMT models, the token alignment information is naturally provided by
the SMT model, however, for NMT systems (that are based on recurrent neural
network architectures), the alignments are extracted using the attention mech-
anism of the NMT model [1] (see Fig. 2 for an example). This means that for
document translation, NMT models have to be able to provide source-to-target
alignment information in the form of an attention matrix.

In the cloud-based platform, users can upload documents in multiple popular
formats (see Fig. 3 for examples). For instance, Fig. 4 shows an example of a
formatting-rich Microsoft Word Open XML document that has been translated
by an NMT system using the cloud-based platform. All formatting tags that were
4 http://docs.oasis-open.org/xliff.

http://docs.oasis-open.org/xliff
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Fig. 2. Example of token alignments from the attention matrix of an NMT system

Fig. 3. Document translation interface in the MT platform providing an overview of
supported document formats

Fig. 4. Example of a formatting-rich Microsoft Word Open XML document (left) and
its translation using an English-Latvian NMT system (right)
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present in the document were re-inserted in the correct positions by keeping track
of the alignment information throughout the translation process.

3 Conclusion

In this paper, we described a document translation workflow of a cloud-based MT
platform. The workflow was adapted to support attention-based NMT systems.
As for the efficiency of work, LSPs and international companies require that MT
platforms support formatting-rich content translation, the improved document
translation workflow will allow these feature-demanding users to benefit also
from NMT systems.

Acknowledgments. The research has been supported by the “Forest Sector Compe-
tence Centre” within the project “Forestry industry communication technologies” of
EU Structural funds, ID n◦ 1.2.1.1/16/A/009.
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Abstract. Requirements are usually “hand-written” and suffers from
several problems like redundancy and inconsistency. These problems
between requirements or sets of requirements impact negatively the suc-
cess of final products. Manually processing these issues requires too much
time and it is very costly. We propose in this paper to automatically han-
dle redundancy and inconsistency issues in a classification approach. The
main contribution of this paper is the use of k-means algorithm for redun-
dancy and inconsistency detection in a new context, which is Require-
ments Engineering context. Also, we introduce a preprocessing step based
on the Natural Language Processing techniques in order to see the impact
of this latter to the k-means results. We use Part-Of-Speech (POS) tag-
ging and noun chunking in order to detect technical business terms asso-
ciated with the requirements documents that we analyze. We experiment
this approach on real industrial datasets. The results show the efficiency
of the k-means clustering algorithm, especially with the preprocessing.

Keywords: K-means · Requirements engineering · POS tagging
Redundancy · Inconsistency

1 Introduction

In order for a system to become operational in real applications, several stages
of conception, development, production, use, support and retirement must be
followed (ISO/IEC TR 24748-1, 2010). During the conception stage, we identify
and document the stakeholder’s needs in the system requirements specification
[1]. Writing clearly all required elements without ambiguities [2] in the specifica-
tions is an essential task before passing to the development stage [3,4]. According
to the 2015 Chaos report by the Standish Group1, only 29% of projects were
successful2, 50% of the challenged projects are related to the errors from the
1 http://www.standishgroup.com.
2 They studied 50,000 projects around the world, ranging from tiny enhancements to

massive systems re-engineering implementations.
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Requirements Engineering (RE) and 70% of them come from the difficulties of
understanding implicit requirements. All these errors do not lead to the failure,
but generate useless information. It is well known that the costs to fix errors
increase much more after that the product is built than it would if the require-
ments errors were discovered during the requirements phase of a project [5,6].

When writing or revising a set of requirements, or any technical document,
it is particularly challenging to make sure that texts are easily readable and
are unambiguous for any domain actor [1]. Experience shows that even with
several levels of proofreading and validation, most texts still contain a large
number of language errors (lexical, grammatical, style), and also a lack of over-
all concordance, or redundancy and inconsistency in the underlying meaning
of requirements. In particular, manually identifying redundant or inconsistent
requirements is an obviously time-consuming and costly task.

We focus in this paper on two critical issues in writing high quality require-
ments that can generate fatal errors in a product development stage: redun-
dancy and inconsistency. We tackle these problems in terms of similarity between
the requirements since more than two similar requirements can be classified as
redundant or inconsistent. The problems of redundancy and inconsistency can
be handled according to different technologies. We focus on artificial intelligence
approaches and more precisely classification approaches. Automatic classifica-
tion of requirements is widely used in the literature using Convolutional Neural
Networks (i.e. [7]) Naives Bayes classifier [8] and text classification algorithms [9].
Data classification approaches could be data clustering through algorithm such
as K-means. This latter is studied in different contexts due to its efficiency [10].
However, in Requirements Engineering (RE) context, we could not find advanced
works on the redundancy and inconsistency issues using k-means algorithm.

The main contribution of this paper is the use of k-means algorithm for a
redundancy and inconsistency detection in a new context, which is RE con-
text. Also, we introduce a preprocessing step based on the Natural Language
Processing (NLP) techniques in order to assess the impact of this latter to the
k-means results. We use Part-Of-Speech (POS) tagging and noun chunking to
detect technical business terms associated with the requirements documents.

This paper is structured as follows: Sect. 2 presents related works on the
redundancy and inconsistency detection, preprocessing approaches and k-means.
Section 3 presents our clustering approach and the associated results. In Sect. 4,
we discuss the obtained results and in Sect. 5, conclude and give some future
research directions.

2 Related Works

In this section, we first present related works associated with redundancy and
inconsistency detection in specifications documents or technical documents. Sec-
ond, we give some researches focusing on text preprocessing in requirements
engineering context. Finally, we focus on approaches using k-means clustering in
the latter context.
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2.1 Redundancy and Inconsistency Detection

Researches on redundancy detection began by traditional bag-of-words (BOW),
TF-IDF frequency matrix, and n-gram language modeling [11]. Then, researchers
like Juergens et al. [12] use ConQAT to identity copy-and-paste reuses in require-
ments specifications. Falessi et al. [13] detect similar content using information
retrieval methods such as Latent Semantic Analysis. They compare NLP tech-
niques on a given dataset to correctly identify equivalent requirements. Rago
et al. [14] extend the work presented in [13] specifically for use cases. Their tool,
ReqAlign, combines several text processing techniques such as a use case-aware
classifier and a customized algorithm for sequence alignment.

Inconsistency is analyzed in [15] by proposing a framework of a patterns-
based k-means requirements clustering, called PBURC, which makes use of
machine-learning methods for requirements validation. This approach aims to
overcome data inconsistencies and effectively determine appropriate require-
ments clusters for optimal definition of software development sprints. Frenay
et al. [16] present a survey of techniques treating data quality such as inconsis-
tency. They present different machine learning approaches and their impact on
the results. Dermeval et al. [17] present a survey about how using ontologies in
RE activities both in industry and academy is beneficial, specially for reducing
ambiguity, inconsistency and incompleteness of requirements.

2.2 Preprocessing

Some researches introduce preprocessing steps in requirements analysis context.
According to [18], the preprocessing helps reducing the inconsistency of require-
ments specifications by leveraging rich sentence features and latent co-occurrence
relations. It is applied through (i) a POS tagger [19], (ii) an entity tagging
through a supervised training data, (iii) a temporal tagging through a rule-
based temporal tagger and (iv) co-occurrence counts and regular expressions.
This preprocessing approach improved the performance of an existing classifica-
tion method.

Preprocessing data for redundancy detection is used in [20] by performing
standard NLP techniques such as removing English stop words and striping off
the newsgroup related meta-data (including noisy headers, footers and quotes)
and normalized bag-of-words (BOW).

2.3 K-Means

K-means clustering is a type of unsupervised learning approach, which is used
on unlabeled data (i.e., data without defined categories or groups). The goal of
this algorithm is to cluster the data into k groups. However, it needs a predefined
value of k as an input, which is the main issue about using this algorithm. Some
researchers focus on this issue and present solutions based on the graphical (e.g.
elbow approach, silhouette and Inertia) or numerical value (e.g. statistic gap).
The statistic gap calculates a goodness of clustering measure. The statistic gap
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standardizes the graph of log(W k), where W k is the within-cluster dispersion, by
comparing it to its expectation under an appropriate null reference distribution
of the data [21].

Recently, some studies have introduced k-means in requirements classifica-
tion tasks. Notably, [18] applies different approaches such as (i) topic modeling
using Latent Dirichlet Allocation (LDA) and Biterm Topic Model (BTM) and
(ii) clustering using K-means, Hierarchical approach and Hybrid (k-means and
hierarchical) in order to classify requirements into functional and non-functional
requirements.

3 Clustering Approach

We apply the k-means algorithm already detailed in Sect. 2.3 on datasets detailed
below. We present in this section the validation approach and the comparative
results obtained with and without the preprocessing step.

3.1 Validation Approach

Since we use an unsupervised clustering approach, we do not have any ground
truth about the redundancy and/or the inconsistency of the requirements. So,
we give the results related to the best value of k to our domain expert in order
that the expert evaluates the relevance of the generated clusters. A cluster may
contains one or more requirement(s). For a given k value, the validation is done
according to two methods:

– “Strict” validation (SV): we assume that a relevant cluster contains 100%
correct requirements (fully redundant requirements), which means that we
discard clusters with partially relevant requirements. We consider only clusters
with more than one requirement.

– “Average” validation (AV): we calculate the average of relevant requirements
per cluster.

AVk =
∑N

i=k precision(ci)
k′ (1)

where AVk is the average validation for a given value of k. k is the number
of clusters. k’ is the number of clusters which their number of requirements is
>1. i ∈ {1, k} is the value of k and precision(ci) is defined as:

precision(ci) =
Number Of RelevantRequirements

Total Number Of Requirements
(2)

3.2 Classification Results

In this section, we present the obtained results of applying the k-means algo-
rithm. In order to test our approach, we extracted requirements from 22 indus-
trial specifications (∼2000 pages). From this, we constructed three different
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datasets (corpus1, corpus2 and corpus3) explained below. For confidentiality
issues, we are not allowed to reveal the identity of the companies. The main
features considered to validate our datasets are: (1) texts following various kinds
of business style and format guidelines imposed by companies, (2) texts coming
from various industrial areas: aeronautic, automobile, spatial, telecommunica-
tion, finance, energy. Theses datasets enable us to analyze different types of
redundancy and inconsistency in terms of frequency and context. We present
characteristics of these datasets (written in English) as follows:

– Corpus1: dataset that contains 38 requirements fully redundant according to
our expert,

– Corpus2: dataset that contains 42 requirements fully inconsistent according
to our expert,

– Corpus3: dataset that contains 337 requirements randomly chosen with no a
priori information of redundancy and inconsistency,

We choose to apply the statistic gap approach which allows to obtain a numerical
value reflecting the coherence of the clusters. Table 1 shows, for each dataset, the
number of requirements, the best value of k (according to the statistic gap), the
results of the “strict” validation (SV) and the associated number of relevant
clusters, and the results of the “average” validation (AV) and the associated
number of relevant clusters.

Table 1. Results: best value of K, validation results and the associated number of
relevant clusters for each dataset

Dataset Best value of K SV (Nb. of relevant clusters) AV (Nb. of relevant clusters)

Corpus1 30 100% (8) 100% (8)

Corpus2 17 100% (15) 100% (15)

Corpus3 26 22% (4) 30.96% (18)

In Corpus1 and Corpus2 dataset, the result is very interesting since we know
the characteristics of these datasets, which are fully redundant/fully inconsis-
tent and then the clustering approach is appropriate to this kind of datasets. In
Corpus3 dataset, we have less good results, but this is explained by the nature
of this dataset which is not fully redundant or inconsistent. So, we do not know
in reality, how much redundancy or inconsistency has this dataset. From this
dataset, very close to a real industrial dataset, we can conclude that the clus-
tering approach has detected redundancy/inconsistency, but we do not know if
it had detected the whole redundancy/inconsistency information.

3.3 Classification Results with the Preprocessing Step

For the preprocessing step, we use the POS tagging and Noun chunking from
spaCy3 as a popular tool in natural language processing field. spaCy is a free
3 https://spacy.io/.

https://spacy.io/
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open-source library featuring state-of-the-art speed and accuracy and a powerful
Python API. After applying this tagging approach, we proceed to detect techni-
cal terms, according to some combination of tags. According to our RE expert,
technical business terms are often expressed in open or hyphenated compound
words (e.g. high speed, safety-critical) and we observe that they are always part
of a noun chunk4. In this paper, we first extracted all noun chunks from our
Corpus1, then observed the syntactic patterns inside noun chunks referring to
POStags, obtained by spaCy. The most used 13 combination patterns in busi-
ness terms are selected and validated in collaboration with our RE expert: for
example, noun-noun (e.g. runway overrun), adjective-noun (e.g. normal mode),
proper noun-noun (e.g.BSP data), etc. So, we apply the k-means algorithm on
the same datasets with the identified technical terms in order to see the impact
of this preprocessing on the results. Table 2 summarizes the different results
obtained from the same experiments presented in Sect. 3.1.

Table 2. Results with preprocessing: best value of K, validation results and the
associated number of relevant clusters for each dataset

Dataset Best value of K SV (Nb. of relevant clusters) AV (Nb. of relevant clusters)

Corpus1 28 100% (10) 100% (10)

Corpus2 24 92.85% (13) 92.85% (13)

Corpus3 36 22.22% (6) 39.20% (27)

In Corpus1 dataset, the POS tagging has shown its efficiency to improve
redundancy/inconsistency detection results with two more relevant clusters than
the results without preprocessing. In Corpus2 dataset, we obtain two less relevant
clusters than the clustering without preprocessing. In this case, the preprocessing
has shown its inefficiency to improve inconsistency detection results. In Corpus3
dataset, we have the same relevant value of the strict validation comparing to
the Table 1. However, the number of relevant clusters is higher. For the average
validation, we clearly see an improvement of the percentage of relevant clusters
and also the total number of relevant clusters. The preprocessing has improved
the rate of the redundancy/inconsistency detection.

4 Discussion

The k-means results are given to our domain expert to judge the best value of
k from his/her own domain-based expertise. We found a difference between the
generated k value (according to the statistic gap) and the best value according
to our expert. For the results without preprocessing, the results are as follows:
for to Corpus1, our expert assume that 23 (instead of 30) is the best value of
k with 100% of relevance (for SV) and with 13 relevant clusters (instead of 8).
4 A noun chunk is a noun plus the words describing the noun.
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For Corpus2, our expert assume that 18 (instead of 17) is the best value of k
with 100% of relevance (for SV) and with 16 relevant clusters (instead of 15).
For the results with preprocessing, the results are as follows: for to Corpus1,
our expert assume that 23 (instead of 28) is the best value of k with 100% of
relevance (for SV) and with 14 relevant clusters (instead of 13). For Corpus2,
our expert assume that 25 (instead of 24) is the best value of k with 100% of
relevance (for SV) and with 15 relevant clusters (instead of 13). In our case, the
statistic gap did not found the best k value for our domain.

5 Conclusion

In this paper, we used k-means algorithm for redundancy and inconsistency
detection in RE context. We used POS tagging and noun chunking in order
to detect technical business terms associated to the requirements documents
that we analyze. This approach is tested on real industrial datasets with differ-
ent characteristics of redundancy and/or inconsistency. According to Corpus1
(redundant) and Corpus2 (inconsistent), k-means provides very relevant results.
Preprocessing has improved the rate of redundancy detection but not the rate of
the inconsistency detection. According to Corpus3, the results show the impor-
tance of the preprocessing step to improve the clustering results in terms of pre-
cision and also the number of detected clusters. Even with high quality results
on Corpus1 and Corpus2, we are not able yet to differentiate redundancy or
inconsistency in very similar clusters in Corpus3. So, we plan to apply another
clustering approach based on semantic features. After improvements, this work
will be integrated in the industrial tool: Semios for requirements5.
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Abstract. The vision of On-The-Fly Computing is an automatic com-
position of existing software services. Based on natural language software
descriptions, end users will receive compositions tailored to their needs.
For this reason, the quality of the initial software service description
strongly determines whether a software composition really meets the
expectations of end users. In this paper, we expose open NLP challenges
needed to be faced for service composition in On-The-Fly Computing.

Keywords: Requirements extraction
Temporal reordering of software functions · Inaccuracy compensation

1 Introduction

Software requirements in natural language (NL) are challenging because they are
often ambiguous and partially incomplete. In the vision of On-The-Fly Comput-
ing (OTF Computing), individual software requirements of end users have to be
considered by the automatic composition of individual software services. This
automatic composition does not usually include any manual check of the initial
requirement descriptions. For this reason, automated procedures are used to com-
pensate shortcomings in the texts as good as possible. However, a far-reaching
automation of the NL compensation also has noteworthy weaknesses. In addi-
tion, the execution time in OTF Computing is highly relevant, since users expect
fast response times as well as on-the-fly results and do not want to deal with
time-consuming and complex compensation procedures. Existing approaches for
the improvement of NL requirement descriptions were often developed under
different circumstances (e.g. lower automation demand) and are therefore not
one to one applicable to OTF Computing.

In order to simplify the OTF Computing scenario, Fig. 1 shows that service
descriptions are the only starting point for the selection of predefined software
services. It is therefore important to detect and correctly process as much infor-
mation as possible. Service descriptions are unstructured in the OTF Computing
context, often incorrect (e.g. grammar and spelling mistakes), incomplete, and
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Fig. 1. Software service composition based on NL service descriptions

ambiguous because they are user-generated. This leads to three challenges that
we address in this paper.

Reconstruction of Temporal Order in Core Software Functions. NL
service descriptions often contain off-topic information and have little struc-
ture. Therefore, it is hard to filter important information (requirement classi-
fication) [3]. In addition, it is difficult to extract the canonical core functions
(see Fig. 2) that are not specified in a logical order (requirement extraction). For
software service selection, the dependencies of several requirements are impor-
tant – thus it is necessary to extract the desired functions (process words) across
all sentences and to put them into a sequence. An example is the sentence “I
want to send e-mails to my friends: First I need to write them and then I
want to attach my files”. Existing extraction approaches (e.g. [3]) expect an
intended functional execution sequence for such sentences. However, if the order
of execution is also considered, it is noticeable, that the resulting functional
sequence is not executable, since the sending of an e-mail cannot take place
before the writing. Consequently, the process words are at least dependent on
temporal arrangements. Thus, not only a temporal but also causal order has to
be considered: Here, sending requires writing a text and attaching a file.

Fig. 2. Comparison of different temporal orders of extracted functions

Automatic Detection and Compensation of Inaccuracy. Some approaches
detect multiple forms of inaccuracies (generalized) and others are restricted
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(specialized) when it comes to detecting forms (e.g. lexical ambiguity) [5]. There
are very few linguistic resources in the area of requirements engineering and even
less in the field of OTF Computing [2]. Software solutions (e.g. Babelfy for lexi-
cal disambiguation [6]) that provide detection and compensation of inaccuracies
must not be proprietary and dependent on external resources. Often an embed-
ding in OTF Computing fails because software solutions do not offer application
programming interfaces, which are necessary to realize far-reaching automation.

Explainable Programming for End Users. When corrections have been
made, it is necessary to explain users these modifications. It is not sufficient to
visualize the compensations because no explanation is given. Here, the challenge
arises from the fact that resulting software service compositions depend on the
initial input of end users, but are also characterized by the type of composition.
As far as we know, no preliminary work has been carried out yet.

2 Open NLP Challenges: A Discussion

It is not enough to extract requirements and provide them in a structured way.
End users will never have all the requirements in mind that are needed to specify
a software. In addition, end users will always describe at different levels, mostly
at the highest level (“I want to send e-mails”) and not at the back-end level.
Here, information extraction and compensation must work together to identify
temporal and causal dependencies between process words (i.e. functions).
From our point of view, a crucial point here is that there is no real integration of
existing NLP approaches in the sense of a largely automated overall strat-
egy to extract core functionalities and to improve service descriptions. There are
approaches that can compensate several forms of inaccuracy and incompleteness.
However, these works often proceed strictly iteratively in recognition and com-
pensation, without taking (side) effects of compensation into account. Another
point that is rarely covered by existing procedures is the synergy between sin-
gle approaches applied to input texts. However, this presupposes that NLP is no
longer regarded as linear but that the individual components interact effectively.

Furthermore, there is a lack of resources containing this very specific infor-
mation. These types of knowledge could be built upon WordNet or BabelNet [6],
for example. In addition to the existing linguistic information, it would be nec-
essary to refine requirements-specific information such as, for example, possible
relationships between process words. In addition to such a knowledge base, there
is a lack of linguistic resources for compensating real-life service descriptions
[1]. There are approaches that use similar input texts [3], but suffer from this
bias because they are not real: Some features can be different, some are not
covered at all. Maybe this leads to a lack of quality (recall/precision) but the
feasibility of NLP in the OTF Computing scenario is shown.
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So far, it has been assumed that end users cannot provide information needed
for deficit compensation and that a more interactive approach would slow down
the whole processing. However, the users are the ones who know what to
expect from the desired software, so that their participation seems reason-
able. If some information is missing or ambiguous, e.g., users can easily decide if
the system supports them. For instance, support could be provided by a chat bot
[4], which lets end users participate in the compensation process by providing
complementary/supportive explanations.

The requirements for the detection and compensation of inaccuracies in OTF
Computing are similar to those of classic requirements engineering. Neverthe-
less, existing methods for extracting and improving requirement descriptions can
only be applied partly to the OTF scenario due to the expected low quality of
the service descriptions, the lack of linguistic resources, performance issues, or
programming interfaces for exhaustive automation.

However, there still remains a lot to be done: We should focus on the devel-
opment of methods for requirements extraction as well as to the detection and
compensation of inaccuracies. This leads to many open questions, such as the
lack of resources but also the lack of interoperability of individual compensation
components, ways of efficiently involving end users without overburdening them,
and many others. With this paper, we hope to have presented current challenges
for the NLP community in the context of OTF Computing. At the same time,
we see these deficits as road map for our own research in the field of NLP for
OTF Computing.

Acknowledgements. This work was partially supported by the German Research
Foundation (DFG) within the Collaborative Research Center “On-The-Fly Comput-
ing” (SFB 901).
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