
Towards Trusting Autonomous Systems

Michael Winikoff(B)

Department of Information Science, University of Otago,
Dunedin, New Zealand

michael.winikoff@otago.ac.nz

Abstract. Autonomous systems are rapidly transitioning from labs into
our lives. A crucial question concerns trust: in what situations will we
(appropriately) trust such systems? This paper proposes three necessary
prerequisites for trust. The three prerequisites are defined, motivated,
and related to each other. We then consider how to realise the prereq-
uisites. This paper aims to articulate a research agenda, and although
it provides suggestions for approaches to take and directions for future
work, it contains more questions than answers.

1 Introduction

The past few years have witnessed the rapid emergence of autonomous systems in
our lives. Whether in the form of self-driving cars on the road, Unmanned Aerial
Vehicles (UAVs) in the skies, or other, less media-grabbing forms, autonomous
systems have recently been transitioning from labs and into our lives at a rapid
pace.

A crucial question that needs to be answered before deploying autonomous
systems is that of trust : to what extent are we comfortable with trusting software
to make decisions, and to act on these decisions, without intervening human
approval?

This paper explores the question of trust of autonomous systems. Specifically,
it seeks to answer the question:

In what situations will humans (appropriately) trust autonomous
systems?

In other words, assume that we are dealing with a specific problem and its
context, where the context includes such things as the potential consequences
(safety, social, etc.) of the system’s behaviour. We then seek to know what pre-
requisites must hold in order for people to be able to develop an appropriate
level of trust in a given autonomous system that solves the specific problem. By
“appropriate level of trust” we mean that a system that is worthy of being trusted
becomes trusted, but a system that is not worthy of trust becomes untrusted.

We consider the question of trust from the viewpoint of individual people.
We choose to adopt this lens, rather than, say, considering the viewpoint of
society as a whole, for a number of reasons. Firstly, individual trust is crucial:
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the viewpoint and policies of a society are clearly based on the viewpoints of the
individuals in the society1. Secondly, individuals are more familiar to us, and
hence easier to analyse. Finally, and most importantly, we can study individual
humans through various experiments (e.g. surveys). This allows us to seek to
answer the question of the prerequisites for trust using experimental methods
(e.g. social science, marketing, psychology).

Before proceeding to explore the prerequisites for trust, we need to briefly
clarify what this paper is not about, and indicate the assumptions that we are
making. This paper is about trusting autonomous systems (i.e. systems empow-
ered to make decisions and act on them). Although autonomous systems often
use Artificial Intelligence (AI) techniques, they are not required to be intelli-
gent in a general sense. Thus this paper is not about the issues associated with
trusting human-level AI, nor is it about issues relating to hypothetical super-
intelligence [31]. This paper is also not about the broader social consequences of
deploying autonomous systems. For example, the impact of AI and automation
on the patterns and nature of employment [4,12,46,47]. These are important
issues, and they do affect the extent to which a society will allow autonomous
systems to be deployed. However, they are out of scope for this paper, since they
require social rather than technological solutions.

We make two assumptions. Firstly, we assume that we are dealing with sys-
tems where the use of autonomy is acceptable. There are some systems where
human involvement in decision making is essential. For example, an autonomous
system that handed down prison sentences instead of a human judge may not
be socially acceptable. There is also a strong case for banning the development
of autonomous weapons2. We do note that cases where autonomy is unaccept-
able are not fixed, and may vary as trust develops. For instance, if it is shown
that software systems are able to make more consistent and less biased decisions
than human judges, then it may become acceptable to have autonomous software
judges in some situations. Secondly, in this paper we do not consider systems
that learn and change over time. Learning systems pose additional challenges,
including the potential inadequacy of design-time verification, and dealing with
emergent bias [5].

The sorts of systems that are within scope include autonomous UAVs, self-
driving cars, robots (e.g. nursebots), and non-embodied decision making software
such as personal agents and smart homes.

This paper is a “blue sky” paper in that it doesn’t provide research results.
Instead, it seeks to pose challenges, and articulate a research agenda. The paper
does provide some answers in the form of suggestions for how to proceed to
address the challenges, but largely it provides questions, not answers.

1 Although not all individual viewpoints receive equal prominence, which can lead to
government policies being out of step with the desires of the population.

2 http://futureoflife.org/open-letter-autonomous-weapons/.
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1.1 Related Work

Whilst there is considerable literature devoted to the fashionable question of
trusting human-level or super-intelligent AI, there is considerably less literature
devoted to the more mundane, but immediate, issue of trusting autonomous (but
less intelligent) systems.

Fisher et al. [23] consider trust in driverless cars. Like us, they flag legal
issues and the importance of verification. This paper differs from their work in
considering legal factors in a broader context of recourse (where legal recourse is
only one of a range of options), and in considering additional factors relating to
formal verification. We also posit that explanation is important to trust. On the
other hand, they also consider human factors, such as driver attention, which
are relevant for cars that have partial autonomy, where the human driver needs
to be ready to take back control in certain situations.

Helle et al. [28] consider, more narrowly, challenges in testing autonomous
systems. They also reach the conclusion that formal verification is required, and,
like the earlier work of Fisher et al. [19,22,23], propose verifying the decision
making process in isolation. However, they also highlight the need to do com-
plete system testing to ensure that the system works in a real environment.
Where extensive real-world testing is impractical, they highlight virtual testing
(with simulations) as an approach that can help. Helle et al. also have other
recommendations that concern testing, such as using models, testing early and
continuously, and automating test generation.

A recent Harvard Business Review article [5] argued that “Trust of AI sys-
tems will be earned over time, just as in any personal relationship. Put simply, we
trust things that behave as we expect them to”. The article went on to highlight
two key requirements for trust: bias, and more generally algorithmic accountabil-
ity, and ethical systems. They argue that for AI to be trusted, there need to be
mechanisms for dealing with bias (detecting and mitigating). More relevant to
this paper, they go on to argue that bias is a specific aspect of the broader issue
of algorithmic accountability, and they argue that “AI systems must be able to
explain how and why they arrived at a particular conclusion so that a human
can evaluate the system’s rationale”. They further propose that this explanation
should be in the form of an interactive dialogue. They also argue that AI systems
should include explicit representation and rules that embody ethical reasoning
(see Sect. 3).

Abbass et al. [1] discuss the relationship between trust and autonomy, consid-
ering high-level definitions of concepts such as trust. The paper does not provide
clear answers to what is required for trust. Similarly, a meta-analysis of liter-
ature on factors affecting trust in human-robot interaction [26] found that the
most important factors affecting trust related to the performance of the robot
(e.g. behaviour, predictability, reliability). However, they did not provide a clear
picture of which specific factors, and also noted that further work was required,
since some factors were not adequately investigated in the literature.
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In parallel with the original version of this paper being written, a report on
Ethically Aligned Design [45] was being developed. This report is broader in scope
than this paper, but provides independent support for the points made here.

Finally, there is also a body of work on computational mechanisms to make
recommendations, and to manage reputation and trust between software agents
(e.g. [36,38]). However, this work focuses on trust of autonomous systems by
other software, rather than by humans. This makes it of limited relevance, since it
does not consider the complex psychological and social factors that inform human
trust. A human does not decide to trust a system using just a simple calculation
based on the history and evidenced reliability of the system in question.

The remainder of this paper is structured as follows. Section 2 introduces,
defines, and motivates the three prerequisites that we identify. Section 3 intro-
duces a fourth element (representing human values and using them in a reasoning
process), that we do not consider essential, but that supports the prerequisites.
Sections 4 and 5 discuss how to tackle the prerequisite of being able to explain
decisions, and verification & validation, respectively. We conclude in Sect. 6.

2 Prerequisites to Trust

We propose that there are three required prerequisites to (appropriately) trusting
an autonomous system:

1. a social framework that provides recourse, should the autonomous system
make a decision that has negative consequences for a person;

2. the system’s ability to provide explanations of its behaviour, i.e. why it
made a particular decision; and

3. verification & validation of the system, to provide assurance that the
system satisfies key behavioural properties in all situations.

However, we do not claim that these three prerequisites are sufficient. We do
argue that all three are necessary, but it may be that other prerequisites are also
necessary. Identifying other prerequisites to trust is therefore an important part
of answering the key question posed in Sect. 1.

A key message of this paper is that answering the key question requires a
broad programme of research that spans technological sub-questions (e.g. formal
verification, explanation) as well as social science sub-questions (e.g. when would
humans trust autonomous software, what sort of explanations are helpful), and
psychological sub-questions (e.g. how is trust affected by anthropomorphism,
and how do characteristics of software affect the extent to which it is ascribed
human characteristics).

The remainder of this section briefly outlines the three prerequisites. For each
prerequisite we briefly define what it is, and motivate the need for that prerequi-
site (“why”). We also draw out the relationships between the three prerequisites
(summarised in the diagram below). The subsequent sections consider for each
prerequisite how that prerequisite might be addressed. Note that for recourse
we only discuss “what” and “why” in this section, not “how” in a subsequent
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section. This is because the “how” is a social and legal question, and is out of
scope for this paper. On the other hand, Sect. 3 discusses value-based reasoning,
which is not an essential prerequisite (hence not in this section), but which can
support both verification & validation, and explanations.

V&V Recourse Explanations

Value-based reasoning

supports

used supports

2.1 Recourse: Law and Social Frameworks

We begin with the notion of recourse. In a sense, this prerequisite provides a
safety net. We know that no person or system is perfect, and that even given a
best possible set of practices in developing an autonomous system, it will have a
non-zero rate of failure. The notion of recourse is that if an autonomous system
does malfunction, that there is some way to be compensated for the negative
consequences. We therefore argue that recourse is a necessary prerequisite to
trust because it supports trusting a system that is less than 100% perfect, and
in practice no system is 100% perfect.

Although the term “recourse” may suggest a mechanism where an affected
individual uses the legal system to obtain compensation from another “person”
(for autonomous systems, likely the corporation that developed the system),
there are other possible social mechanisms that could be used, such as follow-
ing an insurance model. For example, a form of “autonomous cars insurance”
could cover people (pedestrians, cyclists, passengers, and other drivers) in the
event that an autonomous vehicle malfunctioned in a way that caused harm.
This insurance would ideally cover all people, and there are various models for
universal insurance that could be used. For instance, New Zealand has a national
comprehensive insurance scheme that automatically provides all residents and
visitors with insurance for personal injury (www.acc.co.nz).

Being able to establish a justification for compensation, be it via legal pro-
ceedings or as some sort of insurance claim, would require that autonomous
systems record enough information to permit audits to be undertaken, and the
cause of harm identified. The ability of an autonomous system to explain why
it made a decision can therefore support the process of seeking recourse by pro-
viding (part of) the evidence for harm.

While the existence of a recourse mechanism is identified as a prerequisite
for trust of autonomous systems, this area is not a focus of this paper, and we
do not discuss it further. More broadly, but also out of scope for this paper, are
issues relating to governance, regulation, and certification.

http://www.acc.co.nz
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2.2 Explanations

“. . . for users of care or domestic robots a why-did-you-do-that button
which, when pressed, causes the robot to explain the action it just took”
[45, p. 20]

A second prerequisite that we argue is essential to (appropriate) trust is the
ability of an autonomous system to explain why it made a decision. Specifically,
given a particular decision that has been made, the system is able to be queried,
and provide to a human user an explanation for why it made that decision. The
explanation needs to be in a form that is comprehensible and accessible, and
may be interactive (i.e. take the form of a dialogue, rather than a single query
followed by a complex answer).

There is a range of work, conducted in the setting of expert systems, rather
than autonomous systems, that considers what is required for experts to trust
systems. This work highlights explanation as an important factor in trust. For
example, Teach and Shortliffe [44] considered attitudes of physicians (medical
practitioners) towards decision support systems, including exploring the func-
tionality and features that such systems would require in order to be acceptable
to physicians. They noted (all emphasis is in the original) that

“An ability of a system to explain its advice was thought to be its most
important attribute. Second in importance was the ability of a system
to understand and update its own knowledge base. . . . Physicians did not
think that a system has to display either perfect diagnostic accuracy or
perfect treatment planning to be acceptable” (p. 550)

They go on to recommend (p. 556) that researchers should:

“Concentrate some of the research effort on enhancing the interactive capa-
bilities of the expert system. The more natural these capabilities, the more
likely that the system will be used. At least four features appear to be
highly desirable:
(a) Explanation. The system should be able to justify its advice in terms

that are understandable and persuasive. . . .
(b) Common sense. The system should “seem reasonable” as it progresses

through a problem-solving session. Some researchers argue that the
operation of the program should therefore parallel the physician’s rea-
soning processes as much as possible. . . .

(c) Knowledge representation. The knowledge in the system should be easy
to bring up to date, . . .

(d) Useability [sic] . . .”

they also recommend (p. 557) that researchers

“Recognize that 100% accuracy is neither achievable nor expected. Physi-
cians will accept a system that functions at the same level as a human
expert so long as the interactive capabilities noted above are a component
of the consultative process.”
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In other words, the system always being right was seen by physicians as being less
important, whereas the system being able to be understood was more important.

Stormont [43] considers trust of autonomous systems in hazardous environ-
ments (e.g. disaster zone rescue). He notes that while reliability is important,
“a more important reason for lacking confidence may be the unpredictability of
autonomous systems” [43, p. 29]. In other words, autonomous software can some-
times do unexpected things. This can be a good thing: in some cases a software
system may be able to find a good solution that is not obvious to a human. We
argue that this supports the need for explanations: if a system is able to behave
in a way that doesn’t obviously make sense to a human, but is nonetheless cor-
rect, then in order for the system to be appropriately trusted, it needs to be
able to explain why it made its decisions. These explanations allow humans to
understand and learn to trust a system that performs well. A difference between
Stormont and Teach & Shortliffe is that the latter argue for the system to mirror
human decision-making in order to be comprehensible (point (b) quoted above),
whereas Stormont sees the benefit of allowing software to find solutions that may
not be obvious to humans.

As noted earlier, providing explanations can support the process of building
a case for compensation. The provision of explanations can benefit from using
value-based reasoning (see Sect. 3).

2.3 Verification and Validation (V&V)

“It is possible to develop systems having high levels of autonomy, but it is
the lack of suitable V&V methods that prevents all but relatively low levels
of autonomy from being certified for use” [15, p. ix].

Before deploying any software system, we need to have confidence that the
system will function correctly. The strength of the confidence required depends
on the consequences of the system malfunctioning. For non-safety-critical soft-
ware, this confidence is obtained by software testing. However, autonomous sys-
tems can exhibit complex behaviour that makes it infeasible to obtain confidence
in a system via testing [51,53]. This therefore necessitates the use of formal meth-
ods as part of the design process.

While there may be situations where humans are willing to trust their lives
to systems that have not been adequately verified, we argue that this is a case of
excessive, and inappropriate, trust. If a system can potentially make a decision
that, knowingly, results in harm to a human, then we should have strong assur-
ance that this either does not occur, or occurs only under particular conditions
that are well understood, and considered acceptable. The need for confidence
in a system’s correct functioning, and, for autonomous systems, the need to use
formal methods, has been well-recognised in the literature (e.g. [15,17,23,28]).

3 Value-Based Reasoning

We have argued that recourse, explanations, and V&V are prerequisites that are
essential (but not necessarily sufficient) to having appropriate human trust in
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autonomous systems. In addition we now propose a fourth element: value-based
reasoning. We do not consider value-based reasoning to be an essential prereq-
uisite, but explain below why it may be desirable, and how it supports two of
the prerequisites. As noted earlier, a recent HBR article [5] argued that ethics
can, and should, be codified and used in reasoning. Similarly, van Riemsdijk
et al. [40] had earlier argued that socially situated autonomous systems (e.g. per-
sonal assistants and smart homes) should represent and use norms to reason
about situations where norms may conflict.

By value-based reasoning we mean that the autonomous system includes
a representation for human values (e.g. not harming humans), and that it is
able to conduct reasoning using these human values in order to make decisions,
where relevant. One (widely discussed) example is the use of ethical reasoning in
autonomous vehicles [6]. However, using human values in the reasoning process
can be beneficial not just in life-and-death situations. Consider a system that
takes care of an aged person, perhaps with dementia or Alzheimer’s disease.
There are situations where competing options may be resolved by considering
human values, such as autonomy vs. safety, or privacy vs. health. Perhaps the
elderly person wants to go for a walk (which is both healthy, and is aligned with
their desire for autonomy), but for safety reasons they should not be permitted
to leave the house alone. In this example, the system needs to decide whether to
allow the person it is caring for to leave the house, and, if so, what other actions
may need to be taken. The key point is that in different situations, different
decisions make sense. For instance, if a person is at a high risk of becoming lost,
then despite their desire for autonomy, and the health benefits of walking, they
should either be prevented from leaving, or arrangements should be made for
them to be accompanied.

Value-based reasoning can be used to support two of the prerequisites. Firstly,
we conjecture that the existence of a computational model of relevant human
values could be used as a basis for providing higher level, more human-oriented,
explanations of decisions. Secondly, in some situations, having an explicit model
of values (or, perhaps more specifically, ethics) would be required to be able to
verify certain aspects of an autonomous system’s behaviour, for instance that the
system’s reasoning and decisions take certain ethical considerations into account.
For example, a recent paper by Dennis et al. [20] proposes to use formal methods
to show that an autonomous system behaves ethically, i.e. that it only selects
a plan that violates an ethical principle when the other options are worse. For
instance, a UAV may select a plan that involves colliding with airport hard-
ware (violating a principle of not damaging property) only in a situation where
the other plans involve worse violations (e.g. collision with people or manned
aircraft).

In some situations doing value-based reasoning will not be feasible. For
instance, in a real autonomous vehicle, the combination of unreliable and noisy
sensor data, unreliable actuators, the inherent unpredictability of consequences
(partly due to other parties acting concurrently), and the lack of time to reason,
means that in all likelihood, an autonomous vehicle will not be able to make
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decisions using utilitarian ethical reasoning. On the other hand, there may be
applications (e.g. military) where software being able to conduct ethical reason-
ing would be considered to be very important [2].

Key research questions to consider in order to achieve value-based reasoning
are:

– What values should be represented, and at what level of abstraction?
– How should reasoning about values be done, and in particular, how does this

interact with the existing decision making process?
– How can values be utilised in providing explanations? And are such expla-

nations more accessible to people than explanations that do not incorporate
values?

– Given an agent with value-based reasoning, what sort of verification can be
done that makes use of the existence of values?

Cranefield et al. [14] present a computational instantiation of value-based rea-
soning that provides initial answers to some of these questions. Specifically, they
present an extension of a BDI language that takes simply-represented values into
account when selecting between available plans to achieve a given goal.

4 Explanations

As noted earlier, an important element in trust is being able to understand why
a system made certain decisions, leading to its behaviour. Therefore, there is a
need to develop mechanisms for an autonomous system to explain why it chose
and enacted a particular course of action.

Since explanations can be complex (e.g. “I performed action a1 because I was
trying to achieve the sub-goal g2 and I believed that b3 held . . .”), in order to be
comprehensible, they need to be provided in a form that facilitates navigation
of the explanation. This navigation can be in the form of a user interface that
allows the explanation to be explored, or by having the explanations take the
form of a dialog with the system (e.g. [13]).

Although there has been earlier work on explaining expert system recommen-
dations, which may be useful as a source of ideas, the problem here is different in
that we are explaining a course of action (taken over time, in an environment),
not a (static) recommendation. Consequently, we are not dealing with deductive
reasoning rules (as in expert systems), but with practical reasoning (although
more likely to focus on means-end-reasoning than on deliberation, i.e. the focus
is more likely to be on achieving rather than selecting goals).

Mechanisms for providing explanations obviously depend on the internal rea-
soning mechanism used and the representation of practical reasoning knowledge.
For instance, Broekens et al. [11] assume a representation in terms of a hierar-
chy of goals, also including beliefs and actions. If it turns out that explanations
in terms of goals and beliefs are natural for humans to understand (which we
might expect to be the case, since we naturally use “folk psychology” to reason
about the behaviour of other humans), then that may imply that we want to
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have the autonomous system represent its knowledge in the form of plans to
achieve its goals. However, it may also be possible to explain decisions made
by a non-goal-based reasoning process, by using a separate representation in
terms of goals. Although this would mean that the agent reasoning can use any
mechanism and representation, it introduces the potential for the actual reason-
ing and the goal representation used for explaining to differ. Finally, it is also
possible to provide explanations based solely on the observed behaviour of the
system (i.e. without having an accessible or useful internal representation of the
system’s decision making process), but this approach has drawbacks due to the
limited information available [25].

There has been some work on mechanisms for autonomous systems to pro-
vide explanations (e.g. [11,27,54]), but more work is needed. In particular, it
is important for future work to take into account insights from the social sci-
ences [35]. Although there may well be differences between how humans explain
behaviour and how we want autonomous systems to explain their behaviours, it
makes sense to at least be aware of the extensive body of work on how humans
explain behaviour, e.g. [34].

Harbers [27] assumes that there is a goal tree that captures the agent’s rea-
soning. The goal tree relates each goal to its sub-goals, and is indicated as being
an “or” decomposition, “all” decomposition, “seq” (sequence) decomposition, or
“if” decomposition. Each goal to sub-goal relationship is mediated by an optional
belief that allows the sub-goal to be adopted (e.g. the sub-goal “prepare the fire
extinction” is mediated by the belief “at incident location” [27, Fig. 4.4]). The
leaves of the tree are actions. The goal-tree is the basis for the implementation
of the agent (using the 2APL agent programming language). A number of differ-
ent explanation rules are considered. For instance, explaining an action in terms
of its parent goal, or in terms of its grandparent goal, or in terms of beliefs
that allowed the action to be performed, or in terms of the next action to be
done (e.g. “I did action a1 so I could then subsequently do action a2”). Harbers
reports on an experiment (with human subjects) using a simple fire fighting sce-
nario, where the tree of goals contains 26 goals, and where the agent executes
a sequence of 16 actions. The experiment aims to find out which explanation
rules are preferred. She finds that in general there is not a consistent preference:
for some actions a particular rule (e.g. the parent goal) is the commonly pre-
ferred explanation, whereas for other actions, the next action is the commonly
preferred explanation. Harbers proposed that an action ought to be explained
by the combination of its parent goal and the belief that allowed the action to
be performed (which was not an explanation rule used in her experiment), but
also defined two exceptional situations for which different explanations should
be used. Broekens et al. [11] report on a similar experiment, and also find that
there is not a single explanation rule that is the best for all situations.

One characteristic of the rules used by Harbers and by Broekens et al. is that
they are (intentionally) incomplete: given an action, each rule selects only part
of the full explanation. For instance, a rule that explains an action in terms of its
parent goal ignores the beliefs that led to that goal being selected. By contrast,
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Hindriks [29] defines (informal) rules that yield a more complete explanation.
More recently, Winikoff [54] builds on Hindriks’ work by systematically deriv-
ing formally-defined rules that are then implemented. Winikoff also explicitly
defines (but does not prove) a completeness result: that, given their derivation,
the rules capture all the explanatory factors. However, this work aims to sup-
port programmers debugging a system, rather than human end-users trying to
understand a system’s behaviour (presumably without a detailed understanding
of the system’s internals!). Additionally, the completeness of the rules comes at
a cost: the explanations are larger, and therefore harder to comprehend.

Finally, as mentioned in the previous section, it may be desirable to include
human value-based reasoning into the decision process, which then poses the
question of how to exploit this in the provision of explanations.

We therefore have the following research questions:

– How can an autonomous system provide explanations of its decisions and
actions?

– What forms of explanation are most helpful and understandable? Is it helpful
to structure explanations in terms of folk psychology constructs such as goals,
plans and beliefs?

– How can explanations be effectively navigated by human users? In what cir-
cumstances is it beneficial to provide an explanation in the form of a dialogue?

– What reasoning processes and internal representations facilitate the provision
of explanations? Does there need to be some representation of the system’s
goals?

– What is the tradeoff between using the same representation for both decision
making and explanation, as opposed to using a different representation for
explanation?

– How well can explanations be provided without a representation for the sys-
tem’s decision making knowledge and process (i.e. based solely on observing
the system’s behaviour)?

– How can explanations be provided that exploit the presence of representa-
tions of human values in the reasoning process? Are such explanations more
accessible to people than explanations that do not incorporate human values?

Note that we are assuming a setting where a system deliberates and acts
autonomously, and may be required to provide after-the-fact explanations (to
help a human understand why it acted in certain ways, or to provide evidence for
compensation, in the event of harm). However, another setting to be considered
is where autonomous software works closely with humans, as part of a mixed
team. In this sort of setting it is important not just to be able to explain after the
fact, but also to provide updates during execution so that team members (both
human and software) have sufficient awareness of what other team members are
doing, or are intending to do. Doing this effectively is a challenge, since a balance
needs to be struck between sharing too little (leading to inadequate awareness,
and potential coordination issues) or too much (leading to overloading human
team members with too much information). There has been some work that
has explored this issue (e.g. [33,42]). However, this is not related to trusting
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autonomous systems in a general setting, but to the effectiveness of working
with software in mixed human-agent teams.

5 Verification and Validation

We have already noted that we need to have a way of obtaining assurance that an
autonomous software system will behave appropriately, and that obtaining this
assurance will require formal methods. We now consider the challenges involved
in doing so, highlight some approaches, and pose research questions.

Work on techniques for verifying autonomous systems goes back at least
15 years (e.g. [56]). However, current state-of-the-art techniques are still only
able to verify small systems [7,17,19,21,22,37,56]. Given the work that has
been done, and the foundations provided by earlier work on verification of (non-
autonomous) software, continuing to improve verification techniques is important
future work, and eventually the techniques will be able to deal with realistically-
sized systems. A number of ideas have been proposed that reduce the complexity
of verification.

Firstly, Fisher et al. [19,22,23] have proposed to reduce the complexity of
verifying autonomous systems by focussing on verifying the system’s decision
making in isolation. The correct functioning of sensors and effectors is assessed
separately, which requires end-to-end testing, possibly involving simulation [28].
Verifying decision making not only improves efficiency, but also allows verifica-
tion to consider whether a bad decision is made in error (e.g. due to missing
information), or intentionally, which is an important distinction [3,32].

Secondly, Bordini et al. [8] have proposed using slicing to reduce the com-
plexity of verification. The basic idea is that given a particular property to be
verified, instead of verifying the property against the agent program, one first
generates a specialised version of the program that has been “sliced” to remove
anything that does not affect the truth of the property being verified. The prop-
erty is then verified against the “sliced” program. There is scope for further
work, including considering other forms of program transformation prior to ver-
ification. For instance, there is a body of work on partial evaluation3 [30] that
may be applicable.

Thirdly, there are various approaches that reduce the complexity of verify-
ing a large system by verifying parts of the system separately, and then com-
bining the verifications. One well-known approach uses assume-guarantee rules
(e.g. [24]). It would be useful to consider adapting this approach for use with
autonomous systems. In the case that the system’s decision making is represented
in terms of a hierarchy of goals, it may be that sub-goals provide a natural point
of modularity, i.e. that one can verify sub-goals in isolation, and then combine
the results.

3 Partial evaluation is the process of taking a program and some of its inputs and
producing a specialised program that is able to accept the remaining inputs and
compute the same results as the original program, but more efficiently.
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In addition to these research strands, which aim to make verification prac-
tical for real agent programs, there is another issue to consider: where does
the formal specification come from? Verification takes a property and
checks whether this property holds, but in order to be confident that a system
(autonomous or not) will behave appropriately, we need to be confident that the
collection of properties being verified adequately capture the requirements for
“appropriate behaviour” [41].

In some cases there may be existing laws or guidelines that adequately specify
what is “appropriate behaviour” for a given context, for instance, the Rules of
the Air4 describe how a pilot must behave in certain situations5, and can be used
as a source for properties to be verified [50]. However, sometimes such guidelines
do not exist, or they may be incomplete. For example, important constraints
may not be explicitly stated, if they are “obvious” to humans, such as that a
pilot should not accelerate in a way that exceeds human tolerances.

We therefore propose the development of a process for systematically deriv-
ing the properties to be verified from the system’s design and a collection of
high-level generic properties (e.g. “cause no harm”, “always ensure others are
aware of your intentions” - important for predictability). We assume that the
autonomous software is developed using a well-defined methodology [55] which
uses design models (e.g. goal model, interaction protocols) as “stepping stones”
in the development process that results in software. The properties to be verified
(“Formal Specification” in Fig. 1) are derived by taking (1) a collection of generic
high-level properties which apply to any system, expressed in an appropriate
notation, and applying (2) a well-defined process for deriving a fault model [48]
from the high-level properties and the system’s design models. We then need a
well-defined process (3) for deriving the required formal specification properties
from the fault model.

Design
Process

Design
Models

(1) Generic 
 High-Level 
 Properties

(2) Fault
Model

Software

Formal(3)

Model
Checker Yes/No

Fig. 1. Proposed process for systematically deriving properties to be verified

For instance, given a high-level property of “not harming people”, one might
examine the system’s design (along with information on its environment, and
domain knowledge regarding the consequences of various actions) to derive a
fault model that captures the specific ways in which the system’s decisions might
4 https://www.easa.europa.eu/document-library/regulations/commission-implement-

ing-regulation-eu-no-9232012.
5 For example, that when two planes are approaching head on and there is a danger

of collision, that the pilots should both turn to their right.

https://www.easa.europa.eu/document-library/regulations/commission-implementing-regulation-eu-no-9232012
https://www.easa.europa.eu/document-library/regulations/commission-implementing-regulation-eu-no-9232012
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lead to harming people. As an example, consider a robot assistant (“Care-O-
bot”) [49] that resides in a home along with an elderly person being cared for.
We would consider how harm to the person being cared for can occur in relation
to the system’s requirements. Since the system is responsible for managing med-
ication, we might identify that administering medication incorrectly, or failing
to remind the person to take their medication, are possible ways in which harm
can be caused. Similarly, the system failing to promptly seek help in the event
of an accident, adverse medical event or other emergency (e.g. fire, earthquake)
would be another way in which the person being cared for could be harmed.
This analysis process contextualises the threats to the high-level properties in
the circumstances of the system, and results in a fault model, which captures
specific ways in which the system at hand might violate the high-level properties.
We then need to have a way of deriving from the fault model specific properties
to be verified, in an appropriate formal notation. The collection of high-level
properties (1), process for deriving a fault model for a given system (2), and
method for deriving formal properties from the fault model (3) all need to be
developed, along with appropriate notations.

Finally, as noted in the previous section, the internal reasoning process
and associated representation matters. What sort of reasoning mechanisms
and knowledge representations should be used to facilitate verification? Fisher
et al. [22] have argued, in the context of verifying autonomous systems, that
the systems should be developed in terms of beliefs, goals, plans, and actions,
i.e. using a BDI (Belief Desire Intention) [39] agent-oriented programming lan-
guage such as Gwendolyn6 [18].

We therefore have the following research questions:

– How can agent program slicing be improved? What other forms of program
transformation (e.g. partial evaluation) could be used to reduce the complexity
of verification?

– Can the decision making process for a given autonomous system be verified in
a modular way, perhaps using assume-guarantee reasoning (e.g. [24])? If so,
can goals and sub-goals be used as a natural point to divide into independent
components for verification?

– How can the properties to be verified be systematically derived?
– Should autonomous agents be programmed using a notation that supports rep-

resentations for goals, beliefs, plans, and actions? If so, are existing BDI agent
programming languages adequate, or do they need to be extended, restricted,
or otherwise modified?

6 Discussion

In this paper we have considered the issue of trust, specifically posing the ques-
tion: “In what situations will humans (appropriately) trust autonomous sys-
tems?”
6 Other prominent BDI agent-oriented programming languages include Jason [9],

Jadex [10], JACK [52], and 2APL [16].
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We argued that there are three prerequisites that are essential in order for
appropriate trust in autonomous systems to be realised: having assurance that
the system’s behaviour is appropriate (obtained through verification & valida-
tion), having the system be able to explain and justify its decisions in a way that
is understandable, and the existence of social frameworks that provide for com-
pensation in the event that an autonomous system’s decisions do lead to harm
(“recourse”). We also discussed using computational representations of human
values as part of the decision making process in autonomous software, and how
this can support the other prerequisites.

However, while we have argued that these three prerequisites are necessary,
we are not in a position to claim that they are sufficient. Therefore, an over-
arching piece of research is to investigate experimentally the extent to which
humans are willing to trust various autonomous systems given the prerequisites,
and, especially, where people are not willing to trust a system, to identify what
additional prerequisite might be required in order to enable (appropriate) trust.

We have discussed paths towards achieving the two technical prerequisites,
and posed specific research questions, thereby defining a research agenda. There
is much work to be done, and I hope that this paper will help to spur further
discussion on what is needed to have appropriate trust in autonomous systems,
and encourage researchers to work on the problems and questions articulated.

Acknowledgements. I would like to thank the anonymous reviewers for their com-
ments, and Michael Fisher for discussions and pointers to literature.
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