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Preface

Energy and information are essential, and interconnected, elements for the develop-
ment of human society. Transmission, processing, and storage of information
requires energy consumption, while the efficient use and access to new energy
sources requires new information (ideas and expertise) and the design of novel
systems such as photovoltaic devices, fuel cells, and batteries. Semiconductor
physics provides the knowledge base for the development of information (com-
puters, cell phones, etc.) and energy (photovoltaics) technologies. The exchange of
ideas and expertise between these two technologies is critical and expands beyond
semiconductor nanotechnology.

This book is based on the tutorial lectures and research overviews presented at the
Nano and Giga Challenges (NGC) 2017 conference in Tomsk (Russia), and is
dedicated to solving scientific and technological problems in several areas of
electronics, photonics, and renewable energy (photovoltaics). Progress in informa-
tion and renewable energy technologies requires miniaturization of devices and
reduction of costs, energy, and material consumption. The latest generation of
electronic devices has nanometer-scale dimensions; new materials are being intro-
duced into electronics manufacturing at an unprecedented rate, and alternative
technologies to mainstream CMOS are evolving. Nanotechnology is widely
accepted as a source of potential solutions in securing future progress for information
and energy technologies.

The NGC conference series has had a long tradition of tutorial lectures given by
world-renowned researchers. As early as the first forum in Moscow, Russia, in 2002,
the organizers realized that publication of the lecture notes would be a valuable
legacy of the meeting and a significant educational resource and knowledge base for
students, young researchers, and experts alike. Our first book was published by
Elsevier and named after the meeting itself – Nano and Giga Challenges in Micro-
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electronics [1]. Our subsequent books based on the tutorial lectures of the
NGCM2004 [2], NGC2007 [3], NGC2009 [4], NGC2011 [5], and NGC2014
[6] and the current book derived from the NGC2017 conference have been published
by Springer (Springer Nature) in the Nanostructure Science and Technology series.

Arizona State University, Tempe, AZ,
USA

Stephen M. Goodnick
Anatoli Korkin

Robert Nemanich
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Chapter 1
Nanotechnology Pathways
to Next-Generation Photovoltaics

Stephen M. Goodnick

Abstract In this book chapter, an overview is given of the latest advances and
central challenges in photovoltaics research, and the role of nanotechnology in
improving performance. Over the long term, nanotechnology is expected to enable
improvements throughout the energy sector, but the most striking near- to midterm
opportunities may be in lower-cost, higher-efficiency conversion of sunlight to
electric power. Nanostructures in solar cells have multiple approaches by which
they can improve photovoltaic performance: (1) new physical approaches in order to
reach thermodynamic limits, (2) allow solar cells to more closely approximate their
material-dependent thermodynamic limits, and (3) provide new routes for low-cost
fabrication by self-assembly or design of new materials. We focus primarily on the
first two approaches which have the goal of increasing efficiency. The limits of solar
cell efficiencies are discussed, and several different approaches are described that
circumvent long-held physical assumptions and lead beyond first- and second-
generation solar cell technologies. The role of nanotechnology in specific cell
technologies is reviewed, including its role in improving light-trapping and the
light collection properties of solar cells, as well as dye-sensitized solar cells and
perovskite solar cells, and recent advances in nanowire solar cells. Special emphasis
is given on novel nanostructure-based devices based on advanced concepts such as
hot-carrier cells, and multiexciton generation, which have the theoretical basis to
realize high-efficiency energy conversion.

S. M. Goodnick (*)
School of Electrical, Computer and Energy Engineering, Arizona State University,
Tempe, AZ, USA
e-mail: stephen.goodnick@asu.edu

© Springer International Publishing AG, part of Springer Nature 2018
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1.1 Overview of Photovoltaics

1.1.1 History and Basic Principles

Photovoltaic energy conversion is the direct conversion of light into electrical
energy, without any intermediate steps such as steam generation in the case of
solar thermal systems, for example. While photovoltaics is primarily associated
with the revolution in semiconductor electronics in the latter half of the twentieth
century, the photovoltaic effect itself was developed in 1839 by Edmond Bequerel in
electrochemical cells. Although proceeded by earlier work, the first practical photo-
voltaics devices utilizing the solar spectrum, or solar cells, were demonstrated in
1954 at Bell Laboratories and found its first commercial applications as lightweight
and long lifetime power sources for extraterrestrial applications for the emerging
space industry in the late 1950s. Since that time, photovoltaics has developed into
the fastest-growing source of terrestrial renewable energy, with an installed global
capacity of over 400 GWs peak energy in 2017, and a production cost per watt that
has dropped from $75/W in the late 1970s, to $0.30/W today, an exponential
decrease in cost that is analogous to Moore’s law for microelectronics.

The basic principal of operation of a photovoltaic device is illustrated in Fig. 1.1,
which illustrates a pn junction under optical excitation. The operation of a photo-
voltaic device is truly quantum mechanical in nature, as quanta of electromagnetic
radiation (photons) excite electrons from the valence band (filled states or orbitals) to
empty or unoccupied states in the conduction band across a bandgap characteristic of
the semiconductor (1.12 eV in the case of Si at room temperature, the dominant

Fig. 1.1 Band diagram of a pn junction solar cell illustrating the generation, thermalization, and
capture of photoexcited carriers
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semiconductor material). Photons with energy hυ below the bandgap are not
absorbed since there are no final states available, whereas photons with energy
above the bandgap create electron-hole pairs as shown. The excess kinetic energy
of these photoexcited electrons and holes lows their energy to the crystal lattice of
the material through electron-phonon (quanta of vibrational energy) interactions on
very short time scales (femtoseconds to picoseconds) and relaxes to the minimum
energy of the conduction band for electrons and the maximum energy of the valence
band for holes. What is critical in performing useful work with such excitations is to
have a basic asymmetry in the system that separates the electron and hole, provided
in this case of the pn junction in Fig. 1.1 by the space charge region between the p-
and n-regions, and high electric field there, which accelerates electrons to the right,
and holes to the left, where they are collected in their respective n- and p-regions,
giving rise to a photocurrent.

Solar cells for both terrestrial and space applications are optimized with respect to
the broadband nature of the solar spectrum, shown in Fig. 1.2. The sun may be
modeled, to a high degree of accuracy, as a blackbody source with intensity given by

I λð Þ ¼ R2
sun=D

2 � 2πhc2

λ5 exp hc
λkT

� �� 1
� � , ð1:1Þ

where Rsun is the radius of the sun, D is the distance from the earth to the sun, T is the
temperature of the sun, and λ is the wavelength; the rest of the fundamental constants
have their usual meaning. As can be seen in Fig. 1.2, the solar spectrum at the top of
the atmosphere is well fit with Eq. (1.1) using a temperature of 5250 C (the more

Fig. 1.2 Spectral irradiance versus wavelength for the solar spectrum at the top of the atmosphere
and at the earth’s surface compared with the ideal blackbody spectrum (Wikipedia commons)
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accepted value is 5762 K), whereas due to absorption and reflection losses from
atmospheric constituents (water, CO2, etc.), as well as diffuse Raleigh scattering, the
solar spectrum on the earth’s surface is reduced with loss bands and is a function of
latitude where the atmospheric path length increases for higher latitudes, further
reducing the intensity.

The design of a solar cell therefore has to take into account not only the photon
energy and intensity of photons corresponding to the particular wavelength of light
but also the absorption coefficient of the material at a given wavelength, which is the
inverse of the mean absorption depth of photons. This is illustrated in Fig. 1.3 for a
basic Si cell design, where longer wavelength red light has a relatively long
absorption depth, whereas short-wavelength blue light is absorbed near the surface.
The structure of a commercial Si solar cell device (Fig. 1.1) typically has a thick base
region (here p-type), a narrow emitter layer that is highly doped to minimize lateral
resistance, heavy doping near the back contact to reduce recombination of
photogenerated electrons there (back surface field), and a grid top contact to the
emitter which has narrow fingers to minimize optical reflection.

The photocurrent delivered by the solar cell to a resistive load results in a voltage
drop which forward biases the pn junction diode of the cell, resulting in a “dark”
current, ID, that flows in the opposite direction as the photocurrent. This is illustrated
in the equivalent circuit model for a solar cell shown in Fig. 1.4. The general form of
this current for most junction devices is exponential

ID ¼ I0 eqVD=nkT � 1
� �

, ð1:2Þ
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Fig. 1.3 Cross-sectional schematic of a generic Si solar cell (left panel) and a top view of a solar
cell (right) showing the grid pattern for allowing light absorption and carrier collection
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where VD is the voltage across the diode (which is different from V in Fig. 1.4 if
series resistance is included), n is the ideality factor which varies between 1 and
2 usually, and I0 is the reverse saturation current which depends explicitly on the
recombination current in the junction, which can be radiative, due to traps or through
Auger processes, and typically has an exponential dependence on the bandgap over
the thermal voltage, i.e., �Eg/kT. As seen in terms of the net diode current, the I–V
curve is shifted downward with light, corresponding to negative power or power
generation. The points A, B, and C along the curve denote the short-circuit current,
the maximum power point, and open circuit, three figures of merit for photovoltaic
devices. The short-circuit current is usually the same as the photocurrent induced by
light absorption, Iph, and is proportional to the photon flux above the bandgap
incident on the surface (correcting for reflection and transmission through the
cell). The open-circuit voltage depends on the reverse saturation current, I0, and
hence the bandgap of the material. Under open-circuit conditions (infinite RL),
ID ¼ I0, so that using Eq. (1.2)

Voc ¼ nkT

q
ln

Isc
Io

þ 1

� �
: ð1:3Þ

Since I0 decreases exponentially with the bandgap, Voc increases linearly with
bangap, empirically given by Voc � EG(in volts) � 0.4V. Point B corresponds to
the maximum power point and is decreased from the maximum potential power
IscVoc, due to the “roundness” of the I–V curve, the degree of which is termed the fill
factor (FF). In terms of the total optical energy incident on the device area, Pin, the
optical to electrical conversion efficiency, η, is given by

η ¼ VocIscFF

Pin
ð1:4Þ

I

I

V
V

Isc

Voc

C

BA

ID

Iph

ID

RL

+

-
V

Fig. 1.4 Equivalent circuit of the solar cell and the corresponding current-voltage characteristics
and important points along the I–V curve
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1.1.2 Photovoltaic Technologies

The performance of various photovoltaic technologies in terms of their solar to
electrical energy conversion efficiency has continuously improved in a monotonic
fashion with time as shown in Fig. 1.5 in a plot published each year by the National
Renewal Energy Laboratory (NREL). Silicon solar cell technology dominates the
current world photovoltaic market, with 95% controlled by a combination of single-
crystal and multicrystalline Si technologies at present [1]. The highest efficiency
reported for single-gap Si device technology to date is 26.7% based on a
heterojunction structure using as crystalline Si substrate with thin layers of amor-
phous Si (a-Si), which forms a heterojunction due to the larger bandgap of a-Si
(~1.7 eV) [2]. This cell record was demonstrated on a large area device, with an
interdigitated backside contact which eliminates the front grid pattern of Fig. 1.3,
increasing the photocurrent. Heterojunction AlGaAs/GaAs single-crystal solar cells
have achieved even higher performance of 28.8%, the highest for any single-
bandgap device [3]. Due to the cost and availability of material, such III–V semi-
conductor solar cells are normally too expensive for normal flat-plate solar except for
space applications, where efficiency and radiation resistance are considerations.

The technologies above are wafer based, being comprised of either a wafer of the
underlying material as the base region of the device or starting with a wafer and then
removing the active region by lift-off to make thin solar cells. Thin film technologies
are ones in which the active regions of the device are deposited using various thin-
film methods onto a low-cost support material, for example, metal or glass. Such
materials traditionally have lower efficiency but lower fabrication and materials
costs, thus achieving lower $/W cost. Initially, amorphous Si (a-Si) thin-film solar
was the dominant thin-film technology but has since been supplanted by II–VI CdTe
heterostructure technology, which as shown in Fig. 1.5 has demonstrated over 21%
performance by First Solar [4] and is the basis for several large (>200 MW) utility-
scale solar installations worldwide. Recently, chalcogenide-based materials such as
CIGS (CuInGaSe2) have demonstrated similar high efficiencies and have taken an
increasingly larger market share.

Organic thin-film solar cells are conceptually similar to the thin-film solar cells in
the preceding paragraph, in which organic semiconductor materials are deposited
onto glass or other support materials, however, defined by their HOMO (highest
unoccupied molecular orbital) and LUMO (lowest unoccupied molecular orbital)
levels. Rather than n- and p-type materials and the formation of a homojunction with
a corresponding space charge region, a heterojunction is formed in which the lineup
of the HOMO-LUMO levels of two different materials (called donor and acceptor
materials) forms the junction. Due to the strong excitonic binding energy of organic
materials, the photoexcited electron and hole are strongly bound as excitons, and
diffuse to the heterointerface, where they dissociate due to the asymmetry of the
barrier there into separate free electrons and holes on either side of the
heterojunction, which are then collected at the contacts giving rise to a photocurrent.
Due to the short diffusion lengths of excitons in such materials, blended
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heterostructures with the donor and accepter materials interdiffused into a network
give better charge collection and performance. A common organic solar cell material
combination is based on P3HT (poly(3-hexylthiophene)) which acts a donor material
and PCBM (6,6-phenyl-C61butyric acid methyl ester) which acts as an acceptor
material [5]. While efficiencies are generally lower than inorganic thin-film
approaches, the fabrication process for organic is much less expensive, and organic
layers can generally be spun on, not requiring vacuum deposition or high-
temperature processing, although recent high-performance organic cells have
moved in this direction [6].

Hybrid organic-inorganic perovskite materials have made remarkable advances
in solar cell efficiencies over the past 5 years. These hybrid perovskite materials are
of the general form ABX3, which forms in the perovskite crystal structure, with the
most commonly studied form being methylammonium lead iodide, CH3NH3PbI3,
with B¼Pb, C¼I, and the organic playing the role of the A component [7]. The
bandgap of CH3NH3PbI3 is 1.55 eV, which makes it suitable for terrestrial photo-
voltaics, and its transport properties are quite good compared to the typical organic
materials discussed in the preceding paragraph, with electron and hole mobilities
comparable to inorganic semiconductors, and diffusion lengths on the order of
microns, with relatively weak excitonic effects. The original work on perovskite
solar cells was based on a dye-sensitized solar cell architecture [8], which is a
nanostructured device technology discussed more in Sect. 1.3.2, in which the hybrid
perovskite is infused into a mesoporous wide-bandgap TiO2 structure which acts as
an electron acceptor from the perovskite, while holes are extracted in an electrolytic
liquid cell structure. This efficiency was greatly improved by replacing the liquid
electrolyte with a solid organic hole transport layer (spiro-MeOTAD), leading to the
high efficiencies reported today in excess of 20%. A further innovation was the
evolution of the mesoscopic structure to a planar structure in which CH3NH3PbI3 is
treated essentially as a polycrystalline semiconductor [9], although both approaches
continue to be developed. As seen in Fig. 1.5, the performance of perovskite solar
cells has one of the steepest slopes of any technology over a very short time period,
reaching a record as of today of 22.7% at the Korean Research Institute of Chemical
Technology (KRICT), surpassing that of thin-film inorganic technologies. The
advantage of perovskite technology is the low manufacturing cost, comparable to
something between organic and thin-film inorganic material and processing costs.
The main barrier to commercialization to date are issues associated with the long-
term stability due to the sensitivity of the perovskite to water vapor, which various
groups are addressing through encapsulation and improved materials processing.

Finally, in the context of this brief review of commercial or near-term technolo-
gies, multijunction or tandem solar cells are the highest-efficiency technology
presently, particularly at high concentration. In tandem solar technology, multiple
bandgap junction devices are connected together or simply grown sequentially on a
substrate, where the multiple bandgaps reduce the thermalization loss and transpar-
ency issues of a single-bandgap solar cell, as discussed in more detail in Sect. 1.2.
The highest-efficiency tandem devices are single-crystal III–V materials grown
epitaxially on top of one another, starting with the lowest-bandgap material, and

8 S. M. Goodnick



ending with the highest bandgap, in terms of the direction of the incident radiation.
In this way, the short-wavelength light is absorbed in the top wide-bandgap material,
and the longer-wavelength light is absorbed by subsequent layers. The cells are
typically connected together in series with tunnel junctions, such that overall, the
current is the same through all the cells, and the overall cell voltage is the sum of the
voltages of the individual cells. The cost of the substrates and high-quality epitaxial
growth (using, e.g., molecular beam epitaxy, or MBE) makes the cost per cell quite
high. The high cost of these devices is compensated for by using them in an optical
concentrator (where the light intensity is 200�–400� higher than typical sunlight),
such that only very small areas are needed. The optical systems must track the sun,
and these large systems are suited primarily for utility-scale applications. Three
junction cells based on Ge/GaAs/GaInP or similar combinations have exceeded
40% efficiency as shown in Fig. 1.5, and the record as of the time of this writing
is 46% from Fraunhofer ISE and Soitec at a concentration of 297�.

1.2 Limits of Efficiency

1.2.1 Detailed Balance Analysis

A photovoltaic device may be ideally analyzed independent of its material param-
eters (apart from bandgap) from thermodynamic considerations only, called detailed
balance. Shockley and Queisser’s 1961 paper [10] is based on an idealized descrip-
tion of a solar converter which includes no details of the cell structure itself; rather, it
assumes complete collection of available photogenerated carriers with the following
basic assumptions: (1) radiative recombination only, (2) one bandgap, (3) absorption
across the bandgap in which one photon generates one electron-hole pair, (4) con-
stant temperature in which the carrier temperature is equal to the lattice and ambient
temperature, and (5) steady state, close to equilibrium. Mathematically, the current
density is written in terms of three terms

J ¼ qg fC

ð1

EG

E2dE

exp
E

kTsun

� �
� 1

þ 1� fCð Þ
ð1

EG

E2dE

exp
E

kT

� �
� 1

0
BB@

1
CCA�

ð1

EG

E2dE

exp
E � qV

kT

� �
� 1

2
664

3
775,

ð1:5Þ
with

g ¼ 2π

h3c2
f ¼ Rsun

Dsun

� �2

ð1:6Þ

where C is the concentration factor, Eg is the material bandgap, and V is the voltage
across the cell. Equation (1.5) is written in terms of blackbody sources of photons, in
which the first term represents the incident photon flux from Eq. (1.1), with Tsun the
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temperature of the sun, and the second term represents the blackbody radiation from
the surroundings at the local ambient temperature, T. The third term represents the
blackbody radiation re-radiated by the absorber which is out of equilibrium in terms
of the voltage V, which represents the splitting of the quasi-Fermi energies within the
material. If a solar spectrum other than the ideal blackbody spectrum is used, then the
first term is replaced simply by the integral of the photon flux above the bandgap.

In Eq. (1.6), the “dark” current discussed in the previous section is only due to
blackbody radiation from the semiconductor absorber, which in effect is due to
radiative recombination within the semiconductor generating photons above the
bandgap. By evaluating the integrals for a range of voltages going from zero to the
bandgap, the maximum JV product is found, giving the conversion efficiency in
terms of the total incident power. The result of this calculation is plotted in Fig. 1.6,
where the black curve is the calculated efficiency versus bandgap for an AM1.5
terrestrial solar spectrum. The maximum efficiency without concentration is around
33.7% corresponding to maxima at 1.1 and 1.4 eV. The principal losses are due to
the loss of photons with energy below the bandgap, and loss of the excess energy of
the photon above the bandgap in terms of energy relaxation of photoexcited carriers
back to the band edges, with thermalization being the main loss for small bandgap
materials and optical transparency the main loss for high bandgaps.

1.2.2 Exceeding the Shockley-Queisser Limit

As discussed above, main factors contributing to Shockley-Queisser (SQ) limit in
Fig. 1.6 are that photons below the bandgap of the absorber are not collected, while
any excess kinetic energy in the electron-hole pair created by a photon above the
bandgap is quickly lost through thermalization and therefore only contributes the
energy an electron-hole pair at the bandgap, independent of the photon energy. The
variation and limiting value then of the efficiency with bandgap is a direct result of
the specific broadband nature of the solar spectrum, with a peak at 33.7%. In
contrast, the theoretical limit of solar to electrical energy conversion has been
considered by several authors based on thermodynamics alone and is approximately

Fig. 1.6 The Shockley-
Queisser efficiency limit
(black curve) versus
bandgap for the AM1.5
solar spectrum and the
contributions to this limit
due to different loss
mechanisms (Source:
Wikipedia Commons)
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85% [11], and therefore there is a substantial gap between the single-gap SQ limit
and what should be possible.

There are various pathways to approaching thermodynamic conversion efficien-
cies rather than the single-gap SQ limit, by circumventing the assumptions inherent
in the SQ analysis, which we discuss in more detail below.

Broadband Solar Spectrum As mentioned above the fact that the solar spectrum is
a broad band source leads to the trade-offs between transparency to below bandgap
photons and thermalization energy losses for those above. If the solar spectrum could
be transformed to a narrower spectrum, higher-efficiency performance is possible.
Up/down conversion of the solar spectrum through phosphors or two-photon absorp-
tion/emission are potential methods to accomplish this.

Multiple Electron-Hole Pairs per Photon The SQ analysis assumes a single
electron-hole pair (EHP) excitation per photon, but the excess energy of the photon
above the gap may be sufficient to produce a second or third, etc. EHP. Another
route to exceeding the single-gap limit is to generate multiple electron-hole pairs
from a single photon through the creation of secondary carriers. The process of
impact ionization in semiconductors by high-energy charge carriers is well known,
and the potential considered for photovoltaics [12]. More recently, nanostructured
systems such as quantum dots and nanowires have shown particularly promising
results due to quantum confinement effects, where the effect is often referred to as
multiexciton generation (MEG), due to the importance of excitonic states in strongly
confined systems, which we discuss in more detail in Sect. 1.3.5 [13].

Extraction of Hot Carriers Before Thermalization To circumvent the loss asso-
ciated with thermalization (the loss of excess kinetic energy of photoexcited car-
riers), Ross and Nozik proposed the concept of hot-carrier solar cells [14]. In this
concept, electrons and holes are not collected at the band edges (which limits to the
output voltage to the bandgap), rather they are collected through energy-selective
contacts above and below the conduction and valence band edges, respectively,
effectively increasing the operating voltage. The absorber material suppresses
energy loss, so that hot carriers can reach sufficient energy to escape through the
energy-selective contacts. The concept was extended further by Würfel and
coworkers who considered the effect of impact ionization and secondary carrier
generation on the ultimate efficiency of this concept [15, 16]. Recent results are
discussed in more detail later in Sect. 1.3.6.

Multiple Bandgaps/Energy Levels The SQ analysis considered only a single-gap
material, but already in the mid-1950s, it was recognized that multijunction or
tandem solar cells were capable of efficiencies above that of single-gap devices.
Tandem solar cells have shown the highest efficiencies of any solar cell technology
[17], with the record to date in excess of 46% in a four-junction structure [18], which
greatly exceeds the single-gap SQ limit. The detailed balance approach given by
Eq. (1.5) can be generalized to consider multiple junctions, each with its own
detailed balance equation and with a modified spectrum according to the number
of cells above or below (due to reabsorption of emitted light) the particular junction
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in question. The results of this calculation for different numbers of bandgaps for
normal, low, and high concentration are shown in Fig. 1.7. Concentration provides a
significant improvement in performance for high number of junctions, which can be
explained simplistically in terms of Eq. (1.3) for the open-circuit voltage increase
with photocurrent (proportional to concentration) and having junctions in series
where the effect is additive, multiplying the concentration effect. For maximum
concentration (set by étendue limits to 46,050X), one can approach the thermody-
namic limit with an arbitrarily large number of junctions.

As discussed earlier, commercial tandem cells are grown in series using epitaxial
material growth technology, which is generally quite expensive compared to con-
ventional Si solar cell manufacturing and has many material challenges to both
optimize the bandgaps and have lattice-matched materials for low-defect growth.
There has been a recent revival in interest in Si tandem solar cells, e.g., increasing the
efficiency of current Si technology with an additional junction grown on a Si
substrate, to improve the performance without a substantial cost increase. For a
1.12 eV lower-bandgap material, the optimum bandgap for a top material is 1.7 eV.
Based on lattice-matching considerations, GaP is one of the few that is nearly lattice
matched to S and can be an alternative to a-Si as a heterojunction technology [19]. Its
2.36 eV bandgap is unsuitable for monolithic tandem applications, which has led to
consideration of dilute nitride materials in order to match both bandgap and lattice
constant [20].

Rather than fabricating multiple junctions, another approach is to introduce
multiple levels within the same material, which provide multiple paths for photon
absorption but collect carriers at the primary bandgap of the host material. Luque and
Marti introduced the concept of an intermediate-band (IB) solar cell to realize such a
structure and overcome the SQ limit [21], while similar concepts had been suggested

Fig. 1.7 Calculated detailed balance efficiency of as a function of the bandgap number for a
tandem cell, for three different concentrations of AM1.5 spectrum sunlight
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for quantum well solar cells. An intermediate level in the bandgap is introduced
through, for example, self-assembled quantum dots, which allow low-energy pho-
tons to excite electron-hole pairs through multiphoton absorption, below the gap of
the principal absorber.

1.3 Nanotechnology Pathways for Photovoltaics

Nanotechnology refers to technology at literally nanometer-scale dimensions
(10�9 meters), although the term is used somewhat loosely for devices with
critical feature sizes below 100 nm, which is a broad umbrella encompassing a
host of scientific and engineering disciplines including life sciences, physics,
chemistry, engineering, and computer science, among others. Nanotechnology
has been driven by remarkable advances in materials synthesis, nanofabrication,
and atomic-scale characterization over more than four decades. The nanotechnol-
ogy and nanoscience fields represent a convergence of many different disciplines,
partly driven by top-down miniaturization driven by Moore’s law and the
microelectronics industry and bottom-up approaches driving chemistry and the
life sciences, where self-ordered nanoscale structures are naturally occurring and
responsible for the exquisite functionality that exits in biomolecular structures.
The ability to visualize and characterize atomic-scale features began with remark-
able advances in high-resolution electron microscopy and lattice imaging and
then invention of the scanning tunneling microscopy and atomic force micro-
scopes [22], which allows atomic-level imaging of atomic positions, spectro-
scopic features, and positioning of atoms on a surface.

Top-down nanofabrication techniques such as electron-beam, ion-beam, and
deep ultraviolet (UV) lithography allow the patterning of features down to 10s of
nanometers, and AFM techniques can be used to actually position atoms literally
with atomic precision. At the same time, there have been significant advances in
“bottom-up” synthesis and control of self-assembled materials such as nanoparticles,
nanowires, molecular wires, and novel states of carbon such as fullerenes, graphene,
carbon nanotubes, and composites thereof. These advances have led to an explosion
of scientific breakthroughs in studying the unique electronic/optical/mechanical
properties of these new classes of materials.

Nanostructures in solar cells have multiple approaches by which they can
improve photovoltaic performance: (1) new physical approaches in order to reach
thermodynamic limits, (2) allow solar cells to more closely approximate their
material-dependent thermodynamic limits, and (3) provide new routes for low-cost
fabrication by self-assembly or design of new materials. Some of the specific
advantages and disadvantages presented by nanotechnology are listed below:
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Advantages

• Range of bulk materials with proper energy gaps, catalytic properties, etc. very
limited: Nanostructured materials allow “bandgap engineering” of electronic
states and energy gaps: artificial materials.

• Provide intermediate energy centers within host material.
• Optical absorption can be increased; reflection and other optical losses decreased.
• Improve transport and reduce scattering and energy loss.

Disadvantages

• Higher surface-to-volume ratio means surface effects dominate: higher
recombination.

In the following, we first summarize what the important nanomaterial technolo-
gies consist of in terms of nanoparticle, nanowires, and quantum wells. This is
followed by consideration of different nanotechnology-based solar cell architectures
such as dye-sensitized solar cells, and nanowire solar cells, as well as a discussion of
light management in photovoltaic devices through nanostructures. We then end
considering two advanced concept technologies including multiexciton generation
devices and hot-carrier solar cells, followed by a summary.

1.3.1 Nanomaterials

Nanomaterials usually refers to materials that have structural features on the nano-
scale and in particular their properties stem from these nanoscale dimensions. Such
nanomaterials may include quantum wells, nanoparticles, nanopowders, nanoshells,
nanowires, nanorods, nanotubes such as carbon nanotubes, nanomembranes, and
nanocoatings or combinations of these to form nanocomposites. An important
feature of nanomaterials for energy applications compared to their bulk counterparts
is that the surface-to-volume ratio is greatly enhanced, resulting in fundamental
changes in the chemical, electronic, mechanical, and optical properties, in essence
creating a new material. Such changes are a result of the different energies associated
with surfaces compared to the bulk. This may result in complete changes in the way
materials may behave, in terms of their catalytic properties, their chemical bonding,
strength, etc. Another effect is the so-called quantum size effect, which, like the
simple particle in a box, quantizes the motion of electrons in a solid, meaning the
allowed energies can only assume certain discrete values. This generally changes the
electrical and optical properties of materials. For example, nanoparticles show a blue
shift in their absorption spectrum to high frequency due to quantum confinement
effects.
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Quantum Wells and Superlattices

One of the first truly nanoscale fabrication technologies was the development of
precision epitaxial material growth techniques such as molecular beam epitaxy
(MBE) [23] and metal-organic chemical vapor deposition (MOCVD), through
which high-quality, lattice-matched heterojunction (junction between two dissimilar
materials) semiconductor-layered systems could be realized, with atomic precision
in the interface quality. A sandwich composed of a narrower bandgap material clad
with larger bandgap materials of atomic dimensions is referred to as a quantum well
(QW), and when many of these are grown sequentially, they are referred to as a
multi-quantum well (MQW) system. These systems exhibit strong quantum con-
finement effects due to the low density of defects at the interface of lattice-matched
materials such as GaAs and AlxGa1-xAs. If the thickness of the barriers separating
large and small bandgap materials is reduced so that the electronic states of the QWs
overlap, the system is referred to as a superlattice (SL), which behaves as a new
material electronically.

The capability of epitaxial growth to realize atomically precise heterointerfaces
has served as the basis for a number of electronic and optoelectronic device
technologies including heterojunction bipolar transistors (HBTs), high-electron
mobility transistors (HEMTs), quantum well lasers, quantum well infrared photode-
tectors (QWIPs), and quantum cascade lasers (QCLs), to mention a few. In photo-
voltaic applications, single-crystal epitaxial growth is the basis for high-efficiency
tandem or multijunction solar cells which hold the record for conversion efficiency
as discussed earlier. They typically are designed for high-performance extraterres-
trial applications (space-craft) or high-performance terrestrial concentrating photo-
voltaic (CPV) applications. MQW systems are also of active interest for QW solar
cells or several of the advanced concept devices discussed in the next section.

Nanowires

The term nanowire generally refers to a high aspect ratio wire-like structures in
which the cross-sectional dimensions are nanometer scale, while the length may be
micro- to macroscale. Nanowires are generally solid, not hollow structures, the latter
being referred to as nanotubes. Such nanowires may be oxide, metallic, or semicon-
ducting. One of the major broad techniques used for the growth of semiconducting
nanowires is vapor-phase synthesis, in which nanowires are grown by starting from
appropriate gaseous components. In the so-called vapor-liquid-solid (VLS) mecha-
nism, which uses metallic nanoparticles as seed sites to stimulate the self-assembled
growth of nanowires. The desired semiconductor system is introduced in terms of its
gaseous components, and the entire assembly is heated to a temperature beyond the
eutectic temperature of the metal/semiconductor system. Under these conditions, the
metal forms a liquid droplet, with a typical size of a few nanometers. Once this
droplet becomes supersaturated with semiconductor, it essentially nucleates the
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growth of the nanowire from the base of the droplet. Figure 1.6 shows examples of Si
nanowires grown by VLS method using gold nanoparticles as the seeding droplets.
The high-crystalline integrity of this nanowire can be clearly seen in this image,
which also makes clear how the diameter of the nanowire is connected the size of the
catalyst droplet [24]. The wire shown here was grown by using chemical vapor
deposition (CVD) to generate the semiconductor precursors, a popular approach to
VLS. Other methods may also be used, however, including laser ablation and MBE.
The VLS method has emerged as an extremely popular method for the fabrication of
a variety of nanowires. It has also been used to realize various III–V (GaN, GaAs,
GaP, InP, InAs) and II–IV (ZnS, ZnSe, CdS, CdSe) semiconductor nanowires, as
well as several different wide-bandgap oxides (ZnO, MgO, SiO2, CdO).

Samuelsson and coworkers have also had enormous success in developing
nanoscale electronic devices that utilize VLS-formed, III–V semiconductor,
nanowires as their active elements [25]. They have demonstrated that heterostructure
nanowires of InAs and InP, as well as GaAs and InAs, can be realized that have very
sharp heterointerfaces [26]. They have subsequently used this technique to imple-
ment a variety of nanoscale devices, such as resonant-tunneling diodes [27] and
single- [28] and multiple-coupled [29, 30] quantum dots. The strong lateral confine-
ment generated in these structures, combined with their high-crystalline quality,
endows them with robust quantum-transport characteristics. Quantum dots realized
using these structures show very clear single-electron tunneling signatures, with
evidence that the g-factor of the electrons can be tuned over a very wide range
[31]. The ability to arbitrarily introduce serial heterointerfaces into such nanowires
should offer huge potential in the future for the further development of novel
nanodevices (Fig. 1.8).

From the perspective of energy conversion, nanowire structures are being
researched as new materials for electrochemical storage and energy conversion
devices, due to the large surface-to-volume ratio of these structures, which improves

Fig. 1.8 Self-assembled growth of nanowires using vapor-liquid-solid (VLS) epitaxy. (a) Scanning
electron micrograph of Au seeds patterned with electron-beam lithography. (b) Ge nanowires after
growth on Si (111) [32]
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the catalytic performance and reaction rates, as well as provides large internal
surface areas for charge storage. Within renewable energy technologies such as
solar photovoltaic devices, nanowires are finding increasing use in light manage-
ment, reducing the amount of light lost and allowing less material to be used for the
absorption of light, hence improving efficiency and lowering material cost. Most of
these efforts are in the research phase or as part of start-up ventures commercially.

Nanoparticles and Quantum Dots

Nanoparticles is a name generally given to ultrafine size particles with dimensions on
the order of 1–100 nm. If the nanoparticles are single-crystal individual particles,
they are often referred to as nanocrystals [33]. Alternately, agglomerates of
nanoparticles are referred to as nanopowders. Nanoparticles can be metals, dielec-
trics, or semiconductors. They can also be grown with different compositions to
form core-shell nanoparticles with unique electrical and optical properties, as illus-
trated in Fig. 1.7. Their electronic and optical properties are different from bulk
materials as mentioned before due to quantum size effects which shift the funda-
mental gap to higher energy. Surface effects also play a dominant role. In particular,
the dielectric properties can also be modified by surface plasma resonance effects,
which change the absorption properties. The high surface-to-volume ratio affects
other properties such as diffusion properties in liquid and the adhesive properties.

Nanoparticles are synthesized by a variety of techniques. One inexpensive
method is through ball mill micro-machining to literally grind materials down into
nanoparticles. Pyrolysis and rf plasma techniques may also be used. A popular
method for synthesizing nanoparticles of high quality is through chemical solution
methods; in particular sol-gel methods can realize colloidal solutions of
nanoparticles which may be subsequently dried for individual nanoparticles, or the
gel solutions cast for particular applications. Another method of realizing semicon-
ductor nanoparticles is through self-assembly of InAs or InGaAs quantum dots that
on a GaAs substrate via the Stransky-Krastinov growth process [34]. In this mode of
growth, a thin layer of InAs is grown on top of a GaAs substrate, but, if the layer is
sufficiently thin, the strain will cause the InAs to agglomerate into small three-
dimensional quantum dots.

Nanoparticles (and other nanomaterials such as nanowires and nanotubes) can be
embedded in a host matrix to form a nanocomposite. The main differentiating factor
between a nanocomposite and a normal composite material is the large surface-to-
volume ratio of the nanoparticle, which means that there is a large internal surface
area associated with the nanoparticles compared to normal composite materials.
Therefore, a much smaller amount of nanoparticle composition can have a much
greater effect on the overall nanocomposite properties. Nanocomposites can be
comprised of many forms, the primary ones be ceramic matrix, metal matrix, or
polymer matrix nanocomposites (Fig. 1.9).
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1.3.2 Dye-Sensitized Solar Cells

Dye-sensitized solar cells (DSSC) are based on an electrochemical cell structure
harkening back to Becquerel’s experiments in the 1800s, which first demonstrated
the photovoltaic effect. The DSSC was first realistically demonstrated by O-Regan
and Grätzel in 1991 [36] and by its construction can be considered one of the first
applications of nanotechnology to solar cells. Since this first demonstration, tradi-
tional DSSC efficiencies have reached over 11%. They have since been superseded
by perovskite solar cell technology, as discussed in Sect. 1.1.2, as the first perovskite
solar cells evolved from the DSSC architecture, and the highest efficiency perovskite
cells still incorporate a nanostructured DSSC-like structure.

A schematic of a typical DSSC architecture is shown in Fig. 1.10. It consists of
nanoparticle or nanostructured TiO2, which is a wide-bandgap material (Eg¼3.2 eV).
It is usually formed on a glass substrate with a transparent conducting oxide (TCO)
such as indium tin oxide (ITO) or fluorine-doped tin oxide (FTO), which is the side
light enters. A dye material such as a ruthenium (Ru) is introduced through, for
example, a liquid spin-on coat and dry process, which adheres the dye to the TiO2

nanostructure, to realize large surface area coverage. The HOMO-LUMO separation
of the dye is matched to the solar spectrum, and when light is absorbed by the dye,
the excited e� transfers to TiO2 as shown, due to the lineup of the conduction band of
the TiO2 relative LUMO level of the dye. The electron quickly diffuses to the TCO
and the external circuit. The positive charge in the HOMO level reacts via a redox
couple in the electrolyte; a typical electrolyte in DSSC cells is iodine based,
consisting of I� and I�3 . The dye is reduced and the iodine oxidized by a process
in which 3I� ¼ 2e� þ I�3 , that is, two holes in the dye are neutralized by converting
three iodine ions into one I�3 singly charged molecule, giving up to electrons to the
dye. At cathode, the positive charge carrier, I�3 is reduced and converted back to 3I�

by the transfer of two electrons from the cathode, thus completing the circuit.
The improvement in efficiency over time of DSSCs initially increased rapidly and

then plateaued somewhat as seen in Fig. 1.5. Some of the limitations of the liquid

Fig. 1.9 Micrograph of self-assembled InAs nanoparticles on a GaAs substrate (left) [35] and a
schematic of a core-shell nanoparticle (wiki commons)
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electrolyte approach to DSSC have included stability issues associated with the
liquid electrolyte itself, the relatively narrow spectral absorption in the dyes, and
low open-circuit voltages to recombination processes such as at the dye-TiO2

interface. Improvements in finding new dye materials including inorganic
nanoparticles with broad absorption and improvements in the structure to reduce
recombination processes have led to performance improvements in recent years.

The most dramatic evolution of the DSSC architecture was, as discussed earlier,
the replacement of conventional dyes with the hybrid perovskite CH3NH3PbI3,
which is a semiconductor material with a bandgap of 1.55 eV and could be
introduced into the nanoporous TiO2 matrix through low-temperature processing.
Further, the liquid electrolyte was replaced by a solid organic hole-transport layer
(spiro-MeOTAD) with good transport properties, leading to a much more compact
planer geometry similar to conventional solar cells. In fact, purely planar structures
without the requirement of nanostructured TiO2 have been demonstrated with
efficiencies approaching those of nanostructured cells [9]. At the time of this review,
however, the highest record efficiencies still are those associated with the nanostruc-
tured approach with origins in the DSSC architecture [37].

1.3.3 Nanostructures for Improved Optical Performance

In order to approach or surpass the SQ limit of efficiency, all the available photons
above the bandgap need to be absorbed and collected. Light management in solar
cells focuses on the former, that of absorbing all the photons available. Absorption in
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semiconductors is primarily based on the absorption coefficient, α(hυ), which is
roughly the inverse of the absorption depth in a material. It is a strong function of
wavelength, starting from zero at the band edge (ideally), and for shorter wave-
lengths, increasing in value, so that for very short wavelengths approaching the
ultraviolet, the absorption depth may be just a few tens of nanometers. The fraction
of photons absorbed at a given wavelength may be written as

f ¼ 1� R λð Þ½ � 1� e�α λð Þl
� �

ð1:7Þ

where R is the reflection coefficient from the front surface and l is the path length of
photons in the semiconductor before exiting. There are two main factors to optimize:
one is to minimize the reflectance loss from the front of the device, and the second is
to maximize the αl product such that the second term is close to zero. Part of the light
management strategy with respect to nanostructuring is to minimize reflectance,
while another part is concerned with increasing the effective optical path length and
effective absorption coefficient.

Consider the geometry shown in Fig. 1.7 of a general absorber, which in general
has a backside reflector and textured front and back surfaces. What is shown is the
classical trajectory of a light ray incident on the surface (and not reflected), as it
passes through the absorber and out again. If the width of the absorber is W, for a
smooth surface, with no back reflector, l ¼ W, and with perfect reflection, l ¼ 2 W
(assuming perfect transmission out the front surface) (Fig. 1.11).

In the case of a material with surface and back texturing, we see that the ray is
scattered randomly and may make multiple passes through the material. Using
statistical arguments based on diffusive scattering from the surfaces and ray optics,
the limit to which the effective path length through the material may be enhanced is
limited by the so-called classical light-trapping limit [38]

lh i ¼ 4n2sW ð1:8Þ

Fig. 1.11 Illustration of the
classical path of light in a
general semiconductor
absorber structure including
texturing of the front, the
back, and a back reflector
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where ns is the index of refraction of the semiconductor. For example, in the case of
Si, for red light, ns�3.8, which means the maximum enhancement of the path length
is about 60 times.

For materials like Si which is an indirect bandgap materials, the absorption
coefficient is relatively small for long-wavelength photons, requiring more than
200 microns or more of material to capture photons (not to mention long diffusion
lengths to capture the photogenerated carriers), which add to the material cost as well
as performance. Organic materials also suffer from poor absorption for long-
wavelength photons. So much of the focus in terms of light management is on this
longer-wavelength portion of the spectrum.

Nanostructured materials offer the potential to go beyond the classical light-
trapping limit with feature sizes that are smaller than the characteristic wavelengths
of light, and hence being in a regime of diffraction-limited optics. One interesting
case is when we have periodic arrays of scatterers which coherently interact to
produce photonic bandgap materials [39, 40]. Just as in the quantum picture of
solids that the periodic potential of the crystal lattice modifies the free-electron
dispersion and opens up energy gaps, likewise a periodic array of dielectric scatter-
ings has the same effect on the optical dispersion, creating “bandgaps” in the optical
spectra, creating passbands and stopbands for various ranges of frequencies. Such
arrays can then be used to reflect or selectively enhance absorption in certain ranges
of frequencies, allowing one to exceed the classical light-trapping limit.

Figure 1.12 shows an example of the measured reflectance from Si nanopillars
fabricated using nanosphere lithography, in which silica nanoparticles are dispersed
in a close-packed structure on the surface of Si and then regularly spaced nanopillars
formed using reactive ion etching through the nanospheres [41]. The result is shown
in the micrograph on the left side of the picture. The right side shows the measured
reflectance (dashed curves) from a bare Si surface compared with two different

Fig. 1.12 Left: Micrograph of nanosphere lithographically defined nanopillars. Right: FDTD
simulated (solid) and measured (dashed) reflectance spectra from a regular hexagonal array of Si
NPs with period, p ¼ 600 nm, for cylinder heights of 100 (red) and 200 nm (blue) [34]
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nanopillar heights and the numerical simulation using full-wave finite-difference
time-domain (FDTD) simulation of the scattering electromagnetic waves. As can be
seen, the nanopillars significantly decrease the reflectance due to light trapping and
that this reflectance is well described by the full-wave electromagnetic solutions to
Maxwell’s equations (as opposed to ray optics). The additional features in the
numerical simulation are due to the sharp features assumed in the simulated geom-
etry as opposed to smoothing of the pillars due to the etching process. A systematic
study of different nanowire arrays in terms of periodic versus random in terms of the
absorption of photons has demonstrated the possibility of exceeding the classical
light-trapping limit in Eq. (1.8) over a limited band of optical frequencies [42].

A plasmonic structure for solar cells consists of nanoparticles on a surface or
interface, typically consisting of small metal nanoparticles (Au, Ag, Al, Cu, etc.).
Here surface photonic modes (polaritons, which are quasiparticles formed by the
strong interaction between an EM wave and dipoles excitations in the solid like
optical phonons) are coupled with charge oscillations in the metal nanoparticles
(plasmons) to form what are called surface plasmon polariton modes. In particular,
the nanoparticles have strong dispersion in the vicinity of the plasma frequency of
the metal electrons, and incident light can strongly couple to these resonant modes,
and are strong scattering along the surface, increasing the absorption and effective
optical path length. The plasmonic structure may be introduced on the top surface,
bottom surface, or within the active volume of the solar cell to increase absorption.
Plasmonics has been investigated in both Si and III–V solar cells, as well as organic
cells, demonstrating increased light trapping in the infrared regions. For Si solar
cells, for example, path length enhancements of 7–8 times have been reported
[43]. Plasmonic nanoparticle arrays on GaAs cells showed increase in short-circuit
current of 8% [44].

1.3.4 Nanowire Solar Cells

Nanowire (NW) solar cells are a good example of nanotechnology applied to
photovoltaics, illustrating several of the advantages discussed earlier and while at
the same time addressing some of the disadvantages by mitigating recombination
issue at surfaces. Nanowire-based solar cells have emerged in recent years as
promising candidates for next-generation solar cells [45–48]. One of the advantages
of NWs is the ability to tailor the bandgap through the geometry and composition of
the NW, providing the ability to match the electronic and optical absorption prop-
erties during growth to the desired application, which bulk materials cannot do. In
particular, due to their high aspect ratio and small cross sections, NWs can alleviate
stress along their sidewall surfaces without forming detrimental lattice-mismatch-
related defects, such as threading dislocations that form in planar epitaxial growth
beyond a critical thickness. This property of NWs makes it possible to grow
nanowire arrays on substrates with large lattice mismatch, as well as grow NW
heterojunctions of highly lattice-mismatched materials, which would not be possible
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in planar structures. At the same time, as discussed in the preceding section, arrays of
NWs strongly modify the optical properties of the system due to the photonic
bandgap materials where the NWs can be thought of as “antennas” which strongly
localize optical modes and lead to greatly enhanced absorption. As such, arrays of
NWs provide strong optical absorption with a fraction of the material volume
required in a bulk absorber.

Until now the best performance in NW solar cells have been demonstrated in III–
V compound semiconductors like GaAs, due to the large absorption coefficient and
excellent transport properties of the III–Vs. However, the requirement of III–V
substrates makes them very expensive, where, as discussed earlier, the main appli-
cation is restricted to space applications of solar cells. On the other hand, III–V
nanowire arrays can be grown on cheap substrates opening the path for novel
devices. A schematic of an InGaAs NW array solar cell architecture is shown in
Fig. 1.13. The particular geometry shown is based on a radial core-shell design used
for other optoelectronic applications by Treu et al. [49]. Almost all NW solar cells
are fabricated by growing vertical arrays of NWs patterned top down, in the
particular case of Fig. 1.13, using nanoimprint lithography, which is relatively
inexpensive for nanopatterning. The challenge is to make contact to the n- and
p-regions of the device. One strategy is to fill in the regions between the NWs with a
spin-on insulator like PDMS (polydimethylsiloxane) and then to contact the tips
of the NWs with a conducting oxide like ITO. The scheme shown below contacts the
p++ outer shell InP with a thin cap of p++ InGaAs which connects the cells in parallel,

Fig. 1.13 (a) Schematic of InGaAs core-shell nanowire solar cells and (b) SEM picture of a
fabricated array [50]
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which are then contacted by a gold-alloy finger structure (the n-contact is made to the
doped Si) (Fig. 1.13).

The growth of III–V nanowires on Si for optoelectronic applications was reported
in 2010 by Chuang et al. [51] when they presented the first GaAs nanowire light-
emitting diode (LED) and GaAs nanowire avalanche photodetector (APD) grown on
a silicon substrate with growth conditions compatible to CMOS technology. One
year later the same group produced the first InGaAs/GaAs core-shell NW laser
grown on silicon [52]. This work demonstrated the hybrid integration of III–V
semiconductor nanowires on silicon chips, with huge potential that has only recently
begun to be exploited.

In relation to nanowire-based solar cells, two main designs are employed as
discussed earlier: radial, core-shell junction and the axial junction devices, either
p-n or p-i-n. In the case of core-shell NWS, Colombo et al. reported single GaAs
nanowire p-i-n NW solar cells [53] with an efficiency of 4.5% and a good Voc for
GaAs cells of almost 1 V. The same group more recently reported single-nanowire
solar cells with the potential to exceed the Shockley-Queisser limit [54]. Besides
single-nanowire SCs, nanowire arrays are the subject of intense research. Radial
GaAs junction arrays have been demonstrated by Mariani et al. [55] with efficiencies
of 2.54% and high reproducibility. State-of-the-art axial InP p-i-n junction arrays
have reached a record 13.8% efficiency as shown by Borgström et al. [56]. Sol
Voltaics and Lund University reported GaAs VLS-grown nanowire solar cells with
15.3% efficiencies which were independently verified [57]. More recently, Eindoven
University reported a 17.8% InP vertical junction nanowire solar cell formed by
etching and passivation [58]. As can be seen, the improvement in NW solar cell
technology has rapidly evolved, from a few percent in 2009 to over 17% in 2017, not
dissimilar to the rapid improvement of perovskite solar cells, although surprisingly
the technology does not appear on the NREL efficiency charts (Fig. 1.5) at present.

1.3.5 Multiexciton Generation

Figure 1.14 illustrates the creation of multiple electron-hole pairs for different
photon energies, assuming simplistically that all the excess energy goes into the
electron kinetic energy in the conduction band. As can be seen, there are different
thresholds reached in energy when the photon energy in this picture is hν¼2Eg, 3Eg,
4Eg, etc., resulting in 2EHPs, 3EHPs, etc. As we discuss below from detailed
balance, increasing the quantum efficiency above 100% through multiple EHP
creation allows one to exceed the SQ limit of a single-gap system.

Generation of multiple electron-hole pairs has been known in bulk materials since
the 1960s in Ge and demonstrated experimentally in bulk silicon solar cells
[11]. However, impact ionization or Auger generation processes have a low effi-
ciency in bulk materials and too high a threshold energy for effective utilization of
the solar spectrum due to crystal momentum conservation. Nanostructured materials
have been shown experimentally to increase the efficiency of carrier multiplication
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processes, with lower thresholds for carrier multiplication, and experimental dem-
onstration of multiple exciton generation (MEG) in materials such as PbSe and PbS
colloidal quantum dots [59, 60] with quantum efficiencies well in excess of 300%.
The improved performance in nanocrystals over bulk systems is due to the relaxation
of crystal momentum conservation in quantum dots, which, in bulk systems together
with energy conservation, make the threshold for carrier multiplication roughly a
factor of 1.5 higher than the bandgap. Due to quantum confinement, crystal momen-
tum is no longer a good quantum number, and the threshold for carrier multiplication
occurs at roughly multiples of the bandgap itself. Recent experimental evidence [61],
as well as theoretical calculations [62], suggests indeed that the multi-excitation of
several electron-hole pairs by single photons in quantum-dot structures occurs at
ultrashort time scales, without the necessity of impact ionization. Overall, MEG
generation has been shown in multiple materials, including PbSe, PbS, InAs [63],
PbTe [64], Si [65], and CdSe [66].

The increase in the efficiency of a solar cell due to MEG processes may be
calculated using the detailed balance approach of Eq. (1.5), by multiplying the
integrand of the first integral corresponding to the incident photon flux by a quantum
efficiency, Q(E), representing the number of EHPs per photon generated due to
impact ionization of multiexciton generation. For the case in which all the kinetic
energy of the photon appears in the conduction band, we can write this mathemat-
ically as

QðEÞ ¼
XM
m¼1

mΘðE � mEgÞ ð1:9Þ

where Q is the quantum efficiency, m is the number of electron-hole pairs generated
by a photon, Eg is the threshold energy (which is ideally equal to the bandgap
energy), M is the maximum number of electron-hole pairs generated per an incident
photon, and Θ represents the unit step function. Assuming a blackbody spectrum

Fig. 1.14 Illustration of the
multiexciton generation
process for M ¼ 1, 2, 3,
and 4
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(the result is similar of the AM1.5 spectrum), the result of detailed balance using the
quantum efficiency of Eq. (1.9) is given in Fig. 1.15.

The optimum bandgap for a completely ideal MEG device is 0.76 eV [67] for
M going to infinity, whereas for M limited to 2, the optimum bandgap is 1.05 eV,
very close to that of Si. However, ideal quantum efficiency given by the step function
of Eq. (1.9) assumes the existence of multiple separate, non-interacting MEG
generation processes, i.e., the band structure must be ideal for generating two
excitons, as well as for three excitons, and so on, and also assumes that each of
these MEG processes does not interact. Further, due to the high energies involved,
the photon energy is more evenly split between electrons in the conduction band and
holes in the valence band, leading to a smearing out of the sharp threshold for
successive MEG events.

Experimentally, the quantum yield measured using ultrafast spectroscopy shows
a threshold higher than 2Eg, with a finite slope as shown in the quantum yield data
from NREL [59] shown in Fig. 1.16. As can be seen, the quantum yield in bulk Si is
relatively low with a threshold voltage beyond 3.5 eV, whereas for Si nanoparticle,
the threshold is much lower and the slope steeper. More recently, PbSe quantum-dot

Fig. 1.15 Calculated detailed balance efficiency as a function of bandgap for the AM0 blackbody
spectrum with consideration of increasingly higher-order multiplication factors
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solar cells were reported in which for short wavelengths, quantum efficiencies
(correct for reflection) greater than 100% were measured [68].

Multiexciton generation has been measured more recently in PbSe nanowire/
nanorod structures [69], where the threshold for enhanced quantum yield was lower
than that of nanoparticles of the same material. This result is quite promising, as
nanowires allow transport long the axis of the nanowire, allowing efficient collection
of the generated EHPs, in contrast to nanoparticles, which generally require some
sort of tunneling process to extract carriers.

In terms of multiexciton generation, there is competition between the impact
excitation process (assuming that it is an incoherent process) and other energy
relaxation mechanisms such as electron-phonon scattering, which is responsible
for thermalization, one of the two major losses discussed earlier responsible for
the single-gap SQ limit. The trade-offs between phonon scattering and impact
ionization in narrow nanowires (1–5 nm) have been investigated theoretically
using ensemble Monte Carlo simulation, a particle-based technique for simulating
the nonequilibrium dynamics of photoexcited electrons and holes [70]. Figure 1.17
shows the calculated scattering rates based on the electronic states in the nanowire
from an atomistic sp3d5s* tight-binding representation. What are shown are the bulk
versus nanowire rates for deformation potential scattering (energy averaged) and
polar optical phonon scattering, the two major lattice relaxation processes in III–V
materials. As can be seen, the nanowire rates at low energy deviate strongly due to
the highly 1D nature of the electronic states, whereas at high energies, the nanowire
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Fig. 1.16 Measured quantum yield versus photon energy (normalized by the bandgap) for bulk Si
and two different diameters of nanoparticles. (Reprinted with permission from Beard et al. [66].
Copyright 2007 American Chemical Society)
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bands merge together to approximate the bulk density of states, and hence the same
corresponding scattering rates. The right panel of Fig. 1.17 shows snapshots at
various times of the time evolution of a nonequilibrium carrier distribution due to
high-energy photoexcitation, which shows that as carriers relax, a bottleneck occurs
in going to the ground state due to the energy separation and reduced scattering rates,
leading to longer energy relaxation.

In Fig. 1.18, the average electron kinetic energy of photoexcited carriers in the
conduction band of the InAs NW as a function of time for different nanowire
dimensions compared with the bulk rate is shown on the right side. As can be

Fig. 1.17 Calculated scattering rates in 2 nm InAs NWs compared to the bulk scattering rates for
deformation potential scattering and polar optical scattering (left panel). The simulated relaxation
with the NW band structure for different snapshots in time starting with a high-energy
nonequilibrium distribution [70]

Fig. 1.18 Average energy versus time for a 2Eg excitation of carriers in the conduction band of
different size nanowires versus bulk (left panel). Corresponding simulated quantum yield versus
excitation energy
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seen, the energy loss rate is substantially reduced in the NW system, almost double
that of bulk InAs, and increases for increasingly smaller NWs. The corresponding
electron generation due to impact excitation is shown on the rate, showing that at
nearly 2Eg, there is a strong threshold for carrier generation, which indicates that
NWs should be good candidates for MEG-based solar cells.

1.3.6 Hot-Carrier Solar Cells

Ross and Nozik proposed the concept of hot-carrier solar cells [71] more than
25 years ago as a means to circumvent the limitations imposed by the Shockley-
Queisser limit in terms of both the loss of excess kinetic energy and the loss of
sub-bandgap photons. Figure 1.19 shows a schematic of the basic concept. The ideal
absorber represents a material with a bandgap, EG�0, across which electron-hole
pairs are excited byphotonswith energies greater thanEG. In the absorber, the relaxation
of excess kinetic energy to the environment (i.e., the lattice) is suppressed, while the
carriers themselves still interact strongly to establish a thermalizeddistribution, such that
the electrons (and holes) are characterized by an effective temperature, TH, much greater
than the lattice temperature, TL. This carrier temperature can be so large as to reverse the
net chemical potential difference, μch, between electrons and holes, and typically must
be on the order of several thousand degrees for efficient operation.

Energy-selective contacts are made to the absorber on the left and right, where the
left contact extracts hot electrons in a narrow range of energies above the conduction
band edge as shown, while the contact on the right extracts holes (injects electrons)
at a specific energy range in the valence band. In this scheme, the electrons and hole
are extracted from the system before they have time to relax their excess energy,
hence utilizing the total energy of the photon. Under the assumption of no energy
loss, the maximum efficiency occurs for vanishingly small bandgaps, hence captur-
ing photons over the entire solar spectrum. In this limit, the theoretical detailed
balance conversion efficiency approaches the maximum thermodynamic conversion
efficiency of 85.4% [72]. Later, Würfel and coworkers considered the effect of
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vFig. 1.19 Schematic of a
hot-carrier solar cell
consisting of an ideal
absorber with energy-
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impact ionization and secondary carrier generation on the ultimate efficiency of this
concept [73, 74].

There are many practical limitations to implementing this very ideal structure.
One difficulty is realizing energy-selective contacts. Würfel pointed out [53] that it is
necessary to spatially separate the absorber material for the cold metallic contacts
themselves, which may serve as an energy loss mechanism to the carriers in the
absorber layer. There it was suggested that a large bandgap material such as GaN
serves as a spacer or “membrane” separating the absorber from the contacts. Other
proposals for energy-selective contacts include using nanostructured resonant
tunneling contacts from double-barrier heterostructures, defects, or artificial quan-
tum dots [75].

The main challenge in the technology is to realize an ideal absorber in which the
excess kinetic energy of the photoexcited carriers is not lost to the environment.
There have been various proposals for reducing the carrier cooling rate. Due to the
reduced dimensionality and therefore reduced density of final states in nanostruc-
tured systems, the energy loss rate due to phonons may be reduced, which has been
observed experimentally [76]. In particular, in nanostructured systems such as
quantum wells, quantum wires, or quantum dots, where intersubband spacing
between levels is less than the optical phonon energy, then the optical emission
rate may be suppressed due to the so-called “phonon bottleneck” effect, since there is
no final states for the electron. However, even in such systems, the reduced phonon
emission rate is still too fast for sufficient carrier heating, even under high solar
concentration. As we saw in the previous section on energy relaxation in NWs, the
energy loss rate is reduced by a factor of two compared to bulk, although this rate is
still too fast of establishing a steady-state hot-carrier distribution in the absorber.

If, however, the energy is retained in the coupled electron-phonon system, then
the energy may be recycled through hot-phonon reabsorption. Nonequilibrium
hot-phonon effects during ultrafast photoexcitation have been well studied for
many years. Time-resolved Raman scattering has been used, for example, to char-
acterize the optical phonon decay after photoexcitation for a variety of III–V
compound bulk and quantum well materials [77–80]. Ensemble Monte (EMC)
simulation has previously been used to theoretically model ultrafast carrier relaxa-
tion and hot-phonons effects in quantum well and bulk materials [81, 82], where hot
phonons have been shown to significantly reduce the rate of carrier cooling com-
pared to the bare energy loss rate.

Figure 1.20 shows the results of ensemble Monte Carlo simulation of a quasi-2D
system (10 nm GaAs/AlGaAs quantum well) of the early-stage carrier relaxation
dynamics. The simulation includes both optical phonon (polar and deformation
potential) and carrier-carrier scattering (electron-electron, hole-hole, electron-hole)
and illustrates several effects. In the left panel, we see the early athermal carrier
distribution that is more or less Gaussian shaped around the injection energy.
A secondary peak already appears, which is an optical phonon replica of the main
peak due to the short emission time. For longer times approaching a picosecond,
electron-electron scattering drives the athermal distribution toward a heated Fermi-
Dirac distribution, which is at a different temperature than the lattice, and over a

30 S. M. Goodnick



much longer time scale (see, e.g., Fig. 1.18). The right panel shows the evolution of
the electron and hole temperatures (taken from the average energy), where initially
the electron and hole average temperatures are very different. However, over a
period of 2 ps, the two temperatures reach a common temperature due to electron-
hole scattering, which exchanges energy between the two systems.

Basically the main energy relaxation channel for electrons is through optical
phonons, which lose energy through optical phonon emission in quanta of the optical
phonon energy. However, due to the small group velocity of optical phonons, they
do not leave the excitation volume; rather they must decay into acoustic phonons
through a three-phonon anharmonic scattering process, and it is the acoustic phonons
which propagate energy away from the active region of the device. Hence electrons
and holes may reabsorb the excess phonons, and so the excess kinetic energy of the
photoexcited EHPs remains in the system until the optical phonons decay to acoustic
modes. It has been argued by the UNSW group that nonequilibrium “hot” phonons
may play a critical role in reducing carrier energy loss and maintaining energy within
the absorber [83]. Typical optical phonon decay times range from 1 to 10 ps, much
longer than the electron-optical phonon emission rate (which is subpicosecond in
scale). Engineering materials as absorbers with long phonon decays, particularly
nanoengineered structures, are currently being investigated [56].

Figure 1.21 shows the simulated effect of phonon lifetime on carrier relaxation
using EMC simulation, similar to earlier work on this topic [60, 84]. Here a 2 eV
laser pulse exciting a 10 nm GaAs/AlAs QW is simulated, which peaks at 1 ps into
the simulation, and is 200 fs wide. Optical absorption is modeled by creating
electron-hole pairs corresponding to photons with a given frequency and momen-
tum. Figure 1.21 plots the carrier temperature as a function of time for various
assumed phonon lifetimes ranging from 0 (i.e., no hot phonons) to 100 ps.

As can be seen in the simulated results of Fig. 1.21, without hot phonons, the
electrons cool rapidly and reach the lattice temperature within 5–10 ps. In contrast,
with hot phonons, after the initial pulse, when a nonequilibrium distribution of hot
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Fig. 1.20 Left panel: Ensemble Monte Carlo simulation of the ultrafast electron dynamics in the
conduction band of a 10 nm GaAs quantum well at 300 K for carriers injected at 50 meV above the
band edge, with an injected carrier density of 5�1011/cm2. Right panel: Electron and hole
temperatures versus time after ultrafast carrier excitation for different injected carrier densities
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phonons establishes itself, the decay slows and becomes non-exponential. As
expected, as the phonon decay time becomes very large, the energy loss rate transi-
tions to one limited by the electron-phonon scattering time, to one determined by the
phonon-phonon anharmonic decay time. Hence, finding absorber materials with long
phonon lifetimes is a possible approach to realizing hot-carrier solar cell performance.

1.4 Summary

Here we have discussed the state of the art with respect to photovoltaic device
technology and how nanotechnology is playing an increasing role in improving
existing devices, as well as new device architectures seeking to improve efficiency
while lower cost. We discussed how, for example, nanostructures are playing an
increasing role in improving light management in solar cells to improve light
collection and allow thinner materials to be used reducing cost. Nanostructured
materials play a central role in device architectures such as the dye-sensitized solar
cell, which in turn became the basis for perovskite solar cells, which have rapidly
overtaken thin-film technology in terms of efficiency and approach that of crystalline
Si solar cells. Nanowire solar cells have also shown tremendous improvement in
recent years, with efficiencies over 15%. Research continues on realizing advanced
concept solar cell structures such as multiexciton generation and hot-carrier solar
cells, and recent results show continued improvement in the design and architectures
of such systems.

Fig. 1.21 Simulated electron temperature versus time for various assumed phonon lifetimes in a
10 nm GaAs/AlAs QW following a 2 eV, 200 fs wide optical pulse. The injected carrier density is
5�1011/ cm2 in all cases. The lattice temperature is 5 K
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Chapter 2
The FinFET: A Tutorial

Charles Dančak

Abstract Ever since Intel launched its successful 22-nm Ivy Bridge CPU chip,
establishing nonplanar finFET technology as a viable means of extending Moore’s
law, variations of the basic finFET or the nanowire transistor have been introduced
into nanoelectronics research and manufacturing efforts at an unprecedented rate.

All members of the finFET family of devices—whether fabricated on a bulk or
SOI substrate, or structured as a double- or triple-gate or a nanowire transistor—share
the same fundamental operating mechanism: the electric field effect. Drain current is
under the control of a gate voltage that modulates the conductivity of the underlying
fin or nanowire. This tutorial derives qualitative I-V characteristics for such devices,
using intuitive assumptions and principles like Ohm’s law and Poisson’s equation.

It then focuses on the geometric characteristics of nonplanar devices, examining
the layout of a typical CMOS standard cell comprising both n- and p-type finFETs.
The use of a local interconnect layer to connect adjacent fins is detailed. A section is
devoted to explaining why nonplanar devices exhibit higher immunity to short-
channel effects (SCEs). To quantify this explanation, the natural screening length
parameter λ is introduced and then computed for several common device types.

The tutorial cites a dozen intuitive rules of thumb that engineers and scientists
may find useful in evaluating finFET design issues and device trade-offs. During the
discussion, key electrical and physical finFET properties are related to their
corresponding BSIM-CMG SPICE parameters, including GEOMOD and NFIN.

2.1 Beyond Planar Technology

One of the most notable hand-drawn graphs in the world of technology was the
logarithmic plot tacked to a wall of Gordon Moore’s office at Fairchild in Silicon
Valley [1]. It revealed a trend: MOS integrated circuits doubled in complexity each
year. A chemical engineer by training, Moore realized that no real physical barriers
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stood in the way of cramming more and more transistors onto a single die—unlike
the thermodynamic equilibria conditions that can limit yield in chemical reactions.
Achieving greater density and higher speed was just a matter of finer patterning [2].

Since 1965, Moore’s law has held for nearly five decades. Chip companies like
Intel have progressed from the first 4004 microprocessor, with just 2,300 MOS
transistors, to processors like the Xeon, with 7 billion on one die—just by scaling
down device length, width, and other process parameters by ~√2 each year or two.

What has complicated the scaling, and threatened to upset Moore’s law, is a set of
unwanted side effects, collectively known as short-channel effects (SCEs). SCEs
arise from shrinking the channel length and other critical parameters. In 1965, the
shortest commercial MOSFET had a channel length L of about 1 mil, or 25 μm. By
2011, Intel was planning to announce its Ivy Bridge CPU, with a length of 22 nm—

103� shorter. To circumvent the SCEs, they chose to go beyond planar technology.
Figure 2.1 is a conceptual view of a traditional short-channel nMOS transistor.

(Advanced aspects, like LDD extensions or halo doping, are omitted for simplicity.)
While the channel length L has been scaled down aggressively, the junction depth rj
of the source or drain has not scaled down as readily. One reason is the higher sheet
resistance of shallow source-drain islands, limiting the drive current. Another is the
inevitable diffusion of implanted dopant atoms during the fabrication process.

As a result, the short-channel transistor is no longer very planar. This is evident in
Fig. 2.1. The depth of the source-drain islands (rj) is now comparable to the length L.
Since these n-type islands form p-n junctions with the p-type substrate, they are
surrounded by depletion regions of significant depth (d ). The shorter the device, the
more these depletion regions tend to encroach into the channel area underneath the
gate. (For simplicity, the figure shows depletion regions of uniform depth, which
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assumes the source-drain voltage VDS is small compared to VDD, and the transistor
is operating in the linear region. SCEs worsen at higher drain bias.)

For older, long-channel transistors, the gate electrode effectively controlled the
buildup of depletion charge (dashed rectangular outline in the figure). For shorter
channels, with more encroachment, the gate lost control of some of this charge
(shaded triangles). This shaded fraction of depletion charge needs no gate voltage to
build up—it originates from the p-n junctions at the source and drain terminals.

What in 1965 was a rectangular volume of depletion charge under gate control
(equal to �qNAWLdmax, where NA is the substrate doping) has in recent years
become trapezoidal. As L shrinks, the shaded portions of the rectangle grow more
significant. The undesirable result is that the transistor turns on at a lower gate
voltage VGS. The threshold voltage VTn is no longer determined only by processing
parameters like NA but instead decreases—rolls off—with shorter device length L.

Threshold voltage roll-off is one of the worst SCEs, in the sense that it directly
impedes Moore’s law. Further scaling down of L can only be done at the expense of
process enhancements that keep threshold voltages from rolling off excessively.

Figure 2.1 indicates another SCE. The yellow arrows superimposed on the figure
occur when VGS is just below threshold. Ideally, the transistor should turn off. In
reality, there is a small drain current. It is due largely to electrons diffusing from the
electron-rich source into the electron-poor p-type substrate and reaching the drain.

This subthreshold current will increase as L shrinks, since the channel is shorter
compared to carrier diffusion length. The result is a parasitic current flow IOFF which
contributes to the chip’s static leakage power consumption in standby mode.

Consequently, by the 22-nm node, the traditional planar MOSFET had reached its
limits. Scaling down L led to too much leakage, for too little performance boost. The
most notorious of the SCEs impacting its operation are summarized below [3]:

• Threshold voltage roll-off: The threshold voltage, at which a transistor turns on,
is no longer independent of gate length but rolls off with decreasing L.

• Subthreshold conduction: Just below threshold, the transistor never turns off
entirely. A minuscule current flows, by the diffusion of carriers across the short
channel. Though exponentially small, this subthreshold current—multiplied by
billions of on-chip devices—leads to unacceptable levels of leakage power.

• Channel-length modulation: An early warning sign of SCEs, channel-length
modulation (CLM) results in I-V curves that fail to saturate above pinch-off. The
channel current IDS continues to rise significantly with increased drain bias VDS.

To circumvent these SCEs, and extend Moore’s law for a few more years, the
semiconductor industry has departed from classic planar FET technology. In 2012,
Intel launched its 22-nm Ivy Bridge CPU. Representing the most radical technology
shift in five decades, this chip used a nonplanar transistor known as the finFET [4].

A finFET is built around a thin ridge of silicon, of order 100 nm in total height—
like the dorsal fin on a fish’s back. Carriers flow from source to drain along this fin.
In Sect. 2.3, we derive its first-order I-V characteristics. In Sect. 2.4, we look at its
layout. In Sect. 2.5, we explore its short-channel behavior.
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Before delving into the details, though, let us briefly look at a nonplanar device
that is more symmetric and thus easier to understand at a conceptual level. In Sect.
2.2, we examine the basic operation of the nanowire field-effect transistor.

2.2 The Ideal Transistor

For purposes of maximizing control of the gate over the channel, and avoiding SCEs,
the ultimate geometry for an MOS transistor is perhaps a silicon nanowire [5].
Figure 2.2 shows a conceptual view of an n-type nanowire FET. Its thickness
(or diameter) is tnw. Its length, from source to drain, is L. Its effective width, Weff,
is the wire’s circumference. Silicon nanowires can be fabricated by conventional
MOS masking and etching on bulk wafers [6]. For simplicity, this figure omits such
process-specific details as supporting silicon pillars at each end of the nanowire.

Because the gate electrode wraps all around the underlying silicon nanowire, the
electrostatic control of VGS over the drain-to-source current flow IDS is maximal.

Encroachment by the source-drain depletion regions is minimal, and SCEs have
less impact. Source-drain junction depth (rj) plays less of a role. As a result, further
scaling down of L can proceed more easily than in the traditional nMOS transistor.

2.2.1 Qualitative Behavior of a Nanowire

Let us investigate the qualitative behavior of this silicon nanowire (SNW) FET. By
briefly examining this highly symmetric SNWFET, we will be better able to analyze
the less-symmetric finFET structure, covered in detail in the next section.

Source
(n+)

Drain
(n+)

Channel
Length

(L)

IDS

VDS

VGS

Substrate
(p-)

Thickness
(tnw)

y

r
f

Fig. 2.2 Conceptual n-type nanowire FET (perspective view)

40 C. Dančak



As the applied gate voltage VGS increases, the outer surface of the wire goes
through three successive stages: accumulation, depletion, and inversion. We will
focus mostly on the latter stage, in which the transistor is fully turned on, and a thin
inversion layer of mobile electrons carries a current from the source to the drain.

It is natural to use cylindrical coordinates, as in the lower right corner of Fig. 2.2.
Coordinate r is the radial distance to any point, perpendicular to the y-axis. The
coordinate ϕ is the angle described as the radius sweeps out a full circle.

Clearly, this transistor is symmetric about the y-axis. Electrical conditions inside
the nanowire—like inversion charge density—are independent of angle ϕ.

For tutorial purposes, we limit our discussion to thicker nanowires, in which the
inversion charge resides in a thin layer at the surface of the wire, at a radius ½ tnw.
(Thin nanowires cannot be analyzed with the equations of classical physics alone,
since electrons confined to nanoscale structures obey the laws of wave mechanics.)

Physical Insight: Quantum-Mechanical Effects
A truly small-geometry nanowire exhibits quantum-mechanical effects
(QMEs). If the wire diameter tnw is thin (say, below 10 nm), then electrons
in the inversion layer are tightly confined in the radial (r) and angular (ϕ)
directions. They are only free to drift along the axial direction y. Such
localization leads to quantization [7].

The tightly confined electrons assert their wave nature and behave like a
1-D electron gas. This causes band splitting and volume inversion. Under
volume inversion, the carriers can no longer be viewed as residing in a thin
surface layer.

Small-geometry nanowires exhibiting QMEs are discussed in the literature
[8]. Analysis starts by solving Poisson’s equation, in classical physics, to
obtain the electrostatic potentialΦ(r,y) for electrons within the wire. Substitut-
ing Φ into Schrödinger’s wave-mechanical equation yields the electron wave
function ψ(r,y). The probability density |ψ|2 is used to compute the concen-
tration of electrons [9].

Now let us briefly investigate the three modes of nanowire transistor operation:

1. Accumulation: For VGS less than 0 V, the gate has a negative charge. It is
balanced by an equal and opposite positive charge on the wire, supplied by
majority-carrier holes from the p-type interior. These holes accumulate near the
surface. The channel region has an excess of holes—but few electrons. With no
electrons to flow from n-type source to drain, the transistor is an open circuit.

2. Depletion: In this mode, VGS is positive but still below the threshold voltage for
an n-type device. Positive charge builds up on the gate, balanced by an equal and
opposite negative charge on the nanowire. This negative charge arises as holes in
the p-type wire are driven away from the positive gate. Each hole is filled with a
valence electron, leaving a fixed, negatively-charged acceptor ion.
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Few electrons exist in the p-type wire under the gate. The wire surface is thus
depleted of mobile carriers. The transistor is still an open circuit. We will denote
this immobile, negative depletion-layer charge (per unit surface area) as Qd( y).

3. Inversion: As VGS exceeds the threshold voltage VTn for an n-type device,
inversion sets in. Mobile conduction electrons flood into the nanowire from the
source, until these minority carriers invert the original doping. The wire surface is
now n-type instead of p-type. This thin inversion layer, a sleeve-like channel
extending along the y-axis, forms a conducting bridge from source to drain. We
will denote this mobile inversion channel charge (per unit surface area) as Qi( y).

Figure 2.3 is a side view of the SNWFET. This cutaway view emphasizes that,
during CMOS processing, the channel region inside the wraparound gate electrode
remains lightly p-type or even undoped (intrinsic). Only the exposed source and
drain regions are implanted heavily n-type (or p-type, for a complementary device).
We assume for simplicity there are no trapped charges within the insulating oxide.

Our focus is inversion mode, when the SNWFET is fully turned on. Figure 2.4 is
a qualitative plot of charge density along the inverted nanowire. Both components,
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Qd and Qi, are indicated. The profile shown is uniform along the entire y-axis. This
uniform-channel condition exists if the drain bias VDS is small compared to VDD.

Both charge components will play a role in determining the I-V characteristics.
The inversion charge density Qi( y) consists of mobile electrons, residing as close to
the nanowire surface as they can get. This corresponds to a radial distance½ tnw. The
depletion charge density Qd( y) is made up of NA ionized acceptor ions per unit
volume, at fixed sites throughout the lightly doped nanowire underneath the gate.

This depletion charge forms a layer of finite depth d. This depth depends upon
process parameters such as εSi and NA. (In a thin, lightly doped nanowire, the depth
of depletion can reach ½ tnw. Such a nanoscale structure is called fully depleted.)

In the next section, we briefly consider what happens at higher drain bias. Then
the drain end of the nanowire is held at VDS, while the source end is at 0 V. We will
have to account for the variation of the inversion charge Qi( y) and the depletion
charge Qd(y) as a function of the distance y from the source terminal.

2.2.2 Potential Distribution in a Nanowire

Even in as symmetric a structure as the SNWFET shown in Figs. 2.2 or 2.3, it is
difficult to find the exact electric field distribution as a function of r and y. In this
subsection, we explore the complexity of the problem. We then fall back upon the
classic simplification known as the gradual-channel approximation (GCA).

Instead of deriving the electric field, a vector, it is easier to find the electrostatic
potential distribution Φ(r, ϕ, y), a scalar, related to the field by E ¼ �∇Φ(r, ϕ, y).

In electrostatics, a scalar potential Φ arising from a distribution of charge obeys
Poisson’s equation. Expressed in cylindrical coordinates, it takes the form of (2.1).
By cylindrical symmetry, we can omit the derivative term with respect to the angle
ϕ. The volume charge density qNA on the RHS is applicable to the case of sub-
threshold operation, VGS < VTn, in which the nanowire is depleted of carriers:

∂2Φ
∂r2

þ 1
r

∂Φ
∂r

þ 1
r2

∂2Φ
∂ϕ2 þ

∂2Φ
∂y2

¼ qNA

εSi
ð2:1Þ

This still leaves a partial differential equation in two variables, a complex task to
solve analytically for Φ(r, y), unless we resort to simplifying assumptions [10].

To understand these simplifications, let us refer to Fig. 2.5, a conceptual plot of
the potential profileΦ(r, y) inside the SNWFET, at a value of y between 0 and L. The
vertical axis represents electrostatic potential. Working our way inward, we first see
that the entire gate electrode is an equipotential region held at voltage VGS.

Inside the thin gate dielectric, Φ falls steadily as r decreases, corresponding to a
relatively high electric field Er. Inside the nanowire, Φ continues to fall. Its value at
the very surface of the silicon—the surface potential—is denoted Φs. As part of the
gradual-channel approximation, we assume that this silicon surface potential Φs

remains relatively constant with rising gate bias VGS once inversion is reached.
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The surface potential is, however, directly affected by increasing drain bias VDS.
An applied drain bias raises the surface potential at a point y along the nanowire—
especially toward the drain end. We thus replace Φs by the sum Φs + V( y), where V
( y) reaches VDS at the drain but is 0 V at the source. To first order, the increase is
additive. This is valid under our assumption of a gradual channel, in which the field
Ey and potential Φ(r, y) vary only gradually along y and where |Er| > > |Ey|.

We will rely on this gradual-channel simplification in the subsections ahead, as
we investigate the tri-gate finFET. In this subsection, our goal was to introduce the
highly symmetric SNWFET, to better understand the less-symmetric finFET later.

The nanowire transistor is itself, however, the subject of intensive research and
development. One issue still to be resolved is whether nanoscale wires, as they are
scaled down further, can support adequate current flow for digital applications.
Another issue is whether the surface roughness encountered by electrons in the
inversion layer will be detrimental to their mobility. If these issues are resolved,
SNWFETs could well become the future digital logic technology of choice.

Nanowire devices may also hold promise as on-chip sensors. Their nanoscale
volume, ¼π(tnw)

2L, renders them highly sensitive to biochemical conditions, like
minuscule variations in pH. Their transistor capabilities may enable such devices to
combine an active sensing role with electrical amplification and conversion [11].

Physical Insight: Poisson’s Equation
Poisson’s equation is based upon Gauss’ law in differential form, which states:
ε∇�E ¼ ρ, for a volume charge density ρ in a medium of uniform permittivity
ε. If the electric field is replaced with E ¼ �∇Φ, where Φ is the electrostatic
potential, then the result is a partial differential equation in three dimensions:
∇2Φ ¼ � ρ/ε.

When applied to the charge distribution in a silicon substrate, nanowire, or
fin, the electrical permittivity of crystalline silicon, εSi, must be used for ε. It is
roughly 12ε0, or 12� the permittivity of free space. The factor 12 is the
relative dielectric constant. A key process parameter, the relative dielectric
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constant of the channel material, is represented in the BSIM-CMG model by
the SPICE parameter EPSRSUB.

Though silicon is a semiconductor, and not a dielectric insulator, its
permittivity enters into Poisson’s equation because the silicon lattice is highly
polarizable. Any electric field arising from the charge distribution ρ is inev-
itably reduced because it polarizes the silicon atoms. The resulting atomic
dipoles partially counteract E.

It is of historical interest to note that the differential equation developed by
the French mathematician Poisson in 1813 is still in use two centuries later as
the basis for modeling the most advanced MOS field-effect transistors, includ-
ing nanowires.

In this section, we briefly investigated an almost ideal transistor, the SNWFET.
Building on this conceptual groundwork, let us now examine a nonplanar transistor
that is less ideal but is representative of devices already in production at foundries
around the world. In the next section, we discuss the bulk tri-gate finFET device.

2.3 FinFET I-V Characteristics

All the members of the finFET family of devices—whether fabricated on a bulk or
SOI substrate, or structured as a double- or triple-gate or a nanowire transistor—
share one fundamental characteristic: their operating mechanism is the field effect.
Drain current flow is under the control of a gate electrode that does not even touch
the silicon substrate but—through the influence of a transverse electric field across
the gate oxide—modulates the conductivity of the underlying fin or nanowire.

Figure 2.6 shows an n-type finFET on a bulk silicon substrate. Though generic, it
is representative of devices already in production—such as Intel’s Ivy Bridge die
tri-gate transistor [4]. The gate stack can be heavily doped or silicided polysilicon
with an SiO2 dielectric, or else an HKMG stack with a refractory metal gate using W,
Ti, Mo, or their alloys [12]. For tutorial purposes, we assume the former, with an
oxide capacitance (per unit area) of Cox ¼ εox/tox. The silicon fin itself is integral to
the underlying substrate. We will assume that it is lightly doped p-type.

For the rectangular finFET geometry of Fig. 2.6, it is natural to use the x-y-z
coordinates at the lower right. Though not as symmetric as the nanowire transistor of
Sect. 2.2, the finFET nevertheless behaves in a similar manner. The silicon fin of
thickness tfin plays a very similar role to that of the nanowire of diameter tnw.

Let us derive qualitative I-V characteristics for this device, from first principles.
We seek to demonstrate that the current IDS flowing through the fin is indeed

controlled by the transverse electric field and hence by the applied gate voltage VGS.
It is also dependent on the applied drain voltage VDS. We will again rely on the
gradual-channel approximation (GCA) introduced in Sect. 2.2. We will bypass
algebraic complexity, arriving at an intuitive description of finFET characteristics.
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2.3.1 Uniform-Channel Conditions

The key observable in MOS transistors is the drain-to-source current IDS as it varies
with bias voltages VGS and VDS. The p-type substrate is assumed grounded. (Upper-
case subscripts are used here to denote large-signal voltages and currents.)

As in our earlier analysis of the nanowire transistor, there are three finFET bias
regions: accumulation, depletion, and inversion. To derive the I-V characteristics of a
turned-on transistor, we focus on inversion. In this mode, the gate voltage VGS

exceeds the threshold voltage VTn for an n-type device. A positive charge builds
up on the gate. It is balanced by an equal and opposite negative charge on the
underlying fin. We will denote this total negative charge (per unit area) as Qfin. As in
Sect. 2.2, the negative fin charge arises from two independent contributions:

1. A layer of depth d of depletion charge Qd (per unit area). It consists of acceptor
atoms, at uniform concentration NA throughout the fin, which have been ionized.
This charge increases as the depletion layer deepens, exposing more acceptors.

2. A thin layer of inversion-channel charge Qi (per unit area). It consists of mobile
electrons flooding into the fin above threshold and residing close to its surfaces.

Summing up both these independent sources, the total negative charge (per unit
area) above threshold, built up on all three exposed surfaces of the silicon fin, is:

Qfin ¼ Qi þ Qd ð2:2Þ
We assume in this subsection that VDS is small compared to the supply voltage

VDD. Thus, charge densities do not vary significantly with y. Conditions along the
length of the channel are uniform, from the source at y ¼ 0 to the drain at y ¼ L.
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The silicon fin forms one plate of the capacitor. But not all of the applied gate
voltage appears across the oxide dielectric. Some gate voltage is dropped between
the surface of the fin and its interior. We again denote this surface potential as Φs:

VGS ¼
�Qfin

Cox
¼ Φs ð2:3Þ

For a uniform channel, we can assume that surface potentialΦs is independent of y.
Note that we ignore nonideal behavior, such as charges trapped in the oxide layer or at
the fin interface. All of the fin charge is thus generated by the gate bias.

Rewriting (2.3), and substituting (2.2), we obtain the inversion charge density.
For simplicity, we also ignore any process-specific differences in work functions:

�Qi ¼ Cox VGS �Φs½ � þ Qd ð2:4Þ
We rearrange (2.4) slightly to group together two terms in parentheses that are

more dependent upon process parameters such as NA than on the applied gate bias:

�Qi ¼ Cox VGS � Φs � Qd=Coxð Þ½ � ð2:5Þ
As in subsection 2.2.2, we assume that Φs remains relatively constant as VGS is

increased, once inversion has been reached [13]. We can identify the parenthesized
expression as a fixed threshold voltage, dependent on process parameters like NA,
εox, and tox. When VGS is at the threshold voltage for an n-type transistor, the charge
Qi is zero. To a first approximation, the threshold voltage can thus be expressed as:

VTn ¼ Φs � Qd=Cox ð2:6Þ
Using the expression in (2.6), we simplify (2.5) to obtain the inversion-channel

charge (per unit area)Qi. It is proportional to the gate voltage above threshold. Based
on our assumption of a uniform channel, it does not vary appreciably with y:

�Qi ¼ Cox VGS � VTn½ � ð2:7Þ
As VGS increases further, above threshold, more negative charge must appear on

the fin. Up to this threshold, the incremental charge was supplied by a deepening of
the depletion layer, exposing more immobile ions. But Qd grows slowly with gate
bias, only as the square root. Above the threshold, the inversion charge Qi grows
exponentially with gate bias, flooding the fin with mobile electrons. It is this abrupt
shift in the source of charge that leads to the concept of a threshold voltage VTn [14].

To first order, the depletion layer grows no deeper above threshold but remains
fixed at a maximum depth dmax. This will simplify our analysis considerably. All of
the second-order effects of depletion charge on I-V characteristics are lumped into a
process-dependent parameter, the threshold voltage VTn. Depletion simply defers
inversion, until VGS exceeds a value largely determined by the substrate doping NA.

Our simplification does have physical validity. In the limiting case of a fin that is
fully depleted, Qd does reach a limit, set by ½qNAtfin. In exchange for simplicity, we
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sacrifice the ability to model SCEs. We are not accounting for the deepening of the
depletion layer around the drain at higher VDS and its encroachment on the channel.
But our model is still adequate to yield qualitative finFET characteristics.

Based on this model, we can derive a useful rule of thumb. As electrons flood into
the fin above VTn, they create a thin layer of inversion-channel charge (per unit area)
Qi. This conductive layer bridges the gap between the source and the drain.

The inversion electrons are mobile. Even under a small drain bias VDS, they will
drift along the channel in ohmic fashion, leaving the source and entering the drain. A
microscopic form of Ohm’s law states that the average drift velocity of free electrons
moving through a silicon lattice is directly proportional to the applied electric field.
The proportionality constant μn is the electron mobility. Therefore:

�vy ¼ �μnEy ¼ μn Ey

�� �� ð2:8Þ
The minus sign arises because electrons move against the electric field. On

average, the drifting electrons will move from the source to the drain in a time
interval τ. This transit time is just the length of the channel divided by the average
velocity:

τ ¼ L

μn Ey

�� �� ¼ L2

μnVDS
ð2:9Þ

where the field jEyjis of the order of the drain bias VDS over the channel length L.
It is this transit time τ that sets an inherent limit on the speed of the entire

technology [15]. An n-type transistor in the pull-down network of a CMOS logic
gate cannot discharge the load capacitance of the next gate any faster than the time it
takes for the required charge to drift across the channel length L of the pull-down
device. Though optimistic, this simple delay metric leads us to a first rule of thumb.

The transit time τ depends primarily on device length L. As device dimensions are
scaled down by a factor of ~√2 from one technology node to the next, the density of
gate logic on a silicon die scales up by a factor of 2. This is Moore’s law. But
Eq. (2.9) suggests that the raw speed of the technology will increase by the same
factor (partly offset by voltage scaling). This accounts for the industry-wide driving
force behind decades of Moore’s law: scaling down channel length L—even at the
cost of higher process complexity—enhances IC operating speed.

Rule of Thumb 1
For the nonplanar finFET, just as for planar MOSFETs, the inherent delay of the
device decreases as the channel length L is scaled down—obeying Moore’s law.

In this subsection, under uniform-channel conditions, we can see from (2.8) that
IDS grows linearly with the field Ey and in turn with VDS. At low drain bias, the ideal
finFET thus behaves like a resistor. Here, low implies that VDS is sufficient for
current to flow yet small enough compared to VGS that the drain bias does not yet
affect the inversion charge Qi. In the next subsection, we consider higher drain bias.
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2.3.2 Gradual-Channel Conditions

Based on experimental I-V plots, we know that IDS does not continue to increase
linearly with VDS. Instead, it will level off—or saturate. Because the drain end of the
fin is held at VDS, less of the applied gate bias will fall across the oxide there. Qi will
thin out near the drain. We must therefore modify Eq. (2.4) to account for the effect
of VDS on Qi along the channel. We thus replace Qi with Qi( y). In the interests of
simplicity, however, we will assume this charge variation is gradual.

Consider Fig. 2.7. Suppose that VDS is 1.0 V. At one end of the fin, the source
terminal, the drain bias is 0 V. There, the fin surface potential remains at the valueΦs

it had at threshold. At the other end, the drain terminal, the applied bias is VDS. The
surface potential there will beΦs + VDS. At any intermediate point y along the fin, the
surface potential must take on successive values, like those in the figure.

The ohmic inversion layer, which bridges the gap between the source and drain,
behaves in effect like a resistive capacitor plate [16]. We can now approximate the
potential as a function of y. For a gradual channel, in which the gate bias has more
influence on the inversion layer than does drain bias, we simply assume the effect is
additive [17]. We replace potential Φs at the fin surface with the sum Φs + V( y).

Two boundary conditions must be satisfied at either end of this resistive plate: V
(0) ¼ 0 V at the source terminal and V(L ) ¼ VDS at the drain terminal.

ReplacingΦs in Eq. (2.4) with the sumΦs + V( y), we obtain a modified Eq. (2.10)
for Qi( y). Since V( y) must increase with y, the inversion charge will thin out toward
the drain. This first-order approximation to the effects of drain bias on Qi is
comparable to the classic SPICE Level 1 model for a planar MOSFET:

�Qi yð Þ ¼ Cox VGS �Φs � V yð Þ½ � þ Qd ð2:10Þ
The potential inside the fin is, in reality, a function of the form Φ(x,y,z). It can

only be found accurately by solving Poisson’s equation in three dimensions
[18]. Advanced SPICE models, like BSIM-CMG Level 72, solve Poisson’s equation
for a specific set of device parameters using sophisticated analytical
approximations [19].

We will proceed, as in Subsection 2.3.1, to bypass mathematical complexities by
treating Φs as constant above inversion. We thus lump all the second-order effects of
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depletion charge buildup into a fixed threshold voltage VTn. The approximate
inversion-channel charge (per unit area) as a function of y for a gradual channel is:

�Qi yð Þ ¼ Cox VGS � VTn � V yð Þ½ � ð2:11Þ
Equation (2.11) is only slightly more complex than (2.7). Let us reemphasize that

(2.11) is strictly valid only for long-channel devices, under gradual-channel condi-
tions. It cannot model SCEs. But it is adequate for deriving qualitative finFET
characteristics and for demonstrating their dependence on IC process parameters.

Let us now compute the drain current IDS flowing through this nonuniform, but
gradual, channel. Consider an elemental cross section of the fin, as diagrammed in
Fig. 2.8. During a steady-state flow, the current must be the same at any point y.

The voltage drop V( y), however, increases along the channel. The differential
voltage drop across this section is dV( y). The mobile inversion charge of (2.11) is
spread in a thin layer over the three exposed surfaces of the fin (as indicated by tiny
minus signs). The fixed depletion charge (circled minus signs) is indicated as well.

Only mobile charge contributes to the drain current. Recalling that Qi denotes
inversion charge per unit area, we can express the total mobile inversion charge on
all three-fin surfaces, within this elemental volume, as dq ¼ Qi (2hfin + tfin) dy.

Since the carriers in an n-type device are negatively charged electrons, drifting
along y from source to drain, let us first compute the source-to-drain current ISD. The
source-to-drain current flowing along y in the figure is the charge per unit time
drifting through this fin cross section. Since dy/dt is the drift velocity, we get:

ISD ¼ dq

dt
¼ Qi 2h fin þ t fin

� �
dy

dt
¼ Qi 2h fin þ t fin

� �
�vy ð2:12Þ

From Eq. (2.8), the drift velocity is related to the lateral electric field Ey along the
fin. But the y-component of the lateral field is the negative gradient of the potential V
( y). With this substitution in (2.12), we get the differential equation:

dy

VGS

dV(y)

Q1(y)

z y

x
p-

Fig. 2.8 Elemental channel
cross section dy
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ISD ¼ μn 2h fin þ t fin
� �

Qi
dV yð Þ
dy

ð2:13Þ

Equation (2.13) describes drift current only. We neglect the diffusion current of
these majority-carrier electrons; this is addressed by more sophisticated models
[20]. We can now substitute (2.11) for Qi(y). Reversing the sign to correspond to
a conventional drain-to-source current, we arrive at the simple differential equation:

IDS ¼ μnCox VGS � VTn � V yð Þ½ � 2h fin þ t fin
� � dV yð Þ

dy
ð2:14Þ

We can readily solve differential Eq. (2.14) by integrating over the entire length
of the channel, from 0 to L. Let us multiply both sides by dy and then integrate:

IDS

ZL
0

dy ¼ μn 2h fin þ t fin
� �

Cox

ZVDS

0

VGS � VTn � V yð Þ½ �dV ð2:15Þ

We are thus summing differential voltage drops along the length L of the channel.
After integrating, we obtain the drain current in terms of bias voltages. This I-V

characteristic is applicable to an n-type gradual-channel finFET above threshold,
with an inversion layer that extends from source to drain (and is not pinched off).
The resulting Eq. (2.16) is clearly an expression of the electric field effect:

IDS ¼ μnCox
2h fin þ t fin
� �

L
VGS � VTnð ÞVDS � 1

2
V2
DS

� �
ð2:16Þ

The gate voltage VGS creates a transverse field across the oxide, described by Ex

and Ez. This field modulates the conductivity of the fin. The degree of modulation
depends on process parameters like the mobility μn and capacitance Cox ¼ εox/tox.

An equation similar to (2.16) holds for complementary p-type finFET devices. In
this case, positively charged holes flood into the inverted channel, forming a bridge
from source to drain. We simply substitute hole mobility μp and the p-type device
threshold VTp (a negative value), to obtain the I-V characteristic for p-type devices.

Figure 2.9 is a conceptual TCAD simulation of an n-type finFET, as it carries
current. It shows the electron density, profiled at mid-channel, in a lightly doped

Electron Density
(at mid-channel)

Fig. 2.9 Conceptual TCAD
profile of fin channel
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15-nm-thick rectangular fin. Such profiles are obtained using TCAD tools such as
Synopsys Sentaurus Device [21]. Notice the high density at the three-fin surfaces.

In deriving the I-V characteristic of (2.16), we relied upon the gradual-channel
approximation (GCA). This is accurate for long-channel devices. It loses validity for
a short-channel device, in which the drain bias VDS applied across a short channel
L leads to high lateral field. Such a channel would no longer be gradual, and it would
exhibit the same short-channel effects that were cited in Sect. 2.1.

It is important to realize, however, that—within its range of validity—the GCA
model faithfully describes qualitative finFET behavior. Even sophisticated SPICE
models for finFET devices—like the common-multigate BSIM-CMG algorithm—

are founded upon a simplified core model. This core model typically starts from
GCA assumptions [22]. This ensures the scalability of the model. The same algo-
rithm can handle long-channel or short-channel finFETs, without encountering
discontinuous currents or voltages—and without the need for artificial tuning
parameters [23].

The current flow in (2.16) depends on channel length L, a layout parameter, just
as it does for planar MOSFETs. Notice, however, a radical departure from planar
technology: no layout parameter for channel width W appears in the equation.
Instead, the finFET device has an effective width fixed by two process parameters:

Weff ¼ 2h fin þ t fin
� � ð2:17Þ

We can visualize the thin inversion layer as folded over the exposed fin surfaces.
Its extent lies in two dimensions, x and z. The finFET is indeed a nonplanar device.

Rule of Thumb 2
The nonplanar finFET exhibits the same qualitative IDS dependence on VGS and VDS

as did the traditional planar MOSFET, under gradual-channel conditions, provided
that the planar width W is replaced by the nonplanar effective width Weff in (2.17).

This qualitative similarity has been borne out both by SPICE simulations and by
experimental results [24]. Though its I-V characteristics, according to (2.16), follow
the same first-order behavior as did the planar MOSFET, the nonplanar finFET is
inherently more immune to SCEs. In Sect. 2.5, we will explore the reasons why.

Although we did not derive an I-V characteristic for the nanowire transistor of
Sect. 2.2, it can be shown that it obeys, under GCA assumptions, an equation like
(2.16)—except that its effective width is πtnw, the nanowire’s circumference [25].

Equation (2.17) revealed that the width of a single-fin transistor is completely
fixed by the fabrication process. But manual sizing of transistors is often critical to
analog, and even standard-cell, designers, to meet difficult speed/power trade-offs.
In Sect. 2.4, we will see how to adjust Weff for an individual transistor by laying out
multiple fins in parallel, and then tying them together electrically, in shunt.

Due to our simplifications, (2.17) ignores the potential corner effects [26] in a
rectangular fin. The idealized fin of Fig. 2.6 has two sharp edges running along the y-
axis. Just as electrostatic charge tends to accumulate at the tip of a teardrop-shaped
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conductor, any sharp fin edges and corners can lead to excessive channel charge
density, accompanied by high electric fields, causing premature inversion.

We have ignored such edge effects by viewing the channel layer as folded over
the fin. If the corner radius is not carefully controlled during fabrication, a tri-gate
finFET can even exhibit two threshold voltages. The following insight outlines the
common IC processing techniques used to mitigate the effects of sharp fin edges.

Physical Insight: Double-Gate Hard-Masked FinFETs
Sharp edges and corners can lead to parasitic inversion channels along the fin.
One technique to avoid this problem is to fabricate a thick dielectric layer—
termed a hard mask—atop the fin [27]. Now the uppermost surface of the fin
will never invert and cannot participate in current flow. The hard-masked
device effectively has two gates, both connected electrically, with one con-
trolling each side of the fin.

The BSIM-CMG model includes a SPICE parameter named TMASK. It is
used to specify the thickness of the hard mask. Setting TMASK ¼ 0 indicates
that there is no hard mask; the dielectric thickness atop the fin then simply
defaults to tox.[28].

Another aspect of some finFET structures is a fin having a rounded top.
This is evident in TEM images of the Intel Ivy Bridge tri-gate transistor. It is
likely there to reduce intense fields at the corners—and thus to enhance long-
term reliability [4].

In such cases,Weff is often approximated by 2hfin. This applies when tfin < < hfin. It
also applies to double-gate devices, with a hard mask on top of the fin.

2.3.3 Pinched-Off Channel Conditions

From Eq. (2.16), it is clear that the current IDS begins to level off at higher VDS

values, for fixed VGS. This gradual leveling off of the I-V characteristic with higher
drain bias is known as saturation. As we discussed in Sect. 2.3.2, this happens
because the inversion charge layer thins out toward the drain terminal, where the
potential drop across the MOS capacitor is lower, by the applied bias VDS.

At a critical drain bias VDsat, the inversion charge Qi( y) thins out until reaching
0 at the drain end of the fin. The conductive channel is then said to be pinched off.

Let us derive the drain current and drain bias at this critical point of saturation. We
evaluate Eq. (2.11) at y ¼ L. Setting Qi(L ) ¼ 0 at pinch-off, and applying the
boundary condition V(L ) ¼ VDsat, we obtain the pinch-off condition below:

VDsat ¼ VGS � VTn ð2:18Þ
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At this drain bias, the channel is pinched off at y ¼ L. The potential drop across
the MOS capacitor at that point becomes inadequate to support inversion. But
remarkably, drain current will continue to flow, even as the drain bias rises higher.

We can compute this saturation drain current by substituting (2.18) into (2.16):

IDsat ¼ μnCox
Weff

2L
VDsatð Þ2 ð2:19Þ

At pinch-off, we reach the limits of our gradual-channel approximation. The
slope of IDS in (2.16) becomes zero. We conclude from (2.19) that the drain current
has reached a saturated value, IDsat, and no longer increases with drain bias. Though
our GCA model loses validity above VDsat, we can explain this current intuitively.

Beyond pinch-off, at drain bias VDS > VDsat, the inversion layer terminates even
before y ¼ L. It no longer provides a conductive bridge from the source to the drain.

The voltage at the pinch-off point is still VDsat. Beyond it lies a narrow gap, a
depleted region, of length ΔL. The voltage drop across this gap is then VDS � VDsat.

The high electric field jEyj in the narrow gap sweeps electrons into the drain. For a
long-channel device, ΔL < < L. Under these conditions, the inversion channel is not
much shorter and still has the same endpoint voltage VDsat. To first order, the current
flowing through it will remain constant at the saturated value in (2.19).

This physical situation has been likened to a waterfall [29]. As the river runs over
the rapids, and the water plummets over the falls, its flow rate is determined not by
the height of the falls but by the volume of water flowing through the rapids.

More sophisticated models take into account the shortening of the channel above
pinch-off. This leads to the channel-length modulation (CLM) cited in Sect. 2.1.
Especially in short-channel devices, the current slowly rises with higher drain bias.

The saturated transistor thus behaves as a constant-current source in shunt with an
output resistor. SPICE simulations indicate that the tri-gate finFET has higher output
resistance, and thus lower CLM, due to better electrostatic gate control [30].

From Eq. (2.19), we can derive a rule of thumb regarding the drive current of a
bulk finFET. Drive is usually expressed as the drain current ION flowing when both
VGS and VDS are biased at the supply voltage VDD. With VGS tied to VDS, any
transistor with current flowing is always saturated. Thus, (2.19) applies. Ignoring
CLM effects, (2.19) tells us that ION is determined solely by process parameters.

Rule of Thumb 3
For a nonplanar n-type finFET, similar to a planar MOSFET, the drive current ION is
proportional to μn CoxWeff /L. Thus, current drive can be enhanced by scaling down
L, increasing Weff, thinning down oxide thickness tox, or enhancing the mobility μn.

For tutorial purposes, we have regarded the mobility μn as a constant, determined
by the silicon lattice. This corresponds to the SPICE parameter U0. In sophisticated
models like BSIM-CMG, this base parameter is adjusted to account for variations in
channel length, temperature, and field—even fin characteristics like surface rough-
ness. Mobility is degraded in thin-fin transistors, due to the scattering of charge
carriers off the uneven fin sidewalls. Advanced fabrication techniques such as
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hydrogen annealing smooth the fin sidewalls; this is a practical example of Rule of
Thumb 3.

Equation (2.19) also reveals that drive current is affected by the oxide dielectric,
primarily through the gate capacitance (per unit area) Cox. This is a ratio, εox/tox.

We can enhance current drive by increasing the numerator, without the need to
scale down the denominator. Oxides are already at the limits of scaling—at 4 or
5 molecules thick. Intel introduced the high-κmetal-gate (HKMG) stack, using HfO2

(or hafnium-based) dielectrics, whose permittivity is ~4� higher than that of SiO2.

Rule of Thumb 4
The electrical and physical characteristics of finFET devices are enhanced by many
of the same process refinements used for planar MOSFETs, including the HKMG
gate stack, and mobility improvement by straining the silicon lattice [42, 43].

Now that we have derived the qualitative electrical characteristics of a generic
finFET from first principles, let us turn our attention to its geometric characteristics.

2.4 FinFET Layout

Our goal in this section is to consider the layout of a typical CMOS standard cell
comprising both n- and p-type finFETs. Many traditional features of planar CMOS
geometry carry over to nonplanar finFET technology. In particular, the trend toward
highly regular litho-friendly layout, with uniformly pitched polysilicon gate lines,
has become even more essential in nanoscale finFET fabrication processes.

The biggest departure from traditional CMOS layout is that transistor width W is
no longer a design parameter. Equation (2.17) stated that the effective widthWeff of a
one-fin device is fixed by process parameters: fin height hfin and thickness tfin.

2.4.1 Fins in Parallel

To adjust the effective width of a finFET, we must resort to laying out multiple fins,
in parallel. Figure 2.10 shows a single n-type transistor with three fins. They share a
common gate, running across all three fins. These three fins, in shunt, carry a total
drain-to-source current IDS. The effective finFET width has thus been tripled.

Figure 2.10 indicates schematically that the three drain ends are tied together to
form a common drain. Similarly, the three source ends are tied together electrically
to form a common source. Each fin will thus carry 1/3 of the total current flow IDS.

Based on this geometry, we can extend Eq. (2.17) for the effective width of a
single finFET by including an integer multiplier Nfin (equal to 3 in this figure):
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Weff ¼ N fin 2h fin þ t fin
� � ð2:20Þ

Integer multiplier Nfin corresponds to the BSIM-CMG SPICE parameter NFIN. In
practice it has ranged from 2 to 10. This leads us to a fundamental rule of thumb:

Rule of Thumb 5
The effective width Weff of a finFET device is quantized. It takes on discrete values,
integer multiples of the single-fin width 2hfin + tfin. The multiplier is denoted Nfin.

The connections shown schematically in Fig. 2.10 are, in reality, not easy to
fabricate. In nanoscale technology, source-drain contact cuts have become so tiny
that contact resistance threatens to dominate other parasitic parameters. Each fin in
Fig. 2.10 has to carry 1/3 of the total current flow. Significant fin-to-fin variations in
contact resistance would render the drive current unpredictable, thus defeating the
very purpose of tying fins together in shunt. In the next subsection, we will look at
one process-specific solution—a radical departure from classic silicided contacts.

According to (2.20), a straightforward method of enhancing the drive current is to
increase the number of fins. Figure 2.11 shows an n-type finFET with five fins.
Notice that it still occupies the same silicon area as the transistor of Fig. 2.10. More
fins were packed into the same available width. We thus achieved 5/3 the drive
current, for the same silicon area. But this increased drive comes at a price.

Layout designers express the dimensions of on-chip geometry using the metric of
fin pitch—the center-to-center spacing between adjacent fins. In Fig. 2.10, two fin
pitches were required to lay out three adjacent transistors. In Fig. 2.11, four fin
pitches were consumed for five transistors—but only by halving the fin pitch.

Half the pitch requires twice the resolution during photolithography. This need
has been met by—and in turn fuels the demand for—advanced masking techniques
such as self-aligned double patterning (SADP) for critical layers like fins. Double
patterning uses two offset masks to pattern a single CMOS layer, instead of one [43].

NFIN = 3

Fin
Pitch

VGS

IDS

VDS

Fig. 2.10 An n-type finFET with three fins (perspective view)
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Rule of Thumb 6
The need for higher finFET drive, achieved by multiple parallel fins, contributes to
an industry demand for self-aligned multiple-patterning photolithography methods.

The next subsection explains how the schematic connections in Fig. 2.10 or
Fig. 2.11 are fabricated. We will introduce an extra metal layer called METAL0.

Physical Insight: Litho-Friendly Layout
The bright-colored patterns visible on the underside of an ordinary compact
disc are due to light diffracted from the closely spaced 0.5-μm pits that encode
the data.

A mask used in photolithography, to print a layer of geometric features onto
the wafer, consists of rectangles and polygons spaced even more closely. A
feature size of 22 nm is less than the wavelength of the 193-nm UV light
transmitted through the mask. This causes the light to diffract (or spread), thus
limiting CD resolution.

Resolution enhancement techniques like optical proximity correction
(OPC) are necessary to compensate for the distorting effects of neighboring
shapes. OPC tools are used, post-layout, to modify the GDSII data describing
the geometry on a layer. Just as a small typeface with serifs looks clearer, the
altered shapes will print better.

But OPC is computationally intensive, and a single layer can easily run
overnight.

Litho-friendly layout is a highly regular design style that alleviates the task
of OPC. It avoids any jogs or bends, preferring straight lines and a uniform
pitch. Nanoscale finFET technology continues this trend. Fins are laid out in
parallel, perpendicular to their poly gate. The gates are also laid out in straight
parallel lines. To maximize regularity, dummy poly lines, over STI areas, are
drawn at cell edges.

Litho-friendly layout enhances chip manufacturability, at the cost of
cell area.

VGS

IDS

VDS
NFIN = 5

1/2
Fin

Pitch

Fig. 2.11 An n-type finFET with five fins (perspective view)
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2.4.2 Local Interconnect Layer

Previous figures showed schematically how multiple fins can be tied together to
increase the finFET device’s effective width. In the wafer fab, making predictable,
low-resistance contacts between individual fins and a metal line is a daunting task.

To solve this issue, fabs like Intel, Samsung, and TSMC have departed radically
from classic source-drain contact engineering. At 22 nm, a local interconnect layer
was introduced. It uses lines of a refractory metal, like tungsten, running parallel to
the gate. Tungsten (W) is ideal for these local connections, because it is able to fill in
tiny spaces more easily than copper. It appears as dark gray bars in Fig. 2.12.

Since this local interconnect layer is below METAL1, it is informally known as
METAL0 [43]. It is localized, since it does not extend beyond the ACTIVE area of a
single transistor. At a silicon foundry, this layer is fabricated after front-end-of-line
(FEOL) base layers but prior to back-end-of-line (BEOL) metallization. It is thus
informally referred to as a middle-of-line (MOL) fabrication step.

Let us illustrate the resulting layout using a p-type transistor as our example.
Exactly the same layout techniques would apply to a complementary n-type device.

Figure 2.12 is a p-type transistor with three fins. These fins are all implanted
PPLUS (except under the poly gate, as shown by the cutaway view). A METAL0
line at left ties together the drain ends. A METAL0 line at the right ties together the
source ends. They implement the schematic connections in Figs. 2.10 and 2.11.

The common source must connect to the VDD rail, on the METAL1 layer (not
shown). To avoid clutter, an � symbol indicates the site of the square contact cut
between METAL1 and METAL0. This contact-cut layer is informally called VIA0.

There is a direct connection everywhere a METAL0 line crosses a fin. One such
connection is outlined by the small rectangle. At that point, a trench is etched into the
fin. Then an epitaxial silicon apron (not shown) is grown, widening the fin a bit.

Local
Interconnect

Layer (METAL0)

Drain
End

of Fin

Gate (Cut Away)

Trench
Contact

Pitc
h 

P fin

(N fin
–1
)P fin

Contact
to Metal
(VIA0)

IDS

VGS VDD

Fig. 2.12 A p-type finFET with three fins (side view)
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The METAL0 line thus solidly contacts the underlying fin on several surfaces.
This ensures a predictable, low-resistance connection to each individual fin [4].

From Fig. 2.12, we can infer a key advantage of nonplanar finFET geometry. In
this side view, the available width is roughly two fin pitches, or (Nfin � 1)Pfin. This
represents the widthW that a planar MOSFET would have, if laid out over the same
footprint. Using (2.20), we get the ratio below, for a multiple-fin transistor:

Weff

WMOS
� N fin 2h fin þ t fin

� �
N fin � 1
� �

P fin
ð2:21Þ

Let us substitute realistic values into (2.21), based on Intel’s second-generation
finFET technology, at the 14-nm node. It utilized a fin pitch and a fin height both
equal to 42 nm. The fin width was 8 nm [31, 43]. The ratio that results from (2.21),
for a three-fin transistor, is over 3. This leads to the rough rule of thumb below:

Rule of Thumb 7
Nonplanar finFET devices can pack ~3� the transistor width into the same area as
planar devices—since their effective width Weff extends partly in the z-direction.
This implies high drive, without any impact on circuit area—a critical advantage in
such applications as high-density SRAM memory arrays designed using finFETs.

According to (2.21), this advantage hinges on a tight fin pitch Pfin and a tall fin of
height hfin. Fabricating very tall fins, of course, poses difficulties in processing. Fins
taller than 4tfin may risk instability unless more area is allowed at the base [32].

We have investigated the geometry of a single finFET with multiple fins. Now let
us extend these principles to the detailed layout of a typical CMOS standard cell.

2.4.3 Standard-Cell Layout

Figure 2.13 shows a generic standard-cell layout of a finFET NAND2 gate. This
layout is litho-friendly, arranged along regularly spaced horizontal and vertical lines.
The two vertical poly lines are driven by the gate’s inputs A and B. Running parallel
to these lines are the local interconnects, on METAL0, which tie together the source
or drain ends of the fins. (To improve clarity, no dummy poly lines are shown.
Neither is the required n-type well that must enclose the p-type transistors.)

Recall that each METAL0 segment directly connects to the fins that it overlaps.
Each such segment thus defines a common source or drain. In turn, the METAL0
segment connects to the next metal layer, METAL1, through at least one VIA0 cut.

An active area defines a rectangular region for transistors of the same type.
Outside an active rectangle is STI oxide. The lower active area in Fig. 2.13 has
two n-type transistors in series, the pull-down network of this NAND2. Output Y is
thus pulled down to ground if both gate inputs A and B are at a logic-high value.
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The upper active area has two p-type transistors in shunt—the pull-up network.
Output Y is pulled up to the VDD rail if either or both inputs are at a logic-low value.
The resulting gate output is thus Y ¼ ~(A�B).

Notice that the p-type transistors in the pull-up network are laid out with five fins,
while the n-type devices in the pull-down network have three fins. Transistors are
sized in this way to balance rising and falling NAND2 output delays. Increasing the
width of p-type devices compensates for the lower mobility of holes—equalizing
speed.

Mobility engineering in finFETs, however, is a topic of intensive research. Such
process enhancements as fin crystal orientation promise simultaneous optimization
of μn and μp without the need for the designer to widen every p-type transistor [33].

We can conclude from Fig. 2.13 that laying out a standard cell using finFETs is a
more complex design task than for planar MOSFETs. Laying out an analog macro
can take 4� the effort, although the performance is well worth the effort [34].

Automated layout tools can facilitate the task. With Synopsys Custom Designer,
for example, the user can draw a finFET transistor to the same width W as its planar
counterpart—and the tool will split it into multiple fins, at design-rule spacing [35].

Referring to this standard cell, we can infer several geometric rules of thumb:

Rule of Thumb 8
An exposed fin, crossing an ACTIVE area, and surrounded by NPLUS (or PPLUS),
becomes the source or drain of a transistor. If overlapped by POLY, it is a channel.

Rule of Thumb 9
AMETAL0 line crossing fins within an ACTIVE area directly ties them together, at
the local interconnect level, forming the common source or drain of a transistor.
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Fig. 2.13 NAND2 standard cell (layout view)
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Rule of Thumb 10
The output of a typical (static) CMOS standard cell is a metal segment that connects
a source or drain that is inside the NPLUS mask, with one inside the PPLUS mask.

In the previous sections, we introduced nonplanar transistors like the SNWFET
and the finFET. We derived their electrical characteristics to first order, using GCA
assumptions. Along the way, we listed practical rules of thumb—some of which
reflected qualitative similarities between planar and nonplanar field-effect devices.

The next section explores the key difference: a nonplanar transistor of length L is
inherently more immune to SCEs than a traditional planar device of equal length.

2.5 Short-Channel FinFETs

We saw in Fig. 2.1 that a short-channel MOSFET is no longer very planar. The gate
fully controls only a fraction of the channel length L. It loses control over the areas
near the source and drain—indicated in that figure by two shaded triangles.

This encroachment arises from the depletion region around the source and drain.
At its maximum depth, the total depletion charge is �qNAWLdmax. But the shaded
fraction of depletion charge in Fig. 2.1 needs no gate voltage to build up. It is a
by-product of the p-n junctions between the source or drain and the substrate. The
channel inverts at a lower gate voltage, and VTn rolls off with shorter length L. With
further scaling, the relative fraction of shaded charge grows. Roll-off gets worse.

This roll-off can also be inferred from Eq. (2.6). This expression for VTn, derived
under gradual-channel conditions, includes a total depletion charge |Qd| induced by
the gate bias. For shorter channels, a fraction of this charge is built into the source-
drain p-n junctions and needs no gate voltage. Thus, VTn becomes lower.

In striking contrast to the traditional planar short-channel MOSFET, nonplanar
devices like the SNWFET in Figs. 2.2 and 2.3, and the finFET in Fig. 2.6, are far
more symmetric. Their gate electrodes wrap around the conducting channel—all the
way, for a nanowire device, or three-fourths of the way, for a tri-gate finFET.

This wraparound effect maximizes the electrostatic control of gate over channel.
This explains qualitatively why the finFET device would show higher immunity to
the SCEs cited in Sect. 2.1. But is there a more quantitative explanation? Can we find
a rule of thumb to estimate the channel length L below which SCEs will set in?

2.5.1 Natural Screening Length

The answer to these questions lies in the detailed solution of Poisson’s equation. We
visited this equation in (2.1), for a cylindrically symmetric SNWFET. A similar
equation, using rectangular coordinates, applies to the less-symmetric finFET. Its
analytical solution is even more complex and well beyond the scope of a tutorial.
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Poisson’s equation can, however, be transformed into the simpler form (2.22),
where λ is a process-dependent length parameter and φ( y) is the transformed
potential (with an added fixed-charge term) along the channel [36–38]:

d2φ

dy2
¼ 1

λ2
φ yð Þ ð2:22Þ

This transformed differential equation, along with its boundary conditions at the
source and drain, has a solution made up of exponential terms of form exp�(y/λ).
Parameter λ is interpreted as a natural screening length, with values as in Table 2.1.

Physically, λ is a characteristic length representing the degree of encroachment of
source-drain field lines into the channel (like the shaded triangles in Fig. 2.1). It
depends on device geometry and process parameters. If λ is a large fraction of L, then
the influence of source or drain over the channel will fall away slowly, due to
exp � (y/λ) or exp � [(L � y)/λ] terms. Such a device exhibits pronounced SCEs.

But if λ is a small fraction of L, then the undesired influence of the source or drain
over channel conditions falls away more quickly. Beyond a few λ, the field lines
from source or drain become negligible. Such a device will be free of SCEs.

Though λ is highly dependent on process-specific parameters, the sample values
in Table 2.1 suggest that the tri-gate finFET has a smaller λ than a planar MOSFET.
This explains quantitatively its inherently higher immunity to short-channel effects.
(The SNWFET, especially at smaller diameter tnw, is potentially the most immune.)

Rule of Thumb 11
To shorten the screening length λ for the tri-gate finFET, thus suppressing SCEs,
reduce the fin thickness tfin or increase the gate capacitance Cox ¼ εox/tox.

For a tri-gate finFET device, Table 2.1 shows that λ depends only on the product
tfin tox. This allows trade-offs. We can scale down either fin thickness or gate oxide.
Notice another advantage of the finFET. There is no need to increase the channel
doping, just to reduce depletion-layer width dmax, as in traditional planar devices.
Lightly doped fins enhance mobility, since carriers are not scattered as frequently.

Based on the exponential form of solutions to (2.22), and recalling that exp(�3) is
5%, we can state a rough rule of thumb that applies to any device in Table 2.1:

Rule of Thumb 12
To avoid SCEs, a field-effect device should have at least a channel length L > 3λ.

Table 2.1 Natural screening length λ for field-effect devices [39, 40]

a. Planar bulk MOSFET
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εSi=εoxð Þtoxdmax

p
22 nm

b. Nonplanar finFET (tri-gate)
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εSi=3εoxð Þtoxt fin

p
4 nm

c. Nanowire FET (cylindrical)
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2εSit2nw ln 1þ 2tox=tnwð Þ þ εoxt2nw

16εox

s
3 nm

Sample values computed for tfin ¼ tnw ¼ 8 nm, tox ¼ 1.5 nm, NA ¼ 1017 cm�3
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Referring to the sample values of λ in Table 2.1, row b, we can conclude that a
tri-gate finFET device of channel length 14 nm (or 3.5λ) is relatively free of SCEs.
But a planar MOSFET of the same length (0.6λ, from row a) has pronounced SCEs.

Physical Insight: Natural Screening Length
Mathematically, a parameter like 1/λ2 in (2.22) is known as an eigenvalue of
the differential equation. Derivative d2φ( y)/dy2 returns the original function,
scaled by a factor 1/λ2 whose value is fixed by boundary conditions. This
invariance under transformation holds only for specific, physically meaningful
values. Schrödinger’s equation for an electron inside a potential well, for
example, results in quantized energy eigenvalues which define the allowed
stationary states of the electron.

Screening length λ seems to be a physically meaningful parameter for
nonplanar transistors. This has been demonstrated by numerical simulations
of short-channel effects (such as DIBL) versus device length L. When such
simulations are run on a wide variety of double-gate, tri-gate, and similar
nonplanar devices—and plotted against the normalized variable L/λ—they all
fall on the same common curve [41].

2.5.2 BSIM-CMG SPICE Model

During the preceding sections, we considered several members of the family of
nonplanar transistors. Though the geometry of a nanowire device appears radically
different from that of a bulk tri-gate or double-gate device, they in fact share many
common properties. In this subsection, we take a brief look at an industry-standard
model, BSIM-CMG, which can simulate any of these family members using SPICE.

The output plots or data from BSIM-CMG simulations accurately model all of the
short-channel effects and quantum-mechanical effects exhibited by these devices.

This turnkey common multiple-gate model applies to double-gate, triple-gate, or
wraparound-gate devices—whose gates all form part of the same electrical node and
share a common bias VGS. (Devices like a double-gate finFET in which separate bias
voltages can be applied independently to the two gate halves must use another
model, BSIM-IMG. In this tutorial, we have considered only common-gate devices.)

These are complex models. To run a SPICE simulation using BSIM-CMG, users
must specify—or accept defaults for—over 200 parameters describing the device
and process. Foundries routinely provide this data to their customer base, in the form
of n-type and p-type .MODEL files that can be included in a SPICE deck. We will
highlight just a few global parameters which determine the type of device.

The BULKMOD parameter selects the kind of wafer on which the finFET devices
are fabricated. It has two values: 0 for SOI substrates and 1 for bulk silicon sub-
strates. The GEOMOD parameter selects the geometry model. The values relevant to
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this tutorial are 0 for double-gate finFET, 1 for tri-gate, and 3 for cylindrical
SNWFET.

The bulk p-type five-fin transistor used in the NAND2 of Fig. 2.13 would thus be
modeled by a SPICE card with many parameters. The first lines might resemble:

.MODEL pFET pMOS LEVEL=72
+ BULKMOD=1 GEOMOD=1 NFIN=1 EPSRSUB=12 U0=0.03 . . ..

where the default fin number is overridden when the transistor is instantiated by
specifying NFIN ¼ 5. Notice NFIN now replaces the traditional MOSFET width
W. The BSIM-CMG model is written in Verilog-A. Developed at UC Berkeley, it
can be downloaded at no cost, with a technical manual describing all its
parameters [28].

2.5.3 Strengths and Weaknesses

In this closing subsection, we summarize a few of the strengths and weaknesses of
the generic bulk n-type finFET in Fig. 2.6 (or its p-type counterpart). Based on
published data from Intel, this nonplanar 22-nm tri-gate transistor is in high-volume
production [42]. It has a higher ION and lower IOFF current than did its planar 32-nm
predecessor. The higher ION/IOFF ratio demonstrates improved immunity to SCEs.

In addition, finFET technology has proven versatile, with options for low-power,
high-speed, I/O-voltage, and on-chip analog/RF devices. Its first-generation success
has led Intel to develop a second-generation finFET with a more rectangular fin [43].

Several of the representative strengths of finFET devices are summarized below:

• Enhanced scalability: Due to improved electrostatic control of the gate over the
channel—as indicated by smaller values of screening length λ—the finFET is less
prone to SCEs such as threshold roll-off and subthreshold conduction. This
enhanced scalability potentially extends Moore’s law for years to come.

• Lower IOFF current: Below threshold, the finFET is turned off more fully than a
planar MOSFET of similar dimensions. This reduces standby leakage power. The
figure of merit typically employed is low subthreshold swing, measured in
mV/decade of leakage current. Intel’s 22-nm low-power finFET devices showed
a swing of only 65 mV/decade, compared to 100 for planar 32-nm devices [42].

• Higher ION drive in same-cell area: Standard cells using finFET transistors can
pack several times the device width into the same cell footprint as planar standard
cells—because the effective width Weff of nonplanar devices extends partly
upward from the substrate. This requires tight fin pitch but yields higher drive
current, with no corresponding penalty in standard-cell or SRAM-cell area.

• Enhanced mobility: The finFET has proven to be compatible with the various
strain-engineering techniques used to enhance mobility in planar MOS devices.
Its vertical fin may enable still other refinements. While the face of the standard
silicon wafer lies in the (100) crystal plane, individual fins could be oriented along
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other axes, characterized by higher hole mobility μp (or by equal μn and μp). Such
process refinements might reduce the need to widen p-type devices.

• LP, HP, I/O device types: The finFET transistor has qualified as a platform SOC
technology. It can support a mixed family of devices on one die, including
low-power, high-performance, higher (I/O) voltage, SRAM, and analog/RF. As
one example, Intel’s 22-nm process employed longer (40-nm) finFETs for either
ultra-low-power logic with a very low subthreshold current or higher-voltage
devices to handle legacy 1.8 or 3.3 V I/Os, voltage regulators, or transceivers
[42]. Several representative strengths of the finFET device are summarized
below:

• Quantized width: The effective finFET transistor widthWeff is quantized and can
be adjusted higher only by laying out more fins connected in shunt. This
complicates layout. Precise device sizing is harder, making it difficult to trade
off performance and power. A tight fin pitch is essential for fine-grained width
adjustment. This is especially true for sizing and floor planning analog blocks,
since device widths are quantized, and the fins must be laid out in parallel lines.

• Overheating in fin: Localized overheating can result from high-drive currents
flowing through thin fins. The heating can degrade ION. In the long term, it may be
a reliability problem. Less of an issue for bulk finFETs, whose fins are thermally
coupled to the substrate, it may be more of an issue for silicon-on-insulator (SOI)
finFETs, fabricated upon a buried-oxide layer. The thermal conductivity of a thin
layer of SiO2 can be two orders of magnitude lower than for bulk silicon.

• Parasitic capacitance: Parasitic values are process-specific. Because the fin is a
vertical ridge, finFETs tend to have less parasitic junction capacitance Cj than
planar MOSFETs, with their wide, flat source and drain areas. But a tall fin and
gate stack, in close proximity to local interconnect lines, can result in higher gate-
to-source/drain parasitic capacitance Cgs between the gate and the exposed fins or
METAL0 lines forming the common source and drain. In general, the 3-D
structure of a finFET complicates the extraction of parasitic RC values from
device geometry. There are more parasitic elements to compute, per transistor.

• Parasitic resistance:High parasitic resistance can arise from the source and drain
terminals at both ends of the thin fin, compared to the planar MOSFET. This was
evident in Fig. 2.7. High series R can impact on-chip RF circuits via lower
transconductance gm, which affects amplifier gain or frequency response.

Though accurate long-term predictions are not easy to make in the fast-changing
semiconductor industry, the nonplanar finFET device, with its almost wraparound
gate terminal and its maximal electrostatic control over the channel, promises to
extend Moore’s law, avoiding short-channel effects, to at least the 3-nm node [44].
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Glossary

Analog/RF CMOS As used in this tutorial, it refers to analog circuits (from low- to
radio-frequency and even millimeter wave) on a mostly digital CMOS chip. This
presents a challenge for the analog designer, since any CMOS fabrication process
is optimized for noisy digital logic, not sensitive analog functions such as
low-noise amplifiers or wireless transceivers. Digital processes offer simple
speed vs. power trade-offs, while analog circuits may need optimizing for gain,
linearity, or noise.

BSIM SPICE models The acronym stands for Berkeley short-channel IGFET
(insulated gate) model. Older versions, like BSIM3 and BSIM4, model traditional
MOSFETs, up to the 22-nm node. Newer versions like BSIM-CMG model
nonplanar devices like the finFET. These models stem from the principles of
device physics (like the GCA equations used in this tutorial), rather than purely
empirical formulas.

Carrier concentration In contrast to metallic conductors such as aluminum or
copper, semiconductors have two independent charge carriers: electrons and
holes. The behavior of diodes, transistors, and other semiconductor devices often
hinges upon the relative concentrations of holes (p) and electrons (n), expressed in
carriers per cm3. In pure silicon, they are thermally generated in pairs. In this
intrinsic state, n and p remain equal. Their product is np ¼ ni

2 � 1010 cm�3 at
room temperature.In a p-type substrate, however, the substitution of acceptor atoms
(like boron) into the silicon lattice results in an excess of holes. Then pp > > np,
indicating an excess of majority-carrier holes over minority-carrier electrons. The
product np¼ ni

2 will remain constant under thermal equilibrium (no applied bias or
other perturbations).

CD An acronym familiar to fab engineers, denoting any critical dimension of a
feature on a wafer. CDs can be measured in the fab by a CD-SEM. For example,
an Intel engineer might plot subthreshold swing as a function of the measured
width of a poly line crossing a fin, in nm. This CD is a routine measure of channel
length L.

Drain-induced barrier lowering (DIBL) When the drain bias of a short-channel
device increases from low to saturated values, threshold roll-off is aggravated.
(The shaded triangles in Fig. 2.1 indicated how roll-off occurs at low drain bias.
DIBL occurs at higher VDS values.) The drain bias affects the potential distribu-
tion, lowering barriers to subthreshold conduction. This SCE is measured in mV
per volt.

Inversion In an n-type MOS transistor at the onset of inversion, the concentration
of minority electrons flooding into the channel just equals that of holes deep
within the p-type substrate. Thus, np(0)¼ pp(1), where coordinate 0 refers to the
silicon surface. The relative concentration of minority and majority carriers thus
becomes inverted. Above this threshold, np(0) rises exponentially with surface
potential Φs.
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Permittivity ε0 Intuitively, the electrical permittivity ε0 of free space is equal to the
capacitance of a cube-shaped parallel-plate capacitor, filled with a vacuum, of
1 cm thickness and 1 cm2 area. A fundamental constant, it equals 8.85 � 10�14

F/cm.
PTM SPICE models The acronym is for predictive technology model, which

evolved from predictive modeling efforts at Berkeley, and is now advanced by
the Nanoscale Integration and Modeling Group at the Arizona State University. A
goal of this group is predictive modeling, applicable to the next generation of
technology—not only finFET devices down to 7 nm but even to future carbon
nanotube devices.

Silicon on insulator (SOI) A promising alternative to bulk finFET technology, in
which transistors are fabricated directly on a silicon wafer. In SOI technology, an
insulating oxide layer (the buried oxide, or BOX) is implanted below the surface
of the entire wafer. FinFET transistors are fabricated into the thin layer of silicon
left on top. Due to the BOX, there is little or no parasitic capacitance to the
substrate. Another advantage of SOI wafers is that no well is needed around p-
type devices. The trade-off is a higher SOI base wafer cost—as much as 4�
higher than bulk.

Subthreshold swing (SS) Subthreshold current is one of the worst SCEs. It makes a
short-channel transistor too leaky to turn completely off. Since this current falls
off exponentially as VGS drops below VT, it is ordinarily plotted on a log scale.
The slope of this log-linear plot is then ∂log(IDS)/∂VGS. In the lab, it is more
convenient to measure the reciprocal of this slope, in mV per decade of current,
often called subthreshold swing. It has a theoretical minimum of 60 mV/decade—
which Intel nearly met with its 22-nm finFET. Devices which swing higher are
more leaky.

Verilog-A An addition to the Verilog digital hardware description language was
able to model analog circuits as well. It includes an analog code block, as well
as the usual always. Since BSIM-CMG is written in Verilog-A, it can use
classic case syntax, like case(GEOMOD), to check a parameter and set values
accordingly. It can also use analog operators like ddt(q) to differentiate charge,
yielding current.
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Chapter 3
Fundamentals of Metal-Oxide Resistive
Random Access Memory (RRAM)

David C. Gilmer and Gennadi Bersuker

Abstract Detailed operational and switching characteristics for metal-oxide
resistive random access memory (RRAM) are presented, along with materials/
vacancy engineering ramifications for the switching operations. The reported exper-
imental data is consistent with a physical picture of the RRAM switching as caused
by oxidation/reduction processes in a conductive filament formed through the metal-
oxide material. The oxygen interstitial ion and vacancy profile resulting from the
filament formation process establishes the initial structural properties controlling
subsequent reset/set resistance switching operations. The microscopic description of
these processes links the device electrical and material characteristics allowing for
optimized material compositional profiles to improve device performance
characteristics.

3.1 Introduction

Continued progress in currently used memory systems (high-density memory cell
arrays, dynamic random access memories (DRAM), NAND, storage class memory
(SCM), advanced embedded type applications, etc.) depend on continued advances
toward low operation currents and voltages while increasing density and speed. In
addition, the rising requirements for reducing power consumption in mobile appli-
cations with convenience of use have increased the efforts and focus toward tech-
nology development of new nonvolatile memories [1]. In this respect, the resistance
switching random access memory (RRAM) technology presents an attractive option
due to demonstrated potential for low-complexity/high-density/low-cost nonvolatile
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memory cells with high-speed/low-energy operations and prospective ability to
satisfy the requirements of various incumbent advanced scaled memory systems
currently in use [2, 3]. A common characteristic within the large family of the metal-
oxide-based resistance switching memory schemes is that their operating mecha-
nisms involve either rearranging the atomic structure of the dielectric material
(rendering it conductive) or movement of atoms in the dielectric (resulting in the
formation of a conductive path), as opposed to the current incumbent memory
technologies based on the electron movement and storage. This overview is focused
on the transition metal-oxide filament-based type of RRAM (with emphasis on
hafnium oxides [HfOx]), which offers promising opportunities for a variety of
nonvolatile memory applications.

Metal-oxide-based filament-type RRAM utilizes the repeatable formation and
rupture of a localized conductive filament through the metal oxide and has the
unique attribute of area-independent resistance. This filament-based mechanism
suggests an ultimate scaling advantage that is only limited to the active filament
size, which potentially can be only a few nm. The mechanisms of filament-type
resistive switching depend on the materials (dielectric and metal electrodes)
employed in the fabrication of the memory cell and can involve more than one
type of conduction mode. Filament-based metal-oxide RRAM schemes have been
implemented with a variety of transition metal oxides (such as HfO2, ZrO2, Ta2O5,
TiO2) which have recently received considerable attention due to their demonstrated
nanosecond, low-power (<pJ) switching with high (~trillion cycle) endurance and
retention of >10 years at 200C using fabrication-friendly binary oxide dielectrics and
metal electrodes [4–12]. Among the metal-oxide dielectrics in this group, HfO2 has
recently become mainstream in advanced transistor gate stack applications and has
also become one of the stronger candidates for RRAM [4, 6, 9, 10, 13, 14]. One of
the advantages in using HfO2 for metal-oxide filament-based RRAM is the extensive
research performed during ~1997–2007 in developing gate stacks toward manufac-
turability and productization of advanced logic using metal gate and HfO2 as the
“high-K” gate insulator, which enabled the detailed understanding of HfO2

resistivity, conductivity, defects, and breakdown mechanisms [15–18]. In addition,
HfO2 has one of the stronger oxygen affinities among the transition metals, and
thus, thermodynamically speaking, it is relatively stable and compatible with most of
the commonly used “fab-friendly” metallic electrodes such as TiN, TaN, W, etc.
[19–24].

This review focuses primarily on the HfO2-based RRAM system, discussing its
operation and optimization of device characteristics through materials (and defect/
vacancy) engineering along with a discussion of the possible mechanisms involved
in the observed repeatable resistance switching. Although some of the processes
contributing to resistive switching in the HfO2-based RRAM may be active in other
metal-oxide RRAM systems, due to the material-specific nature of RRAM charac-
teristics (such as relative oxygen affinities, valance states, and atom diffusivities),
any conclusions or comparisons to other metal-oxide material systems must be made
with caution.
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3.2 Operational Characteristics for HfO2-Based RRAM

Typically, RRAM cells employ a metal-insulator-metal (MIM) structure, which is
often referred to as a 1-resistor (or 1R) configuration. The resistance change behavior
in bipolar operation for filament-based RRAM switching, as observed for HfO2, is
shown in Fig. 3.1a where an ohmic low resistance “on” state (LRS) or a non-ohmic
high resistance “off” state (HRS) can be related to the formed conductive filament (CF)
or its rupture, respectively (Fig. 3.1b). To describe the material changes in the
dielectric associated with this type of resistive switching, one should start with the
CF formation, where a microscopic description of the CF features and metal-oxide
defect/vacancy engineering that enable memory operations have recently been pro-
posed [25, 26]. The CF forming process in HfO2 can be discussed in terms of dielectric
breakdown [4], where there is an abrupt formation of a localized region between the
electrodes, within which the dielectric composition becomes more oxygen-deficient
(or metal-rich), rendering this region conductive (the CF formation). The associated
abrupt conductance change for this CF formation is observed by applying a voltage
across the RRAM dielectric in the fresh (“virgin”) state, Fig. 3.2. The typical bipolar
dc-iv switching operation are noted on the graph: (1) forming [the initial dielectric
breakdown event leading to a CF with the voltage of the abrupt breakdown (forming)
termedVF]; (2) RESEToperation [at opposite voltage polarity (than forming or set) for
the bipolar operation [as opposed to forming/reset/set all at same polarity in unipolar
switching]], where the device changes from the LRS to the HRS state due to rupture of
the CF; and (3) SET operation [at opposite voltage polarity vs reset and similar polarity
as forming], where the device changes from the HRS to the LRS state due to
reformation of a continuous CF between the two electrodes.

The typical dc-iv switching operation parameters and device response in bipolar-
operated RRAM devices are shown in Fig. 3.3. Similar well-behaved devices can
repeatedly be switched between the LRS and HRS states for billions of cycles, with
the corresponding switching operations being reset (LRS!HRS) and set
(HRS!LRS) [6, 7, 9, 14, 26].

Fig. 3.1 (a) Characteristic dc properties of the on (LRS) and off (HRS) states and (b) related
physical picture for filament-based RRAM
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3.2.1 Current Compliance and 1T1R

As seen in Fig. 3.2, a compliance is used to control the current during the CF
(dielectric breakdown). If the current is not limited during this step (or during set),
the CF will be uncontrolled and too large which would negatively affect the reset and
subsequent switching operations. The effective way to control the current during CF
formation is with an imbedded (integrated) transistor in series with the memory cell
(integrated 1T1R), which limits the current passing through the cell during the
filament forming step (and set operations) thus preventing current from exceeding
the desirable maximum level (current overshoot issue) [6, 7, 27–29]; however,
conductivity overshoot may still occur [4] resulting in CF resistance being below
the target value. By using an integrated transistor to control the filament formation
(dielectric breakdown), the intrinsic properties of the RRAM devices can more
clearly be revealed. The parasitic capacitance, which may also lead to current
overshoot, can be limited, in general, by using small area drain, bottom and top
electrodes, small and/or mesh-patterned probe pads, and thick isolation layers
surrounding the RRAM cell. Using the special device structure shown in Fig. 3.4,
which can allow for testing the same RRAM element in various different configu-
rations of integrated 1T1R, or with external parametric analyzer, or even with an

Fig. 3.2 Characteristic dc operation of HfO2-based RRAM devices highlighting (1) forming
[a dielectric breakdown event leading to a conductive filament (CF)]; (2) RESET operation,
where the device changes from the LRS to the HRS state due to rupture of the CF; and (3) SET
operation, where the device changes from the HRS to the LRS state due to reformation of the
CF path
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Fig. 3.3 A summary of the typical dc switching operation parameter terms for the bipolar-operated
RRAM devices: Vset, V reset, Vrest range, Icomp, Imax, LRS I-Read, and HRS I-read. Vreset is
defined by the onset of current reduction trend, Vreset range is the maximum voltage magnitude
applied during the reset operation. Note that in DC operations, “Vreset range” is usually referred to
as the reset voltage

Fig. 3.4 Impact of parasitics on reset current. DC sweeps of forming and first reset on
100nmx100nm crossbar TiN/Ti/HfOx/TiN RRAM stack for the device configurations shown having
compliance limited by integrated transistor (Int. 1T1R), externally connected transistor (Ext. 1T1R),
or externally connected parametric analyzer (1R). Only the integrated transistor results in no current
overshoot during first reset above the forming compliance value applied during CF formation
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external transistor, to limit operation current, clearly demonstrates that only the
integrated 1T1R configuration leads to elimination of the parasitic capacitance
(as manifested in current overshoot of Imax above the compliance current
[Icomp]) [7]. However, there are additional CF forming operation techniques, such
as “multiforming” [30] and ultrafast pulse forming [4], which have demonstrated
improved current control during the CF formation without the use of an integrated
transistor. It should also be noted that there have likely been a large number of metal-
oxide samples discarded upon poor RRAM switching, when they would have
demonstrated stellar RRAM switching if only the current compliance during CF
formation was properly controlled.

3.3 Material Properties Assisting Filament Formation

The properties of the initial CF created in the forming process determine the device
switching characteristics. The successful forming process involves applying a suffi-
cient bias across the metal-oxide dielectric resulting in the formation of a CF with
ohmic- or near-ohmic-type conduction (as observed from the near linear I-V depen-
dency after CF formation and increasing resistance with temperature). For the HfO2

dielectric, these metallic characteristics indicate that the filament is represented by a
Hf-rich/oxygen-deficient region in the dielectric. The filament formation is thus
associated with the process of oxygen expulsion from this dielectric region, which
is the focus of the following discussion. To start, an understanding of the stoichio-
metric and morphological properties of the HfO2 dielectric film which are assisting
formation of the conductive filament is required.

To assist the understanding toward connecting morphology and electrical
response, conductive atomic force microscopy (C-AFM) can be an effective tech-
nique [31–33], allowing nanometer-resolved characterization of the electrical and
topographical properties of oxide dielectrics [34]. When the C-AFM tip-sample
system is biased, a tip scanning across the dielectric surface simultaneously gener-
ates data on both surface topography and current flow through the dielectric film.
The C-AFM results show a good match between the maps of the leakage current and
the grain boundaries (GBs) (Fig. 3.5) demonstrating that the current through the
polycrystalline HfO2 dielectric preferably flows along the grain boundaries, consis-
tent with scanning tunneling microscopy (STM) measurements [35]. Dielectric
breakdown, induced by the continuously applied voltage, preferentially occurs
also at the GB sites. In addition, ab initio calculations were employed to identify
the HfO2 GB properties responsible for the current flow, and despite the GB
stability, segregation of vacancies to the boundary is thermodynamically
favorable [36].

76 D. C. Gilmer and G. Bersuker



3.3.1 The Role of Grain Boundaries in Electron Transport
Through Hafnia

Electrical transport along the GBs in polycrystalline HfO2 can be successfully
described by considering the multi-phonon trap-assisted tunneling (TAT) process
[26, 37] via vacancy sites. The leakage current through a TiN/HfO2/TiN capacitor
was simulated, considering both direct tunneling (DT) and TAT components of the
gate current [36, 37], and successfully reproduced the current-voltage (I-V) temper-
ature dependency in the polycrystalline HfO2 [38]. The TAT current is the dominant
component in dielectric films thicker than about 4 nm and is calculated by taking into
account contributions from both the single-trap and multi-trap conductive paths by
defects randomly placed along the GBs. The extracted values for the energy of the
contributing traps and their relaxation energy match those calculated for the singly
positively charged oxygen vacancy (V+) at the GBs, indicating that the TAT current
is associated with the (V+þe !V0 ! V+þe) process [26]. The doubly positively
charged oxygen vacancies (V2+) exhibit the lowest diffusion activation energy
(about 0.7 eV), and their segregation at the GBs leads to the formation of a
conductive sub-band within the dielectric energy gap. By capturing injected

Fig. 3.5 Topographical (a) and current (b) images of a 5 nm HfO2 film obtained with C-AFM.
Multiple scans resulted in breakdown spots formed at the sites of the grain boundaries
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electrons when the forming voltage is applied, these vacancies are converted to a V+

state, which is shown to support the TAT current by quickly capturing/releasing
subsequently injected electrons [26]. The current flowing along the GBs thus
facilitates a dielectric breakdown along one of the GB paths, which results in the
preferential formation of the conductive filaments at the GB sites in polycrystalline
metal oxides such as HfO2.

To evaluate the effect of GBs on the filament formation, the forming/switching
operations were performed in nanoscale by using the tip of a C-AFM probe as a top
electrode of a MIM device (the biased TiN substrate constitutes the bottom elec-
trode) (Fig. 3.6). The higher conductivity at the GBs in the polycrystalline film is
accompanied by lower forming (breakdown) voltages. These lower forming voltage
sites at GBs exhibit repeatable switching between high and low resistance states,
while no resistive switching is observed when the forming is induced on the grain
sites (as is also the case for an amorphous stoichiometric HfO2), which exhibit
significantly higher forming voltage values. These results indicate that resistive
switching benefits from higher oxygen deficiency of the dielectric GBs making
them easier to convert to a CF state at lower forming voltage [26].

Fig. 3.6 Forming process at different random locations in (a) sample with non-annealed amor-
phous 3 nm HfO2 and (b) annealed polycrystalline 3 nm HfO2 where two different I-V patterns
associated with low-voltage and high-voltage forming can be distinguished. (c) An example of
switching observed at the low-voltage forming site in (b). The schematics indicate the probing
location and measurement conditions
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It is also observed in MIM devices (such as TiN/HfO2/TiN) that although perfect
or near perfect stoichiometric HfO2 does not readily demonstrate repeatable resistive
switching after CF formation, the nonstoichiometric HfO2�x, with “some” oxygen
deficiency (density of vacancies), does exhibit resistive switching after forming. This
is highlighted in Fig. 3.7 where an overlaying thin metal film can be used to scavenge
or “getter” oxygen from stoichiometric HfO2 dielectric leading to the oxygen
deficiency as shown by the synchrotron XPS data. The sub-stoichiometric HfO2�x

film, with certain oxygen vacancies densities, demonstrates much better switching
characteristics than the stoichiometric HfO2 film. Thus, to create oxygen vacancies
facilitating the CF formation, the gettering metal for extracting oxygens from the
metal oxide is deposited over the metal-oxide film. Such gettering metal layers are
usually early transitional metals (i.e., Ti, Zr, Hf, etc.) and often termed oxygen
exchange layers (OEL) in RRAM stacks [26]. In addition, physical observations
combined with electrical data have implicated HfO2 GBs as susceptible toward
reduction even when not favored from bulk thermodynamic considerations [39]. It
is also noted that a typical thickness of a gettering metal in this application is
20A-100A and their gettering power grows with their thickness. Capping the
gettering metal in a process that does not contain reactive nitrogen (which can
reduce the metal gettering ability by nitriding it), like with in situ PVD tungsten
after the gettering metal deposition, also increases the oxygen gettering ability of the
OEL used.

Fig. 3.7 Evidence of HfO2 reduction by Ti-OEL; schematic of the stacks measured by the
synchrotron XPS [at the National Synchrotron Light Source (NSLS) at (BNL)] (a), Hf 4f and
3d5/2 spectra (b), and switching characteristics of the corresponding devices (c)
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Using the above-described stack, the HfO2 GB portion next to a gettering metal
film is less resistive (due to higher concentration of the oxygen vacancies there),
while a “more” stoichiometric or less “gettered” section of the GB away from
gettering metal is a “better” more resistive dielectric due to less oxygen vacancies
there (Fig. 3.8). Such a random process of oxygen gettering is expected to proceed
differently in each GB due to variability of the GB characteristics (size, width,
length, orientation, structure, etc.) resulting in a distribution of thicknesses of the
“more” dielectric behaving barrier in the GB away from the gettering metal which
would gate the current in the various GBs of each given device and, subsequently, a
distribution of the magnitudes of leakage currents through these various GBs. The
leakiest GB path is then accordingly expected to have the thinnest “dielectric” barrier
since the electron transport through the barrier controls the overall current and the
GB with the thinnest barrier should be the first one, out of all the other GB barriers
with less conductive paths, to be broken by the applied voltage during CF forming.
Thus, a single structural feature – the thinnest GB barrier in a given device – is
responsible for both the lowest breakdown (CF forming) voltage magnitude and the
highest leakage current (which is proportional to the total current through the device)
and explains their correlation [26, 40]. Consequently, the primary beneficial effect of
oxygen gettering is the creation of relatively highly conductive GB current paths
(with higher oxygen deficiency toward the gettering metal), which can exhibit low
forming voltages leading to a controlled CF formation that subsequently can enable
the repeatable resistive switching phenomenon (i.e., continued rupture and forming
of the CF).

Fig. 3.8 Schematic
illustrating oxygen ions
diffusing out from the grain
boundary to the overlaying
OEL. The portion of the GB
with higher oxygen vacancy
density exhibits low
resistance, while the GB
portion further away from
the OEL remains more
stoichiometric, thus
constituting an effective
dielectric barrier
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3.4 Vacancy Asymmetry Engineering and the Metal-Oxide
Filament-Based Switching Model

As described above, oxygen vacancies in sub-stoichiometric films may accumulate
along the GBs in polycrystalline films [41], thus forming “preferred” conductive
paths through the dielectric. The presence of the conductive paths along GBs assists
with lowering the filament forming voltage allowing for more controlled and smaller
conductive filament (CF) formation. Another important phenomenon of the CF is its
nonuniform cross section resulting from the formation physics, giving it a cone-like
shape (see Fig. 3.9a) [25, 26]. The cone-like CF shape provides certain advantages
for switching operations, with bipolar reset described as oxidation of the narrower
end of the CF tip to form a thin dielectric barrier near the positively biased reset-
anode (which for bipolar operation is also near the forming cathode) leading to the
high resistance state (HRS) (see Fig. 3.9b). The subsequent set operation (from HRS
to the low resistance state [LRS]) is then the breakdown of this thin dielectric barrier
thus reforming the CF. For a device to demonstrate well-behaved RRAM switching,
the forming and switching biasing conditions should be selected according to the
filament composition profile to achieve favorable distribution of the oxygen ions,
which subsequently contribute to reoxidation of the filament tip during reset.

The dc-iv reset process in an HfOx-based RRAM device is illustrated in Fig. 3.10
[26, 41, 42]. Changes in the LRS during increasing reset bias are first observed by
deviation off the linear I-V curve as could be expected for an ohmic LRS due to

Fig. 3.9 (a) The filament formation process. The filament growth is initiated at GB (vertical broken
lines) where the oxygen bonding is weaker than in the bulk oxide and proceeds via the process of
the O(2-) ions release from the filament outer surface and moving with the electric field and also
away from the filament due to concentration gradients. *These O-ions do not move too far as they
are trapped by charges associated with grain boundaries and thus they are then readily available for
CF oxidation in reset [26]. (b) For the reset process, the broken lines and broken bell-shape curve
outline the filament and temperature radial profile, respectively. The nearby “available” O-ions
diffuse following the electric field and density gradient and reoxidize a portion of the filament next
to the positive anode electrode forming a thin HRS dielectric barrier
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temperature increase of the CF (Fig. 3.10 inset shows the simulated temperature
increase with increasing bias). Eventually upon continued bias and sufficient heat
(due to the increasing current), oxidation of the CF tip begins, as observed by a
“noisy” decrease in current with continued voltage increase. This fluctuating resis-
tance magnitude reveals the random oxidation process near the CF tip where CF
oxidation is competing with the process of generating new oxygen vacancy pairs in
the dielectric barrier. This model of the reset process suggests that the vacancy
concentration profile asymmetry in the RRAM dielectric stack is critically important
for repeatable switching [26, 42–45] as discussed in this section below.

Robust switching in the metal-oxide-based RRAM devices is known to require
some amount of oxygen deficiency of the dielectric film [26, 28, 45]; the reason for
this requirement was discussed above primarily in regard to controlling CF forma-
tion at lower voltages. It has also been demonstrated that performance of RRAM
devices is improved by utilizing asymmetric vacancy profiles of sub-stoichiometric
metal-oxide films. These asymmetric vacancy profiles are typically formed using
reactive PVD [11, 26, 28, 46], or with depositing a dielectric or metal and applying a
subsequent posttreatment reduction or oxidation anneal [47–49], or by depositing
reactive gettering-type metals (like described above and often termed oxygen
exchange layers (OEL) in RRAM stacks) on to the metal oxide [9, 10, 14, 50,
51]. Many of the various metal-oxide-RRAM reports in the literature also consis-
tently show bipolar operations with the reset bias applied with the positively biased
reset-anode against the more oxygen-rich or more stoichiometric part of the

Fig. 3.10 RESET IV sweep with schematics of the physical process. Initially most voltage drops
across the narrow conductive filament tip. The current deviates from ohmic initially due to a
resistance increase from increasing filament temperature. Reset then occurs when the temperature
is sufficient for oxidation and oxygen is available (i.e., diffusion from nearby “available” oxygen)
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engineered dielectric stacks [9, 10, 27, 45, 46, 48–50]. The reason the bipolar
operation in metal-oxide filament-type RRAM consistently have this polarity pref-
erence characteristic is related to the metal-oxide asymmetric defect/vacancy profile,
the CF asymmetry, and the switching mechanism as further described below. Having
fewer defects/vacancies near the “reset-anode” allows for a more effective ability
toward reoxidation of the narrow conductive filament tip in this area. For the case
using an opposite bipolar operational polarity to switch the RRAM device (i.e., with
the positively biased reset-anode against the more defects/vacancy-rich or less
stoichiometric part of the engineered dielectric stack), too many nearby defects/
vacancies and too few “available” oxygen atoms prevent effective oxidation of the
CF tip [26, 45].

3.5 Switching in Asymmetric Vacancy Engineered RRAM

To investigate the preferred bipolar operational biasing and vacancy asymmetry
relationship, various sub-stoichiometric HfOx films with asymmetric oxygen
vacancy profiles were formed [26, 45]. An OEL of titanium was deposited on top
HfO2 and subsequently capped in situ with TiN creating an asymmetric defect/
vacancy profile with more defects/vacancies near the OEL side of the stack due to
preferential gettering of oxygen from the HfO2 grains and grain boundaries nearer
the OEL metal. Figure 3.11a, b presents the switching behavior for the two possible
bipolar biasing schemes: (1) Fig. 3.11a, with CF formed in a bipolar biasing scheme
that has the positively biased reset-anode opposite the OEL (or more defects/
vacancies) side, and (2) Fig. 3.11b, with CF formed in a bipolar biasing scheme
that has the positively biased reset-anode at the OEL (or more defects/vacancies)

Fig. 3.11 Results for applying the two possible bipolar operational biasing schemes. When
operational biasing has the reset-anode near the more oxygen-rich or stoichiometric side, a dielectric
barrier forms successfully achieving reset (a). However, having oxygen-poor or higher vacancy/
defect concentration near the reset-anode prevents a dielectric barrier from forming, and no reset is
observed (b)
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side. Only operating in the mode with a bias polarity having the positively biased
reset-anode against the more stoichiometric part of the film (away from the OEL)
results in well-behaved RRAM switching with well over 100 billion ac cycles
demonstrated on device dimensions down to 50nmx50nm (see Fig. 3.12). Operating
the device opposite this preferred polarity often results in the failure to reset toward
higher resistance states (Fig. 3.11b) due to difficulty in reoxidation of the CF tip
because of the high defect/vacancy density near the reset-anode in this “non-pre-
ferred” bipolar biasing case.

This oxygen vacancy asymmetry and preferred bipolar biasing is demonstrated
further with a RRAM device using a decidedly asymmetric HfOx film formed by
oxidizing the top of an exceedingly sub-stoichiometric HfOx film. The backside-
SIMS profile of the oxygen concentration for the further oxidized HfOx film is
shown in Fig. 3.13 indicating the film has high defect/vacancy concentration near the
bottom TiN electrode and near stoichiometric HfO2 near the top TiN electrode.

Note the defect profile for this stack in Figs. 3.13 and 3.14 (defects/vacancies near
bottom electrode) is opposite to that of the engineered HfOx\OEL described above
(with defects\vacancies near the OEL and top electrode). The ramifications of this
opposite defect profile in the “top”-oxidized HfOx with respect to the HfOx\OEL
(“top”-“reduced”) stack, is that now the preferred bipolar operational biasing (i.e.,
having the positive reset-anode against the more stoichiometric side of the film),
occurs with negative forming/set, and positive reset, voltages applied to top elec-
trode. In addition, when performing the preferred operational biasing for this highly
asymmetric “top”-oxidized HfOx, not only are over 108 ac-pulsed endurance cycling
and 100% dc-iv switching yield observed (Fig. 3.14), but operating with opposite
this “preferred” bipolar biasing, with reset-anode against the defective/vacancy-rich
side of the HfOx film, the resulting switching yield was zero%! Thus, RRAM

Fig. 3.12 Endurance results for similar RRAM stack as used for Figs. 3.10 and 3.11 (TiN[HfOx\Ti-
OEL]TiN). Averaged LRS and HRS reads from 50 dc cycle checks at 1, 101, 204, and 344 billion ac
endurance cycles are charted for Icomp ¼ 60uA, pulse set voltage ¼ 1.5 V, pulse reset volt-
age ¼ �1.3 V, pulse rise/fall time ¼ 15 ns, and pulse top ¼ 5 ns (a). The 50 cycle dc check after
344 billion cycles is shown in 12(b)
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Fig. 3.13 Backside SIMS showing the oxygen profiles for highly sub-stoichiometric HfOx with
and without exposing the top surface to oxygen plasma before capping with Pt (Pt used only for
SIMS analysis)

Fig. 3.14 Over 108 ac endurance cycling (inset) and 100% dc switching yield observed when
performing the preferred operational biasing for a highly asymmetric oxidized HfOx film (with TiN
electrodes and external compliance control). The dc switching shown is for 350 reset/set sweeps (for
all 35 die tested x 10 cycles each)
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operation for this highly asymmetric sub-stoichiometric metal-oxide film dramati-
cally illustrates the results of the “preferred” operational bipolar biasing relationship
to the metal-oxide vacancy/defect profile and also how the oxygen vacancy profile
supports the described reset mechanism of CF-tip oxidation. Having the positive
reset-anode against the defective/vacancy-rich part of the HfOx stack allows for too
many available conduction paths and insufficient oxidation of the CF for a HRS
tunnel barrier to form. Furthermore, comparing dc-iv reset sweeps for the two bipolar
biasing cases of reset-anode against “good” (more stoichiometric) or “bad” (more
oxygen vacancies) part of the dielectric, it is observed that even for the “non-
preferred” bias polarity with positively biased reset-anode against the “bad”
vacancy-rich part of the dielectric, a similar deviation in current near reaching the
forming compliance current value can be seen (Fig. 3.15). However, for this
non-preferred biasing of the asymmetric vacancy stack, the current does not continue
a downward trend to HRS (CF-tip oxidation) but begins to increase and the device
“breaks” (with runaway current due higher rate of vacancy formation vs oxidation
leading to a “breakdown,” and with no compliance in reset, a resulting uncontrolled
large CF is formed). Thus, the reset case with too many defects near the reset-anode
suppresses the ability for CF-tip oxidation and denies a competition between fila-
ment oxidation and breakdown leading to only further breakdown (or CF size
increase) and the resulting reset failure. Engineering the oxygen vacancy profile to
support the described forming, reset, and set mechanisms is required for RRAM
performance optimization.

Similar predisposition as the HfOx-based system for a preferred bipolar operation
biasing and associated engineered oxygen vacancy asymmetry has been demon-
strated for TaOx-based RRAM. Figure 3.16a shows dc-iv behavior for a TaOx-based
stack consisting of a deposited thin layer of tantalum metal followed in situ by a
deposited thicker and highly sub-stoichiometric TaOx layer, followed by a deposited
thin stoichiometric Ta2O5 layer on top. The “preferred” bipolar operation of this
stack is as expected with the positive reset-anode against the “good,” or more

Fig. 3.15 Typical dc forming and cycling with asymmetric HfOx for (a) preferred bipolar biasing
(reset-anode against “good” more stoichiometric HfO2) vs (b) non-preferred biasing (reset-anode
against “bad” vacancy-rich HfOx)
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stoichiometric, “top” Ta2O5 side of the stack (so the forming was implemented with
the negative cathode against the top electrode). Furthermore, a stack having near
1 nm stoichiometric HfO2 deposited and then capped with a thick sub-stoichiometric
TaOx layer, and then a thin tantalum metal-OEL layer (Fig. 3.16b) demonstrates
similar bipolar switching as the RRAM stack with a single thicker HfO2 with “top”
deposited OEL of Figs. 3.10, 3.11, and 3.12 where preferred positive reset-anode is
opposite the vacancy-rich OEL\top electrode (and against the more stoichiometric
side of the stack). The similar reset for these devices with different metal-oxide
RRAMmaterial but similar vacancy profile stacks also supports the reset mechanism
of oxidizing the CF tip near the reset-anode toward a thin (~1 nm) dielectric barrier
[41]. The similar behaving films in Figs. 3.11a and 3.16b, which both have HfOx at
the positive reset-anode, are both forming a similar ~1 nm HfO2 tunnel barrier in
reset with similar I-V characteristics [26, 45].

3.6 Real-Time Monitoring of RRAM Switching Highlights
Operating Mechanism

These above-described relevant mechanisms for the bipolar metal-oxide RRAM
operation can be highlighted by capturing the changes in the device conductivity
in real time while applying “set or reset” type ac bias signals to the RRAM stack
[6, 7, 26]. For instance, in general, a dielectric barrier limiting the current in a HRS
should break similarly irrespective of polarity of the applied bias across the dielectric
barrier; however, there is a clear difference to the HRS conductivity response when
pulsed voltages of the same pulse width and height, but opposite polarities, are
applied across the dielectric formed at the CF tip [26, 45]. For a “preferred” set-type
bias (with a positive anode biasing near the defect\vacancy-rich side) applied to the
device in the HRS, a clear abrupt change to a lower resistance state occurs

Fig. 3.16 The dc forming/cycling for (a) asymmetric [bottom\Ta\TaOx\Ta2O5\top] with “pre-
ferred” negative forming/set and positive reset applied to top electrode and (b) asymmetric
[bottom\HfO2\TaOx\Ta-OEL\top] with positive forming/set and negative reset applied to top
electrode
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(Fig. 3.17a): the dielectric barrier abruptly breaks with the released negatively
charged oxygen ions being pushed away from this dielectric barrier (that was formed
at the CF tip in reset) and toward the positive anode by the electric field. Due to lack
of “available” oxygen near the “breakdown” in the dielectric barrier and a higher
oxygen vacancy concentration (from forming bias choice and the asymmetric
oxygen vacancy engineering of the fabricated metal-oxide stack) near the positively
biased anode for this “preferred” set-type biasing, the dielectric barrier breakdown
occurs readily and immediately (and no dielectric barrier is formed at the opposite

Fig. 3.17 (a) Set pulse (100us and 0.8 V) applied to HRS state of the RRAM stack (similar RRAM
stack as used for of Figs. 3.10, 3.11, and 3.12). Immediate and singular resistance change to LRS is
observed indicating reformation of the CF for the set bias. (b) Reset pulse (100us and �0.8 V)
applied to HRS state of the RRAM stack where many pulses are required for resistance change, and
then the fluctuating resistance change is reflecting the competition between HRS breakdown and
reoxidation
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side where the positive voltage has been applied due to high vacancy concentration
there). For the preferred reset-type bias (positive anode bias opposite the defect
\vacancy-rich side and near the more stoichiometric side) applied to the device in the
HRS, many continuous pulses are required before any resistance change occurs
(Fig. 3.17b). In addition, when the resistance does change, the signal is very noisy
with no immediate sharp current increase. According the above-discussed switching
model, an apparent randomness of fluctuations of the HRS resistance observed under
the continued “preferred reset-type” pulses results from a competition between the
Hf-O bond breakage in the dielectric barrier and the near immediate reoxidation of
the Hf atoms caused by a continued presence of the “available” oxygen ions in their
vicinity: the applied field pushes these ions toward the positively biased electrode,
thus preventing their fast out-diffusion from the filament region and providing ample
available oxygen for filament tip oxidation in this area.

Figure 3.18 shows oscilloscope-captured switching data for a pulsed width of
20 ns for set, and 70 ns for reset, in fully integrated 1T1R HfOx-OEL RRAM

Fig. 3.18 Pulsed switching in fully integrated 1T1R HfOx\Ti-OEL RRAM for 100 nm � 100 nm
cross-bar devices. Yellow, pulse voltage applied to the top electrode; red, voltage at the bottom
electrode as read through the oscilloscope: inserts (blue), pulsed I-V traces corresponding to the
respective pulsed set and reset operations
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100 nm � 100 nm cross-bar devices (similar RRAM stack as used in Figs. 3.10,
3.11, and 3.12) [45]. The switching for both set and reset between HRS and LRS in
the ns time frame is clearly observed. Additionally, for the “preferred” operational
biasing applied, even at this ns time scale, the immediate and singular resistance
change is observed for set operation (a dielectric breakdown), and the more noisy
increase/decrease fluctuations in resistance are observed for reset operation (due to
the reset bias additionally having an effective competition between oxidation of the
CF tip to form a dielectric barrier and a breakdown of this developing dielectric
barrier).

3.7 Conclusion

Optimizing metal-oxide RRAM switching requires an understanding of how engi-
neering of asymmetric oxygen vacancy distribution and filament geometry assist the
operation preferences of the bipolar switching schemes. In general, the vacancy
profile will have one side of the metal-oxide dielectric more vacancy-rich/oxygen-
poor with the opposite side more vacancy-poor/oxygen-rich, and the preferred
bipolar biasing of this cell is such that reset more effectively occurs when the
positive anode is next to the vacancy-poor/oxygen-rich side. The goal is creating
this oxygen vacancy profile to be advantageous for controlled CF formation (and
reformation in set operations), along with dielectric barrier formation (from CF-tip
oxidation) during reset, under the conditions benefiting high-speed/low-power
switching.
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Chapter 4
Organic Nanostructures by Molecular
Layer Epitaxy: A Tutorial

Tatjana N. Kopylova, Sergey Yu Nikonov, Evgeny N. Telminov,
Ruslan M. Gadirov, Konstantin M. Degtyarenko, and Vladimir Burtman

Abstract This chapter presents a short introduction to molecular layer epitaxy
(MLE). MLE is a novel vapor-phase self-assembly approach to create molecular
nanoelectronic materials, structures, and devices. The main principles of MLE
technology and related topics of surface chemistry are introduced to demonstrate
the possibilities of vapor-phase self-assembly, which can be used to achieve desired
organic structures and chemical functionalities. We describe equipment, which can
produce MLE structures, and monitoring methods used to describe growth of
organic MLE structures. We demonstrate several devices, which were produced
using MLE technology. These include field-effect transistors (MLE-FETs), organic
light-emitting diode (MLE-OLED), MLE solar cells, and MLE laser media. The
performance of MLE is compared with other technologies, which are currently used
in molecular nanoelectronics, to demonstrate similarities and distinguish features
of MLE.

4.1 Molecular Nanoelectronics

4.1.1 Molecular Nanoelectronics at Early Ages

2017 marks the 20th anniversary of Mark Reed’s article “Conductance of a molec-
ular junction” on the possibility of electronic transport through a single molecule
[1]. This was the first experimental step of molecular nanoelectronics, which was
theoretically predicted by Aviram and Ratner in 1974 [2]. The initial expectations
from molecular nanoelectronics were associated with ideas to combine advantages
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of cheap production of organic materials and their structural flexibility with the
possibility to create single molecular semiconductor devices. In the early 2000s,
experimental molecular nanoelectronics continued to produce vivid results. For
example, the possibility of creating transistors with multiple stable states (based on
the rotoxane molecule [3]) was demonstrated. Articles on spin transport in organic
molecules discussed the possibility of creating an entirely new class of materials for
molecular spintronics [4] and molecular magnetism. First experiments, which study
organic molecules as biological objects, such as DNA, proteins, and neurons, can
yield bioelectronic devices, which can transmit biological signals and control pro-
cesses in living organisms [5].

Unfortunately, the initial expectations for rapid progress in molecular
nanoelectronic devices have not come true. For example, Samsung indeed released
few years ago a new generation of monitors, which are based on organic light-
emitting diodes (OLEDs). However, the production costs of OLEDs monitors were
similar to these models, which utilized inorganic semiconductors. Attempts to create
efficient organic-based solar cells have not come true as well, due to their high costs
and low operation performance. Currently only hybrid types of organic-inorganic
devices, like Gratzel cells [6] and hybrid perovskites cells [7], still hold high
expectations for device application. In addition, it was found that several key
researchers in molecular nanoelectronics falsified the results of their work [8], and
others misinterpreted them. For example, the interpretation of transport through
individual molecules in Reed’s article [1] was found to be erroneous [9].

This situation in molecular nanoelectronics at early ages was not accidental.
Scientists working in molecular nanoelectronics concentrated their efforts on devel-
oping breakthrough device applications, rather than on fundamental studies of single
molecular materials. As a result, molecular nanoelectronics still struggles to develop
an adequate model of charge transport in molecular nanoelectronic devices based on
a single molecular structure. For more than 25 years, scientists have been trying to
adapt various models of solid-state physics, which were developed for inorganic
semiconductors. These transport models relies on possibility to consider electrons in
inorganic semiconductor devices as free by using the concept of effective mass of
electron. The fundamental difference between organic and inorganic semiconductors
is in absence of free charges in organic media. Due to this fact, there are no
conduction and valence bands in organic semiconductors. Instead of conduction
and valence bands, molecular electronics utilizes terms HOMO-LUMO. These
acronyms stand for “highest occupied molecular orbital” and “lowest unoccupied
molecular orbital,” respectively. The applicability of free-electron theoretical con-
cept is a problem in single molecular media. The fundamental structure-property
relationship in molecular structures remains unclear, which impede development of
new materials and devices in molecular nanoelectronics. Eventually, after explora-
tion of easiest approaches and disappointments from lack of fast progress in molec-
ular nanoelectronics, many scientists left this field. The remaining scientist began to
redefine the broader scope of problems to solve in molecular nanoelectronics, began
to utilize more complex scientific approaches to describe experimental objects, and,
overall, began to employ higher scientific standards in their research.

94 T. N. Kopylova et al.



4.1.2 Modern Times in Molecular Nanoelectronics

In 2013 the whole volume of Nature Materials [10] was dedicated to experimental
studies in molecular nanoelectronics. These studies show a good example of new
approach to molecular nanoelectronics, which is way more complex and sophisti-
cated compared to experimental reports in early year’s studies. Nowadays molecular
nanoelectronics is shaping as classical science, in which the development of practical
applications is combined with fundamental studies of the structure and properties in
individual molecules.

The other distinguishing feature of modern time in molecular nanoelectronics is
associated with the fact that this field received scientific and financial support from
biology and medicine. In particular, new high-level studies on electronic transport in
biological objects, as in DNA molecules, have been published [11]. Biological
molecule, like DNA, has a similarity in structure to molecules used in molecular
nanoelectronics. Understanding the mechanisms of charge transport in biology will
make it possible to make significant progress in understanding similar mechanisms
in molecular nanoelectronics.

In year 2016, Google and the British pharmaceutical company GlaxoSmithKline
created a bioelectronic company for the use of miniature electrical implants in the
treatment of chronic brain diseases, with the potential for further development of the
interface between the brain and electronics [12]. In 2017, an American businessman
Elon Musk entered into a similar project aimed at establishing a connection between
the brain and the computer [13]. In the context of this development, we should note
that only molecular nanoelectronics can provide a reliable interface between biolog-
ical objects (neurons, DNA, proteins, etc.) and traditional electronic materials,
including metal electrodes and semiconductor devices. In addition to biotechnol-
ogies, the new challenges for molecular nanoelectronics appear every year. These
challenges include the development of catalytic nanomembrane technology [14],
which can be utilized in new device concepts as an “artificial leaf” technology which
is capable of converting exhaust gases into fuel using the energy of sunlight and can
be entitled as artificial photosynthesis. The other example of contemporary chal-
lenges for molecular nanoelectronics is design and development of new field-effect
transistors (FETs). Example of new FET system is shown in this book in chapter
“The FinFET: A Tutorial” by Charles Dančak. Once single molecular transistor will
become a robust and scalable technology, it has a good chance to become a new
basis for electronic logics.

4.1.3 Quest for a New Fabrication Methods in Molecular
Nanoelectronics

Among the numerous methods for creating materials with specified properties in
molecular nanoelectronics, we should mention the methods of so-called “wet” and
“vacuum methods.” The wet methods include Langmuir films [15], self-assembling
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monolayers [16], and assembly of structures from solutions based on electrostatic
interactions [17]. The vacuum methods include organic molecular beam epitaxy
[18], other high-vacuum methods, and low-vacuum gas-phase deposition tech-
niques, known as CVD technologies. Wet and vacuum methods have their advan-
tages and disadvantages.

For example, “wet” methods are able to create stronger chemical bonds between
organic layers, in differ to traditional methods of producing nanoelectronic structures
from the “vapor” phase. However, the “wet” methods are very time-consuming and
in their structure always contain a residual of solvents, which are able to affect the
entire efficiency of the device. In addition, a number of interesting but insoluble
organic substances cannot be used by “wet” chemistry.

Vacuum methods for creating stratified structures from the gas phase are capable
of applying organic films quickly and in a clean atmosphere. They are fully com-
patible with modern semiconductor technologies. However, none of them is capable
of creating strong covalent bonds between the layers, which limits the scope of the
structures obtained. The main drawback of modern molecular nanoelectronic
devices is instability. They are unstable for long periods of use, at elevated temper-
atures, with strong electric fields, unstable so that often even the spraying of
electrodes presents a problem. The reason of these problems is the weak links inside
the resulting films.

4.1.4 From Atomic Layer Epitaxy to Molecular Layer Epitaxy

The main precondition for the device application of organic structures is the com-
bination of epitaxial growth with covalent bonding in some similarity to the case of
vapor deposition of inorganic semiconductors. The term epitaxy comes from com-
bination of two Greek words: epi and taxis,which translates as “upon” and “arrange-
ment.” Therefore, the meaning of epitaxy is “ordering above,” which simply means
that the structure of the first layer defines the structure of the second layer. Many
phenomena in chemistry, biology, crystal growth, geology, and material science are
controlled by epitaxy; for example, the self-assembly process of fluids to form SAMs
on metals. Some organic ultrahigh vacuum (UHV) [19] and organic molecular beam
epitaxy (OMBE) methods [20] succeed in epitaxial growth, and some solution-
derived SAMs can form interlayer covalent bonds. However, only inorganic atomic
layer epitaxy (ALE) [21] can build covalently bonded epitaxial multilayers in a
layer-by-layer fashion. The term epitaxy in ALE method means that the structure of
upper layer is completely defined by bottom layer in ALE structure. While there are
no strict terminology rules, the term epitaxy usually refers to the vapor-phase
assembled structures, with strong (e.g., covalent) bonds between adjacent layers.
When the structure is assembled using weak bonds (e.g., WdW bonds), the term
epitaxy is used as a pseudo-epitaxy [16].

The ALE approach utilizes the difference between chemical and physical
adsorption. When the first layer of atoms of a reactive molecular species reaches a
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solid surface, a chemical reaction (generally condensation) takes place, while sub-
sequently deposited physisorbed layers tend to interact much less strongly. If the
substrate surface is heated sufficiently, one can achieve a condition such that only the
chemisorbed layer remains attached. Repeating this reaction cycle with different
compounds leads to a controlled layer-by-layer growth. The ALE method was
successfully applied to the epitaxial growth of “conventional” semiconducting
inorganic materials, such as II–VI and III–V compounds and silicon and silicon-
related compounds (see molecular beam epitaxy, atomic layer epitaxy).

A new method, molecular layer epitaxy (MLE) [22], has been developed for the
deposition of organic heterostructures. In contrast to most ordered organic SAM thin
films that are assembled in solution, the MLE approach employs a low-pressure
vapor-phase epitaxial growth via covalent bonds between organic interfacing layers.
Term epitaxy in MLE method designates organic structures based on strong bonds,
which bonding energy above 1.8 eV.

4.2 Methodology of Molecular Layer Epitaxy

4.2.1 MLE Principles and Hardware

The MLE method is based on four principles: a template layer, self-restricted vapor-
phase reactions, covalent (“c-axis”) interlayer bonding, and π-stacking in the x-y
plane (the plane of the substrate). The MLE method is based on the use of modern
equipment for rapid and clean application of organic layers (Figs. 4.1 and 4.2), but
unlike other “gas” methods, MLE allows for chemical self-assembly of layers with
the formation of strong covalent bonds between them. The technology is based on
the successive growth of a layer on the surface of a substrate from individual
molecules of vapors of a heated organic substance. Specially designed for MLE
vacuum system was developed and assembled on the basis of the most modern thin
film technology. This unit heats the precursor materials to high temperatures

Fig. 4.1 Scheme of laminar flow MLE reactor setup
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(500 �C) in a vacuum (10�5 Torr). The evaporated molecules are trapped in a special
way and placed on the substrate layer by layer, forming the thinnest film (c.a. 3 nm).

The second generation of MLE setup (Fig. 4.2) inherent from the first generation
of MLE setup [22] the similar shape of CVD chamber and position of its functial
elements (sublimators, bublers, pumps etc). It featured an addition of few high-
temperature sublimes and higher reactor temperature and pressure. These additions
enable usage of high-temperature precursor materials and using vapor-phase self-
assembly reactions at higher temperatures. The ultimate goal of 2nd generation MLE
setup was to gain a realistic possibility to include inorganic precursor materials in
MLE chemical routine to produce mixed organic-inorganic superlattices within the
same reactive chamber. The other additions to 2nd generation of MLE setup includes
better temperature, pressure and evaporation control, and an easy-to-set automatic
operation mode to illuminate necessity in direct manual operation of MLE process.

These artificial submicron organic structures are characterized by a high degree of
ordering and strong covalent bonds between the layers, as shown in Fig. 4.3.

4.2.2 Examples of MLE Chemistry with Different Chemical
Functionality on Top

MLE with Top Amino-Group Chemical Functionality

The surface chemistry of the MLE method, as shown in Fig. 4.4, allows the growth
of naphthalene-diimide-based organic structures.

Fig. 4.2 Photograph of 2nd generation of molecular layer epitaxy setup
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A template layer is first deposited on oxide surfaces, such as Si/SiO2 (Fig. 4.4,
step i), exposing propylamine functionality toward the interface, and in turn this
layer dictates epitaxial growth. Then discrete pulses of reactants —liquids or solids
that undergo self-limiting reactions—are carried to the surface by an inert carrier gas

Fig. 4.3 Molecular layer epitaxy (MLE) method: organization of structures, when the structure of
the upper layer is controlled by the structure and chemical composition of the previous layer. The
figure shows the scheme of epitaxy. First, the “anchor layer” (arrow “a”) is placed on substrate
1 (the arrow “a”); structure 2 is formed. Next, a layer of molecules A (arrow “b”) is applied on 2; a
structure 3 with two assembled layers is formed. Next, a layer of molecules B (arrow “c”) is applied;
a structure 4 is formed. Thus, it is possible to assemble a structure of necessary thickness with
alternating layers (arrow “d”)—a superstructure 5 is formed. It is essential that layer A is adapted to
accept layer B, and vice versa, it is impossible to collect more than one layer only A or only B

Fig. 4.4 MLE surface chemistry with amino group on top of MLE structure
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in a laminar flow MLE reactor setup (Reynolds number ~250) (Fig. 4.2) equipped
with a spectroscopic ellipsometer for in situ process monitoring. An alkylamine-
containing surface is hit with a pulse of 3,4,7,8-naphthalenetetracarboxylic-
dianhydride (NTCDA) precursor (Fig. 4.4, step ii), forming imide linkages. Then a
pulse of a vaporized aromatic or aliphatic diamine spacer (Fig. 4.4, step iii) is added
to regenerate amine functionality on the surface that can again react with
dianhydride.

Repeatedly cycling through these steps (Fig. 4.4, steps ii,iii) leads to the forma-
tion of a 3,4,7,8-naphthalenetetracarboxylic diimide (NTCDI)-based organic
superlattices. The NTCDA precursor was vaporized at T ¼ 200–250 �C to react
with the surface-bound amine; 1,6-diaminohexane and 4,4«-methylenedianeline
precursors were vaporized at T ¼ 35–40 �C and 90–110 �C, respectively.
Imidization in both steps is carried out at a substrate temperature of 280–290 �C
for 15–25 min at a total pressure of 0.05 torr. Following the assembly of each
monolayer, the reaction zone is cleaned by resublimation of unreacted precursors
under N2 flow for 5 minutes. The reactor walls are independently heated to 300 �C.

MLE with Top Thiol Group Chemical Functionality

Fabrication of different molecular electronic devices usually requires different
chemical functionality. In particular, thiol functionality is often required for forma-
tion of chemical bonds with upper metal electrodes (Au, Ag, Al, etc.). Chemical
approach to MLE assembly of naphthalenetetracarboxylic diimide (NTCDI) self-
assembling structure with thiol group on top is highlighted in Fig. 4.5. The first step
(a) of the process is the assembly of a template layer containing primary amine
functionality. This process can be conducted either from solution or vapor phase.
The multilayer growth is done with the MLE reactor. The first pulse of substrate
(Fig. 4.5, step (b)) is a dianhydride reaction with the exposed amine functionality of
the template layer forming an imide bond and exposing anhydride functionality at
the emerging interface. The following step (c) anchors diamine containing precur-
sors (spacers) again by the formation of an imide bond and exposing thiol function-
ality on top. Molecular 2D surface aggregates, stage (d), grow orthogonally to planar
view of NTCDI molecule, shown between stages (b) and (d).

NTCDI-based structures were accomplished as follows. Thick, impermeable to
light, wafers of n-type (500Ω-cm, Virginia Semiconductors) Si(100) having 20 Å of
SiO2 coating and glass slides were cleaned and functionalized with amino groups
(Fig. 4.5, step a) as described in ref. 17. NTCDA (1,4,5,8-naphthalene
tetracarboxylic anhydride) evaporated at 110 �C and reacted with the NH2-
functionalized surface for 45 min at 10�5 Torr (Fig. 4.5, step b). The product of
assembly lacks the amino group preventing formation of the second layer. The
substrate was kept on a heated sample holder (180 �C) preventing physadsorption
of the precursor. Vacuum deposition modified over 60% of the surface amino groups
[17]. A layer of 4-aminophenylthiol was added within 20 min (Fig. 4.5, step c). This
reaction tops the surface with SH-groups reactive toward metals [23].
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The control experiments to verify the quality of vapor-phase self-assembly
include spectroscopic in situ and ex situ ellipsometry, measuring progressive contact
angle, XPS, and recording of absorption spectra after deposition of each layer [24].

4.2.3 Monitoring Tools to Trace the Growth of Organic
Superlattices

Monitoring of Growth of Organic Superlattices by Spectroscopic
Ellipsometry

Experimental setting for in situ spectroscopic ellipsometry monitoring the MLE
process is shown in Fig. 4.6. This figure highlights position of Woollam M44
spectroscopic ellipsometer, including position of optical windows, substrate, and
reactive zone, in respect to axis of MLE reactor, precursor and carrier gas flow,
vacuum, and unreacted products. The ϕ angle is a spatial angle between incoming
linearly polarized light and orthogonal to reflection point on substrate in the plane of
incidence. Linearly polarized light become circularly polarized after reflecting from
MLE structure, which is grown on the substrate in real time (Fig. 4.6). In
ellipsometry light, which vector of electrical field oscillated within the plane of
incidence is called p-polarized light, and light, which vector of electrical field

Fig. 4.5 Surface chemistry, which yields surface π-aggregation system in
naphthalenetetracarboxylic diimide (NTCDI) system by molecular layer epitaxy (MLE) method
with a thiol group on top. The NTCDI aggregates may be visualized as structures that are orthogonal
(out-of-plane) to picture plane, as shown in right upper corner
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oscillated perpendicular to the plane of incidence is called s-polarized light. The
basic principles of ellipsometry rely on the fact that s- and p-polarized light reflect
differently: Rp 6¼Rs. The ellipsometry measures the complex reflectivity ratio, Rp/
Rs ¼ tan(ψ)eiΔ, and typically reports results in terms of ψ and Δ parameters. The tan
(ψ) is a magnitude of the Rp/Rs ratio and Δ is a phase difference between p- and
s-reflected light. We study the evolution of ellipsometry parameter ψ, which changes
in real time and reflects the change of light polarization upon different stages of self-
assembly reaction and growth of organic superlattice.

Figure 4.7 shows an example of MLE process monitoring for continuous growth
of naphthalenetetracarboxylic diimide-hexamethylene (NTCDI-HM)n structure,
n ¼ 4, assembling from NTCDA and DAH precursors in single wavelength repre-
sentation. This figure shows the change in the surface polarization parameter ψ,
detected by in situ ellipsometry versus deposition time.

The temporal evolution of the monolayers by in situ ellipsometry provides several
interesting observations. First, the ellipsometry parameters ψ and Δ are very sensi-
tive to the surface prefunctionalization. Even the raw data exhibit the periodical
growth and decay of surface polarizability at different steps of the ML-assembling
process with periods of about 15 minutes for the NTCDA pulse and 18 minutes for
the DAH pulse. Figure 4.7 also provides information on the kinetic behavior of the
self-assembly process since ψ and Δ can be converted to surface chromophore or
spacer-relative coverage. The rate coefficients k for every pulse are 5.6 � 10�5 s�1

for first deposition of NTCDA on a template layer, decreasing to 1.5 � 10�5 s�1 for
NTCDA on a hexamethylene layer and to 7.2� 10�6 s�1 for DAH on a naphthalene
layer with an equilibrium surface absorption energy 15.8 kcal for the NTCDA layer
and 29.2 kcal for the DAH layer.

Fig. 4.6 Experimental setting for in situ spectroscopic ellipsometry monitoring the MLE process
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The in situ (Fig. 4.7) and ex situ [19] ellipsometry measurement is a very useful
tool in monitoring of MLE-derived structures, especially for cases in which different
building blocks of organic superlattice have a different molecular polarizability, as in
case of NTCDI-HM system.

The ex situ spectroscopic ellipsometry can be useful for structural analysis of
MLE superlattices [19]. However, ex situ spectroscopic ellipsometry is less illustra-
tive and requires knowledge of optical constants (ε and n) for each consistent layer to
build an adequate model for MLE structure.

Monitoring of Growth of Organic Superlattices by Optical Spectroscopy

Monitoring of growth of organic superlattices by optical spectroscopy is one of the
simplest and very sensitive tools to ensure a consistent growth of MLE-derived
organic superlattices. The precondition for using this monitoring method consists in
usage of sensitive spectrophotometer with spectral resolution of optical density (OD)
about 0.001. This resolution has to resolve the growth of one monolayer. The other
technological complication for this (ex situ) method is the necessity to interrupt MLE
process to record Vis-UV spectra and then to continue MLE process. This approach
might be problematic for a range of materials and technologies, including, for
example, air-sensitive materials. In situ reflection optical spectroscopy monitoring
should resolve this complication. However the alignment of in situ optical instru-
mentation might be complicated, especially taking into account the necessity of high
OD sensitivity.

The structure of organic superlattices, which is traced by ex situ UV-Vis optical
spectroscopy, is shown in Fig. 4.8. This figure provides an easy access to understand
the main spectral features, which should be traced to ensure the quality self-assembly
in vapor phase. Figure 4.8 shows a monolithic growth of the ten bilayer superlattice
containing aliphatic spacer in the absorption at 362 nm. We designated this band as a
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Fig. 4.7 In situ monitoring of MLE monolayer-by-monolayer growth
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“monomer band” (red text box, arrows, and dashed lines). The middle panel in
Fig. 4.8 shows the monotonic growth (blue line in the middle insert) of optical
density at 362 nm of this “monomer band.” The out-of-plane structure of growing
NTCDI-organic superlattice is shown in the right upper insert (green dash line and
green text box). Note that for graphic simplicity we do not show here the in-plane
order in NTCDI-organic superlattice. The in-plane packing inside one NTCDI layer
in NTCDI superlattice is shown in upper right part of Fig. 4.5.

The intermolecular charge transfer (CT) band is observed around 450–700 nm
exhibiting the high in-plane packing density. We designated this band as an “aggre-
gate continuum of bands” (blue text box, arrows, and dashed line). This band is
originated from delocalization of π-electrons in aromatic rings during aggregation of
NTCDI moieties into clusters, in which these electrons become pseudo-conductive
in narrow continuum of bands (COB) [25].

To verify the quality growth of organic superlattices, the main attention has to be
paid to tracing of growth of OD of monomer band (362 nm, Fig. 4.8). These spectra
are recorded after each step of self-assembly reaction and measuring the absorption
spectra. The growth of OD should be of order of ~ 0.001 for addicting of next layer,
this growth should be consistent and such growth should be linear in first approx-
imation. Any inconsistency in monitoring spectra in form of much lower or much

Fig. 4.8 The structure of organic superlattices, which is traced by UV-Vis optical spectroscopy:
absorption spectra of MLE-derived (NTCDHI)n-based organic superlattice for n ¼ 1,2,3,4,9. Dif-
ferent spectral features are specified in form of colored dashed lines, arrows, and text boxes

104 T. N. Kopylova et al.



higher increment of OD for any grown layer, or change in shape of monomer band,
or sharp shift of monomer band (362 nm) to blue or red region is a clear indication of
problems in growth of organic superlattices. Most common problem in MLE process
is interruption in growth of OD, which indicates problem in MLE growth. Despite
difficulties, which are noted in the beginning of this section, the monitoring of
growth of organic superlattices by optical spectroscopy is still very efficient for
adjustment stage of MLE technology for any new material system.

The distinguished feature of spectroscopic ellipsometry and UV-Vis spectros-
copy consists in their capability to trace not only the fact of molecular self-assembly
in vapor phase but also to evaluate the molecular density in each consistent layer.
This is particularly useful to avoid the problem of pyramidal growth, which is typical
for solution molecular self-assembly.

Other Monitoring Methods Used to Describe the Grow of Organic
Superlattices

The monitoring of nonlinear response from growth organic structures can be used to
trace in real time as well in certain cases. For example, the measurement of second
harmonic generation (SHG) response from organic superlattices, which contain the
molecules with SHG response, can be used to trace their growth [26]. The list of
simple and sensitive tools to trace the growth of organic superlattices includes
measurement of progressive contact angle after each step of self-assembly reaction.
FTIR spectroscopy is another useful tool to trace chemistry of substituted amine
(substitution of oxygen in NTCDA ring to nitrogen) during MLE growth [22]. These
monitoring tools today cannot be used directly to evaluate the package density
within each consistent layer and, therefore, can be employed as quality tools.

We impose in this section that increment in spectroscopic and polarization
response from growing organic superlattice can be considered additive in first
approximation. This includes the monotonic growth of polarization and optical
densities in Fig. 4.7 (blue-dashed trend line) and Fig. 4.8 (blue trend line in the
middle insert of optical density at 362 nm). This assumption is well enough for a
general monitoring purpose. However, the close look on dependence increment in
spectroscopic and polarization response from growing organic superlattice (e.g.,
growth of OD with number of monolayers, n, see Fig. 4.8) reveals nonlinearity at
n > 10. This nonlinearity is attributed to size-dependent effects in organic
superlattices. The measurement of size-dependent effects in organic structures
using absorption spectroscopy along with electro-optical properties of MLE struc-
tures is discussed in the following section.

4 Organic Nanostructures by Molecular Layer Epitaxy: A Tutorial 105



4.2.4 Size-Dependent Effects in MLE Structures

Accounting the size-dependent effects in MLE structures might be critical in some
situations, for example, when a good in-plane density of MLE films becomes critical
and the number of contained monolayers n exceeds ten (n > 10). Example of devices,
which may contain such structures, includes planar photovoltaic cells, with capabil-
ity to harvest light excitation from macroscopic distances, or MLE-FET devices. In
these cases the size-dependent effect should be accounted to ensure an adequate
accuracy of structural evaluation.

However, this remarkable feature of superlattices is a topic of independent
scientific interest. The size-dependent characteristic in NTCDI-based superlattices
can be studied by their optical absorption signature. The blueshift in the absorption
peak corresponding to an increase in transition energy ΔE, predicted as the thickness
of the multilayer decreases, was observed for a range of organic and inorganic
superlattices. The same trend is observable in the lowest-energy absorption peak
of the MLE-derived NTCDI superlattices, depicted in Fig. 4.9a. An energy decrease
of about 12 meV is measured for the multilayered structures containing the fewest
layers of NTCDI with aliphatic HM spacers. Considering the organic multiple
quantum well (OMQW) energy levels to consist of NTCDI (a) semiconducting
narrow potential wells placed in between very high-potential barriers (b) (aliphatic
spacers), both electron and hole can be approximated as confined in the NTCDI
layer. Then a model of a confined Wannier exciton in coupled quantum wells can be
considered. The exciton binding energy (E1s ¼ <ψ|H|ψ>) was determined to fit the
blueshifted absorption peak, shown as a dashed line in Fig. 4.9a.

Variety of other spectroscopic tools can be employed to study the growth of MLE
structures. For example FTIR spectroscopy is capable to trace the chemical reaction,
in which surface amine react with NTCDA anhydride to produce the imide interlayer
bonding [27].

4.3 MLE-Derived Molecular Nanoelectronic Devices

4.3.1 MLE Field-Effect Transistors (MLE-FETs)

The MLE-derived devices’ operation stability is robust and able to operate at a DC
field of 3 � 10 Vcm�1. This stability, unusual for organic devices, can be explained
by the energy of imide bonds that is about 1 eV in contrast to that of van der Waals
bonds (0.01 eV) achieved by most solution and ultrahigh vacuum (UHV) deposition
methods. The possibility to achieve controlled epitaxial ML growth and ohmic
contacts on an inorganic-organic level enables us to fabricate stable and highly
ordered molecular electronic devices as OFETs and organic single-electron
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transistors. 1,4,5,8-Naphthalene-tetracarboxylic diphenylimide (NTCDI)-derived
compounds were already tried in organic devices, including thin and thick film
OFETs. The highest mobilities of solution-processed n-type semiconductors
were achieved from quaterthiophene (0.2 cm2 V�1 s�1) measured in a vacuum and
from naphthalene diimide (NTCDI) with a long-chain fluorinated alkyl group
(0.01 cm2 V�1 s�1) solution-processed in air. The highest n-channel mobilities of
these devices, which were based on NTCDI derivatives, were calculated to be
about 1.2 � 10�3 cm2 V�1 s�1. A room-temperature electron mobility as high as
90 cm2 V�1 s�1 was reported using MLE. Figure 4.10 shows the preliminary results
of the characteristics of nano-organic field-effect transistors.

Fig. 4.9 Scaling laws for MLE-derived organic superlattices: (a) Energy shift of the NTCDI-HM
superlattice absorption peak, marked by the arrow in the insert graph, as a function of thickness. The
symbols correspond to experimental data, and the solid curve is the fit to model described in the text.
Insert: Absorption spectrum of (NTCDI-HM)2 multilayer sample. (b) Thickness-dependent EL in
(NTCDI-DPM)n for n¼ 2 and 4 in MLE-based OLED at VDC = 8 V. (c) DC voltage-dependent EL
for (NTCDIDPM)4-based OLED
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4.3.2 Organic Light-Emitting Diodes produced by MLE
technology (MLE-OLEDs)

MLE-derived OLEDs, as small as 4–6nm thick active layers, were fabricated.
Another finite size effect was observed in electroluminescence (EL) of
MLE-derived structures. The thickness-dependent EL of (NTCDI-DPM)n is
depicted in Figure 4.9(b). The EL spectra is shown for an OLED formed by the
assembly of 2 and 4 bi-layered NTCDI structures with diphenylmethane (DPM)
spacer in a glass/ITO/organic multiply quantum well (OMQW)/Al configuration at a
bias of 8V, where ITO stands for indium tin-oxide electrode. The 480nm EL maxima
for (NTCDI-DPM)n was shifted almost 50 nm with doubling of the thickness, and it
was clearly observed that two different centers emit under these conditions. The blue
EL is attributed to radiative recombination on a single NTCDI molecule and the red
EL is assigned to radiative recombination within aggregated NTCDI molecules. The
coexistence of two emitting centers within the same layer is an indication that two
different excitations exist: (i) intra-molecular excitons and (ii) inter-molecular exci-
tons. The same trend of a new PL peak appearing due to epitaxial ordering
(intermolecular excitons) was observed in a single crystal of naphthalene
tetracarboxylic di-n-hexylimide (NTC- DHI) grown by the Bridgman method. The
EL can be shifted to the blue by ramping the applied potential in the same (NTCDI-
DPM)n, OMQW based devices (Figure 4.9(c)). At low voltage, the red emission of
the stacked NTCDI molecules (intermolecular excitons) dominates the EL spectrum,
since these centers have a lower energy gap for excitation and charge recombination.
Increasing the applied potential leads to charge recombination at the higher energy
gap, intramolecular excitons, and to blue-shifted EL. In summary, finite size effects
govern blue-shifting of absorption peaks and DC-field EL tunability.

Fig. 4.10 Mobility charges in bipolar field-effect transistors (nano-OFETs), produced by the MLE
technology. The mobility of electrons in the MLE structures reaches 40–200 cm2/Vs, which
exceeds the best known values for organic transistors
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4.3.3 Laser Media Produced by MLE Method

An example of laser action in MLE structures is shown in Fig. 4.11.
This structure cannot be obtained by liquid-liquid methods due to the insolubility

of the precursor (amino-phenyl-azo-pyridinium) and vacuum methodologies that are
not capable of creating a chemical bond between the fungicide-bonded silicone
substrate and the active molecule. The main characteristic of MLE method is the
ability to create stable structures that, from the point of view of their stability, behave
in the same way as their inorganic counterparts (e.g., atomic layer epitaxy method).

4.3.4 MLE Photovoltaic Cells

The photovoltaic properties of MLE-derived NTCDI structure are exhibited in
Fig. 4.12 [28]. The NTCDI structure, which featured in-plane molecular stack
system, was assembled on boron-doped silicon wafer. Device configurator is
shown at Fig. 4.12a. This measurement enables to evaluate the velocity of redox
electron transfer in direction of molecular NTCDI stack (reaction 2 in Fig. 4.11a) and
demonstrates the possibility to harvest photo-excited charges at cm-scale distance.

The photovoltage transients consist of voltage rise and decay (Fig. 4.12). The
decay is exponential with τ ~ 40 μs at the given external load. This component
represents the discharge of the cell because of both the backflow and the functional
current through the load. The voltage rise originates from accumulation of charges at
the anode, and its kinetics depends on the distance between the illuminated spot and
silver (Fig. 4.12). To avoid a model bias, we described the kinetics of the voltage rise

Fig. 4.11 Example of laser action in MLE structures. Left is a molecular self-assembly in the
vapor-gas phase of a precursor (amino-phenyl-azo-pyridinium) on a modified glass substrate. On
the right is the generation of the 2nd harmonic upon excitation by light of a wavelength of 1064 nm.
The spectrum of the assembled structure is shown on the right side of the inset
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by its halftime T1/2 (Fig. 4.12, inset), which reflects the travel time of the cation
radicals. Simple estimate shows that corresponding speed of charge exchange
exceeds 104 m/s. The mutual arrangement of the cell and the incident light; the
external quantum efficiency (EQE) of 0.4–0.7) [23], which cannot be accounted for
by the absorption efficiency of the film; the dissimilarity of the EQE; and the
absorption efficiency of the film and resemblance of EQE to the spectrum of silicon
suggest [23] that the light is productively absorbed by the semiconductor (Fig. 4.12).
This contrasts with light harvesting in the dye-sensitized photovoltaic cells [29, 30]
or the hybrid nanorod-polymer cells [31], which require special junctions with
enormous contact areas between the materials to enhance their absorption efficiency.
The geometry of the cell also suggests that light harvesting incorporates a longitu-
dinal spatial energy transfer. In contrast to natural photosynthesis [32], the conserved
energy does not migrate in the form of excitons. Absorption of light results in
elevation of an electron to the conductance band leaving a vacancy in the valence
band. This vacancy can be filled either by back recombination of the electron from
the conductance band (unproductive decay) or by transfer of an electron from the
film into silicon (reaction 1, Fig. 4.12) since the affinity of this vacancy for an
electron is apparently high enough to oxidize a molecule of NTCDI. As a result,
similarly to the photochemistry of dye-sensitized cells [33, 34], an extra electron
remains in the conductance band of silicon, while the oxidized molecules of NTCDI
become cation radicals (Fig. 4.12). NTCDA molecules could not be oxidized at
normal conditions [35, 36]. It is also known that OFET based on NTCDA molecules
shows mobility of 10�4 cm2 V�1 s�1 [37, 38], while NTCDI-based OFET routinely
demonstrates mobilities, which are higher by factor 103 [39–45].

Fig. 4.12 Scanning time-resolved photovoltage probing. (a) Measurement setup. Distance d is
between illumination point and harvesting upper Ag electrode. The transients were induced by pulses
centered at different distances apart from the silver electrode. (b) Kinetic of photoresponse at different
d. The inset shows the dependency of the T1/2 of the voltage rise on the distance between the bright
spot and the silver photoanode. The solid line approximates the points by a parabola T1/2 ¼ l2/D with
the parameter D~106 cm2/s
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4.3.5 Device Application Scope of MLE Technology

MLE technology was developed in the end of 90th. The initial studies have been
concentrated on fabrication of artificial organic superlattices and hybrid
heterostructures. The first generation of MLE devices includes MLE-derived organic
light-emitting diodes (see Fig. 4.7) and field-effect transistors (see Fig. 4.9). Future
development of MLE technology is anticipated along the following directions:
artificial photosynthesis (see Fig. 4.12), bi-interfacing, molecular spintronic (see
more details on this topic in chapter “Prospects for application of GaAs doped
with transition metals as a materials for spintronics” of this book), and nano-
lithography technology. Most recent development in MLE devices includes studies
toward fabrication of organic NLO devices (see Fig. 4.11), nano-catalytic structures.
Figure 4.13 summarizes schematically directions of MLE research development and
its device application.

Fig. 4.13 Application scope of MLE technology. Research directions are shown in blue boxes and
device applications are shown in gray boxes
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4.4 Distinguished Features of MLE Method and Outlook
Toward Hybrid Structures

It is instructive to review the characteristic features of MLE technology in respect to
other organic thin film technologies to show the potential of the MLE method in
molecular nanoelectronics and review its potential directions of development.

4.4.1 Distinguished Features of MLE Method

We summarize the distinguishing features of MLE method with competing technol-
ogies in deposition of organic thin films as follows:

1. MLE is a solvent-free technology. Using of solvents in regular molecular
nanoelectronic devices results in decreasing of electronic properties, including
charge mobility. This usually is associated with trapping charges on traces of
solvent molecules, which remain embedded in matrix of useful electronics
material. In addition, any traces of solvents contribute to graduate degradation
of useful properties (conductivity, charge mobility, etc.) of molecular electronic
device along with degradation of whole device, especially when large operation
fields are applied (e.g., due to photooxidation). MLE process is 100% solvent-free
technology.

2. MLE enables to employ all kind of precursor materials, regardless of their
solubility. All solution-based production methods (solution molecular self-
assembly (SAM) films, electrostatic SAM films, LB films, etc.) are limited to
molecules, which can be easily dissolved in organic solvents. For example,
NTCDA molecule, used in MLE process (see Figs. 4.4 and 4.5), cannot be
dissolved in any appreciable amount in solvents for usage in liquid-phase
methods.

3. Previous paragraph described MLE to assess new group of organic precursor
materials. In addition to this, MLE technology provides a new kind of surface
chemistry, which cannot be achieved by liquid- and vapor-phase methods.
Indeed, reaction of vapor-phase self-assembly, which is highlighted in Fig. 4.5,
is possible only in vapor phase. Even if NTCDA precursor would be soluble in
organic solvent, the imidization reaction releases water as a reaction coproduct.
The traces of water in liquid phase would react with surface amino groups and
prevent growth of organic superlattices (Fig. 4.5). In MLE setup the coproduct is
evacuated in vapor phase, which enables the future growth of organic
superlattices.

4. MLE method is the only vapor-phase method, which enables self-assembly
reactions in vapor phase. Other vapor-phase methods (CVD, UHV, OMBD,
etc.) are capable to form only physisorbed films, which are designating some-
times as “pseudo-epitaxy”). These films are characterized by weak intermolecular
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bonds, and these films are prone to decompose with time, especially in condition
of working devices.

5. While organic superlattices can be achieved by other vapor-phase technologies
(e.g., OMBD [18]), the MLE packing of these superlattices is unique as well.
Figure 4.4 shows, for example, growth of NTCDI-based superlattices with
aliphatic hexa-amine spacers. These superlattices are oriented orthogonally to
substrate. OMBD superlattices [41] produced superlattices with NTCDA mole-
cules, which is precursor to NTCDI superlattices in MLE case. There is no
example of organic superlattices, which contains lateral π-aggraded moiety pro-
duced by solution SAM methods. The capability to create molecular devices with
predesigned structures is a distinguished feature of MLE method.

4.4.2 Outlook for the MLE Method Toward Hybrid
Superlattice

MLE method allows to create materials on the basis of inserted organic-inorganic
lattices—structures in which a series of organic layers can be included in a series of
inorganic layers. Such structures were never produced and were not investigated.
Such hybrid materials can have fundamentally new properties, and the range of their
applications is extremely wide: from broadband photodetectors, tandem solar cells,
compact energy converters, and hybrid lasers to new classes of solid-state accumu-
lators and nano-generators and to the creation of bio-interfaces. The main charac-
teristic of the 2nd generation of MLE setup is the ability to create stable structures.

Organic-Inorganic Superlattices

One of the challenging tasks of applied solid-state physics is to develop and study
hybrid structures based on organic-inorganic superlattices including AsGa, SiGe,
etc., which will be mixed by layers of n-type organic semiconductors of naphthalene,
perylenes, etc. The distinctive feature of these structures will be epitaxial
heterostructures, in which organic and inorganic layers will be connected by cova-
lent bonds, which can sustain high temperatures, electrical fields, etc. Mixed
heterostructures of this type have enormous potential in electronics and optics as
their properties combine features of inorganic semiconductors with organic
conducting and semiconducting materials. The possibility to study mixing of molec-
ular properties with the properties of inorganic layers should provide a new level of
understanding of solid-state physics. This kind of superlattices and heterostructures
can be accomplished only by MLE technology and its derivations. One of the
examples of such structure is discussed in the next section.
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Hybrid Perovskite Structures

The hybrid perovskite structures nowadays are considered to be most perspective
foundation for new generation of photovoltaic device, which is believed to revolu-
tionize market of solar cells. This development of hybrid solar cell technology can be
traced back to experiments with self-assembly of biomolecules on inorganic semi-
conductors that have been conducted in Berkeley in the 1950s. These studies
eventually resulted in appearance of new kind of solar cells, known as
dye-sensitizing solar cells or Gratzel cells in 1990, which were based on self-
assembly of ruthenium complex on nanoparticles of titanium oxide [31]. These
solar cells were the most efficient devices for next 10–15 years, till the hybrid
perovskites appeared. Nowadays the hybrid perovskites overwhelm the performance
of dye-sensitizing solar cells.

However the nature of electronic processes in hybrid perovskites solar cell device
remains unknown, and this impedes the future progress in achieving higher efficien-
cies. One of the ways to clarify the physics of solar cell device based on hybrid
perovskites is to produce and study 2D structures, in which the layer of hybrid
perovskites cation (e.g., PbI2) can be altered with the hybrid perovskite organic
anion (methyl ammonia derivatives). Currently all studies of 2D structures, which
contain hybrid perovskites [46], rely on liquid-phase methods. Usage of liquid-phase
methods leads in residual of organic solvents along with structural defects (typical
for liquid-phase methods) in these 2D hybrid perovskite structures. Application of
vapor-phase MLE technology has potential to produce the cleanest and most sophis-
ticated 2D hybrid perovskite structures without molecules of solvents and defects,
which are typical for liquid-phase SAM methods. In addition, MLE technology can
employ new materials in hybrid perovskite structures, which cannot be used cur-
rently due to limited solubility of precursor materials.

4.5 Summary

We describe in this chapter a short introduction on newMLEmethod and summarize
the MLE technology in the form of practical tutorial. This tutorial includes demon-
stration of main principles of MLE technology and few synthetic routes for vapor-
phase organic superlattice assembly. Special attention is paid to several fabrication
aspects of MLE technology, namely, the combination of c-axis bonding and in-plane
stacking of building motifs, which led to the formation of densely packed and highly
regular organic multilayers. The chemical and temporal stability of these organic
structures proved to be useful in device operation. Molecular layer epitaxy
approaches will be especially applicable in the “heavy duty” fields of molecular
electronics, optoelectronics, bioelectronics, as well as fundamental studies.
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Chapter 5
Prospects for Application of Gallium
Arsenide Doped with Transition Metals
as a Material for Spintronics

Stanislav S. Khludkov, Ilya A. Prudaev, and Oleg P. Tolbanov

Abstract This chapter is a review of the literature dealing with the production and
properties of ferromagnetic gallium arsenide and the possibility of using it in
spintronics. A study of ferromagnetic GaAs has been under way for two decades,
and this material and the structures on its basis remain of great interest nowadays. In
the review, the most attention is paid to the GaMnAs and GaFeAs materials, as well
as ferromagnetic metal/GaAs structures. By the present day, the GaMnAs is one of
the most promising spintronics materials. Despite the great number of studies
devoted to the production and investigation of this compound, there exist urgent
problems of raising the operating temperature of the structures based on GaMnAs
increasing, for this purpose, the Mn content in the structures. The low solubility of
Mn in gallium arsenide prevents from increasing the Curie temperature. Doping
above this limit results in increasing the Mn concentration in the interstice and the
development of individual phases manifesting both ferromagnetic and antiferromag-
netic properties. Unlike GaMnAs, in the doping of GaAs with iron, a considerable
contribution of the d-orbitals encourages aggregation of the Fe cautions and the
formation of inclusions of the condensed magnetic semiconductor. The second-
phase inclusions and Fe-based microclusters were observed in GaAs grown by
different techniques. The paper discusses various effects for these materials: spin
injection, giant magneto-optical effect, shift of the magnetic domain walls, interlayer
exchange coupling, strong magnetic anisotropy, etc. The prospects have been shown
for application of GaAs doped with transition metals in spintronics. A number of
devices have been made, e.g., field-effect transistors and light-emitting diodes, a
light-driven microactuator, magneto-optical materials, and magnetic field sensors.
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5.1 Introduction

Spin electronics (spintronics) is a new advanced field of electronics. The term
“spintronics,” according to [1], was introduced by S. A. Wolf in 1996. Spintronics
allows using not only the electron charge but also its spin to produce functional
devices [1, 2]. In the future, it can be used to significantly increase the information
content and decrease the power consumption per one bit of information and design
new types of detectors, and microprocessors. Spin devices could perform a number
of calculations more efficiently than their charge electronic analogs. It should be
noted that at the same time, the electron spin orientation in a semiconductor can be
detected both optically and electrically. It is also worth noting that the progress in
this field completely depends on the existence of the materials in which the electron
spin can be controlled and manipulated.

In 1988, A. Fert and P. Grünberg discovered the giant magnetoresistance effect in
multilayered metal ferromagnetic–paramagnetic structures, for which they were
awarded the Nobel Prize [3, 4]. Their discovery was a powerful incentive for the
development of spintronics that has been drawing great attention since then [1]. The
devices based on the metal structures having the giant magnetoresistance effect
(GMR) [4–6] and tunnel magnetoresistance (TMR) [7] have found a wide practical
application.

In their review, Zakharchenya B. P. and Korenev V. L. [2] underline the impor-
tance of integrating magnetism into the semiconductor structure of modern com-
puters. In this connection, the development of an object combining the properties of
a ferromagnetic and a semiconductor seems very promising. It should be noted that
in this case, it is necessary to use ferromagnetic semiconductors that, on the one
hand, can be integrated with the materials which are the basis of modern electronics,
i.e., Si, Ge, and GaAs, and, on the other hand, remain ferromagnetic at room
temperature.

Semiconductors are given ferromagnetic properties by being doped with mag-
netic impurities. As magnetic impurities, transition metals are used whose atoms
have inner atomic shells that are not completely filled [8]. At small concentrations,
such magnetic ions will induce in a semiconductor a paramagnetic or, at large
concentrations, a ferromagnetic behavior [2]. These materials were first given the
name of “diluted magnetic semiconductors” (DMS) and later “diluted ferromagnetic
semiconductors” (FMS).

Ferromagnetic semiconductors were known earlier. These are europium chalco-
genide and cadmium–chromium spinels. When studying them, the researchers [9],
for the first time, established a link between ferromagnetism and semiconductor
properties. However, they have low Curie temperature and poor compatibility with
the requirements of the semiconductor technology in modern electronics. The DMS
investigation was started with the II–VI compounds and oxides followed by the III–V
compounds: InAs, GaAs, and later by GaN. Since the 1980s, such diluted magnetic
semiconductors as CdMnTe and ZnMnSe have been studied extensively [10]. Along
with the bulk materials, the structures with quantum wells (QW) and superlattices
containing ultrathin DMS layers were also studied.
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Successful growth of Mn-doped semiconductor III–V compounds InMnAs [11]
and GaMnAs [12] using the method of the low-temperature molecular beam epitaxy
(LT-MBE) and the discovery of ferromagnetism induced by the current have
resulted in a new stage of studying the DMS. These materials are attractive because
they are compatible with the ASIC heterostructures and QWs based on the III–V
compounds used in real semiconductor devices. Besides, the Mn atoms in them are
acceptors and have local magnetic moments, which allow a unique possibility of
studying ferromagnetism induced by the holes. Among the above materials, gallium
arsenide is of the greatest interest for the following reasons. Firstly, weakly doped
GaAs (with a carrier concentration less than 2�1016 cm�3) is interesting for studying
spin phenomena, since at temperatures below 5 K, the spin relaxation time in it is
large (100–300 ns) [3]. Secondly, when doped with transition metals, it can retain
ferromagnetism at room temperature.

For quite a long time, since the late 1990s, GaMnAs has been the prototype of the
DMS, so lots of experimental and theoretical effort have been devoted to studying
this material [13].

5.2 Gallium Arsenide Doped with Manganese

GaMnAs films possessing ferromagnetic properties were first produced by the Ohio
group in 1996 [12]. The possibilities of producing ferromagnetic ordering in
GaMnAs are limited by the weak solubility of the Mn impurity in GaAs (about
0.1%). However, the above limitation was overcome by the use of the thermody-
namically nonequilibrium method, i.e., the low-temperature molecular beam epi-
taxy. This method was used to produce GaMnAs layers with the Mn content
considerably exceeding its solubility in GaAs (up to 10%). Since then, GaMnAs
has been widely studied by many research teams both as a model DMS and from the
practical viewpoint of using it as a spintronics material. Various techniques of
producing the material and a wide spectrum of investigation methods have been
applied. The main task was to clarify the nature of ferromagnetism in the above
material and produce samples with the Curie temperature (Тс) above room temper-
ature. It should be borne in mind that Тс is the temperature above which magneti-
zation of a ferromagnetic disappears and it becomes a paramagnetic.

In a number of works [14–18], first-principles calculations were made, and
simulation of various DMS properties of GaMnAs was performed. Numerical
simulation has allowed establishing the nature of the magnetic anisotropy of the
compound [14] and explaining the magnitude of the orbital and spin magnetization
in the above material [15]. An exact expression for the magnetic circular dichroism
of GaMnAs has been derived [16]. The calculation of a magnetic topological
semiconductor, which is GaMnAs with the Mn-based magnetic inclusions, has
been made in [17]. The effect of the hydrostatic pressure on the Curie temperature
of GaMnAs has been studied. According to the first-principles calculation data [18],
at normal pressure for GaMnAs with the Mn content x ¼ 12.5%, it must be 181 K.
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With increasing pressure up to P¼ 6 GPa, the Curie temperature also increases, with
the value of dTс/dP being +4.3 and � +2.2 K/ GPa for x ¼ 12.5% and x ¼ 6.25%,
respectively.

5.2.1 Production of GaMnAs Layers

The use of the thermodynamically nonequilibrium method of the LT-MBE has
allowed producing GaMnAs layers with the Mn content considerably exceeding
its solubility [8]. The low-temperature (200–300 �С) growth depresses Mn segrega-
tion and the formation of the second phase. Ga1–xMnxAs layers with the concentra-
tion of Mnx ¼ 0.015–0.10 and a thickness of 150–200 nm are usually grown on a
substrate of semi-insulating gallium arsenide. The film properties significantly
depend on the growth temperature and the pressure of the arsenic vapor. At the
beginning, GaMnAs layers were produced at the Curie temperature about 60 K [12],
and then it was increased up to 110 K [8, 19]. According to the data [20], the Curie
temperature depends on the composition of Ga1–xMnxAs: it grows up to 110 K in
proportion to x (up to x ¼ 0.053) and then drops. It should be noted that the hole
concentration was only 15% of the Mn atom concentration, which may be caused by
the compensation of the Mn acceptor atoms with deep donors.

Further success in raising the Curie temperature was achieved due to the use of
annealing after the growth of Ga1–xMnxAs films [21–23]. Low-temperature
annealing of the films leads to an increase in Тс and the hole concentration. The
Ga1–xMnxAs films grown by the LT-MBE technique and annealed at temperatures
of 220–310 �С had the ferromagnetic properties within the entire x interval and the
Curie temperature up to 160 K [23]. Later, Ga1–xMnxAs films were produced with
the Curie temperature of 185 K [24, 25] and then with Tc � 200 K [26, 27], which,
according to the authors, was the best result. Thus, due to the improved technology
of producing Ga1–xMnxAs films, the Curie temperature rose from 60 to 185–200 K.

Along with the MBE technique, GaMnAs diluted magnetic semiconductors were
also produced using the method of implantation of manganese into semi-insulating
GaAs [28]. The implantation dose of Mn was 2�1016 cm�2 (4% atomic) and the ion
energy of 100, 200, and 300 keV. Arsenic was implanted simultaneously with Mn
with an ion energy of 270 keV and an implantation dose of 2·1016 cm−2, annealing of
the samples was performed at 750�С. The advantage of the above method of doping
is the production of the DMS with Tc above room temperature.

Depending on the doping conditions, the Curie temperature was varied within
352–388 K. In all samples the hysteresis on the magnetization curves was observed
at room temperature with the coercive fields being 50 Oe. It is worth noting that a
coercive field is the magnetic field strength at which the substance magnetization
becomes zero. It is considered that ferromagnetism of GaMnAs doped with manga-
nese during implantation is caused by the incorporation of the second phase, i.e., by
nanoclusters. Nanoclusters are also formed in Ga1–xMnxAs produced by the
LT-MBE method, if the films after the growth are subjected to annealing at a high
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temperature. Thus, in Ref. [29], the nanoclusters with the Curie temperature above
room temperature were observed in the Ga1–xMnxAs films grown by the LT-MBE at
280 �C and annealed at 600 �C. In GaMnAs doped with Mn during ion introduction
or the MOCVD using a laser evaporator, Tc reaches 400 K, which is explained by the
formation of the MnAs and MnGa clusters during annealing [30, 31]. It has been
established that the magnetic properties of the GaMnAs layers are affected by the
elastic stresses (compression, tension) as a result of the growth on the GaAs substrate
of the buffer layers of InxGa1–xAs or InxGa1–xP differing from GaAs in the crystal
lattice parameter [31].

To produce Ga1–xMnxAs DMS, the method of high-frequency magnetron
sputtering was also used. The polycrystalline layers of Ga1–xMnxAs with a different
Mn concentration were produced and investigated in [32, 33]. Manganese can enter
the polycrystalline layers at larger concentrations than in the monocrystalline mate-
rial, with crystallites formed of the size of several nanometers. The layer properties
change during a subsequent treatment in hydrogen, e.g., its conductivity decreases.

Along with thermal annealing, pulsed laser annealing was also used to produce
ferromagnetic GaMnAs [34].

In [35, 36], the LT-MBE technique was used to obtain (Ga,Mn)As thin layers
with a thickness of 25 nm and the Mn concentration of 7%. Tс in the above layers
after the growth was � 70 K, which after annealing at 190 �C increased up to �
140 K. At the Mn concentration of 2% in Ga1–xMnxAs, the metal-insulator transition
was found. It was shown that there was a significant difference in the behavior of the
polarized holes in the weakly doped semi-insulating and heavily doped metal layers.

In the above works, the GaMnAs epitaxial layers were produced, as a rule, on
GaAs semi-insulating substrates. Later, the authors in [37] demonstrated the possi-
bility of growing GaMnAs layers with the Mn content of 6.3% by the MBE method
on Si substrates. It should be noted that in most studies, the presence of ferromag-
netism was determined by measuring the dependence of magnetization on the value
and the polarity of the magnetic field by the formation of the hysteresis loop. The
authors in Refs. [38, 39] have developed a whole complex of the methods of
investigation of GaMnAs thin epitaxial films, which allows the production of the
magnetostatic and dynamic film parameters.

5.2.2 Dependence of the Curie Temperature
on the Manganese Concentration in GaMnAs

To establish the mechanism of change of the Curie temperature, the authors in [40]
have conducted a detailed experimental and theoretical investigation of GaMnAs.
They examined GaMnAs films with a thickness of 25 and 50 nm and with a low and
high Mn concentration grown at the temperatures of 300 and 180�С, respectively.
After the growth, the samples were subjected to annealing at 190�С. The Mn
concentration was determined with the help of the secondary-ion mass spectrometry
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on the control samples with a layer thickness of 1 μm. The hole concentration and the
Curie temperature (Тс) were found by means of a single measurement of the
magnetoresistance and the Hall effect. The dependence of the Curie temperature
on the Mn concentration is shown in Fig. 5.1.

One can see that Mn concentration increases from 1.7 to 9% and the Тс of the
unannealed samples increases from 40 to 90 K. After annealing, Тс of the samples
increases considerably reaching 160–170 K. Figure 5.2 presents the dependence of
the Curie temperature on the concentration of the uncompensated acceptor centers of
Mn(хeff):

xeff ¼ xs�xi,

Fig. 5.1 Dependence of the
Curie temperature vs. the
full manganese
concentration. The hollow
symbols – immediately after
the growth, the painted ones
– after annealing [40]

Fig. 5.2 Dependence of the
Curie temperature vs. the
concentration of the Mn
uncompensated acceptor
atoms at the Ga lattice points
– xeff [40]. The hollow
symbols – immediately after
the growth, the painted
symbols – after annealing
[40]
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where xs and xi are the concentrations of the Mn atoms at the gallium lattice points
(MnGa) and the interstice (Mni). From Fig. 5.2, it follows that with increasing xeff, Тс

grows, practically, linearly.
Figure 5.3 shows the dependence of the hole concentration on the Mn concen-

tration measured by the Hall method.
The experimental results obtained in the above study agree well with the theoretical

calculations. It has allowed the authors to make a conclusion that in high-quality
GaMnAs samples, the Curie temperature increases linearly with the concentration of
the uncompensated Mn atoms without any signs of saturation. At the concentration xeff
equal to 10%, ferromagnetism can be observed at room temperature.

The data on the magnetotransport and magnetization agree with the model,
according to which the Mn impurity atoms getting into the interstice during the
growth act like double donors and compensate the adjacent acceptor centers of MnGa
as a result of the strong antiferromagnetic MnGa–Mni coupling. However, these
defects can be efficiently eliminated during the aftergrowth annealing.

So, if at a full concentrationofMnequal to9%immediately after the growth thevalue
of xeff is 4.6%, then after annealing, it increases up to 6.8%.Thus, the analysis performed
in this work has allowed the authors to make a conclusion that in high-quality Ga1–-
xMnxAs, there is no fundamental obstacle to achieving a high concentration of the
uncompensated MnGa atoms and producing ferromagnetism at room temperature.

5.2.3 Dependence of the Curie Temperature on the Hole
Concentration in the Layers of GaMnAs

In a number of experimental works, the authors investigate the dependence of the
Curie temperature on the hole concentration ( p) in GaMnAs layers and make
comparison with the theory based on the Zener kinetic p–d model. According to

Fig. 5.3 Dependence of the
hole concentration vs. the
full Mn concentration
[40]. The hollow symbols –
immediately after the
growth, the painted ones –
after annealing
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the model, ferromagnetism is caused by the interaction between the free charge
carriers and the spins of Mn ions. The use of the above model to predict Тc in various
semiconductors has allowed the authors [41] to make a conclusion that GaMnAs is
the most promising material.

In Refs. [42–45], the experimental data on the dependence of the Curie temper-
ature on the hole concentration p were obtained from the measurements of the
anomalous Hall effect on the structures similar to field transistors (the FET-type
structure) with a channel from GaMnAs. In the above structures, the hole concen-
tration in the GaMnAs layers changes due to the applied external voltage. Figure 5.4
shows the dependence of Tc( p) based on the data in [43].

One can see that Tc increases with increasing hole concentration according to the
power law with the power index γ � 0.2. In accordance with the Zener theory, the
coefficient γ is 0.7. Assuming that the discrepancy of the values of γ is related to the
inaccuracy of determination of the hole concentration as a result of their nonuniform
distribution in the layer, the authors think that the theory and experiment are in a
satisfactory agreement.

Similar investigations conducted in [46–48] have shown that to achieve a con-
siderable effect in raising Tc, GaMnAs with the Mn content over 1% should be used
as a channel in the FET-type structure. Besides, the effect value depends on the
channel thickness. A decrease in the thickness of the GaMnAs film serving as a FET
channel increases the effect. For instance, according to [47], a decrease in the
channel thickness from 7 to 3 nm has resulted in a threefold increase in Tc. In a
FET structure, in which the GaMnAs film was used with the Mn content of 6% and a
thickness of 7 nm, a strong exchange interaction was observed [48]. It is also noted
that in the above structures, a ferroelectric polymer is successfully used as a gate
[46, 47]. It should be also underlined that the FET-type structure with a GaMnAs

Fig. 5.4 Curie temperature (Tc) vs. the hole concentration (layered ps concentration divided by the
layer thickness t). The circles (experimental data) and the dashed line (the calculation) by the Zener
kinetic model [43]

124 S. S. Khludkov et al.



DMS as a channel draws great attention of the researchers because it can find
practical application, as it allows electrical control of the DMS magnetic properties.

However, as it is noted in [42], in spite of the active experimental and theoretical
studies and even a successful demonstration of the prototypes of spin devices, no
deep insight into the physics of the phenomenon of the Ga1–xMnxAs DMS has been
achieved yet. In most proposed models, the holes produced by the Mn impurity are
assumed to play the key role in the interaction with the Mn ion spins.

5.2.4 Magnetotransport Properties of GaMnAs

In a detailed study of various properties of the GaMnAs DMS, a number of new
interesting phenomena have been found. One of them is the shift of the magnetic
domain walls (MDW). Domains are the regions of uniform magnetization in a
ferromagnetic whose size can change due to the domain wall movement. Usually,
it happens under the influence of the external magnetic field. In GaMnAs films, there
occurred a shift of the magnetic domain walls as a result of the injection of the charge
carriers [42]. The MDW shift in GaMnAs at 60 K took place at a current density of
105А/cm2, which is much lower than in metal ferromagnetics. For instance, in the
ferromagnetic NiFe nanowires, the MDW shift occurs at densities of 107–108А/cm2.
It should be noted that, at the same time, in the GaMnAs films, the speed of the
domain movement caused by the control current and found with the help of the Kerr
effect was changed by more than five orders of magnitude (up to 20 m/s). Thus, it
was shown that control of the magnetization vector of GaMnAs could be achieved
only by an electric field without application of external magnetic fields. The electric
field control of magnetization without the use of external magnetic fields is an
outstanding physical phenomenon that is also important in the practical aspect of
reducing power under reversible magnetization in high-density magnetic memory
cells.

In Ref. [49], the authors studied the X-ray magnetic circular dichroism in the
Faraday configuration in the ferromagnetic Ga1–xMnxAs DMS with x ¼ 0.025 and
x ¼ 0.01. The absorption spectra were measured within the energy interval of
636–648 eV, with the circular light polarization exceeding 95%. They investigated
GaMnAs films with a thickness of 500 nm and a hole concentration of 1018 cm�3 at a
temperature of 40 K. The parameters of the Mn electron structure in GaMnAs were
obtained. They also established the p–d hybridization of the As–Mn link and the
constant of the weak p–d exchange.

A strong magnetic anisotropy was found in GaMnAs films which determine the
magnetization vector. It essentially depends on the mechanical stresses (tension or
compression) in the film caused by the discrepancy of the lattice parameters of the
film and the substrate as well as on the hole concentration. Varying the type of the
mechanical stresses, it is possible to change the magnetization vector. In Ref. [50],
the magnetic anisotropy in the film was produced by the incorporation of thin layers
of InGaAs. In the GaMnAs samples with the Mn content of 3%, the magnetization
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vector was perpendicular to the sample plane, and the magnetization saturation was
34 kA/m [51]. The investigations have shown that the magnetic anisotropy can be
varied through changing the hole concentration by doping with beryllium [52] or by
hydrogenation of the samples [53].

In the review [54], the authors have systematized the results on the magnetic
anisotropy of GaMnAs films. They consider memory devices, in which information
is recorded via changing the magnetization vector, to be one of the most probable
fields of application of GaMnAs in spintronics. Therefore, in the practical aspect,
magnetic anisotropy is one of the most significant physical phenomena.

In Ref. [55], the authors developed a method of measurement of the magnetic
homogeneity of GaMnAs using the frequency-dependent ferromagnetic resonance
having a high spatial resolution. Using the above method, they found in GaMnAs
films the magnetic inhomogeneities both of the submicron and submillimeter size.
Due to the ferromagnetic nanoclusters of MnAs incorporated in GaAs, a giant
magneto-optical effect was observed in GaMnAs [56], with the Faraday rotation
angle at a wavelength of 0.98 μm being about 0.2�/μm at the magnetic field strength
of 2 kOe. It was also shown that the presence of the MnAs clusters in GaMnAs could
lead to a shift of the radiation maxima in the photoluminescence spectra [57, 58].

In Ref. [59], the authors developed methods of investigation of the fundamental
optical properties of the GaMnAs DMS thin films with a low (1–2%) and high
(4–6%) Mn content using the photoreflection spectroscopy, the Raman spectros-
copy, and the X-ray high-resolution diffractometry.

Thus, by the present day, the GaMnAs DMS is one of the most promising
spintronics materials. Despite the great number of studies devoted to the production
and investigation of this compound, there exist urgent problems of raising the
operating temperature of the structures based on GaMnAs increasing, for this
purpose, the Mn content in the structures. The low solubility of Mn in gallium
arsenide prevents from increasing the Curie temperature. Doping above this limit
results in increasing the Mn concentration in the interstice and the development of
individual phases manifesting both ferromagnetic and antiferromagnetic properties,
which essentially changes the characteristics of these systems.

5.3 Gallium Arsenide Doped with Iron

Doping of gallium arsenide with iron was commonly used to produce a semi-
insulating material and only recently to produce a ferromagnetic material. It can be
implemented by various methods: in the course of the growth of monocrystals and
epitaxial layers, by diffusion, or ion implantation. In the present section, we have
systematized the data on the electric, structural, and magnetic properties of gallium
arsenide doped with iron produced by various methods. It should be noted that
unlike GaAs/Mn, in the doping of GaAs with iron, a considerable contribution of the
d-orbitals encourages aggregation of the Fe cautions and the formation of inclusions
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of the condensed magnetic semiconductor [45]. The second-phase inclusions and
Fe-based microclusters were observed in GaAs grown by the Czochralski method in
the layers produced by the methods of epitaxy, implantation, and diffusion.

5.3.1 GaAs Doped with Iron During the Growth
of Monocrystals

GaAs has been doped with iron in the course of the growth of monocrystals since
1965 [60]. It has been shown that in GaAs crystals grown by the Czochralski
method, the Fe impurity is the acceptor and produces a level spaced at 0.52 eV
from the valence band [60, 61]. During the growth of GaAs crystals by the
Czochralski flux method, the conditions were created at which the Fe concentration
exceeded its solubility in GaAs [62].

It resulted in the formation of the iron-based precipitates whose composition was
identified as the compound Fe3GaAs. Measurement of the magnetic properties of the
precipitates showed them to possess the ferromagnetic properties with the Curie
temperature about 100 �C.

In Refs. [63–65], the authors studied the magnetic properties of the GaAs/Fe
crystals produced by the method of directional crystallization. The iron concentra-
tion changed from 1�1018 up to 6�1020 cm�3 by means of varying the growth
conditions. In the above crystals, irrespective of the Fe concentration, one could
observe the magnetic phase transition with the Curie temperature Тс ¼ 460 K and
large values of susceptibility. Investigation of the magnetic phase transitions in the
Fe–Ga and Fe–As systems [63] has shown that among various compounds on their
basis, Fe8Ga11 with Тc ¼ 750 K and FeAs with Тс ¼ 130 K possess ferromagnetic
properties, and Fe2As has antiferromagnetic properties with the Néel temperature
ТN ¼ 850 K. When investigating the GaAs/Fe crystals heavily doped with iron using
the method of the electron paramagnetic resonance, the authors [65] came to the
conclusion that the above crystals could be considered as a two-phase system. One
phase is supermagnetic regions with a pronounced correlation in the Fe atom dispo-
sition with the Curie temperature Тс ¼ 460 K, while the other phase is a disordered
magnetic system of the Fe atoms in GaAs between the supermagnetic regions.

5.3.2 GaAs Doped with Iron During Epitaxy

Doping of GaAs with iron during vapor-phase epitaxy was performed at a growth
temperature of 750 �С [66–68], with an iron concentration of ~2�1017 cm�3

according to the data of the secondary-ion mass spectrometry (SIMS), which
corresponds to Fe solubility at the given temperature. To compensate the
uncontrolled acceptor impurities, the donor impurity of sulfur and tin was introduced
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simultaneously with iron. As a result, the authors produced GaAs semi-insulating
layers with a resistivity of up to 2�105 Ohm�cm and a hole mobility of 300–400 cm2/
V�s. The iron activation energy was 0.5 eV. In the layers heavily doped with iron, the
second-phase inclusions containing Fe, FeAs, and FeAs2 were found by the methods
of electron microscopy and electron diffraction.

In GaAs doped with iron during hydride vapor-phase epitaxy at a growth
temperature of 735 �C, the iron concentration was varied from 4�1016 to 4.5�1020 cm
�3 [69]. In the samples with a high concentration of Fe, it was possible to observe the
acceptor Fe center with an activation energy of 0.5 eV. The high ohmic layers were
produced at the minimum Fe concentration. It should be noted that, according to the
authors, the high resistivity was caused by the EL2 centers of the donor type with an
activation energy of 0.72 eV.

To produce GaAs/Fe possessing ferromagnetic properties, doping of GaAs is
commonly performed during the nonequilibrium process of the low-temperature
vapor-phase epitaxy at temperatures of 260–350 �С followed by annealing at
400–600 �С [70–72]. It should be noted that GaAs/Fe retains its semi-insulating
properties, practically, at all degrees of doping with iron (at an iron concentration
from 1�1018 to 1.5�1021 cm�3) [70]. The layers produced by the LT-MBE were of
two types: (1) the layers possessing the properties of a diluted magnetic semicon-
ductor (DMS) GaFeAs [70, 71] and (2) GaAs/Fe layers with the second-phase
incorporations [72]. GaFeAs (DMS) layers with a thickness of 700 nm were
produced at substrate temperatures of 260 and 350 �С. The Fe concentration was
1.5�1021 cm�3 (x ¼ 0.07). The layers were investigated by the methods of the
electron diffraction, atomic force and transmission microscopy, and SIMS. It was
established that at low growth temperatures, the Fe magnetic impurity was uniformly
distributed in the GaAs matrix. A similar result for the GaFeAs films that had not
been annealed was obtained in Ref. [73]. Subsequent annealing at a temperature of
580 �С leads to the formation of the FeAs complexes and Fe-Fe clusters. At long
annealing, there occurs the formation of the FeAs2 phase [73]. In Ref. [74], the
authors produced GaAs/Fe layers which possessed the paramagnetic properties
immediately after the growth but, however, after annealing at 600 �C acquired the
ferromagnetic properties as a result of the formation of the Fe-based ferromagnetic
clusters.

According to the triple-phase diagram of Ga–Fe–As, the following compounds
can form in this system: FeAs, FeAs2, Fe2As, Fe3Ga, Fe3Ga4, and Fe3Ga2–xAsx.
They all possess various magnetic properties, e.g., FeAs2 is a diamagnetic, Fe3Ga
and Fe3Ga2–xAsx are ferromagnetics, FeAs and Fe2As are antiferromagnetics, and
Fe3Ga4 is a meta-magnetic [75, 76].

In GaAs/Fe structures, a unique phenomenon has been found and, namely, the
photomagnetic effect of controlling magnetization under irradiation [72, 77].

This effect was first observed in InMnAs films [78]. The authors [72] described
the phenomenon of magnetism induced by the current at room temperature in the
composite structures of GaAs/Fe obtained in the following way. Three-dimensional
Fe grains were produced by the LT-MBE at a temperature of 580 �C followed by a
GaAs layer grown on them. The above procedure was repeated several times. As a
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result, they obtained a multilayer composite structure consisting of GaAs and
(GaAs)m(Fe)n of a different composition. In the above structure, Fe clusters were
formed with a diameter of 7 Å possessing the magnetic moment up to 34 μB. It was
these clusters that were responsible for the magnetization enhanced by light.

Hybrid GaAs/Fe structures have also been produced in [79]. At a large content of
Fe, they manifest a wide negative peak with the Kerr rotation of 0.2� at a photon
energy of 0.9 eV over the whole temperature range. The spectral dependence is very
similar to that for pure Fe.

The authors in [80, 81] have produced GaFeAs layers in which during the growth
and annealing there form inclusions of the second phase of the Fe3Ga4 and Fe3Ga2–-
xAsx compositions. In their opinion, the ferromagnetic Fe3Ga2–xAsx and its deriva-
tives are a stable phase of the triple system of Ga–Fe–As, and the meta-magnetic
Fe3Ga4 is a metastable phase, though it can play a key role in the devices capable of
operating at room temperature. The GaFeAs layer obtained in that way possesses the
effect of photo-accelerated magnetization at room temperature.

5.3.3 GaAs Doped with Iron During Implantation
and Diffusion

In doping of GaAs with iron during implantation and subsequent annealing, one
could observe the formation of the precipitates based on Fe of the composition of
Fe3GaAs or Fe3Ga2–xAsx with a size from units to hundreds of nanometers [82, 83].

Gallium arsenide doped with iron during diffusion was investigated in [84–
86]. The diffusion of iron was performed at a temperature of 1100 �C, and then
the samples were annealed at 900 �C for 0.25–3 hrs. According to the data of
measurement of the temperature dependence of the electric conductivity and the
Hall constant, the authors established the position of the acceptor level produced by
iron, which was (0.53 � 0.01) eV relative to the valence band maximum [84].

It was also found that the iron center concentration determining the hole concen-
tration and the impurity activation energy of Fe in GaAs did not depend on the
thermal treatment regime. The temperature dependence of the hole mobility in
GaAs/Fe is well described by the expression μ ~ Т–3/2, which suggests the predom-
inance of the charge carrier scattering on the phonons.

Two methods were used to conduct structural investigations: atomic force
microscopy (AFM) and transmission electron microscopy (TEM). AFM studies
were performed on the sample chips across the cleavage plane. The samples for
TEM were prepared in the form of thin foils parallel to the plane (100). Measure-
ments of the relief topology showed that on the chip surface of the samples subjected
to additional annealing at 900 �С, in the background of the smooth or step-shaped
surface, one could observe local heterogeneities with a diameter of 50–500 nm and a
height of 1.5–50 nm. A typical pattern is shown in Fig. 5.5. One can see distinct

5 Prospects for Application of Gallium Arsenide 129



heterogeneities of the relief in the form of aggregates of hills with a diameter of
~60 nm and a height of ~2 nm.

The observed heterogeneities are the second-phase inclusions formed as a result
of decomposition of the supersaturated solid solution of GaAs/Fe during the
annealing at 900 �С. From the AFM, it follows that the inclusions, as a rule, are
distributed nonuniformly. Sometimes on the chip surface, there are larger inclusions
(up to 1 μm). Figure 5.6a shows AFM images of two inclusions with a diameter
~0.4 μm. The AFM image of the inclusions shown in Fig. 5.6b indicates that they
possess the ferromagnetic properties at room temperature.

The second-phase inclusions of a smaller size are observed on the samples
subjected to rapid cooling after diffusion. Apparently, their emergence is caused
by a rate of cooling which is not high enough for quenching.

TEM investigations have shown that after annealing, there appear platelike
inclusions in the material in the form close to a disk. The inclusion diameter is
100–600 nm and a thickness of tens of nanometers. The inclusions are located in
parallel to the planes {100}.

Fig. 5.5 AFM image of the
chip surface relief of GaAs/
Fe: (a) two-dimensional; (b)
three-dimensional
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The moiré patterns and the diffractions of the fast electrons indicate the ordered
lattice of the second phase, with the crystal structure possessing the cubic symmetry.
Evaluation shows that the concentration of the second-phase particles is � 5�1010–
5�1011 cm�3.

Thus, in gallium arsenide doped with iron during diffusion at the temperature
Тd ¼ 1100 �C corresponding to the maximum solubility of Fe in GaAs, there occurs
disintegration of the oversaturated solid solution with the formation of the second-
phase inclusions during annealing at a temperature by 200 �C lower than Тd. The
inclusions have a disklike form with a diameter of 50–1000 nm and a thickness of
1.5–50 nm and possess the ferromagnetic properties at room temperature.

From the above results, it follows that in GaAs/Fe at all methods of doping (MBE
followed by annealing, implantation of the Fe ions, iron diffusion), there appear
inclusions of the second phase, predominantly, of Fe3Ga4 and Fe3Ga2–xAsx of a size
from units to 1000 nm. Due to the Fe-based precipitates, GaAs doped with iron,
irrespective of the way of production, possesses the ferromagnetic properties at room
temperature, which is of great interest for spintronics.

Fig. 5.6 Image of the chip
surface of GaAs/Fe: (a) the
AFM topography; (b) the
AFM image
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5.4 Heterostructures Based on Ferromagnetic GaAs Doped
with Transition Metals

Two-layer and multilayer structures based on GaMnAs and GaFeAs are under active
study both from the physical and practical points of view. The phenomenon of the
interlayer exchange coupling (IEC) of the magnetic layers separated by the
nonmagnetic medium is most widely investigated. This phenomenon attracted
great attention after its discovery in the metal structures of Fe/Cr/Fe [87].

A study of the phenomenon in the structures based on the DMS thin films, whose
main representative is GaMnAs, opens new possibilities of investigating magnetic
semiconductors.

5.4.1 Production and the Properties of the Fe Films Based
on GaAs

One of the important tasks of spintronics is the production of spin-oriented electrons
for injection into a semiconductor (further referred to as “spin injection”) on the
semiconductor surface of a ferromagnetic electrode [88]. A promising method of
solving this problem is the growth of monocrystal Fe films on the GaAs surface. The
heterostructure of Fe/GaAs attracts the researchers’ attention for a number of
reasons. Firstly, Fe and GaAs slightly differ in the crystal lattice parameters (less
than 1.4%), which ensures a high crystal perfection of the grown structures. Sec-
ondly, Fe is an ideal ferromagnetic material with a high Curie temperature (768 �C)
and a high value of magnetic saturation [89–91]. Fe epitaxial layers on GaAs
substrates have been studied since the 1980s [89, 90].

Monocrystal films of Fe and ferromagnetic compounds on its basis on GaAs
substrates are grown by the MBE. To decrease the interaction between Fe and GaAs,
either the low-temperature growth (at 150 �С) was used or an ultrathin Al layer (two
monolayers) was put between Fe and GaAs [92, 93]. The Fe layers were investigated
by scanning-tunneling microscopy. The poly- and monocrystal layers of either the
FeAs composition or that of FeAs2 with a thickness of 100–585 nm as well as the
layers of Fe3GaAs with a thickness of 25–80 nm possessed good electric and
magnetic properties and, according to the authors, were suitable for the production
of magneto-electronic devices [88, 94].

In [95] the authors obtained and studied ultrathin Fe layers of various thickness
(2.5–140 monolayers) on the GaAs surface. The layers consisting of 3.5 monolayers
possessed the ferromagnetic properties at room temperature; however, the spin
injection efficiency in the above structures was small (about 5–6%). Ultrathin
epitaxial two-layer films of Fe/MgO were grown on the (Ga, Mn)As surface. As it
follows from the measurement of the current through the barrier, the carrier tunnel
transport takes place in the above films [96].
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In studying various properties of the ferromagnetic films on semiconductor sub-
strates, great attention is paid to the investigation of magnetic anisotropy, which is
important from the physical point of view and its application in spintronic devices.
Investigation of the films of the Fe31Co69 composition on the GaAs substrates has
shown that uniaxial magnetic anisotropy (UMA) considerably increases during
aftergrowth annealing as a result of the interface structural modification [97].

According to the data [91], the Fe films of the cubic modification grown by the
MBE on the GaAs surface are characterized by a very strong anisotropy in the plane
of the film. At the same time, the controlled reconstruction of the substrate during the
growth of the Fe film can allow manipulation of the anisotropy of the Fe films. The
magnetization vector of a thin Fe film on GaAs can be completely reversed without
applying an external magnetic field by a slight change of the temperature by several
degrees near room temperature in the thermal cycle [98]. It was implemented on the
samples in which the Fe layer with a thickness of 5 nm on GaAs was covered with a
protective layer of Au with a thickness of 5 nm.

Investigation of the structures of Fe/GaAs and CoFe/GaAs has shown the spin
injection to depend significantly on the conditions of the film production [96, 99,
100]. The Co70Fe30/GaAs structures possess good properties, with a high efficiency
of spin transport observed in them [99]. Annealing of the Fe/GaAs structures at
temperatures up to 300 �C results in a significant change of the physical properties of
the Fe layers as well as in the spin dynamics.

5.4.2 Interlayer Exchange Coupling of the Magnetic Layers
Based on GaMnAs

In magnetic semiconductor structures, the phenomenon of the interlayer exchange
coupling (IEC) has been found. To explain this phenomenon, the interaction mech-
anism suggested earlier for the description of DMS systems is commonly used
[101]. According to the data of numerical calculation of a typical three-layer DMS
system, between the magnetic layers, there must be a ferromagnetic or antiferro-
magnetic coupling, whose level depends on the thickness of the interlayer and the
measurement temperature [102]. The first-principles calculation has shown that in
the three-layer structures of GaMnAs/GaAs/GaMnAs with a spacer from GaAs
doped with beryllium, the antiferromagnetic effect of IEC can be achieved due to a
high level of doping with Be of the interfaces between GaMnAs and the spacer
[103]. Switching from the ferromagnetic into antiferromagnetic state is possible.
According to the data of calculation of the magnetic properties, one can produce
antiferromagnetic coupling due to the orientation in a certain plane [104]. It should
be noted that switching from the antiferromagnetic to the ferromagnetic state is
possible under hole injection, which is important for semiconductor spintronics.

The calculation results have been confirmed in the experimental works [105–
107]. In the three-layer structures of GaMnAs/GaAs/GaMnAs with the Mn content up
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to 3–5%and a spacer fromundopedGaAs or that dopedwithBewith a thickness of up to
25monolayers, a stable effect of the antiferromagnetic interlayer exchange couplingwas
observed. In the case of doping of GaAs with beryllium, there occurred a strong
interaction, whereas in the undoped layers, a weak interaction. In the multilayer struc-
tures ofGaMnAs/GaAs/Bewith the nonmagnetic spacerGaAs/Be, the effect of thegiant
magnetoresistance was observed with high resistance in the weak fields and low
resistance in the strongfields [106]. In these samples, one could also observe the negative
coercive force and antiferromagnetic splitting. It was noted that in semiconductor
multilayer structures, the antiferromagnetic interaction was stronger than in metal
systems.

In the review [52], the authors have systematized the results on the interlayer
exchange coupling in three-layer structures based on GaMnAs. The importance of
the IEC for practical application is underlined. In a number of works [108–110], the
heterostructures with the δ-layer doped with manganese have been studied. In the
heterostructure of GaAs/AlGaAs with the δ-layer, the magnetic ordering was
implemented due to the interaction between the magnetic Mn impurity and the
two-dimensional hole gas [108]. In the structures of GaAs/InGaAs/GaAs with the
δ-layer doped with Mn, ferromagnetic ordering was achieved at a small distance
between the δ-layer and the quantum well (3–4 nm), which ensured an interaction
between the Mn ions and the electrons in the quantum well [110].

In Ref. [109], the authors have investigated the spin polarization of the holes in
the multilayer quantum wells of GaMnAs/AlAs. In their opinion, the hole polariza-
tion in the wells is determined by the properties of the main material rather than by
the quantum environment.

The materials and structures in which magnetism is controlled by an electric field
are called microferroics [42, 46, 111]. The authors in [47, 111] present a review on
the properties of the heterostructures based on microferroics. Ferromagnetism in the
GaMnAs DMS channel of the above structures is controlled by the nonvolatile field
effect of spontaneous polarization. The magnetoelectric interaction in the above
systems has the interface nature. In [47] the authors discuss the prospects for the
use of the ferroelectric/DMS heterostructures to produce field transistors. The use of
the ferroelectric polymer instead of the conventional ferroelectric oxide as a gate
seems rather promising.

5.5 Application of Ferromagnetic Semiconductors

One of the trends of the development of modern semiconductor electronics is
designing devices based on spin-dependent phenomena. It is assumed that on the
basis of ferromagnetic semiconductors, it is possible to develop magnetic field
sensors, reading heads for computers, galvanic insulators, magnetoresistive random
access memory, and quantum computers [112–114]. According to the authors [115],
by injecting spin-polarized charge carriers into a semiconductor, it is possible to
implement qubits (quantum bits), i.e., operations necessary for quantum computers.
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This is a significant step in the development of quantum computers based on the
degree of freedom of the spin in solid-state devices. Diluted magnetic semiconduc-
tors can be used as spin injectors into a semiconductor. The magnetoresistive random
access memory will allow decreasing energy consumption in electronics by an order
of magnitude [112].

At the present time, there are some examples of practical application of ferro-
magnetic semiconductors and, first of all, gallium arsenide.

For fiber-optic communication, modern telecommunication systems require the
magneto-optical materials with a large Faraday effect at a wavelength of 0.98 μm,
which is determined by the applied fibers and compatibility with semiconductor
devices. In their work [116], the authors have revealed a giant magneto-optical effect
of the ferromagnetic nanoclusters of MnAs built in the GaAs matrix and shown the
possibility of using it as a magneto-optical material. In this material, the Faraday
rotation angle at a wavelength of 0.98 μm reaches � 0.2�/μm at 2 kOe. The potential
of the above material as the Faraday rotator is 16 times larger than that of the
commercial CdMnHgTe developed as an optical isolator. Another merit of the
given material is that its optical isolation is no less than 30 dB. However, its
drawback is high internal losses.

The phenomenon of photo-enhanced magnetization in GaAs/Fe composite struc-
tures found by the authors of [72] was used to produce a light-driven
microactuator [117].

The microactuator consists of a GaAs/Fe chip stuck to a Si cantilever. The chip is
a multilayer structure of GaAs/(GaAs)m(Fe)n. In a magnetic field of 1.7 T with a
chip irradiated by a laser at a wavelength of 650 nm and a power of 713 μW at room
temperature, the cantilever deviates at a distance of 1 μm. Modern actuators are
usually controlled by a change of the current through the electromagnet winding.
The contactless control of actuators opens new possibilities for the development of
wireless microelectronic mechanical systems. However, for practical application, it
is necessary to increase the amplitude of photo-enhanced magnetization.

Field transistors (spin-FED) and light-emitting diodes (spin-LED) have been
produced on the basis of the GaAs DMS [112, 118, 119]. In the spin-FED, the
ferromagnetics connected by a narrow semiconductor channel serve as a source and
a drain. A spin-polarized current flows from the source to the drain. If the source and
the drain are magnetized in the same direction, an electric current flows between
them, which corresponds to the true values of the Boolean domain. If they are
magnetized in the opposite directions, the current decreases, which corresponds to
false values. It allows implementation of a new efficient approach in designing
logical devices.

Heterostructures with quantum wells and quantum dots on the basis of ferromag-
netic AIIIBV semiconductors doped with manganese are used to manufacture light-
emitting diodes [120, 121]. In the above structures, one can observe a rather high
degree of circular polarization of luminescence indicating spin polarization of the
nonequilibrium carriers with the QW, which can be used to transmit information
with the help of spin codes [122].
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In a number of works [123–126], light-emitting diodes based on the
heterostructures with δ-layers doped with Mn have been investigated. It is shown
that introduction of the Mn-doped δ-layers into the heterostructure of GaAs/InGaAs/
GaAs with the undoped quantum well near the barrier of InGaAs/GaAs allows
implementation of the circular polarization of the low-temperature electrolumines-
cence of the diodes based on the above heterostructure. The authors have also
studied the possibility of changing the degree of circular polarization of electrolu-
minescence by varying the main design parameters (the spacer layer thickness, i.e.,
the distance between the δ-layer and the quantum well, the atom concentration in the
δ-layer, the introduction of an additional acceptor δ-layer).

It has been established that the most efficient means of controlling the degree of
circular polarization of electroluminescence is changing of the spacer layer thick-
ness. It is also shown that introduction of a δ-layer results in an increase in the
temperature stability and a decrease in the temperature quenching of luminescence in
the structures under study as compared to the control samples without a δ-layer.

The temperature dependences of the photoluminescence of the heterostructures of
InGaAs/GaAs with a quantum wall and the adjacent acceptor δ-layer doped with Mn
have been studied in [119]. The structures of GaAsSb/GaAs containing a quantum
well and δ-layers of manganese and carbon in the closing layer of GaAs have been
grown and investigated [125]. At temperatures below 20–25 K, they possess the
ferromagnetic properties. In Ref. [126], the authors have studied the influence of the
method of growing the GaAs covering layer and building the Mn-doped δ-layer in
the structure of InGaAs/GaAs with quantum points and wells on their crystalline and
optoelectron characteristics. The quantitative chemical analysis of the structures of
the spin light-emitting diodes with the spin-injecting layer of GaMnAs and the
quantum well of InGaAs has been performed in [127] by X-ray photoelectron
spectroscopy together with ion profiling. The method of phase separation and control
of the correct determination of the component content has been improved. On the
basis of the heterostructures of GaMnSb/InGaAs/GaAs, light-emitting diodes with a
ferromagnetic injecting layer have been produced [128, 129]. Light-emitting diodes
emit a circularly polarized light and possess efficient electroluminescence.

In Ref. [130], the authors have demonstrated the use of Fe/GaAs structures to
produce a spin detector based on the magnetic Schottky barriers of Pd/Fe/GaAs.
They have studied the transport of spin-polarized electrons in the above structures.
An electron spin detector based on the Pd/Fe/GaAs structures can be used as a spin
injector in solid-state spintronics.

To sum it up, this chapter is a review of the literature dealing with the production
and properties of ferromagnetic gallium arsenide and the possibility of using it in
spintronics. A study of ferromagnetic GaAs has been under way for two decades,
and this material and the structures on its basis remain of great interest nowadays. It
should be noted that along with some original works, there is a number of review
articles [1, 2, 44, 45, 54, 112, 131–137] in which some or other properties of
ferromagnetic GaAs are considered.

Gallium arsenide acquires the ferromagnetic properties when doped with the
magnetic impurities of manganese or iron. Ferromagnetism in the AIIIBV
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compounds doped with manganese attracts great attention both from the physical
and practical points of view. A number of the achievements presented in the above
works indicate the key role of the (Ga,Mn)As DMS in integrating semiconductor and
magnetic materials.

The nature of ferromagnetism is explained by the Zener exchange p–d model,
which allows interpretation of the experimental results, including the Curie temper-
ature, the anisotropy of ferromagnetism, and other phenomena. The influence of the
antiferromagnetic interaction and self-compensation limit the Curie temperature for
GaMnAs to about 200 K. The limited solubility of Mn in GaAs results in the
formation of an ensemble of magnetic nanocrystals in the semiconductor matrix.
The above heterogeneous systems have Тс higher than room temperature, and so
they may become the basis for application in spintronics. Recently, there has been a
growing interest in the hybrid structures combining the DMS with other ferromag-
netic, antiferromagnetic, as well as nanostructured systems.

Ferromagnetism induced by charge carriers in such semiconductors as GaMnAs
gives rise to a variety of the phenomena resulting from the interaction between the
magnetic and semiconductor properties ensuring a “bridge” between a semiconduc-
tor and a ferromagnetic.

The prospects have been shown for application of GaAs doped with transition
metals in spintronics. A number of devices have been made, e.g., field transistors and
light-emitting diodes, a light-driven microactuator, magneto-optical materials, and
magnetic field sensors. In the future, on the basis of the DMS, it will be possible to
produce magnetic disk read-and-write heads and elements for quantum computers.
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Chapter 6
Nanosensors for Biomedical Applications:
A Tutorial

Holly Clingan, Alex Laidlaw, Pilarisetty Tarakeshwar, Micah Wimmer,
Antonio García, and Vladimiro Mujica

Abstract Nanoparticles coated with different kinds of molecules are currently
designed and synthesized for several important applications, including catalysis,
solar cells, and biomedical uses. A crucial molecular design variable is whether the
nanoparticle exhibits plasmonic activity, e.g., the case of nanoparticles made of
coinage metals, where no band gap is present, or if it rather behaves as a nano-
semiconductor with a band gap, e.g., metal oxide nanoparticles. In this tutorial, we
will discuss the literature for both plasmonic and non-plasmonic materials and our
own recent theoretical and experimental work in two different showcases. First, we
will present the example of using gold nanoparticles to monitor molecular sensing
activity to follow changes in antibody/antigen binding through changes of the
surface plasmon resonance (SPR) response. Second, we will discuss the case of
surface-enhanced Raman resonance (SERS) in hybrid systems molecule-TiO2

nanoparticles and clusters, where the important physical quantity is the Raman
signal to monitor the formation of chemical bonds and interfacial electron transfer
processes.

6.1 Introduction

The study of size-dependent properties of matter is a fascinating subject, because it
challenges our physical and chemical intuition, which is mostly based on the
behavior of the bulk material. What is found both experimentally is that properties
of materials are strongly size-dependent. Thus, when particle size is in the nanoscale,
optical, electric, chemical, and magnetic properties change as a function of the size
of the particle. Such a dependence can be justified in terms of quantum models
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because the distribution of energy levels and the geometry of a system are deter-
mined by the solution to Schrödinger equation, which in turn governs the electronic
structure and the interatomic distances, key quantities in determining the properties
of a material.

In this tutorial, we will mostly be interested in how the optical response of
molecules is affected by their interactions with nanoparticles. In the first part, we
will consider the case of plasmonic materials, e.g., gold and silver, which exhibit
localized surface plasmons (LSP). The simplest way to describe plasmons is to
consider them as excitations of an electron gas, which in this context is represented
by the conduction electrons of the metal. LSP are non-propagating excitations of the
conduction electrons of metallic nanostructures coupled to an external electromag-
netic field. This response is resonant in nature as a function of the frequency of the
field, which translates into an induced polarizability that exhibits a maximum,
known as a localized plasmon resonance (PR). As a consequence, the radiation
absorption intensity exhibits a maximum at the plasmon resonance, which is also
correlated with the phenomenon of field amplification both inside and in the near-
field zone outside the nanoparticle. This field enhancement is responsible for a
variety of optical responses, e.g., fluorescence and Raman of molecules either
chemically bonded or nonbonded to the metal nanoparticle. In the specific case of
surface-enhanced Raman spectroscopy, the field enhancement factor of the molec-
ular response can reach 12 orders of magnitude. This is a key element in the design
of plasmonic sensors.

In the second part of this tutorial, we will consider the optical response of
molecules chemically attached to the surface of a metal oxide, e.g., TiO2. These
materials are bulk semiconductors with a band gap that prevents the formation of
plasmons, which requires the presence of delocalized conduction electrons, at least
in their ground state. As a consequence, the field enhancement mechanism is absent
in these nanoparticles, However, processes of interfacial charge transfer determine
the appearance of chemically induced enhancement in the SERS response and a
strong quenching of fluorescence in molecules attached to the nanoparticle, which
are essential for the design of molecular senses using non-plasmonic materials.

6.2 Nanosensors

Very efficient sensors can be developed by using the properties of matter at the
nanoscale. Several such sensors have been developed by taking advantage of
changes in the melting point, fluorescence, electrical conductivity, magnetic perme-
ability, and chemical reactivity, as well as the large surface to volume ratio of
nanoparticles. These properties of nanomaterials can be used in generating a signal
when analyte molecules interact with the nanoparticle, which acts as a functional
unit in a sensing device.

The basic schematics for the design of a sensor are displayed in Fig. 6.1.
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6.3 PR-based Sensors

Since field amplification occurs both inside and in the near-field zone outside the
plasmonic nanoparticles, their use as sensors is possible even in the absence of
chemical bond between the molecular analyte and the NP. But, before analyzing the
changes in the plasmonic response of a NP due to the presence of a molecular
analyte, which is our main objective here, it is important to have a basic description
of the optical response of a plasmonic NP to an external electromagnetic field. In
what follows we follow closely the treatment in S. A. Maier’s book, Plasmonics:
Fundamentals and Applications. Springer 2007.

6.3.1 Dielectric Function and Conductivity

The first step to describe the optical response of a material is to establish a
connection between the dielectric function and the conductivity. We start by
recalling Maxwell’s equation, which governs the electromagnetic response and
field propagation. We write these fundamental equations in the following form:

▽:D ¼ ρext ð6:1aÞ
▽:B ¼ 0 ð6:1bÞ

▽� E ¼ �∂B
∂t

ð6:1cÞ

▽�H ¼ Jext þ ∂D
∂t

ð6:1dÞ

where D, B, E, and H are the dielectric displacement, the magnetic induction, the
electric field, and the magnetic field. These equations link the four macroscopic
fields, with the external charge, ρext, and the current density Jext. This form of writing
Maxwell’s equations is convenient for the description of optical response, because
the charge and the current density are divided as sums of internal and external
contributions, that is, ρtot ¼ ρext + ρ, and Jtot ¼ Jext + J. In this description, the
external components drive the system, while the internal set responds to the external
stimuli.

The two auxiliary fields, D and H, are defined by

Molecular
Analyte

NnaNanosensor NaTransducer NaDetecto

Fig. 6.1 Schematic of a nanosensor
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D ¼ εoEþ P ð6:2aÞ
H ¼ 1

μo
B�M ð6:2bÞ

where P is the polarization, M is the magnetization, and εo and μo are the electric
permittivity and magnetic permeability of vacuum, respectively.

For linear, isotropic, and nonmagnetic media, one can introduce the constitutive
relations

D ¼ εoεE ð6:3aÞ
B ¼ μoμB ð6:3bÞ

In these equations ε is the dielectric constant, and μ is the relative permeability.
The linear relationship between D and E is equivalent to the equation used in
describing the optical response of a material under the influence of an external
electric field

P ¼ εoχE ð6:4Þ
where χ is the dielectric susceptibility. Inserting (6.4) and (6.2a) into (6.3a) yields the
important equation ε ¼ 1 + χ.

In the linear response regime, another important relationship between the internal
current density and the electric field can be established, by introducing the conduc-
tivity σ.

J ¼ σE ð6:5Þ
To describe the optical response of metals, one needs to generalize Eqs. (6.3a)

and (6.5) to take into account the non-locality in time and space. This leads to
considering the general equations

D r; tð Þ ¼ εo

Z
dt

0
dr

0
ε r� r

0
; t � t

0
� �

E r
0
; t

0
� �

ð6:6aÞ

J r; tð Þ ¼ εo

Z
dt

0
dr

0
σ r� r

0
; t � t

0
� �

E r
0
; t

0
� �

ð6:6bÞ

taking the Fourier transform of these two fields

D k;ωð Þ ¼
Z

dtdrei k:r�ωtð ÞD r; tð Þ ð6:7aÞ

J k;ωð Þ ¼
Z

dtdrei k:r�ωtð ÞJ r; tð Þ ð6:7bÞ

Using Eqs. (6.7a) and (6.7b) together with Eqs. (6.2a) and (6.2b), it is possible to
derive a fundamental relationship between the dielectric function and the
conductivity.
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ε k;ωð Þ ¼ 1þ iσ k;ωð Þ
ε0ω

ð6:8Þ

Drude Model for a Free Electron Gas

The simplest model for a metal consists of treating conduction electrons as a classical
“gas” of free electrons with density n. The electrons in this plasma oscillate in
response to the field, and their motion is damped due to collisions occurring with a
characteristic collision frequency γ ¼ 1/τ, where τ is the relaxation time of the free
electron gas.

The Newton equation of motion for an electron of the plasma under the influence
of an external field E is then

m€xþ mγ _x ¼ �eE ð6:9Þ
The displaced electrons contribute to the macroscopic polarization

P ¼ �nex ð6:10Þ
Assuming a simple field of the form E(t) ¼ Eoe

�iωt, and solving Eq. (6.9), it can
be calculated to be

P ¼ � ne2

m ω2 þ iγωð ÞE ð6:11Þ

Inserting this equation into Eq. ((6.2a), we obtain

D ¼ εo 1� ω2
p

m ω2 þ iγωð Þ

 !
E ð6:12Þ

where ω2
p ¼

ne2

εom
is the plasma frequency of the electron gas. The frequency-

dependent complex dielectric function of the electron gas is then

ε ωð Þ ¼ 1� ω2
p

ω2 þ iγω
ð6:13Þ

Mie Theory

A semiclassical description of the response of a metal NP to an electromagnetic field
is given by Mie theory, which is an appropriate level of description of many
applications where the details of the quantum description are not required. We
use here the metallic nanoparticle boundary element method (MNPBEM) toolbox
version of Mie model.
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Quasistatic Approximation

The primary aim of the MNPBEM toolbox is solving Maxwell’s equations using
boundary conditions of the particles’ surface in order to calculate the stimulated
electromagnetic fields.

A quasistatic approximation can be implemented when the particles are much
smaller than the wavelength of the external electromagnetic field.

The electrostatic potential is solved for while maintaining full frequency-
dependent dielectric functions when considering boundary conditions by solving
the Poisson-Laplace equation. This is an unbounded, homogenous point surface
solution of the Poisson equation including electrostatic Green function:

— 2G r; r0ð Þ ¼ �4πδ r� r0ð Þ ð6:14Þ

G r� r0ð Þ ¼ 1
r� r0j j ð6:15Þ

where G represents the Green function from the Coulomb equation and r represents
the distance from the center of mass.

In this case we have an inhomogeneous dielectric environment, so the boundaries
are split between the gold nanoparticle and the surrounding medium.

ϕ rð Þ ¼ ϕext rð Þ þ
I
Vi

G r; sð Þρ sð Þda ð6:16Þ

ϕ and ϕext represent the electrostatic potential and the external electrostatic
potential, respectively. ρ(s) is the surface charge distribution located at the particle
boundary, ρ(s) is the surface charge distribution located at the boundary, ∂Vi. ∂

∂n
denotes the derivative along the direction of the outer surface normal, and ε1 and ε2
are the dielectric functions of the particles and the medium that it sits, respectively.

Λρ sð Þ þ
I

∂G s; s0ð Þ
∂n

ρ sð Þda0 ¼ �∂ϕext sð Þ
∂n

,Λ ¼ 2π
ε2 þ ε1
ε2 � ε1

ð6:17Þ

This is used to elucidate the surface charge distribution ρ.
Λ is governed by the dielectric functions in- and outside the particle boundaries.

ε1 and ε2 represent the two dielectric functions, the first represents inside of the gold
nanoparticle and the second the medium, water, in which the particle sits.

Λρi þ
X

j

∂G
∂n

� �
ij

ρ ¼ � ∂ϕext

∂n

� �
i

ð6:18Þ

ρ represents surface charges which can be elucidated by simple matrix inversion.
The surface derivative ∂G

∂n

� �
ij
of the Green function connects surface element i and j,

and the surface derivative ∂G
∂n

� �
ij
of the external potential.
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Full Maxwell’s Equations

Helmholtz Equation and Green Function

— 2 þ k2i
� �

Gi r; r
0ð Þ ¼ �4πδ r� r0ð Þ,Gi r; r

0ð Þ ¼ eiki r�r0j j

r� r0j j ð6:19Þ

ki ¼ ffiffiffiffi
εi

p
k is the wavenumber in the medium.

k ¼ ω
c is the wavenumber in a vacuum and c is the speed of light.

The magnetic permeability μ is set to one throughout.

For an Inhomogeneous Dielectric Environment

ϕ rð Þ ¼ ϕext rð Þ þ
I
Vi

Gi r; sð Þσi sð Þda ð6:20Þ

A rð Þ ¼ Aext rð Þ þ
I
Vi

Gi r; sð Þhi sð Þda ð6:21Þ

This fulfills the Helmholtz equations everywhere except at the particle bound-
aries. σi and hi are surface charge and current distributions, and φext and Aext are the
scalar and vector potentials characterizing the external perturbation. The scalar and
vector potentials are additionally related through the Lorentz gauge condition
— � A ¼ ikεϕ.

Dielectric Environment

This defines that the particle is closed by the following summation rule.

I
∂Vi

∂G s; s0ð Þ
∂n

da0 ¼ 2π,
X

j

∂G
∂n

� �
ij

¼ 2π ð6:22Þ

An oscillating dipole d is assumed to be located in the vicinity of a metallic
nanosphere, and the corresponding equations in Mie theory need to be adjusted to
calculate the resulting electric field.

E rð Þ ¼ k2G r; r0;ωð Þ:d ð6:23Þ
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k ¼ ω

c
ð6:24Þ

The resulting physical description can be used to model changes in the plasmonic
response with a metal NP due to both the presence of a dipole that represents a
discrete structure mimicking a molecule and a solvent characterized by a dielectric
constant.

6.3.2 A Showcase: Using PR to Diagnose Infectious Diseases

The design of new nanosensors for biomedical applications requires a concerted
theory-experiment to optimize both the fabrication conditions and the interpretation
of the measurements within a relatively simple conceptual framework [1–3]. As
mentioned in the introduction, the general strategy for the design of nanosensors
based on photonic materials such as the noble metals involves using the plasmonic
resonance as basic optical signal, whose intensity, shift, and splitting characterize the
response of the system [4–6]. Changes in the plasmonic response are due to
combination of chemical and physical factors, e.g., molecule-nanoparticle charge
transfer, or changes in the dielectric constant of the medium associated with the
coating of the nanoparticle with the chemical species involved in the detection
process [5, 7–11]. For biomedical applications, the coating agent is frequently one
of the two members of the antigen-antibody pair involved in the immune response
[3, 12, 13].

In this section, we describe the main results of our investigation about the
interaction between bovine serum albumin (BSA) and gold colloids using ultraviolet
(UV) and visible light absorption spectroscopy measurements to determine the
surface coverage and binding activity [4–6, 13, 14]. The binding of BSA to the
ubiquitous citrate-coated gold nanoparticles (AuNP) suggests an electrostatic inter-
action mechanism [11, 13, 15]. Surface coverage on the colloids is based on the
concentration of BSA [10]. The measurements of the surface plasmon resonance
(SPR) show that BSA and citrate-coated AuNP achieve stabilization and surface
coverage at or above the isoelectric point (~4.7) and that the optical response of the
system corresponds to a change in intensity only of the SPR [4–6, 8, 10]. The data
supports a non-covalent and non-spontaneous binding mechanism of gold colloids
and shows a maximum surface coverage that is dependent on concentration [10, 13].

Our hypothesis is that AuNP flip surface charges of the antibodies and bind
non-covalently due to electrostatic and hydrophobic interactions [8, 10, 13, 16]. This
causes the SPR intensity to decrease because of the monolayer coating disrupting the
signal [13, 17, 18]. To achieve this non-covalent binding mechanism, the pH of the
buffer used for conjugation to the gold nanoparticles must have a negative net charge
[2, 8]. Usually this means that the pH is above the isoelectric point (pI) of the protein
or antibody and for BSA this value is ~4.7, so the buffer must be above a pH of
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5 [2, 8, 10, 11, 13, 15]. The ubiquitous citrate coating of the AuNPs in dH2O ensures
that the net charge remains negative.

The results indicate that a simple theoretical framework, based on Mie theory, can
explain the most important experimental trends. The key feature is that the optical
response depends on choosing a dielectric constant, which in turn is determined by
the conditions of electrostatic equilibrium [5, 8]. The MNPBEM toolbox is a flexible
software that can simulate metallic nanoparticles, specifically gold nanoparticles
using boundary element method [19]. The toolbox will set up homogeneous, isotro-
pic dielectric functions with strict boundaries, which will then be used to calculate
and solve Maxwell’s equations and compare to Mie theory. By writing, manipulat-
ing, and altering the coded data within the toolkit, a very reasonable representation of
the experimental system can be achieved.

6.4 Experimental Results

6.4.1 Methods

Conjugation of AuNP and BSA

Three standard bovine serum albumin (BSA – 1 mg/ml stock solution) solutions
were prepared and diluted with concentrations ranging from 1 mg/ml to 1 μg/ml.
This was done by adding 10 mg BSA to 10 ml of dH2O to a 15 ml centrifuge tube.
Similarly, a second and third dilution was done by adding 9 ml of dH2O to 15 ml
centrifuge tubes and adding 1 ml of the 1 mg/ml BSA solution and 0.1 mg/ml BSA
solution, respectively, for total volumes of 10 ml. Gold nanoparticles from Ted Pella,
Inc. were aliquoted in 2 ml Eppendorf tubes with 1 ml of 20 nm AuNP containing
7 � 1010 particles/ml and 60 nm AuNP containing 2.6 � 1010 particles/ml in 0.1 M
phosphate buffer (pH¼ 7). With 0.2 ml PCR tubes, 6 concentrations of BSA and the
AuNP with phosphate buffer were prepared ranging from 0.024 mg/ml to 0.2 mg/ml.
The tubes incubated at 37 � C for 10 min. Each concentration was measured in
triplicate using a UV-visible light spectrophotometer.

UV-Vis Spectroscopy and Light Scattering

The samples were measured using Ocean Optics USB4000 UV-Vis spectrometer
between 400 and 800 nm using SpectraSuite Software for control and data acquisi-
tion. A quartz cuvette of 1 mm path length was used to acquire every sample. A
deuterium-halogen light source was used to collect the UV-Vis spectra. The data
collection was collected at 1 s integration time, and 5 spectra were averaged for each
sample. The drift in spectral recordings was accounted for by normalizing the
measurements in Plot2 scientific 2D plotting program. Any Mie theory calculations
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for light extinction were made with the Mie theory calculator from the
nanocomposix website (http://nanocomposix.com/pages/tools).

Plots and Experimental Results

The experimental results followed the predicted hypothesis that asserted as concen-
tration increases the SPR intensity decreases. Figure 6.2 shows the 60 nm AuNP
with BSA concentrations ranging from 0.024 mg/ml to 0.2 mg/ml. Not shown here,
the 20 nm AuNP with BSA also yielded very similar results along with the 50% by
volume glycerol/water as the solvent.

Figure 6.3 is the first derivative of the absorbance spectroscopy plot from Fig. 6.2.
This plot reduces noise in the spectrophotometry caused by scattering and charac-
terizes the rate change of the absorbance with respect to the wavelength [6, 20]. Addi-
tionally, λmax of the absorbance band also passes through zero at the same
wavelength [6]. This correlates to the minimum and maximum of the spectra
being inflection points in that absorbance band [6].

To further analyze this correlation, λmax was taken against the concentration of
BSA and 60 nm AuNP as shown in Fig. 6.4. The intensity of the SPR decreases as
the concentration of BSA increases, and the intensity drop plateaus once the AuNP
are coated. The application of these results, as previously mentioned, can be applied
to biosensing technologies that take advantage of these properties for drug delivery,
amplification of immunosensors, and rapid ELISAs [21–23].

Fig. 6.2 Absorbance spectroscopy for 60 nm AuNP with phosphate buffer in a water solvent and
BSA concentrations ranging from 0.024 mg/ml to 0.2 mg/ml
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Computational Model

The computational component models the plasmonic response of gold nanoparticles
of 60 nm and 20 nm diameter in a water solution and again in a water-glycerol
solution. These are the control experiments to assess the plasmonic response of the
gold colloids without the interactions of the BSA. The experimental results reveal
that the peak plasmonic response wavelengths for the 60 nm and 20 nm gold
nanoparticles are 534 nm and 523 nm, respectively. As increasing concentrations

Fig. 6.3 First derivative of the absorbance spectroscopy for 60 nm AuNP with phosphate buffer in
a water solvent and BSA concentrations ranging from 0.024 mg/ml to 0.2 mg/ml

Fig. 6.4 λmax (intensity) versus BSA concentration with 60 nm AuNP
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of BSA are implemented and then increased, a depression and spreading of this peak
wavelength is observed.

The MNPBEM toolbox is a flexible software that is able to simulate metallic
nanoparticles, specifically gold nanoparticles using boundary element method. The
toolbox will set up homogeneous and isotropic dielectric functions with strict
boundaries, which will then be used to calculate and solve Maxwell’s equations
and compare to MIE theory. By writing, manipulating, and altering the coded data
within the toolkit, an accurate representation of the experimental system can be
modelled.

The simulation consists of the following steps: first the dielectric functions of the
particle and the solution in which the particle sits are defined. The particles, surface
features, and boundaries are then outlined. Subsequently, the code specifies the
nature of the plane wave excitation; this information is used to input into the BEM
solver equations for which auxiliary surface charges are computed which produces a
graph of total decay rate vs. plasmon excitation wavelength.

Description of Results and Techniques Used to Obtain Results

The BEMMNP toolkit uses boundary element method which defines systems with
strict borders and well-defined dielectric functions [19]. The system that is outlined
is for a 60 nm gold nanoparticle embedded in water solution.

Figure 6.5, “initialization,” describes a single sphere embedded in a homoge-
neous dielectric environment. The water dielectric environment is described using its
refractive index, 1.33. The gold nanoparticle is expressed through dielectric func-
tions whose values are tabulated on file for specific photon energies and performs a
spline interpolation. The diameter and the surface vertices of the gold nanoparticle
are then outlined by use of the polar coordinates pi and theta. Lastly the code
specifies that the particle boundary is closed.

Fig. 6.5 Initialization code for resonance response of gold nanoparticle when embedded in water
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Figure 6.6 sets up an oscillating dipole along the z axis where the energies are
defined by the wavelength of the dipole. We test from 400 nm to 900 nm as this
wavelength range corresponds to the UV-visible spectrum of light (Fig. 6.7).

The BEM solvers use the particle boundaries and Maxwell’s equation to solve for
the surface charges and currents. This results in the total and radiative decay of the
plasmonic response in the gold nanoparticles to be calculated. The final plots are
then coded for but are omitted from this report (Fig. 6.8).

Finally, the MNPBEM toolkit allows the setup of an identical system in which it
solves for the total radiative decay over energy, for comparison, by Mie theory
[19]. Mie theory is a solution to Maxwell’s equations which accurately describe the
scattering of an electromagnetic plane wave by a sphere, for example, a gold
nanoparticle.

Figure 6.9 represents the plasmonic response of a 60 nm gold nanoparticle
embedded in water and is the output of the code. The maximum decay rate occurs
at 530 nm and at a total decay rate of 68. The plot of the 20 nm gold nanoparticle has

Fig. 6.6 Dipole oscillator code for resonance response of gold nanoparticle when embedded in
water

Fig. 6.7 BEM simulation code for resonance response of gold nanoparticle when embedded in
water
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a very similar aesthetic, with a much greater decay rate and marginally lower
maximum wavelength peak. Current results also show that as the BSA antibody is
introduced the maximum peak shifts to higher wavelengths (lower energies) and that
the total decay rate reduces.

Fig. 6.8 Mie theory comparison code for resonance response of gold nanoparticle when embedded
in water

Fig. 6.9 Total decay rate vs. wavelength resonance response of a 60 nm gold nanoparticle when
embedded in water
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6.5 SERS-Based Sensors in Molecule-Metal Oxide Hybrids

Hybrid nanosystems formed by a molecule (M) and a nanoparticle (NP) that is either
a bulk-phase metal (MNP) or a semiconductor (SCNP) are of fundamental impor-
tance in sensors, photonics, catalysis, and photovoltaics devices [24–35], just to
mention a few areas of current interest. An important reference for our work is
single-molecule SERS in M-MNP systems a technique that was developed a few
years ago [36–39]. The fundamental physics of the enhancement is related to a
Raman transition in the presence of a giant dipole field that arises as of plasmon
resonance mediated increase of the local electromagnetic field and an increase in the
polarizability. The combined effect can be very substantial, more than 6 orders of
magnitude, and has made SM-SERS an extremely sensitive molecular analysis and
sensing technique.

Hybrid M-SCNP are of great importance for the design of photovoltaic
devices [32], e.g., DSSC (dye-sensitized solar cells) [40, 41], artificial photosynthe-
sis [42–45], photocatalysts [46, 47], and biomolecular sensors [24–28]. A critical
and largely unresolved issue in this field is the understanding of the charge transfer
(CT) interfacial properties and the dynamics of exciton separation and recombina-
tion [48–53]. As opposed to the case in M-MNP hybrids, the specific details of the
chemical bond between the molecule and the NP are of paramount importance in
controlling interfacial CT. This makes the study of these systems a complex problem
in electronic structure because of the importance of many-body effects, the influence
of electron correlation, and the difficulties involved in a full geometry optimization.
In addition, any realistic treatment must include dynamical aspects in a time-
dependent picture because of the different time scales involved in CT and exciton
dynamics and an appropriate description of excited states that could be very relevant
for all the processes mentioned above.

The inclusion of one or more electronic excited states, in addition to the ground
state, has considerable methodological and practical implications. An accurate
description of both fluorescence and Raman spectra depends on an appropriate
characterization of the states involved in the process.

6.5.1 A Unified Description of Scattering and Fluorescence
Processes in M-MNP Hybrids

A model that has strongly influenced our thinking for this proposal was the one
introduced in references [54, 55] for a system consisting of two metal NPs of radius
R and a molecule, represented by a dipole at distances d1and d2 from the NPs, that is
schematically presented in Fig. 1 (taken from Ref. [54]). The model considers two
molecular electronic states which are approximated by two displaced harmonic oscil-
lator potential energy curves corresponding to the ground (g) and excited (e) states.
The inclusion of three vibrational states per harmonic oscillator for each harmonic
potential completes the description of the quantum state manifold for this problem.
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For the free molecule, the absorption and Raman cross sections can be calculated
using first-order perturbation theory to be

σA ¼ p2o
ΩL

cεo

X
n

hΓtot f 0; nð Þ f 0; nð Þ
hΩL � nhω� hΩge

� �2 þ h2Γ2
tot

ð6:25Þ

σR ¼ p4o
ω03ΩL

6πε2oc
4

X
n

hΓtot f 0; nð Þ f 0; nð Þ
hΩL � nhω� hΩge

� �2 þ h2Γ2
tot

					
					
2

ð6:26Þ

In the presence of the metal NPs, the two processes are interconnected via the
time evolution of the effective dipole moment. The calculation of the total scattering
cross section involving Raman and Rayleigh scattering and fluorescence can be
computed in the following way. The emitted light intensity at position ro is propor-
tional to the field correlation function.

Iem ro; tð Þ ¼ 2εoc E �ð Þ
θ ro; tð ÞE þð Þ

θ ro; tð Þ
D E

ð6:27Þ

Equation (6.27) can be transformed to the frequency domain using the Wiener-
Khintchine to obtain the total power spectrum as
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Iem ro;ωð Þ ¼ 1
π
Re
Z1
0

dτ2εoc E �ð Þ
θ ro; 0ð ÞE þð Þ

θ ro; τð Þ
D E

eiωt ð6:28Þ

The model assumes that the electric fields are caused by the electric dipole
moment p(t) of the molecule which generates the radiated electric field

E
!¼ θpei kr�ωtð Þω2 sin θ= 4πεoc

2r
� �

. The double-differential scattering and fluores-
cence cross section is then obtained as

d2σ

dΩd hωð Þ ¼
ω4 sin 2θ

Iin8π3c3εoh
Re
Z1
0

dτeiωτ p �ð Þ 0ð Þp þð Þ τð Þ
D E

ð6:29Þ

The next step in the calculation is to compute the dipole time-correlation function
in Eq. (6.29), which in turns requires solving Liouville equation for the molecular
density matrix. The total Hamiltonian for the system is written as

H ¼ Hmol þ H0 þ Hfluc þ Henv, ð6:30Þ
where Hmol, H

0
, Hfluc, and Henv are the molecular Hamiltonian, the molecule-field

interaction, the molecule interaction with field vacuum fluctuations, and the inter-
action with any other material environment, respectively. Liouville equation can
then be written as

i
dρ

dt
¼ 1

h
Hmol þ H0; ρ½ � þ Ltrρþ Lphρ ð6:31Þ

The first term in (6.31) describes the contribution from the molecular Hamiltonian
and the interaction H

0
. The relaxation superoperators Ltr describe the damping of the

density matrix as a result of transitions caused by Hfluc that cause the spontaneous
emission of photons and Lph describe relaxation and dephasing caused by the
material environment, i.e., the coupling to the NPs. The explicit description of the
relaxation superoperators in Reference [55] is achieved through the introduction of
two sets of parameters Γkj and γph representing the total decay rate from state k to
state j and the dephasing rate, respectively. These parameters enter into Liouville
equation in the following way:

Ltrρ ¼ �
X
kj

iΓkj

2
σ jkσkjρþ ρσ jkσkj � 2σkjρσ jk


 � ð6:32Þ

Lphρ jk ¼ �iγphρkj ð6:33Þ

with σkj denoting a matrix with the only nonzero element “kj” equal to 1.
In general, a solution of the density matrix is not sufficient to calculate the dipole

time-correlation function in (6.29); however, use of the Onsager-Lax quantum
regression theorem, which hinges on the validity of the Markovian approximation,
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permits to calculate a two-time correlation function from a single-time correlation
function, thereby providing all the necessary quantities to compute the absorption
and scattering cross section (6.29).

6.5.2 Density Matrix Treatment of Combined Instantaneous
and Delayed Dissipation

A second background ingredient that constitutes important guidance in our approach
to this proposal is the work of Micha and coworkers [56–61] where a density matrix
approach is used to simultaneously include relaxation, damping and dephasing
processes that occur in different time scales, something that in their terminology is
called instantaneous and delayed dissipation. This model assumes a separation of the
entire system in a primary region that is described using a reduced density matrix
(RDM) and a secondary region representing the environment. Fast dissipation is
described by a Lindblad term associated with electronic transitions induced in the
primary region by its interaction with the secondary one. The delayed dissipation is
given by a time integral with a memory term derived from the time correlation of
atomic displacements in the medium. The separation into instantaneous and delayed
dissipation is based on the different time scales of electronic and vibrational transi-
tions. The model has been successfully applied to a number of physically relevant
situations involving the dynamics of electronically excited adsorbates on solid
surfaces, a system where a realistic description of the chemical bond between the
molecule and the surface is important, a situation reminiscent of the subject of our
proposal.

The model is involved, but the basic equations can be understood using a
simplified version of the quantum theory of relaxation. The total Hamiltonian for
the system and the environment can be written in the usual way:

H ¼ HS þ HR þ V ð6:34Þ
where (S) and (R) correspond to the primary and secondary region, respectively.
Assuming that the interaction is switched at time t ¼ 0 and that prior to this S and R
are uncorrelated, Liouville Eq. (6.31) can be written in the interaction picture as

_ρ I tð Þ ¼ � i=hð Þ VI tð Þ; ρI 0ð Þ½ � � 1=hð Þ2
Z t

0

dt
0
VI tð Þ; VI t

0
� �

; ρI t
0

� �h ih i
ð6:35Þ

The RDM describing the system of interest S is the partial trace of the full density
matrix with respect to the reservoir
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ρSI tð Þ ¼ trRρI tð Þ, ð6:36Þ
and its evolution equation can be found directly from ((6.35) as

_ρ SI tð Þ ¼ � i=hð ÞtrR VI tð Þ; ρI 0ð Þ½ �

� 1=hð Þ2
Z t

0

dt
0
trR VI tð Þ; VI t

0
� �

; ρI t
0

� �h ih i
ð6:37Þ

Two keys assumptions are commonly made to simplify Eq. (6.37):
(i) The reservoir is considered to be in thermal equilibrium at all times, that is,

ρI tð Þ ¼ ρSI tð ÞρR 0ð Þ
ρR 0ð Þ ¼ exp �HR=kTð Þ=Z ð6:38Þ

with Z the partition function.
(ii) The Markov approximation whereby memory effects are neglected. This

amounts to making the replacement ρSI(t
') ! ρSI(t) in the integral in Eq. (6.35).

With these two approximations that introduce irreversibility into the dynamics of
the system, the equation for the RDM is

_ρ SI tð Þ ¼ � i=hð ÞtrR VI tð Þ; ρS 0ð ÞρR 0ð Þ½ �

� 1=hð Þ2
Z t

0

dt
0
trR VI tð Þ; VI t

0
� �

; ρSI tð ÞρR 0ð Þ
h ih i

ð6:39Þ

The last step is making the connection between the general equations of quantum
relaxation and Micha et al.’s work which is to make an assumption about the specific
form of the interaction V. This is assumed to be of the form

VI tð Þ ¼
X
i

Fi tð ÞQi ð6:40Þ

where Fi(t) and Qi(t) are reservoir- and system-only operators, respectively. Using
the Markov approximation for the reservoir and including all the approximations
mentioned so far, one can write Eq. (6.39) in such a way that all the information on
the reservoir is contained in the time-correlation functions of the reservoirs:

ih
dρSI
dt

¼ � i

h

X
ij

Z1
0

dt
00 Qi tð Þ;Qj t � t

00� �
ρSI tð Þ


 �
Fi t

00� �
F j

� 
�
Qi tð Þ; ρSI tð ÞQj t � t

00� �
 �� FiF j t
00� �� 
� �

ð6:41Þ

This can be written in a much more compact way by defining laxation
superoperator R such that
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ih
dρSI
dt

¼ RρSI ð6:42Þ

whose matrix components are directly related to the parameters Γlk and γph and in
Eqs. (6.32) and (6.33). Computing these parameters requires some explicit assump-
tions about the reservoir dynamics that must be tested for each specific system.

6.6 Conclusions and Final Remarks

We have described in this tutorial some of the basic physics underlying the design of
molecular sensors using NPs with different electronic properties. In one case,
plasmonic sensors are based on the optical response leading to changes on the
plasmon resonance. In the other, the sensor is based on a molecular property,
Raman spectrum, that is strongly enhanced due to interfacial charge transfer between
the molecule and the NP. We presented very recent experimental results using
plasmonic sensors that can be understood using a Mie theory-based model for the
plasmonic response.
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Chapter 7
From Micro- to Nano-objects and from
Giga- to Terahertz Frequency Range:
Quasi-optical Resonant Diagnostics
of Objects

Grigory Dunaevsky and Igor Dorofeev

Abstract A highly sensitive method of contactless microwave diagnostics is
considered that allows to examine the properties of small objects of different shapes
and permittivities and small local inhomogeneities of artificial (composite) and
natural materials. The method is based on multiple interactions of radio waves
with an examined object in an open quasi-optical resonator. It can be used in a
wide frequency range, from units of gigahertz to several tens of terahertz,
unachievable by other methods.

The capabilities of the method are illustrated by detection of local nanostructured
inhomogeneities of super thin threadlike wires under a glass insulation layer,
measurement of polarizabilities of small spherical aerogels from carbon nanotubes,
technological diagnostics of thin film thickness, and measurement of inhomogene-
ities of the reflection coefficient of sheet composites.

7.1 Introduction

In all stages of the development of radio electronics, simultaneously with mastering
of frequencies in each range of the radio wave spectrum, materials possessing
desired electromagnetic characteristic in the given frequency range have been
synthesized. Accordingly, in each stage of the development, methods for measuring
these characteristics at these frequencies have also been developed. In this work, we
consider the method of measurements which in our opinion is urgent nowadays. This
method is aimed at radio wave measurements and investigation of small-sized
objects actively used as components of new composites and nanomaterials. It is
important that this method is applicable in a very wide frequency range of the
electromagnetic spectrum, from several gigahertz to several tens of terahertz.
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Traditional scheme of measuring radio wave parameters of the examined material
sample involves its arrangement in an electromagnetic wave field, for example, as
shown in Fig. 7.1a, between the lens that sends radiation to the object and the lens that
collects the wave transmitted through it; in this case, changes of the amplitude and
phase of the wave transmitted through the object and (or) the wave reflected from it
are measured. In case the object is small, as shown in Fig. 7.1b, changes it creates in
the beam parameters become weakly noticeable for detection of both reflected and
transmitted waves against the background noise. The efficiency of wave interaction
with the object can be increased in all such cases, if the wave passes through the object
more than once, for example, as shown in Fig. 7.1c, where semitransparent reflectors
are arranged to the right and to the left of the examined object.

The method we suggest to consider in details is based on multiple interaction of
the probing wave with the examined object in the so-called open resonator shown in
Fig. 7.1c and formed by plane or more often concave mirrors [1]. In optics this
design is known as the Fabry–Perot interferometer, and the resonant phenomena in
these structures formed by two reflecting elements are called the Fabry–Perot
resonances. Nowadays fundamental investigation of these phenomena is still con-
tinued [2] since the Fabry–Perot resonances provide the basis for continuously
developing laser technology. Results of investigation of the Fabry–Perot resonances
are important for a description of both electromagnetic [3] and acoustic [4] waves
and are also used for investigation and design of novel metamaterials [5], nano-
objects [6], and graphene layers [7].

The open radio wave resonator of the Fabry–Perot type has unique properties. The
simplest design consisting of two coaxial concave metal reflectors whose apertures
significantly exceed the wavelength has equidistant spectrum of resonant frequencies
with stable Q-factor that can reach several tens and even hundreds of thousands.
Technically it is possible to separate natural oscillations with high Q-factor in the
same resonator in the continuous wavelength range: from centimeter to optical one.

Such resonator has clear advantages for diagnostics because it provides free and
arbitrary arrangement of the examined object between the reflectors. In addition to

Fig. 7.1 Examples of single (a) and (b) and multiple (c) interaction of electromagnetic radiation
with the examined object
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convenience, this can be of crucial importance when the open resonator is used as a
sensor in systems of remote control of moving objects. These advantages result in
the application of the quasi-optical resonator for measurements of the material
parameters practically since the first years of its development [8] especially at
gigahertz frequencies where measurements in volume resonators have shown to be
highly effective.

However, despite several advantages in many aspects, the application of open
resonators, including the terahertz frequency range, is still limited. Thus in one of the
recent sufficiently detailed reviews of the current state of research in the terahertz
frequency range [9], only free space and waveguide methods have been considered
as the main methods of terahertz metrology for two essential reasons. The first is
technical: because of high quality of open resonators, high requirements are imposed
on measurement technique used to fix changes in the Q-factor and resonant fre-
quency shift. However, these problems are being gradually solved; see [10–13].

The second more essential reason of their limited application is that diffraction
phenomena are inevitable in the open resonator with an object; their consideration
creates additional difficulties in the interpretation of measurements. Therefore, from
the first works devoted to the application of the open resonator in metrology of
dielectrics [8] to the recent ones [14], large-area objects with plane parallel geom-
etry, for which diffraction effects can be neglected, are mainly investigated in open
resonators. However, as already indicated above, the shapes of examined objects are
actually much more diverse.

Therefore, below we focus on the possibility of investigating small-sized objects
in the open resonator considering diffraction effects in the corresponding mathemat-
ical models and demonstrate the feasibility of diagnostics of small-sized threadlike
and spherical samples. We will see how the allowance for diffraction makes it
possible to solve the problem of diagnostics of moving objects and reflections
from small-sized fragments of large composite samples with losses.

The fact that the greater part of experimental confirmation of the suggested
techniques was obtained in giga- rather than terahertz frequency range should not
embarrass; on the contrary, longer wavelengths allowed us to compare more care-
fully the results of measurements and calculations. Since the elemental base of the
terahertz frequency range is being rapidly developed, the above-indicated technical
problems in this frequency range will be overcome; the suggested techniques can be
employed for diagnostics of nano-objects, nanostructural macroobjects, and
nanocomposites at all frequencies from the terahertz spectrum.

7.2 Quasi-optical Open Resonator and Its Special Features

As already indicated above, the simplest open radio wave resonator can be formed
by plane parallel mirrors, but the open resonator formed by concave spherical
reflectors is much more convenient for measurements. Such resonator with correctly
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chosen geometry is more stable to imbalance between mirrors and possesses much
higher quality.

For the resonator formed by concave mirrors with radius Rm spaced at Lres, the
resonant frequencies are given by the formula [15]:

f ¼ c

2Lres
qþ 1þ 1

π
2mþ nþ 1ð Þarccos 1� Lres

Rm

� �� �
, ð7:1Þ

where c is the velocity of light and m, n, and q are indices for the TEMmnq mode.
From this formula, it can be seen that at m ¼ 0 and n ¼ 0, that is, without higher
harmonic oscillations, the resonant frequency spectrum represents equidistant
sequence with resonant frequencies spaced at c/2 L. For mirrors spaced at about
10 cm, the frequency interval between the neighboring resonances will be 1.5 GHz.
With such step size, the spectral characteristics of objects placed in the resonator can
be investigated without resonator retuning.

Placing of the examined object in the resonator leads to shift of resonant curves,
and as demonstrated below, the parameters of the examined sample can be estimated
from the observed shift of the resonant frequency from that given by Eq. (7.1).

The loaded quality factor of the OR depends on its length Lres and power losses
for one circular beam pass [15]:

Q ¼ f

2Δ f
¼ 2k1Lres

ηΣ
, ð7:2Þ

ηΣ ¼ ηR
1 þ ηR

2 þ ηD
1 þ ηD

2 þ ηC
1 þ ηC

2 þ ηDC
1 þ ηDC

2 þ η0: ð7:3Þ
Here k1 ¼ ω/c,ω ¼ 2πf is the circular frequency, and 2Δf is the width of the

observed resonant curve. Here ηR
1 and ηR

2 are losses due to the surface impedance of
the mirrors, ηD

1 and ηD
2 are losses due to diffraction on the mirrors, ηC

1 and ηC
2 are

losses due to radiation in external circuits, ηDC
1 and ηDC

2 are losses due to diffraction
on the coupling elements, and ηx are losses on the measurable object.

During measurements, all types of losses in the resonator, except losses on the
examined sample, are assumed to be constant. If the Q-factor decreases when the
sample is placed in the resonator that is manifested through the increase by 2Δf of the
width of the resonant curve, the losses ηx introduced by the object can easily be
determined from line broadening (Eqs. (7.2) and (7.3)). It should be noted that,
despite of a seemingly large number of intrinsic resonator losses against the back-
ground of which a small object must be detected, these losses are minimized by
careful manufacture of mirrors, correct choice of their apertures, and optimal reso-
nator coupling with the external path (considered separately below).

The examined object is most often placed in the beam cross section where the
wave is closest to the plane wave. For the above described resonator formed by
identical concave mirrors, the plane wave front is formed in the center where the
beam radius is [15]
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w0 ¼
ffiffiffiffiffi
cL

ω

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Rm

L
� 1

4

r
: ð7:4Þ

In this case, the radius of the field spot on the mirrors is described by the formula:

wm ¼
ffiffiffiffiffiffiffiffi
2cL
ω

r
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2Rm
L � 14

q : ð7:5Þ

Comparing Eqs. (7.4) and (7.5), we see that the beam radius w0 in the resonator
center can be minimized by approaching the distance L between the mirrors to the
doubled mirror radius 2Rm; however, in this case the radius wm of the field spot on
the mirrors will also increase, thereby increasing the diffraction losses ηD

1 and ηD
2 on

the mirrors, and the resonator Q-factor will decrease.
Thus, placing the examined object between the resonator mirrors, we change the

resonance conditions, that is, we change the resonant frequency and also introduce
additional energy losses, that is, reduce the resonator Q-factor. Moreover, the objects
that during single interaction introduced insignificant amplitude and (or) phase
perturbations in the quasi-optical beam, being placed in the OR field, multiply and
interact with the beam and produce, as demonstrated below, noticeable and well-
measurable resonant frequency shifts and change the Q-factor of the resonator.

Below we consider the special features of investigation of objects with different
sizes and shapes made of materials with various permittivity and conductivity.

7.3 Superthin Wire in an Open Resonator

It is expedient to investigate and to control nondestructively by the OR method one
of the extraordinary objects – superthin extended micro- or nanowire. An example of
such superthin wire is a glass-coated cast microwire produced by the Ulitovsky–
Tailor method [16]; its diameter can be of the order of 100 nm [17]. Unlike
nanowires used in microelectronics and deposited on a substrate [18], the microwire
can exist without substrate, since it is covered by glass insulation that ensures
sufficient mechanical strength. Between the glass insulation and the conductive
core, there is the nanostructured transitive layer formed due to glass diffusion into
metal and due to oxides [19]. Moreover, the microwire is often nonuniform because
of complexity of the production process. Its characteristic nonuniformities have, as a
rule, nanometer sizes.

An interesting feature of the microwire is the conductivity size effect according to
which the conductivity of the microwire material differs considerably from the
conductivity of the bulk material and depends on the wire radius. Some attempts
were undertaken to construct a model of microwire conductivity [20–23]. Thus, for
all these models, the empirical data are required which can be obtained only
experimentally.
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At high frequencies, the microwire possesses a number of unique properties from
the viewpoint of its interaction with electromagnetic field. Therefore, nowadays its
main application field is connected with its use as one of the components of
composite materials rather than with signal transfer or processing. For example,
microwire application is very efficient in the materials used to protect against radio
wave radiation, since one of its special features is high dissipation ability [24]. This
is caused by the fact that sufficiently weak skin effect can be observed in the
microwire with high conductivity of the material of this wire. When the skin layer
is comparable to the wire radius, the electromagnetic field penetrates completely into
the wire without reflection and is dissipated as heat. The nanostructured transitive
layer is in this case additional matching element providing more efficient energy
transfer. It is clear that the microwire diagnostics by the radio wave methods should
be performed at frequencies at which such composite material will subsequently
be used.

As the volume of the superthin wire is very small, it is almost impossible to fix the
result of its single interaction with a quasi-optical electromagnetic beam. When
placed in the resonator field, the microwire influences noticeably both the Q-factor
and resonant frequencies, and these changes can be measured. However, the mech-
anism of interaction of the OR field with the wire is not limited by internal
dissipation and corresponding thermal losses in the wire volume; diffraction is
also important here. Thus, the observed losses of wire in the OR are the sum of
losses of these two types – thermal and diffraction ones.

Mathematical simulation gives a more detailed pattern of interaction of the
electromagnetic beam of the OR field with an extended wire.

Let us consider a superthin wire placed into the OR perpendicular to the longi-
tudinal resonator axis (Fig. 7.2) and parallel to the electric field vector E of the
resonator. We assume that the fundamental oscillation mode is excited in the OR
with an odd longitudinal index, plane phase front, and field intensity distribution
over the beam cross section close to Gaussian distribution.

According to [25], the OR resonant frequency shift is given by the following
expression:

Fig. 7.2 Glass-coated
microwire arranged in the
open resonator
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Δ f ¼
i
R
v
jEdv

4πN
, ð7:6Þ

where the function j describes the current induced in the object and the function
E describes the field of OR natural oscillations. Integration formally should be
carried out over the entire resonator volume and even over the surrounding space
(the resonator is open). However, the product of functions being integrated is
nonzero only in the microwire volume.

The quantity N in the denominator is the so-called norm of the corresponding
oscillation mode. For a fundamental mode, its value can be calculated from the
formula [25]:

N ¼ π

4
w2
0ε0LresE

2
0: ð7:7Þ

Here ε0 is the permittivity of free space, and E0 is the electric field in an antinode.
This value is comparable with the energy stored in the resonator, and for further
reasoning, we assume that controllable objects placed into the resonator are small in
comparison with the resonator volume, so that the N value changes negligibly when
objects are placed into the resonator.

Generally, Δf is a complex value; its real part δf
0
describes the resonant frequency

shift, and the doubled imaginary part 2Δf
00
describes resonant curve broadening

caused by losses introduced by the object placed into the open resonator. Taking
into account that the microwire introduces losses of two types – thermal and
diffraction ones – we can write

2Δf 00W ¼ 2Δf 00T þ 2Δf 00D: ð7:8Þ
The current j in the wire induced by the resonant oscillation field can be found by

solving the corresponding boundary problem on the diffraction of the Gaussian OR
beam on a thin cylinder. As a result of solution, the following expression for the
resonant frequency shift was obtained from Eq. (7.6):

δf 0 ¼ Re
2r0ffiffiffiffiffi

2π
p

w1w0ε0L

X1
n¼�1

J 0n k1r0ð Þ� þ A 1ð Þ
n H 2ð Þ0

n k1r0ð Þ
 !" #

, ð7:9Þ

where w1 ¼
ffiffiffiffiffiffiffiffiffiffiffi
μ0=ε0

p
, Jn is the Bessel function, and H

2ð Þ
n is the Hankel function. The

coefficient

An ¼ w1J 0n k2r0ð ÞJn k1r0ð Þ � w2Jn k2r0ð ÞJ 0n k1r0ð Þ
w2Jn k2r0ð ÞH 2ð Þ0

n k1r0ð Þ � w1J 0n k2r0ð ÞH 2ð Þ
n k1r0ð Þ

, ð7:10Þ

k2 ¼ k1
ffiffiffiffiffiffiffiffiffi
ε2μ2

p
, w2 ¼ w1

ffiffiffiffiffiffiffiffiffiffiffi
μ2=ε2

p
, ε2 is the dielectric permittivity, and μ2 is the

magnetic permeability of the wire.
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To determine a relationship between the losses in the wire volume (thermal) and
the diffraction losses, their separate consideration is required [26]. The power
scattered in the wire volume on its conductivity σ is determined by integration of
the internal electric field Eint in the wire over its volume:

PT ¼ σ

2

Z
v
EintEint∗dv: ð7:11Þ

The power of the diffraction losses is calculated by integration of the diffracted
fields ED and HD over the far field zone:

PD ¼ �1
2

Z
S

EDHD∗dS: ð7:12Þ

Total broadening of resonant curve (7.8) assumes the form:

2Δf 00W ¼ 2Δf 00T þ 2Δf 00D ¼ 2f
k1Lres

PT þ PDð Þ
Pinc

, ð7:13Þ

where Pinc ¼ πw2
0E

2
0

4w1
is the incident beam power.

We now illustrate the behavior of the resonant frequency of the resonator and
losses of various types attendant to changes in sizes and conductivity of the superthin
cylindrical object by a numerical model. Let us introduce normalized quantitiesDf T
¼ 2Δf 00Tw0L and Df D ¼ 2Δf 00Dw0L. We take the frequency equal to 10 GHz and the
conductivity of the cylinder material equal to 107 Sm/m. Figure 7.3 shows the plot of
the dependence of DfT on the wire radius normalized by the skin-layer depth δ.

As can be seen from this figure, a sharp increase in thermal losses is first
observed. This is due to the fact that with increase in the wire diameter, the volume
of wire interaction with the field increases, whereas the high electric field strength on
the wire surface remains unchanged. This is the zone of the weak skin effect
facilitating field penetration into the wire volume and providing efficient energy
dissipation in the volume.

Then the phenomenon is observed, at first sight anomalous, namely, with increas-
ing wire diameter, the losses in it do not increase, but, on the contrary, decrease! This
effect is explained by the fact that first, with further increase in the wire diameter, the
skin layer is formed that prevents the field penetration into the wire volume. Second,
with increasing wire diameter, its resistivity decreases, and the electric field strength
in its vicinity in the resonator decreases. As a result, the energy flux into the wire
decreases, and the thermal losses also decrease. The higher the conductivity of the
wire material, the faster this effect is realized.

The plot of DfD that describes the dependence of the diffraction losses on the
normalized wire radius is shown in Fig. 7.4.

The diffraction losses in the initial segment of this dependence are small and
further increase with the microwire diameter.
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Fig. 7.3 Thermal losses in the volume of a superthin wire depending on the wire radius normalized
by the skin-layer depth for the indicated values of the bulk conductivity of metal

Fig. 7.4 Diffraction losses introduced in the resonator by a superthin wire depending on its radius
reduced to the skin-layer depth
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The plot of the total losses described by the Df value is shown in Fig. 7.5.
As can be seen from Fig. 7.5, the dependence of losses introduced in the open

resonator by the wire on its diameter has some characteristic sections. In the initial
section of the resonant curve for the resonator, the broadening is mainly determined
by losses in the wire volume, whereas the diffraction losses here are small. The
second section is anomalous in character; the Q-factor of the resonator in this section
increases with the wire diameter. Here the two types of losses compete, the thermal
losses decrease, and the diffraction losses increase. Finally, the third section is
characterized by the slow logarithmic increase of the diffraction losses and insignif-
icant thermal losses.

The results obtained allow us to interpret correctly the data of measuring these or
other microwire parameters based on registration of changes in the Q-factor of the
OR. Two sections are seen that allow contactless measurements of the microwire
parameters to be performed. In the first section, the skin effect is weak, 2r0 < 0.8δ,
and the microwire diameter can be measured contactless here based on the increase
of the losses. In the second section, the strong skin effect is observed, where the
losses in the volume cease to play a significant role, and the diffraction losses prevail
that change much more slowly with the wire radius.

As follows from the results of calculations performed, the efficient thermal
dissipation and insignificant reradiation provide wires for which the condition
2r0 < 0.8δ is satisfied.

Fig. 7.5 Total losses introduced by a superthin wire placed into the open resonator depending on
the wire radius reduced to the skin-layer depth for the indicated values of the bulk conductivity
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The technologies of production of microwires possessing magnetic properties
have been developed recently [16]. Investigations have shown that magnetization of
such microwire is complex in character, and in this process, the anisotropy of the
magnetic properties is manifested [27]. Nevertheless, the dissipative properties of a
microwire can be improved at the expense of magnetic losses.

By way of illustration of operation of the model for a nonmagnetic microwire and
influence of magnetic losses, Fig. 7.6 shows the calculated and experimental curves
of the resonant frequency shift and broadening of the resonant curve for the open
resonator at a frequency of 9.38 GHz [28].

As can be seen from Fig. 7.6, the magnetic microwire introduces losses in the
open resonator that more than twice exceed those for the nonmagnetic microwire,
except the case of the thinnest samples (with core 2.6 μm in diameter).

As a whole, this model adequately describes the physical pattern of electromag-
netic radiation interaction with superthin wires.

The microwire production technology used nowadays does not allow stable
parameters to be obtained even within one extended sample (one coil); therefore,
the possibility of continuous contactless diagnostics of a moving wire becomes
important. For this purpose, the device has been developed in which the open
resonator acted as a detector [29]. The output signal of this detector represents the
signal from the generator that has passed through the OR with a moving wire. To
reduce the effect of wire vibration during its passage through the resonator, the wire
was tilted to the plane parallel to the mirror apertures rather than oriented exactly in
this plane. With the help of this device, very small (comparable to the wire diameter)
local inhomogeneities of glass-coated microwires were detected. An example of the
recorded detector signal is shown in Fig. 7.7. Three inhomogeneities were detected
for the 1-m wire segment during pulling of the wire 5.6 μm in diameter; an analysis
of these microwire segments using a microscope confirmed the presence of local
extraneous inclusions under the glass insulation layer [30].

Fig. 7.6 Open resonator with microwires at 9.38 GHz. Solid curves show results of calculations,
blue symbols are for magnetic wires, and red curves are for nonmagnetic wires
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Thus, the OR can be used for diagnostics of superthin wires to perform
contactless measurements of the radius and conductivity of nanowires and to reveal
their local inhomogeneities including those hidden under the insulating dielectric
layer.

7.4 Segment of a Superthin Wire

In composites, segments of microwires of small lengths are often used as compo-
nents [31]. Of interest is a study of the properties of such elements using the OR. We
consider that the length of a wire segment does not exceed the beam diameter in the
OR. To use the same approach as for an extended wire, solutions of the problem of
diffraction on a wire of finite length must be found. There are some methods of
solving this problem. With the help of the approximate analytical methods described
in [32], the current induced by the OR field in the microwire segment of length 2 l
was obtained based on which, with allowance for Eq. (7.6), we derive for the
resonant frequency shift [33]:

Fig. 7.7 Inhomogeneities of a microwire
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where
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L ¼
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�l

exp �ik1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s� lð Þ2 þ r20
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s� lð Þ2 þ r20

q cos k1sð Þds: ð7:15Þ

Here α ¼ 1
2 ln r

2lð Þ is a small parameter. In [33], this model was tested for

non-insulated wires (produced by the spinneret technology without insulating
glass layer). The plots in Fig. 7.8 show the measured characteristics of the open

Fig. 7.8 Open resonator with short microwires. Solid curves show the results of calculations by
Eq. (7.14): 1 is for copper microwire with 5.6 μm core, and 2 is for resistive alloy with 5.6 μm core.
Symbols are for experimental data. Open triangles are for copper, and closed squares are for a
resistive alloy
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resonator with samples 5.6 μm in diameter made of copper and alloy with material
conductivity of 7∙105 Sm/m.

From the figure, it can be seen that the calculated and experimental data diverge.
First of all, this is observed for the resonant length of the half-wave wire. For the
microwire, these values are shifted toward the range 0.4–0.42 λ, which testifies to the
delay of the wave propagating along the wire. In [33] the assumption was put
forward that this is caused by the influence of the nanostructured transitive layer.
At present theoretical estimation of the influence of this layer is still impossible
despite the successful development of such direction, as nanoelectrodynamics
[34]. Therefore, at present the main method for investigation of such objects is
experimental, and perhaps, it is difficult to find for then method of research other
than with the use of the OR.

7.5 Study of Small Spherical Objects

One of the most widespread shapes of inclusions during synthesis of composite
materials is a sphere. It is of interest to measure the polarizability of such object at a
preset frequency with the use of the open resonator.

To elucidate the influence of a small sphere on the open resonator characteristics,
we take advantage of the test-object method suggested in [25] for measuring the field
distribution in the space between the mirrors. If the sphere with small electric diam-
eter is placed at the point at which the electric and magnetic field strengths of the
own oscillations are equal to E and H, then in accordance with [25], the resonant
oscillation frequency of the open resonator can be written in the form:

Δ f ¼ � f

2N
ε0αeE

2 � μ0αmH
2

� �
: ð7:16Þ

Here αe and αm are the electric and magnetic polarizabilities of the sphere. For
spheres with small intrinsic losses, these quantities can be considered real.

If the sphere is placed at the antinode of the electric or magnetic oscillation field
of the open resonator of the given type and the corresponding resonant frequency
shift is measured, then the electric and magnetic polarizabilities of the examined
samples can be calculated from the formulas:

αe ¼ � πw2
0L

2
Δf 0e
f

, ð7:17Þ

αm ¼ � πw2
0L

2
Δf 0m
f

: ð7:18Þ

Since the method is approximate, it is expedient to verify it by solving the direct
problem. To this end, the resonant frequency shifts were measured in the OR in the
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range 8–15 GHz for copper spheres, and the results obtained were compared with the
data of calculations using Eq. (7.16) (Fig. 7.9).

As can be seen from the figure, good agreement between the measured and
calculated data is observed for the sphere 4.5 mm in diameter in the entire frequency
range, and for the sphere 6 mm in diameter, the curves start to diverge in the high
frequency range. This allows us to determine the allowable frequency range for
measurements of the parameters of spherical samples, since the metal sphere intro-
duces the greatest perturbations into the open resonator in comparison with nonme-
tallic materials. In this case, in the electric field, it was possible to determine the real
polarizability component for spheres 6 mm in diameter at frequencies 11–12 GHz,
whereas in the magnetic field, it was possible to measure correctly only the param-
eters of spherical samples 4 mm in diameter at frequencies up to 9 GHz. These
relationships between the particle sizes and the employed frequency range can be
generalized toward shorter wavelengths of the electromagnetic spectrum.

The same method was used to measure the polarizabilities of spherical aerogel
samples made of multiwall carbon nanotubes [35]. As demonstrated measurements,
values of the electric and magnetic polarizabilities of spherical aerogel samples were
less than those of metal spheres of the same diameter by about 10%. These results
have been obtained for the first time.

In the open resonator, it is possible to measure polarizabilities of not only single
spheres but also clusters of two and more objects (Fig. 7.10).

When the spheres are symmetric about the resonator axis, they appear at the
points with the same fields. In this case, the polarizability becomes tensor in
character; therefore, it is necessary to consider the cluster arrangement with respect
to the direction of the electric and magnetic field strength vectors:

Fig. 7.9 Resonant frequency shift of the open resonator with copper spheres. The solid curves
show the calculated results, and symbols are for measurements with sphere diameters of (a) 4.5 mm
(curve 1) and 6.0 mm (curve 2) and (b) 2.6 mm (curve 1) and 4.0 mm (curve 2). Here p and
m denote the electric and magnetic dipole moments
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0

� � : ð7:20Þ

Here l is the distance from the OR axis to one of the spheres.
In [36], the interaction of spherical aerogel samples was studied by this method,

and the electric polarizability components of the cluster of two samples were
measured. As a result, measurements have demonstrated that when the electric
field vector is parallel to the axis connecting the aerogel sample centers, the
components of the electric polarizability tensor are equal to the sum of polarizabil-
ities of individual samples up to the minimal distances between them. If the electric
field vector is perpendicular to the axis connecting the sphere centers, then for
distances between the spheres less than about half wavelength, the tensor component
differed from the sum of the polarizabilities of the objects. The measured polariz-
abilities can be used to produce artificial materials with inclusions of spherical
aerogel samples made of carbon nanotubes.

7.6 Inclusion of a Thin Film in the OR

Insertion of the thin dielectric film with thickness d and dielectric permittivity ε into
the space between the mirrors leads to the resonant frequency shift and decrease of
the Q-factor. The latter seems to be very insignificant if the film is thin and uniform
and is made of a dielectric with small losses. However, in the experiment with the
film strictly parallel to the plane of mirrors, significant effect of the film position on
the longitudinal axis (or its movement along the axis) of the resonator was some-
times observed, and the Q-factor decreased noticeably for some positions of the film.

Fig. 7.10 Open resonator
with two spherical objects
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This is explained by the fact that when the film is parallel to the mirrors, three
coupled resonators are formed rather than one (two resonators are formed by each of
the mirrors and the film, and the third resonator is formed, as previously, by the two
mirrors). At each coincidence of the frequencies of these resonators, we observe the
mode of coupled oscillations, well-known in radio engineering and accompanied by
resonant curve broadening. Therefore, the dielectric film tilted at the angle ϑ for
which no coupled resonators arise will be more convenient for investigations,
measurements, and continuous control.

However, for a tilted film, a portion of the wave reflected by it is incident at the
mirrors and, due to diffraction at themirror ends, can return to the resonant oscillation;
in this case, when returning, it can be both in phase and antiphase. The power scattered
by the film can be excluded completely by using sufficiently large tilt angles.

For different polarization directions of the wave excited in the resonator, the
conditions of passage through the tilted film will differ; correspondingly, the reso-
nant frequency shifts and changes of the Q-factor caused by the film will also differ.
Thus, for the polarization parallel to the film plane, these parameters are described by
the formulas:

δf II ¼ f 0
d

Lres

ε� 1
ε cos ϑ

, ð7:21Þ

2Δf II ¼
πf 20d

2

2cLres

ε� 1ð Þ2
cos 2θ

: ð7:22Þ

For the polarization of the electric vector in the plane perpendicular to the film
plane, it is easy to obtain:

δf⊥ ¼ f 0
d

Lres

ε� 1ð Þ εþ 1ð Þ cos 2ϑþ 1½ �
2ε cos ϑ

, ð7:23Þ

2Δf⊥ ¼ πf 20d
2

2cLres

ε� 1ð Þ2 εþ 1ð Þ cos 2ϑþ 1½ �2
ε2 cos 2ϑ

: ð7:24Þ

All these formulas have been derived under assumption that the tilted film pro-
vides complete extraction of the radiation power reflected by the film from the
resonator. If the angle ϑ is small and the wave reflected by the film remains in the
resonator, the interference phenomena we discussed above are inevitable. This is
well illustrated by a comparison of the calculated and experimental data [37] shown
in Figs. 7.11 and 7.12, where the dashed curves show the resonant frequency shifts
and losses calculated from Eqs. (7.21), (7.22), (7.23), and (7.24) and the solid curves
show the measured values obtained when the film moved along the longitudinal
resonator axis.

It can be seen that at tilt angles in the range from 0� to 30�, the backward
wave reflected from the film causes interference and dependence of the resonator
parameters on the film position (vibration) along the longitudinal OR axis
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(hatched regions). For large ϑ and polarization of the E field in the plane orthogonal
to the film surface (Fig. 7.12a), the measured resonator frequency shift is indifferent
to the film position or vibrations and depends only on the film thickness and the ε
value. Moreover, it turns out that for the orthogonal polarization, the resonant
frequency shift is also indifferent to angular vibrations for sufficiently large range
of tilt angles. This mode is very convenient for measurements of the dielectric film
permittivity (or film thickness for the known ε value) as well as for control over the
dynamics of its parameters when the film is stretched between the mirrors and thus
naturally vibrates.

Fig. 7.12 Dependence of the detuning (a) and losses (b) on the tilt angle of the film that moved
along the resonator axis (for the orthogonal polarization): 1 and 2 are for ε ¼ 2.66 and d ¼ 300 and
150 μm, and 3 is for ε ¼ 2.25 and d ¼ 50 μm

Fig. 7.11 Dependence of the detuning (a) and losses (b) on the tilt angle of the film that moved
along the resonator axis (for the parallel polarization): 1 and 2 are forε ¼ 2.66 and d ¼ 300 and
150 μm, and 3 is for ε ¼ 2.25 and d ¼ 50 μm
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7.7 Investigation of a Composite Material

Arrangement of a composite sample in space between the mirrors is expedient only
when the losses introduced by the sample after a single pass of the wave will be
insignificant. These situations can arise if the sample is small and can be approxi-
mated by a small sphere or by a small elongated scatterer; we have already consid-
ered these cases above. The composite can also represent a sufficiently transparent
thin layer analogous to that we have already considered as well. If the composite, on
the contrary, is not transparent and possesses so high conductivity that its surface
represents a very good reflector, it can be used as one of the resonator mirrors
(Fig. 7.13). In all these cases, the arrangement of the examined sample into the

Fig. 7.13 Examined objects of different configurations used as one of the mirrors of the open
resonator
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resonator retains the Q-factor and the structure of the resonator field, which makes
the application of the resonant technique efficient.

If the sample of a composite material possesses considerable absorption, the
application of the resonator becomes inexpedient. In this case, measurements can
be performed in a beam in the mode of single pass or reflection interaction. In this
case, the local character of measurements will be determined by the beam aperture
which, as a rule, changes from several units to several tens of the wavelengths. It is
possible to obtain local reflection coefficient for a large surface of the composite
material sample using the open resonator with a hole in the center of one of the
mirrors. Placing the examined sample behind this hole, we change the conditions of
reflection from this part of the mirror; naturally, the resonant frequency and the
Q-factor of the resonator change correspondingly. The hole aperture is chosen much
smaller than the aperture of the field spot on the mirror; accordingly, the Q-factor of
the resonator remained sufficiently high even if the examined material strongly
absorbed the wave energy during single interaction. The scheme of this measure-
ment method is shown in Fig. 7.14a.

The mathematical OR model with the examined material located behind the hole
can be developed by replacing the mirror with the hole by the equivalent com-
bined mirror whose reflection coefficient is variable, Fig. 7.14b. Beyond the hole, it
is expedient to assume that the mirror is ideally reflecting (the reflection modulus is
equal to unity, and the phase angle is equal to π), and in the hole aperture, the
modulus |Γ

0
| and the reflection phase φ

0
can take arbitrary values depending on the

properties of the examined material and its spacing from the hole plane. A solution of
the integral equation for such resonator [38] allows us to write the expression for
losses in the resonator caused by such equivalent mirror:

Fig. 7.14 Open resonator with a hole in one of the mirrors for external measurements: (a) scheme
of examined object arrangement under the measuring hole and (b) mathematical model of the
resonator with a combined mirror
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ηx ¼ 1� c2 þ Γ0j j2 1� cð Þ2 þ 2 Γ0j jc 1� cð Þ cosφ0
j k

, ð7:25Þ

where c ¼ exp � a0ð Þ2=w2
m

j k
,
a0 is the hole radius, and wm is the radius of the field

spot on the mirror with hole. The uncertainty due to the phase angle φ
0
can be

eliminated by moving the sample behind the hole along the longitudinal resonator
axis and fixing maximal and minimal values of its Q-factor. The maxima of the
Q-factor correspond to the minimal losses at φ ¼ 2πn (n ¼ 0, 1, 2, 3. . .):

ηmin ¼ 1� cþ Γ0j j 1� cð Þ½ �2, ð7:26Þ
and the minima of the Q-factor correspond to the maximal losses:

ηmax ¼ 1� c� Γ0j j 1� cð Þ½ �2: ð7:27Þ
From these formulas, the required values of |Γ

0
| can easily be calculated. To

exclude the losses in the hole itself and to determine the coefficient of reflection from
the region of the examined material located behind the hole, it is expedient first to
place a metal sheet rather than the examined sample behind the hole, taking for it
|Γ| ¼ 1 and φ ¼ π, and to perform the corresponding calibration.

Thus, the procedure of investigation of the composite material sample
(representing a plane plate of fixed thickness or, if the sample has some other
shape, it should have a plane cut – a plane side along the surface of which
measurements are performed) is reduced to measurements at first the maximal and
minimal Q-factors (the transfer coefficient) of the resonator when moving the plane
metal sheet behind the hole with simultaneous fixation of distances between the
sheet plane and the rare mirror side corresponding to these maxima and minima.
Then the examined sample of the composite material is arranged behind the hole,
and analogous measurements are performed for each local sample fragment. In such
a way, the distribution of the modulus and phase of the reflection coefficient over the
sample at a preset frequency can be investigated. Despite the seeming complexity of
the given technique, it is easily automated and, which is the most important, allows
one to obtain very useful information on the examined sample. As an example,
Fig. 7.15 shows the distribution of these parameters obtained for the experimental
sample made of the composite Plexiglas material filled with threadlike carbon
segments.

These results testify to a wide spread of values of the reflection coefficient
modulus over the sample as well as to a significant phase inhomogeneity of this
sample. It is obvious that if one tries to measure its parameters in a large aperture
beam using the standard free space technique integrating the signal reflected from
such sample, the error will be very large because the phase portrait of this plane
sample is analogous to a lens.
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7.8 Sensitivity of the Method: Optimization of Resonator
Tuning

Measurements in the open resonator are attractive due to their high sensitivity,
simplicity, and convenience of sample change. However, the measurement condi-
tions call for a serious analysis. On the one hand, the OR ensures great additional
capabilities of investigation of new materials and their components, but on the other
hand, as we will see below, these capabilities are realized not for all modes of
resonator tuning. Analysis of the method sensitivity is especially important when it is
used to investigate very small objects introducing small perturbations into the
resonator field or to investigate small oscillations of the object parameters with
respect to their steady state. Anyway, we assume that we need to measure in statics
or to trace in dynamics very small changes of the resonator Q-factor and (or) its
resonant frequency.

In spite of the fact that the OR is multifrequency, we will consider the behavior of
only one oscillation mode considering that its resonant curve is sufficiently distin-
guished against the background of the neighboring modes; this problem is simply

Fig. 7.15 Distribution of the modulus of the reflection coefficient |Γx| over the surface of the plane
composite measured using the OR with a hole

Fig. 7.16 Distribution of the phase of the reflection coefficient φx over the surface of the plane
composite measured using the OR with a hole
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solved technically. We consider that the initial resonant frequency of this oscillation
f0 is preset and that its Q-factor is known:Q0¼ 2k1Lres/η0. We note that the losses for
circular pass of the resonator include all types of losses except those on coupling
elements. If we want to estimate small changes of losses caused by the object placed
into the resonator, the stationary losses introduced by the given object are assumed to
be taken into account in η0. We designate by Δηx small changes of losses introduced
by the given object that we want to detect. When the examined object is small, we
also describe by Δηx the losses introduced by the small object.

Changes occurring in the resonator can be estimated either from the change of its
transmission coefficient that calls for the presence of two coupling elements – input
and output ones – or from the change of the reflection coefficient; in this case, it is
sufficient to use only one coupling element of the resonator with the external
transmission line. One of the special features of the open resonator is that the
coupling elements in the form of holes or slits in the resonator mirrors can introduce
diffraction losses in addition to the coupling losses of the resonator with an external
transmission line. These additional losses depend on the configuration of the cou-
pling element; it is possible to consider their value approximately proportional to the
useful coupling losses. As a result, we will describe by ηn1 1þ ς1ð Þ and ηn2 1þ ς2ð Þ
the losses introduced by each coupling element, where ς characterizes the fraction of
the diffraction losses on the coupling elements. It is possible to avoid these diffrac-
tion losses using translucent mirrors or exciting the resonator using a tilted dielectric
film, but in these cases, additional losses will be due to scattering on the mirrors and
film. However, in this case the coefficients of coupling of the resonator with the
transmission line will be determined only by the radiation losses in the line on the
input and output coupling elements: β1 ¼ ηn1=η0 and β2 ¼ ηn2=η0. As a result, the
power transmission and reflection coefficients can be written in the form:

Tj j2 ¼ 4β1β2
2þ β1 1þ ς1ð Þ þ β2 1þ ς2ð Þ½ �2 þ 4Q2

0δ
2
f

, ð7:28Þ

Γj j2 ¼ 1� 4β1 1þ ς1β1 þ 1þ ς2ð Þβ2½ �
1þ β1 1þ ς1ð Þ þ β2 1þ ς2ð Þ½ �2 þ 4Q2

0δ
2
f

, ð7:29Þ

where

δ f ¼ f osc � f 0
f 0

ð7:30Þ

describes the relative detuning of the external source (generator) from the resonant
frequency of the resonator.

Let us assume that the losses in the resonator change by a small value Δηx. In this
case, we expect changes of the resonator transmission and reflection coefficients. We
describe this process by the parameters STη and SΓη that characterize the sensitivity of
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resonator transmission and reflection characteristics to small changes of the intro-
duced losses: Δ|T|2 ¼ STη � Δηx and Δ|Γ|2 ¼ SΓη � Δηx.

The dependences of the sensitivity parameters STη and SΓη on the relative
detuning Δ2 ¼ 4Q2

0δ
2
f and on the coupling coefficient at the resonator input are

shown in Figs. 7.17 and 7.18.
The dependence of the sensitivity to small variations in the resonator losses for

the transmission coefficient SΓη has a maximum at zero detuning (Δ¼ 2Qδf¼ 0) and
β1 ¼ β2 ¼ 1/(1 + ς).

For the scheme with reflection, the dependence of the sensitivity to small varia-
tions in resonator losses is shown in Fig. 7.18. Here zero sensitivities are observed at
tuning in resonance (with coupling close to critical one β1 � 1) and at detuning on
the slopes of the resonant curve. The sharp sensitivity maximum can be observed at

zero detuning for the coupling coefficient β1 ¼ 2�
ffiffiffiffiffiffiffiffiffiffiffiffiffi
3þ ς21

q� �
= 1� ς1ð Þ.

The above formulas allow the sensitivity to small changes of the phase shift
introduced by the examined object to be determined. Examples of dependences of

Fig. 7.17 Sensitivity of diagnostics of small variations in the resonator losses η from the change of
the transmission coefficient T: (a) at the indicated values of the coupling coefficient β1 ¼ η1/η0 and
(b) at the indicated values of the relative resonator detuning Δ ¼ 2Qδf

Fig. 7.18 Sensitivity of the diagnostics of small variations in the resonator losses η to the change of
the reflection coefficient Г: (a) at the indicated values of the coupling coefficient β1 ¼ η1/η0 and (b)
at the indicated values of the relative resonator detuning Δ ¼ 2Qδf
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the sensitivity of the transmission coefficient STφ and reflection coefficient SΓφ to
small variations of the phase incursion in the resonator are shown in Figs. 7.19 and
7.20.

It can be seen that the maximum sensitivity in both cases is observed on the slopes
of the resonant curve rather than in resonance, and the sensitivity for the scheme with
reflection can be even higher. The optimal values of the coupling coefficient for the
scheme with transmission are β1 ¼ β2 ¼ 1 and, for the scheme with reflection,
β1 ¼

ffiffiffi
3

p � 1
� �

= 4� ς
ffiffiffi
3

p � 1
� �	 


.
Thus, we see that to obtain high sensitivity to variations of different (in amplitude

or phase) changes when investigating small objects or small variations of the
parameters introduced in the OR by objects, it is necessary to provide optimal
conditions of coupling and tuning of the open resonator.

7.9 Conclusions

From the examples considered above, it follows that taking advantage of multiple
interaction of the electromagnetic wave with the examined object, it is really possible
to obtain useful information on the parameters of small components of composite
materials and on the parameters of the composite as a whole. This technique is
especially attractive due to the fact that unlike the techniques using volume

Fig. 7.19 Sensitivity of the resonator reflection coefficient to variations in the phase shift intro-
duced by the controllable object depending on the resonator coupling coefficient β1 ¼ η1/η0 and on
the relative detuning Δ ¼ 2Qδf
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resonators, it is very convenient in laboratory studies, since it allows the examined
samples to be easily changed in the working space of the open resonator. This
technique is especially promising for industrial applications, since it allows nonde-
structive contactless control of small material samples, different extended superthin
threadlike or film components, and finished composite structures to be performed.
Control can be carried out in dynamics, in the course of their production.

Despite significant advantages of the quasi-optical resonator technique, the num-
ber of authors that implement it is not large. This demonstrates that the application of
the resonator methods in the terahertz frequency range faces experimental difficul-
ties; in particular, it requires very stable radiation sources. The application of vector
network analyzers (VNA) is limited by the low-frequency part of the terahertz range
[39, 40, 10], since the effect of repeated frequency multiplication is employed and
the output signal power of such devices is very low. Sources based on backward
wave oscillators (BWO) have higher output power, and the scheme of frequency
stabilization ensures resolution comparable with that of the VNA [11]. However, the
practical application of this equipment is limited by a frequency of ~1.5 THz. At
present the time-domain spectroscopy with pulsed sources of electromagnetic radi-
ation at higher frequencies is used [41]. However, incorporation of the open reso-
nator into the path of the time-domain spectrometer faces significant difficulties and,
as far as we know, has not realized yet.

In our opinion, with further mastering of millimeter and submillimeter (terahertz)
ranges, occurrence in the market of inexpensive generators, detectors, and other

Fig. 7.20 Sensitivity of the resonator transmission coefficient to variations in the phase shift
introduced by the controllable object depending on the resonator coupling coefficient β1 ¼ η1/
η0 and on the relative detuning Δ ¼ 2Qδf
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element base for these ranges, the quasi-optical resonator methods of measurements,
diagnostics, and nondestructive contactless control will become more popular in
research and industry.
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Chapter 8
Wave Vision

Vladimir P. Yakubov

Abstract The basic applications of radio waves are communication and
radiolocation. In the proposed chapter, another application of radio waves is con-
sidered – radio wave tomography – which is based on penetration of radio waves
into opaque media and the extraction of information about the three-dimensional
internal structure of objects. The theory of extracting useful information in this case
is solving inverse problems using aperture synthesis with focusing. The efficiency of
this approach is illustrated by the numerous examples.

8.1 Review of Existing Approaches

In this chapter we present development of wave tomography methods as a means of
remote nondestructive testing, diagnostics of the internal structure of semitranspar-
ent media, and reconstruction of the shapes of opaque objects based on methods of
radiolocation. The word tomography derives from two Greek words: τoμoς, a layer,
and γραφειν, to write. Thus, tomography means literally “to write a layer,” i.e., to
investigate a structure layer-by-layer. The difference between tomography and other
diagnostic methods is that information from the same test element is recorded in
multiple integral projections, i.e., many times from different angles relative to the
embedded inhomogeneities.

It has been over 50 years now since researchers in this field learned how to “clear
up” these projections and recover the structure of inhomogeneities layer-by-layer.
For the most part, this became possible, thanks to the development of new compu-
tational methods and computer technologies. At the present time, computed tomog-
raphy is rightfully considered as an “absolute” diagnostic technique in medicine.
Radio wave tomography is similar to X-ray and magnetic resonance imaging, but it
is associated with electromagnetic radiation in the radio wave range. In this case, the
wavelength of the radiation used is comparable to the characteristic size of the
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inhomogeneities, so that the diffraction effects and effects of multiple interactions
are of great importance. For that reason, this form of tomography is sometimes called
diffraction tomography. Without dwelling on all the different methods and
approaches of diffraction tomography [1–33] that are currently available, let us
focus instead on active location (detection) wave tomography, which is of vital
importance, e.g., for security systems.

Radio wave systems are preferable in the development of contactless detection
devices for a variety of reasons. In the first place, radio waves are practically
harmless to human health. This is their crucial difference from ionizing X-rays.
Second, the potential range of application of these systems is quite wide: in crowded
public places, in special-forces raids for detection and tracking of people hiding
behind walls, detection of injured persons after emergency events, etc. There is also a
great demand for contactless and computer-aided systems for quality control in
building construction, timber processing, and other industries.

The variety of physical processes involved in radio wave detection, taking place
in natural and simulated complex environments and involving complex objects,
underlies the complexity of the mathematical descriptions of such processes and
the urgency of solutions of the tomography problem as well.

Figures 8.1 and 8.2 show the known microwave passenger inspection systems.
The screening of one person in this way takes 10–30 s, and the resolution obtained is

Fig. 8.1 The model of
SafeScout 100 Scanner
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no better than 1 cm. The complexity of this system, substantial costs, and low
resolution are its main disadvantages.

The use of ultra-wideband (UWB) systems and signals is considered to be the
most promising approach from the standpoint of applications. The development of a
radio-detection UWB tomograph requires the solution of a number of problems.
Available commercial radio-detection include the Israeli scanner Raptor-1600
(Fig. 8.3), which is able to monitor the movement of large objects, e.g., a person
moving behind a wall, and the Russian radio wave UWB scanner “RADIOVISION”
(Fig. 8.4) which operates in real time at a speed of 10 fps.

As we see the radio wave systems already exist. However, this does not exhaust
all of the currently available possibilities. The development of an optimal antenna
array configuration is, of necessity, the first step in this process. This development
would include the relative placement of the receiving and transmitting antennas and
a determination of their minimum number required for tomographic imaging. The
solution of this problem is one of the objectives of ongoing research. It includes
determination of the optimal sequence of radar measurements to provide the required
data digitization in a short period of time. Moreover, considerable attention must be
paid to the development of fast algorithms for real-time 3D image restoration of
scanned objects based on radio sounding data.

The antenna array optimization problem alluded to above also arises from the
need to minimize the number of antennas in order to reduce antenna array costs

Fig. 8.2 The model of
Smiths Heimann
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Fig. 8.3 The model of Raptor-1600 Scanner

Fig. 8.4 The model of
RADIOVISION
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while holding the number of artifacts to a minimum. From the latter half of the
twentieth century onward, several methods of antenna array optimization for radio
astronomy and aircraft detection have been developed. The antenna array optimiza-
tion problem is a natural outgrowth of the problem referred to as antenna array
design with minimum redundancy. Accordingly, the antennas should be positioned
in such a way as to effectively solve the problems that arise.

Over the past few decades, a great deal of research has been conducted, and field-
proven results have been obtained in the far-field zone of narrowband antenna arrays.
However, a subject of particular interest to the authors is antenna arrays for ultra-
wideband radiation, which are designed to characterize objects located in the array
focusing area. So far, this issue has not been investigated as there has not been any
urgency to research the near-field zone of antenna arrays. In this context, the near-
field zone is considered as the region of space at a distance on the order of the
dimensions of the array. In other words, this refers to the Fresnel diffraction zone.

The next development of tomogram methods is the construction of images of
hidden objects by using wave projections. In this context, the two following require-
ments come to the forefront: adequate restoration accuracy and real-time perfor-
mance of the system. There is some contradiction here, which is formulated as “Fast
is not always best.” Reconstruction should be performed in real-time mode, for
instance, in a minute. The task is complicated when it is impossible to obtain
complete measurement data. This situation arises when the scanning is performed
non-equidistantly, in motion, or when the object to be detected is hidden inside a
building or under clothing near the body.

A phase information record is provided by radio-frequency holography, in which
the result of interference of the background wave and the object wave is recorded.
The wave projection record is in fact a radio-hologram record. From general
considerations, it is clear that large aperture synthesis is the preferable method for
post-processing these projections since it provides the highest spatial resolution.
Currently there are a large number of variations of this method under continuous
development [33].

Electromagnetic radiation interacts with electrophysical inhomogeneities in the
propagation medium. In contrast to electromagnetic radiation, acoustic radiation
interacts mainly with density inhomogeneities. In this context, using ultrasound for
tomography of an inhomogeneous medium provides a wide range of additional
possibilities, particularly for determining the type of material that the hidden items
are made of.

The current state of research on remote ultrasonic sounding has revealed that
practically all of these methods are based on contact measurements. The reason is
that ultrasound is strongly attenuated by air. The only ultrasonic sounding system
(sonar vision) which is actually efficient in air is bat echolocation. Some insects also
generate ultrasound, but rather for scaring and masking from bats. The practical use
of ultrasound in a liquid medium or through immersion liquids (e.g., in metal
working, medicine, etc.) is well known. Preliminary studies hold out the hope for
the effective use of ultrasound for purposes of near-field tomography in air, and our
main focus areas include:
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• Physical and mathematical models of an image reconstruction system for an
inhomogeneous medium based on tomographic processing of multi-angle pro-
jection records of scattered radio wave and acoustic radiation

• Key elements of the modeling system
• Subsystems and elements of a multi-angle measuring tool
• Experimental measurement techniques
• Evaluation of potential and actual performance-based specifications for a

detecting tomograph with different measurement and sounding schemes

The wide practical application of UWB tomography is still limited, on the one
hand, by considerable engineering problems in generating and receiving UWB
radiation and by complications, on the other hand, that arise when describing and
interpreting simultaneously manifested physical phenomena of the interaction of the
radiation with matter. These phenomena include multiple scattering, diffraction,
wave interference, and absorption of ultra-wide-bandwidth radiation from arbitrarily
placed and randomly oriented inhomogeneities of different size. A multitude of
combinations of these effects hinders solution of the direct problem – a description
of the integral effects of the wave disturbance. Solution of the inverse problem and
reconstruction of the distribution of inhomogeneities in the tested volume are
problematic under such conditions in any event. Researchers have no choice but to
solve such inverse problems. These tasks are generally referred as ill-posed prob-
lems, which require the use of regularizing algorithms. The most stable inverse
problems are the simplest ones, which account for the dominant mechanisms of the
interaction of waves with the propagation media and make it possible to single out
(identify) such mechanisms.

Inverse problems are of crucial importance for applications such as sounding the
optically opaque media. When radio-frequency radiation penetrates into such a
medium, analysis of the transmitted and scattered fields makes it possible to recon-
struct its internal structure. This internal structure consists in the spatial distribution
of the permittivity. Steep permittivity gradients are typical for interfaces and for
immersed objects. A typical example is searching for hidden archaeological graves,
underground cables, or antipersonnel landmines and ground covers as well as
detection and identification of prohibited items in stowed luggage and in hand-
carried items. Problems of this sort are not simple, but a great number of efficient
solutions have been developed for them based on radiation focusing. With regard to
a radiopaque object, radiation hardly penetrates it, so the solution of the inverse
problem in this case reduces to reconstructing the shape of the object on the basis of
an analysis of scattered (reflected) radiation.

Interesting directions for the future development of radiotomography include
techniques for implementing incoherent radiation and low-frequency magnetic
fields. The spectrum of radio tomography applications is extremely wide.
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8.2 Focusing Wave

Focusing is the main tool that allows you to visualize probed heterogeneities using
both pulsed and monochromatic radiation. Let us elucidate the essence of the
proposed solution in the particular case of a homogeneous background medium in
the single scattering approximation

E ρ0; fð Þ ¼ k21

ZZZ
V1

Δε ρ1; z1ð ÞG0
2 ρ1 � ρ0; z1ð Þd2ρ1dz1: ð8:1Þ

Here k1 ¼ k ¼ 2πf/c is the wave number corresponding to the background
medium. Green’s function is written in this case as a spherical wave field:

G0 ρ1 � ρ0; z1ð Þ ¼ exp ik
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρ1 � ρ0ð Þ2 þ z21

q� �
=4π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρ1 � ρ0ð Þ2 þ z21

q
:

If we differentiate Eq. (8.1), we can write

d

dk

E ρ0; fð Þ
k2

� �
¼

Z Z
V1

Z
Δε ρ1; z1ð ÞG2 ρ1 � ρ0; z1ð Þd2ρ1dz1,

where

G2 ρ1 � ρ0; z1ð Þ � exp i2k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρ1 � ρ0ð Þ2 þ z21

q� �
=4π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρ1 � ρ0ð Þ2 þ z21

q
:

This function admits a plane-wave decomposition of the spectrum (Weyl’s
formula):

G2 ρ1 � ρ0; z1ð Þ ¼ i

2πð Þ2
Z Z

exp i κ⊥ ρ1 � ρ0ð Þ þ κzz1ð Þf g
2κz

d2κ⊥
� �

,

where κz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kð Þ2 � κ2

⊥

q
. Taking this representation into account, we can write

E1 ρ⊥; fð Þ � R R
exp iu⊥0ρf g d

dk

E ρ0; fð Þ
k2

� �
d20 ¼

ZZ
V1

Z
Δε ρ1; z1ð Þ exp i ρ⊥1 þ uzz1ð Þf g

2iuz
d2ρ1dz1,

ð8:2Þ

where uz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kð Þ2 � u2⊥

q
. This expression implies that the spatial frequency spec-

trum of the inhomogeneities coincides with the obtained expression for E1(u⊥, f ) to
within a factor:

8 Wave Vision 205



Δε u⊥; uzð Þ �
ZZ

V1

Z
Δε ρ1; z1ð Þexp i u⊥ρ1 þ uzz1ð Þf gd2ρ1dz1

¼ 2iuzE1 u⊥; fð Þ: ð8:3Þ
In the final count, the three-dimensional inverse Fourier transform remains to be

performed to recover the spatial distribution of the inhomogeneities. There is only
one calculational peculiarity here if expression (8.2) is used, and that is the need to
transform from time frequencies f to the corresponding spatial frequencies

uz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kð Þ2 � u2⊥

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πf =cð Þ2 � u2⊥

q
,

which is realized by interpolation. Expression (8.3) realizes the idea of the focusing
method at all distances.

Here and below, the problem of large aperture synthesis with radiation focusing is
called radio wave tomosynthesis. Equation (8.3) in this case is a generalization of the
Stolt method [28, 33], and it takes into account the difference between the functions
G0(ρ1 � ρ0, z1) and G2(ρ1 � ρ0, z1). It should be noted that this substitution acts as a
selection of the window function and does not affect the focusing procedure.

The proposed method is applicable in the case of a multilayer medium. It suffices,
for this purpose, to replace the exponential factor exp(iuzz1) by the combined factor

exp i
X
j

uzjz j þ i uzz1

( )
,

which accounts for the phase difference for all previous layers with depths zj and
refractive indices nj. The normal projection of the wave number in each of the layers
is calculated as

uzj �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kn j

� �2 � u2⊥

q
:

As an experimental test of this approach, a model medium was constructed from
three foam-concrete blocks with equal depth of 10 cm (Fig. 8.5a). A thin test layer
made from five aluminum foil strips with equal width of 2 cm (Fig. 8.5b) was placed
between the second and third blocks. The aluminum test layer is indicated by an
arrow. The measured refractive index of the foam-concrete was n ¼ 1.44. A radio
image of the test layer obtained by the proposed method is shown in Fig. 8.5b as a
gray-scale plot. Sounding was performed using UWB pulses with a pulse duration of
200 ps.

The radio image reproduces the actual size and positions of the aluminum strips
with a resolution of at least 2 cm. If the background medium is inhomogeneous, the
resolution will be a bit worse.

The fundamental idea of radio wave tomosynthesis is to develop a focusing effect
as a result of partial wave interference. The connection between radio wave
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tomosynthesis and multidimensional matched filtering and other methods has been
pointed out.

It has been demonstrated that the focusing effect, which is the basis of wave
tomography, significantly reduces the effect of multiple interactions and amplifies
the role of the dominant mechanisms of the radiation-matter interaction.

The emphasis has been upon location sounding, where the radiation and receiving
points are located in the same half-space. Many of the algorithms proposed for the
solution of the inverse problem reduce to fast algorithms and admit of real-time
operation.

Most of the solutions considered have been borne out by numerical simulation
and real experiments.

8.3 Experimental Examples

8.3.1 Antennas and Signals

The basic setup for UWB radio wave sounding includes a scanner, an XY positioner
(Fig. 8.6), a scanner control unit, a TMR8140 stroboscopic oscilloscope (Fig. 8.7), a
personal computer, and a transceiver module (Fig. 8.8).

The transceiver module is worthy of note. The original design of the UWB
antenna is implemented in this device (Fig. 8.9). The antenna is constructed two
electric antennas (a TEM horn and an asymmetrical dipole) and a magnetic antenna

Fig. 8.5 Experiment to validate the group focusing approach: (a) a wall made of foam, concrete
blocks; (b) test object inside the wall and its radio image
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of spiral shape. The overlap of the near-field zones of these unlike (electric and
magnetic) antennas makes it possible to considerably reduce the presence of reactive
fields and extend the bandwidth as a result.

The displacement of the antenna phase center for the frequency spectrum does not
exceed its diameter. The design of the antenna was developed by Associate Professor
J. I. Buyanov.

Fig. 8.6 Scanner for UWB measurements

Fig. 8.7 TMR8140
stroboscopic oscilloscope
and bipolar pulse generator
with a duration of 0.1 ns
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The frequency characteristic of the smallest of the antennas is shown in Fig. 8.10.
The bandwidth of this antenna is 1–18 GHz. The voltage standing wave ratio
(VSWR), which is a specification used to rate antennas, does not exceed 2.

The directivity diagram of the antenna, by virtue of its small size, is quite wide in
both the azimuthal and the elevation plane (30–70�). Directivity diagrams (DDs) of
the antenna, measured at two frequencies (3 GHz and 9 GHz), are shown in
Fig. 8.11.

Signals with durations of 100, 200, and 1500 ps were analyzed for radio sound-
ing. Equipment from TRIM, Ltd. – Research and Production Enterprise
(St. Petersburg, Russia) (TRIM Ultrawideband Measurement Systems) – was used
to generate and receive the UWB signals. The pulse repetition rate of the strobe was
100 kHz. Analysis of signal forms and spectra (Fig. 8.12) revealed that pulses with
durations of 100 and 200 ps were most relevant for radio tomography. These signals
in particular should provide proper spatial resolution, and their spectra are well-
matched to the chosen design of the transceiver antenna.

Fig. 8.8 Transceiver
module

Fig. 8.9 UWB antennas of snail type
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A typical signal with a duration of 100 ps, reflected from the test object, is shown
in Fig. 8.13. The signal is of indented form, and the central peak is delayed by the
travel time from the object to the antenna module.

Figure 8.14 displays a sample raster image of recorded signals from scanning the
test object. The line-by-line rasters presented here are set one above another. In this
case, horizontal flyback of the scanner starts immediately after direct scanning of the
previous line.

This considerably shortens the scanning time. It is important that the character-
istic diffraction hyperbola, which indicates the localization of the object, is distinctly
visible at every step.

The scanner control unit contains a USB-to-COM converter based on the FTDI
245BM chip. This makes it possible to transform low-current USB command signals
into eight binary output signals, which after being routed through matching ampli-
fiers are directed to the stepper motor control of a two-coordinate scanner. There are
four windings in each stepper motor, where the current in each of them assigns the
motor state. The control unit makes it possible to position the scanner antenna
module along two axes independently. In general, the experimental setup allows
the transceiver antenna module to be repositioned within an 84 � 84 cm square
region in the plane with an accuracy of 2 mm and a speed of up to 3 cm/s.

Employing monostatic radiometry methods to solve problems of tomography in
most cases supposes the use of a single antenna for both reception and transmission
in a way that facilitates more accurate reconstruction of the radio wave image of the
tested object, all other things being equal. In UWB tomography, the use of a single
antenna is complicated by technical difficulties associated with isolation of the
transmitting and receiving antenna paths. It proved to be impossible to find suitable
directional couplers providing isolation of not less than 30 dB in the UW frequency
band. Development of a fast UWB switch is another independent task.

Fig. 8.10 VSWR frequency dependence of snail-type antennas
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Fig. 8.11 Azimuthal DD of a snail-type antenna

Fig. 8.12 UWB pulses of different duration (a) used for sounding and their spectra (b): curve 1–
100 ps; curve 2–200 ps; curve 3–1500 ps
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Fig. 8.13 A UWB signal reflected from the test object

Fig. 8.14 Radio wave
scanning image of tested
section

Fig. 8.15 Plastic suitcase (а) and case contents (b)
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It was experimentally determined that the antennas must be separated by a
distance of not less than 20 cm to get isolation of 25–30 dB between the receiving
and transmitting antennas; however, this is unacceptable in UWB tomography.

To increase the decoupling from the transmitting antenna to the receiving
antenna, a metallic screen was used, whose shape and geometric dimensions were
determined experimentally. It turned out that an acceptable result was achieved when
the screen had a shape close to that of an ellipse with major and minor semiaxes of
9 and 5 cm, respectively. A photograph of the assembly of antennas with screen is
shown in Fig. 8.9.

8.3.2 Different Various Objects and Their Radio Image

UWB tomography is especially effective for luggage inspection. A plastic suitcase
with a plastic gun and a bottle of water inside it is shown in Fig. 8.15. Figure 8.16
presents the tomography of this scene.

The experimental setup described above (see Fig. 8.7) was used for
tomosynthesis of images of hidden objects in media with metallic inclusions. First
off, a wooden carrying box reinforced with metal bands was sounded (Fig. 8.17).
The dimensions of the box were 47 � 41 � 19 cm.

A metal-coated stepped triangle was placed in the box. Each step of the triangle
was 5 cm in length. There was a 2 � 2 cm square hole in the center of the triangle
(Fig. 8.18).

Scanning was performed by moving the transceiver antenna module in the OXZ
plane with a step of 1 cm. The scanning area had dimensions 60 � 50 cm. The test

Fig. 8.16 UWB tomogram
of case contents
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object was fastened to the bottom of the box at a range of 39 cm, as shown in
Fig. 8.18. Range is reckoned in the OZ direction from the transceiver antenna
module.

As a result of UWB scanning and data processing, a 3D tomogram of the contents
of the box was obtained (Fig. 8.19). Cross section (a), which corresponds to the
upper cover of the box at a range of 18.5 cm, reveals the reinforcing tape along the
perimeter of the cover and a metal handle in the center of the cover.

Wooden latches at the back side of the front of the box can be observed in cross
section (b), which corresponds to a range of 21.5 cm. Cross section (с) corresponds
to a range of 22.5 cm. The same inhomogeneities are visible in it. The test object, a
triangle with a central hole, is visible in cross section (d ) corresponding to a range of
39 cm.

Cross section (e) at a range of 42 cm corresponds to the back of the box. The back
of the box and a radio shadow from the test object are clearly visible in cross sections
(e) and ( f ). A radio shadow appears since the test object is metal-coated and
therefore radiopaque.

Fig. 8.17 UWB scanner and carrying box
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According to the results of the experiment, it may be concluded that implemen-
tation of tomosynthesis algorithms makes it possible to tune out interference caused
by echo signals reflected from the reinforcing elements. The obtained tomogram
allowed us to determine the depth of the test object with an accuracy better than
0.5 cm and visualize its shape as well.

Next, let us consider experimental results of visualization of an object placed in
an open metal container. A metal safe with dimensions 64 � 48 � 41 cm was used
for this purpose (see Fig. 8.20). The door of the safe was taken off its hinges.
Figure 8.21 shows the safe from behind.

On completion of scanning, a tomogram was obtained which showed the distri-
bution of inhomogeneities in the tested space. Radio images of cross sections at
different ranges are presented in Fig. 8.22. Figure 8.22а presents a cross section
corresponding to the upper cover of the safe at a range of 18.5 cm. The front frame of
the safe stands out distinctly in the tomogram. The cross section corresponding to a
range of 19 cm is shown in Fig. 8.22b. This tomogram demonstrates the sunken
frame used to hang the door. The cross section corresponding to a range of 53 cm is
shown in Fig. 8.22c. In this tomogram, the test object with central hole is distinctly
visible. The cross section at a range of 62 cm is shown in Fig. 8.22d. This cross
section images the back wall of the safe.

Based on the experimental results, it may be concluded that implementing
tomosynthesis algorithms makes it possible to tune out interference caused by
echo signals reflected from the walls and bottom of the metal container. The obtained

Fig. 8.18 Test object inside the box
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tomogram allows the depth of test object to be determined and the shape of the object
to be visualized as well.

Searching big trucks in order to prevent the transportation of prohibited articles
such as weapons, explosives, etc. is a major problem at access control points (ACPs).
There are special-purpose X-ray detectors for that purpose, but it is not possible to
equip all of the critical ACPs owing to the high cost of the equipment. A relatively
cheaper radio wave system for detecting and visualizing hidden objects can be
implemented to search dump trucks and similar vehicles. It is depicted in Fig. 8.23.

Fig. 8.19 Radio wave tomogram of a wooden box (with a metal band along its edge) and its
contents
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The system is basically a clocked array of UWB antennas, which are switched by
electromechanical switching devices. When a truck moves through this system at
low speed, it will be possible to sound the truck body in order to detect hidden
objects under the load (soil, sand, etc.). A prototype of this system is shown in
Fig. 8.4.

The best possible resolution in the radio range can be obtained in the millimeter
frequency range. This is the range where practically all American radio scanner
prototypes work. It is an important fact that the resolution in this band is usually
sufficient to recognize fine details of an object, while the penetration remains on a
reasonable level.

Fig. 8.20 Test object inside
the metal safe

Fig. 8.21 Back view of
the safe
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Fig. 8.22 Ultrasonic tomogram of a metallic box and its contents

Fig. 8.23 Advanced system for detecting and visualizing hidden objects at ACPs
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8.3.3 Ultrasonic Vision

Electromagnetic radiation interacts with electrophysical inhomogeneities in the
propagation medium. In contrast to electromagnetic radiation, acoustic radiation
interacts mainly with density contrasts in the sounding medium. In this context,
using ultrasound in the tomography of inhomogeneous media provides additional
opportunities, in particular for detecting the type of material that the hidden objects
are made of. Integration of radio and acoustic sounding provides opportunities, e.g.,
for the detection of explosives.

A search on remote ultrasonic sounding techniques reveals that most industrial
methods are based on contact measurements. The principal reason for this is that
ultrasound attenuation in air is quite high. Ultrasound is used in Parktronic systems
for car parking and for control of industrial robots. The ultrasound system (echolo-
cation) used by bats is perhaps the only ultrasonic ranging system actually effective
in air (see Fig. 8.24).

Some insects also use ultrasound, but rather for active jamming of bats’ sounding.
There is no doubt in the efficiency of ultrasound for sounding in liquids and through
immersion liquids. This applies in the fields of industrial metal working, medicine,
and submarine echolocation. In nature this also pertains to dolphins and fish.
However, ultrasound can be efficiently used for tomography in air in safety systems
and in nondestructive testing. If the object is radiopaque, radiation can hardly
penetrate it, and only acoustic radiation will allow the recovery of its internal
structure.

From a mathematical perspective, acoustic wave propagation is similar to the
propagation of electromagnetic waves. Both electromagnetic and acoustic waves are
described by wave equations, and both give rise to reflection, scattering, and
diffraction effects when the wave interacts with inhomogeneities in the medium.
In this respect, all of the mathematical methods and results elaborated in previous
chapters are applicable for ultrasound.

The simplest setup for our experiments in ultrasound tomography is shown in
Fig. 8.25. Standard piezoceramic transmitters and ultrasound receivers with a

Fig. 8.24 Bats are effective ultrasonic stations in air
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resonant frequency of 40 kHz are set on an x-y recorder, and a computer sound card
can be employed as a signal generator and receiver. A Creative Audigy SE PCI
SB0570 sound card enables signal generation and recording with a sample rate up to
96 kHz. AnMA40S4R ultrasonic transmitter was used as well as an EM9767 electret
microphone. The object of sounding (a toy gun) was placed at a certain distance from
the transmitter. Scanning was performed through a simple computer-aided
controller.

The restored image of the test object is presented in Fig. 8.26. The image of a gun
can be clearly distinguished in the result of single-frequency sounding; however,
there are minor artifacts. The number of artifacts was markedly decreased when the

Fig. 8.25 Experimental
setup for ultrasonic
tomography

Fig. 8.26 Recovered image of the object (tomogram): at a frequency of 40 kHz (а), within the
frequency band 37–43 kHz (b)
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sounding was performed at all frequencies within the frequency band 37–43 kHz. It
should be noted that in air a wavelength of 8.3 mm corresponds to a frequency of
40 kHz, which makes it possible to distinguish fine details in the image.

The resolution of details improves as the distance to the object is decreased. This
is because the condition of Fresnel diffraction is being met more precisely
(Fig. 8.27).

The reported results confirm the efficacy of the use of ultrasound in location
(detection) tomography of small-sized objects. Furthermore, no special permit is
required to use ultrasound, so it can be used for covert surveillance.

The result of sounding of a test object in the form of a stepped triangle with a hole
is displayed in Fig. 8.28. The resolution in this case is close to the radiating
wavelength and even higher.

Objects can be visualized which are hidden behind opaque but acoustically
transparent screens (Fig. 8.29). The image is blurred of course, but it remains
recognizable. The resolution could be improved significantly with the use of multi-
ple frequencies.

Fig. 8.27 Plastic gun in air at a distance of 10 cm: measured data (а) and result of focusing (b)

Fig. 8.28 Stepped triangle in air at a distance of 10 cm: (а) photograph and (b) the result of
ultrasonic imaging
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Mechanical scanning of an acoustic field requires up to several tens of minutes,
and the object must remain motionless, which is unattainable, e.g., when screening
people. Thus, it would be interesting to consider how sounding could be speeded up
by electronic switching of the transmit/receive arrays. In the view of the authors,
cross-shaped sounding systems are of interest. A demo setup of a sonar was therefore
developed that included 32 ultrasonic transmitters and 32 receivers arranged in the
form of a cross, situated 1 cm apart from each other (Fig. 8.30).

Measurements were carried out in the clocked mode. The time for a complete
measurement, data processing, and visualization of the results on a standard com-
puter does not exceed 2 s, which is acceptable for many applications. An image
obtained using the sonar demo setup is presented in Fig. 8.31.

Fig. 8.29 Plastic gun behind a curtain at a distance of 10 cm: (a) photograph of experimental setup
and (b) the result of focusing

Fig. 8.30 Sonar for contactless ultrasonic imaging: external view (a), configuration scheme (b)
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8.3.4 Integration of Radio and Ultrasonic Vision

Ultrasonic radiation mostly is scattered at the inhomogeneities of the density ρ. In
remote sounding, it provides the information about the material an inhomogeneity is
made of. Using electromagnetic waves in sounding makes it possible to monitor the
electrophysical properties of matter. The integration of electromagnetic and acoustic
waves for sounding enables us to distinguish solid and liquid media. The following
empirical relation is true for solids:

ρ ¼ 2 n� 1ð Þ, or n ¼ ρ=2þ 1½ �,
where ρ is the density andn ¼ ffiffiffi

ε
p

is the refractive index of the material. A plot of the
refractive index versus the density is shown in Fig. 8.32, where the sloped line plots
the above dependence.

Note that that TNT, which is distinctly different from other materials, takes a very
low position in the diagram. The position of fluoroplastic (Teflon) is close to that of
TNT. This means that Teflon can be used to simulate TNT in the laboratory; in real
practice, it is necessary to use reconstruction of the shape of such objects to
distinguish these materials.

A series of experiments with different objects was carried out (Fig. 8.32). The
ultrasound frequency was tuned within the band of 35–45 kHz, and the duration of
the UWB pulses was 200 ps. It was established that the images of metallic objects in
radio wave tomography have more contrast than in ultrasonic tomography. Appar-
ently, the reason for this is that a part of the energy is spent to excite secondary waves
in the metal and behind it.

On the contrary, radio waves have weaker reflection from dielectrics and pene-
trate into dielectric objects. This was clearly demonstrated in experiments with a
metallized grid (the reflection coefficient of radio waves was 0.9, whereas for

Fig. 8.31 Testing results of sonar demo setup: measured field (a), recovered image (b)
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ultrasonic waves it was 0.1) and with a foam-plastic object (where the radio waves
did not reflect and the reflection coefficient of ultrasound was 0.7). Ultrasound
provided higher resolution (of 2–3 mm) than the radio waves (1–2 cm) at identical
distances (<1.2 m) to the test object.

The reason for this is the difference between the average operating wavelength for
ultrasound (8 mm) and for a radio wave (2 cm). It is important here that the Fresnel
zone (the focusing region) for ultrasound has about twice the diameter as for radio
waves given the same size of synthetic aperture.

Overlaying the radio wave image and the ultrasonic image of the test object in a
false-color combined image makes it possible to judge the material of the test object
without additional processing (Fig. 8.33). A similar effect is observed in an element-
by-element multiplication of images with a significant increase of the resolution as
well.

The combined use of radio waves and ultrasound enables an increase in the
information content of the obtained images both in resolution and in the possibility
of identifying the material that the sounded object is made of. Radio waves provide
penetrating power, for example, under clothing, and ultrasound increases the accu-
racy of identification of the material of the hidden object. A complete discovery of
the possibilities of this approach would require individual study of a wide array of
materials using the neural network method.

Fig. 8.32 Refractive index – density diagram of several solid materials

224 V. P. Yakubov



8.4 Conclusion

Here we have considered new methods of wave tomography. All methods are
considered on the basis of a single approach, called tomosynthesis of radio waves.
The basis is the idea of creating the effect of focusing radiation waves as a result of
interference of a set of partial waves. The connection of the method of wave
tomosynthesis with multidimensional sequential filtration and other methods is
noted.

A large body of experimental data and their interpretation was obtained within the
framework of international collaboration with leading scientists from Magdeburg
University (Magdeburg, Germany), the Institute for Non-Destructive Testing
(Saarbrücken, Germany), and Tohoku University (Sendai, Japan). I am deeply
indebted to Professors A. Omar, M. Kroning, and M. Sato for their collaboration

Fig. 8.33 Image of a stepped triangle made of plasterboard behind a metallized grid: (а) photo-
graph, (b) ultrasonic image, (c) UWB image, (d) image from integrated tomography

8 Wave Vision 225



and also to their colleagues. This text incorporates the most interesting results of
other authors but is focused primarily on original in-house research.

I express my special gratitude to my students and coauthors S. Shipilov,
D. Sukhanov, A. Klokov, and R. Satarov, as well as the students of my students,
who also contributed to the formation of wave tomography. I as the author extend
my appreciation to everyone.
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SPICE models

BSIM-CMG Level 72 model, 49
BSIM-IMG model, 45, 53, 64
BULKMOD parameter, 63
classic Level 1 model, 49
EPSRSUB parameter, 45
GCA core model, 52
GEOMOD parameter, 63
NFIN parameter, 64
predictive technology model (PTM), 67
TMASK parameter, 53
U0 parameter, 54

Spin-dependent phenomena, 134
Spin electronics, 118
Spin light-emitting diodes, 136
Spin-polarized charge carriers, 134
Spintronics, 118
Spline interpolation, 156
s-polarized light, 102
Standard-cell layout, 59
Steep permittivity gradients, 204
Storage class memory (SCM), 71
Stransky-Krastinov growth process, 17
Superthin wire, 174, 177, 178

Bessel function, 175
microwire, 173
OR, 180
resistive alloy, 181
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Superthin wire (cont.)
segments, 180
superthin wire, 174

Surface-enhanced Raman resonance (SERS)
MNP, 159
nanosystems, 159
photovoltaic devices, 159
plasmonic sensors, 146

Surface plasmon polariton modes, 22
Surface plasmon resonance (SPR), 152
Surface potential Φs, 43, 44
Surface prefunctionalization, 102
Synopsys Custom Designer, 60
Synopsys Sentaurus Device, 52

T
Tandem solar cells, 8, 11
Teflon, 223
Terahertz frequency, 171, 194
Thermalization, 11
Thermodynamically nonequilibrium

method, 120
Thin film technologies, 6
Tomosynthesis, 206, 213, 215, 225
Traditional planar MOSFET, 39
Transistor, 40–45
Transmission electron microscopy (TEM), 129
Tri-gate finFET, 53
Tungsten (W), 58
Tunnel magnetoresistance (TMR), 118

U
Ulitovsky–Tailor method, 173
Ultrahigh vacuum (UHV), 96
Ultrasonic

acoustic field, 222
acoustic radiation, 219
blurred of course, 221
density contrasts, 219
gun in air, 221
immersion liquids, 219
measurements, 222
non-destructive testing, 219
object scanning, 220
single-frequency sounding, 220
sonar demo setup, 223
sonar for contactless, 222
sounding systems, 222
sounding techniques, 219

ultrasound in location, 221
wave equations, 219

Ultrasonic radiation
average operating wavelength, 224
dielectric objects, 223
electrophysical properties, 223
false-color combined image, 224
fluoroplastic, 223
hidden object, 224
metallized grid, 225
ultrasound frequency, 223

Ultraviolet (UV) lithography, 13
Ultra-wideband (UWB), 201, 203, 204,

206–214, 217, 223, 225
Uniaxial magnetic anisotropy (UMA), 133
Uniform channel, 46–48
UV-Vis absorbance spectroscopy, 153, 154

V
Vacuum methods, 96
Vapor-liquid-solid (VLS), 15, 16
Vector network analyzers (VNA), 194
Voltage standing wave ratio (VSWR), 209

W
Wave projections

analysis of scattered radiation, 204
aperture synthesis, 203
dominant mechanisms, 204
electromagnetic radiation, 203
immersion liquids, 203
inverse problem, 204
multi-angle, 204
opaque media, 204
radio-frequency holography, 203
steep permittivity gradients, 204
ultrasonic sounding system, 203

Wave tomography, 226
Wave vision, see Radio wave tomography
Wet and vacuum methods, 96

X
X-ray magnetic circular dichroism, 125
X-ray photoelectron spectroscopy, 136

Z
Zener theory, 124
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