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Preface

The interest in design science research in information systems continues to grow.
The DESRIST conference series has played a pivotal role in building that interest and
establishing a solid knowledge foundation for scholars and researchers. This volume
contains full papers that were presented at DESRIST 2018 – the 13th International
Conference on Design Science Research in Information Systems and Technology –

held during June 3–6, 2018, at Chennai, India.
Over the years, DESRIST has brought together researchers and practitioners

engaged in all aspects of design science research. As in previous years, scholars and
design practitioners from various areas, such as information systems, business and
operations research, computer science, and interaction designers, came together to
discuss challenges and opportunities ahead. This year’s conference was somewhat
unique in that it was the first time that DESRIST was held in Asia, particularly in India,
one of the rapidly growing economies of the world. It built on the foundation of 12
prior highly successful international conferences held in Claremont, Pasadena, Atlanta,
Philadelphia, St. Gallen, Milwaukee, Las Vegas, Helsinki, Miami, Dublin, St. John,
and Karlsrhue.

The theme for DESRIST 2018 was “Designing for a Digital and Globalized World.”
This year’s conference acted as a major forum for the presentation of innovative
information system ideas, approaches, developments, and research projects in the area
of DSR theory and applications. It also served to facilitate the exchange of ideas
between researchers and industry professionals. The latest issues and advancements in
the area of IT and its applications that affect everyone around the globe were covered
during the conference. We expect that the conference and its publications in this
volume will be a trigger for further related research and technology improvements in
information systems. DESRIST 2018 attracted researchers from Asia to submit their
best work and present it at the conference, thereby making it a more globally inclusive
community. The conference was organized around several main themes and tracks:
DSR in Health Care, DSR in Cyber Security, DSR in Service Science, DSR for HCI,
DSR in Data Science and Business Analytics, DSR Foundations, DSR and Emerging
Ideas, DSR in Domain-Specific Applications, and DSR for ICT in Developing
Countries. Each theme was headed by distinguished track chairs who managed the
papers that were submitted in their respective tracks. In total, we received 96 sub-
missions (61 full papers, 11 product and prototypes, and 24 research-in-progress
papers). Each research paper was reviewed by a minimum of two referees. This
Springer volume contains 24 full research papers with an acceptance rate of 39%.
Research-in-progress papers and few papers designated as posters were made available
digitally to attendees.

We would like to thank all the authors who submitted papers to the DESRIST 2018
conference. We hope the readers will find the papers as interesting and informative as
we did. We would also like to thank all the track chairs, Program Committee members,



and reviewers for their invaluable service. We would also like to thank the other
members of the Organizing Committee, as well as the volunteers, whose dedication and
effort helped bring about a successful DESRIST 2018 conference. Our special thanks
go to Dr. Nargis Pervin for managing the submission system and papers for publication
and to Anik Mukherjee for his tireless service as web master and with local arrange-
ments. We would also like to thank the Indian Institute of Technology, Chennai for
giving us access to their facilities and thank, all the sponsors for their support. We
believe the papers in these proceedings provide many interesting and valuable insights
into theory and practice of DSR. They open up new and exciting possibilities for future
research in the discipline.

May 2018 Samir Chatterjee
Kaushik Dutta

Rangaraja P. Sundraraj
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Design Principles for Room-Scale Virtual
Reality: A Design Experiment in Three

Dimensions

Jonas Schjerlund(&), Magnus Rotvit Perlt Hansen,
and Josefine Gill Jensen

Department of People and Technology, Informatics,
Roskilde University, Roskilde, Denmark

{jonassc,magnuha,gill}@ruc.dk

Abstract. Virtual reality hardware, and software tools that support developing
for virtual reality applications, are rapidly maturing. Specifically, room-scale
virtual reality hardware that lets users walk around in virtual environments is
becoming increasingly easier to purchase and adopt. With this follows a need for
researching potential design theories for how to design and evaluate this class of
systems. We contribute with a nascent design theory containing a high-level
conceptual framework of dimensions and design principles of how to design
room-scale virtual reality applications that create engaging user experiences. We
identify meta-requirements from kernel theories from the human-computer
interaction paradigm and evaluate two different VR artefacts and their applica-
bility. Two central, higher level design principles are derived from the evaluation.

1 Introduction

We live in a very exciting time for the virtual reality (VR) medium. The immense
progress of VR technology within the last few years has manifested in the form of the
release of high-end consumer-grade VR hardware products such as the Oculus Rift and
HTC Vive [1]. Certain facets of modern VR technology provide unique challenges. For
instance, recent years have seen the rise of so-called “room-scale” VR, wherein the user
calibrates a physical space with the aid of sensors, which track the position of a
head-mounted display (HMD) and potentially handheld motion-tracked controllers.
This effectively allows the user to move around within a VR application using their
physical body motion [2]. An example of room-scale VR technology would be the
HTC Vive, which we use for our study.

Original VR applications did not contain this physical motion-tracking and as a
result, room-scale VR designs must consider a whole new degree of spatiality. As
opposed to more academically established Human-Computer Interaction (HCI) fields,
current room-scale VR design paradigms and best practices are for the most part spread
across an array of industry talks and lectures given at various development conferences
(e.g. [3, 4]). Traditional WIMP-based (Window Icon Menu Pointer) design paradigms
from interaction and user experience design will not, in many cases, translate directly,
given the nature of the medium as a post-WIMP technology [5].

© Springer International Publishing AG, part of Springer Nature 2018
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In the 1990s, researchers often spoke of VR from a perspective of immersion and
presence [6–8] as an outcome that was highly for the user experience, pining for
high-fidelity resolutions, graphics and tracking. As we have now reached a point where
our hardware is powerful enough to allow for this [1], we have to ask: how do we
actually use it in our designs? This should be an exciting opportunity for the field of
Design Science Research and VR in general.

We explore the following research question: “What are central design dimensions
and design principles for room-scale virtual reality that can be used to design
engaging virtual reality experiences?”

This paper sets out to methodically explore the new opportunities for VR. To
uncover how to design for room-scale VR, we need to solve a range of solution
objectives, specifically: (1) find useful design choices and possibilities from other
similar design areas, such as 2D interface design and 3D applications; (2) identify
design possibilities for translating and conceptualizing movement in VR; (3) identify
design possibilities for creating believable interactive feedback; (4) identify design
possibilities for creating believable visual feedback; (5) identify a high-level framework
of design dimensions that can capture the software and hardware elements of
room-scale VR to the benefit of the user.

The paper is structured as a design theory contribution as described by Heinrich and
Schwabe [9] and a nascent design theory [10, 11]: We first present related work on VR
and similar fields and how this work can benefit from a Design Science Research
approach. Then we identify central kernel theories that relate to VR to establish the
dimensions that a room-scale VR framework can consist of. Then we propose our
method that contain four conditions spread out over two VR artefacts. We propose
three practical design principles for designing VR artefacts and explain the rationale of
the two VR artefacts. We then evaluate and discuss the results and contribute to design
theory by deriving two high-level design principles. We then conclude the paper and
propose further research opportunities.

2 Related Work

Room-scale VR should be considered different from the more well-established seated
VR paradigm, as traditionally VR technology has predominately focused on a stationary
and seated experience [1]. Still, as VR research can be considered the super class of
room-scale VR, traditional VR research can in many cases be applied to room-scale VR
as well. For example, Bowman and Hodges [12] describe interaction techniques in VR
in terms of “viewpoint motion control” of the camera and “selection and manipulation”
of objects [12] that remain common VR interaction techniques today.

HCI research in general tends toward either “high-determinacy models with limited
scope, or broadly scoped theories with low determinacy” [13, p. 5049]. VR research in
particular tends toward the former; research articles usually identify a very specific,
low-level issue, and document the design of a small-scale experiment that addresses it
(e.g. [14–17]). While scientifically sound, typically there is little reflection on the
design methodology behind the experiments themselves and how to generalize these
into design theories. The gap of research here lay in high-level VR design guidelines
that can clarify functionality and process of how to design and what to look out for.

4 J. Schjerlund et al.



3 Literature Review

In the following, we identify dimensions from existing kernel theories from the HCI
domain and extract meta-requirements to solve the solution objectives. A cross-section
of the literature relevant to VR and its relevance for the room-scale technology is
condensed into three main dimensions: the 3D aspects (where) defined as spatiality
[7, 18], the ways to interact with the 3D world (how) of interaction [19, 20], and the
reasons and impact of interaction and movement (why) of narrative [7, 21].

3.1 Spatiality

Spatiality is defined as the environment that the user interacts with and explores while
navigating and moving; it is very visually oriented and produces perspective emanating
from the point of view of the user. An application containing a high level of spatiality
will enhance the user’s feeling of having a physical presence [2, 22] while experiencing
the environment as “a space for action where events can take place” [23, p. 3] and the
sensation of being there [23, 24]. Simply by having bodies, we become spatially aware
creatures with a sense of direction in 3D space [7, 25]. This is particularly interesting in
the context of room-scale VR, which allows the user to have tracking-based references
to their head and hands (via the HMD and Vive controllers, respectively).

Taking a concrete example in the HTC Vive used in our study, a user’s head is
represented through the HMD, and the Vive has handheld controllers that track hand
positions. Since physical motion translates directly to application input, a natural
limitation in room-scale VR is the amount of calibrated physical space available. The
use of an HTC Vive will allow the user to see so-called chaperone bounds: a trans-
parent blue grid when approaching the edge of their calibrated space.

Spatiality is thus present as soon as the user engages in the experience. What is
important to determine are such parameters as the user’s size in relation to other objects
in the interaction space, the location in 3D space and the distance to not only nearby
objects, but also to faraway and non-reachable objects called the world space [26].

We identify the following meta-requirement (MR1) in relation to the dimension of
spatiality: Spatiality is where the user navigates and moves to. The virtual space around
the user will greatly influence the feeling of presence. For room-scale VR applications,
the density of information and possibilities for interaction should be increased around
the user and gradually decrease radially from the users’ immediate interaction space.

3.2 Interaction

Interaction can be explained by addressing the question of how we interact [19] and is
bound by user-intent. That is to say, for something to be considered an interaction, the
user must have some explicit or implicit desire to achieve a change or response in the
virtual space. Methods for interaction can be defined alongside a continuum of
incongruent mapping where action and reaction is decoupled (e.g. the use of pressing
buttons on a two-handed controller to use or move around) to natural mapping (HMD
registering and responding to head and body movements, as well as Vive controllers
that follow and map the natural movements of the user’s hands) [18]. To support the

Design Principles for Room-Scale Virtual Reality 5



feeling of spatial presence, controller mapping has been found to be more important
than the HMD itself [27]. Mapping can be more concretely quantified with a degree of
integration, which signifies the spatial congruence between an input device and its
digital representation by comparing the ratio between the degrees of freedom in their
movement [18, 28]. Using the HTC Vive of an example, you can move the HMD and
controllers with six degrees of freedom in the physical world, which corresponds
directly to how their virtual representations move inside the virtual application (this
leaves them with a degree of integration of 1).

Interaction resides on a lower level (the specific possible interactions to manipulate
data in the interface) and a higher level (the user’s relation to the whole information
space presented) [20] that focuses on the user’s goal to generate understanding [20].
Examples of higher level of interaction include categories such as to select, explore,
reconfigure, encode, abstract/elaborate, filter and connect [19].

Another type of interaction in VR is through manipulating and reconfiguring
objects by moving and pressing buttons on the controllers denoted as object interaction.
Object interaction can consist of picking up an object, throwing it or using it to
facilitate interaction, often through a representation of hands [17].

We identify the following meta-requirement (MR2) in relation to the dimension of
interaction: Interaction is what the user does within the VR experience, and how the
user does so by taking actions. The user will expect consistency between interaction
schemes within the physically limited space. For room-scale VR applications, the
mapping of object interaction and camera interaction should be designed around the
mapping of the natural movements of the user’s body.

3.3 Narrative

In a broad sense, narrative has been a factor in human media consumption for many
years. When we read novels, view movies, or play games, we engage ourselves in some
form of plot or narrative [29–31]. Such narratives can be divided into two high-level
categories: linear and interactive [31, 32].

In a linear narrative, we follow “a temporal sequence of events” [30, p. 176] from
beginning to end [32]. This is what we experience in e.g. novels or movies [31]. In an
interactive narrative, on the contrary, there is a strong emphasis on the sense of user
agency [29, 31], which in this context can be construed as “the satisfying power to take
meaningful actions” [31, p. 32].

Agency has been linked to both immersion [29] and presence [31]. Given the
established connection between these concepts and VR [6–8], it is no surprise that VR
research has explored narrative as well. Slater and Wilbur [7] speak of “plot” as a factor
in immersion, defined as the degree to which the virtual environment presents a
story-line that is distinct from events unfolding in the real world. As such, this is highly
related to the notion of interaction and interactivity: in a VR context, this can be
construed as the degree to which the participant can influence the unfolding of events
and affect changes in the virtual world [7, 33].

There is a correspondingly strong focus on interactive narratives in VR, and a
participatory form of narrative works well in the medium [7, 21]. With this high degree
of interactivity, however, arises a need to guide the user’s attention to the interactivity.

6 J. Schjerlund et al.



The motivation of the user in the narrative becomes key. Even those VR narratives that
most closely resemble the traditional linear narrative (e.g. films presented from a VR
perspective) face the issue of guiding user attention to focal plot points as the temporal
sequence of events elapses, since the user remains determinant of where they look [15].

There are established tools that designers can draw upon to guide user motivation.
Drawing upon Norman’s perceived affordances [34], we know that the visual appear-
ances of objects will affect the way perceive their purpose and possibilities for inter-
action. This extends to VR as well. An abstract representation of a bow and arrow might
convince the user that the arrow has to be nocked, though the more detail that goes into
the effects of the bow (e.g. having the bow string wobble or be easily interacted with by
making it move when struck), the more likely it will be that the user also expects the
features of the bow to be used. A specific and detailed representation of the bow and
arrow and their use together will thus more strongly support an interactive narrative
because the amount of detail simply emphasizes that more can be done with the object.
In other words, whenever a virtual interaction has a physical world counterpart, we
should make sure the virtual matches the physical as closely as possible [24].

We identify the meta-requirement (MR3) in relation to the dimension of narrative:
A strong narrative explains why the user interacts and navigates and describes the
user-driven purpose in the VR experience. The user will expect a high degree of
interactive freedom as the visualization of the narrative elements become more detailed.
For room-scale VR applications, the representation of central plot-points, objects, and
actors should match their given functionality and have an effect associated to further
the overall narrative structure.

4 Method

To solve our problem and solution objectives, we followed the guidelines for per-
forming Design Science Research by Hevner et al. [35], first by identifying a problem
or gap in the current knowledge base, then by building artefacts to assess and refine the
instantiated solutions through experimental evaluation, and finally contributing the
identified knowledge to the knowledge base. Similar to the proposed structure by
Heinrich and Schwabe [9], meta-requirements were identified from existing kernel
theories and design principles were proposed to solve these meta-requirements. Since
no design principles or theories could be identified within the area of VR or room-scale
VR, the proposed design principles were applied in the design of two main artefacts
that were hereafter evaluated. The activities of evaluation can be categorized as a quick
and simple evaluation strategy, characterized as a summative ex post (assessing the
quality of finished artefacts in regards to conforming to the usefulness of design
principles) [36] experimental design [35]. For the purpose of attempting to isolate the
instantiations of the design principles, the two artefacts were constructed differently and
with different aspects changed so that aspects could be compared across four different
conditions. We are also minding the process, invention, relevance and extensibility of
our research, ensuring the validity of our interaction design research contribution [37].
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For our conditions, we used a HTC Vive room-scale VR setup in a 2.5 � 1.5 m
calibrated space. To run our experiment, we used a PC with an NVIDIA GeForce GTX
1080 GPU, Intel i7-6700K CPU and 32 GB DDR5 RAM.

Our user study involved (N = 12) participants, of which 5 (41.67%) were female.
The average age was 34.8, and the median was 26. We collected data in the form of
input logging, screen output capture and follow-up interviews for each participant. We
started each experiment by documenting the user’s age and experience with various
input control schemes (such as Vive controllers, console video game controllers, or
keyboard and mouse). Each participant tried all four conditions, distributed in a Latin
square matrix so that participants experienced the scenes in different orders. Having
(N = 12) participants for our four conditions gave us three full sets of distributed data.

Semi-structured follow-up interviews were conducted and sought to allow the
participants to express their general impressions of their VR experience. The interview
guide was structured after the key dimensions as a practical short-hand checklist, e.g.
“Where did you feel you were?”, “Please describe what you did?”, “How did you do
it?”, and “Why did you do what you did?”. However, we resorted to this list only if
users did not naturally touch upon the dimensions. Users gave verbal consent for data
logging, and recording HMD output and semi-structured interviews. Each interview
was coded using the design principles for quote-extraction and use in the analysis [38].

5 Communication of Design Knowledge

5.1 Solution Objectives, Meta-Requirements and Derived Design
Principles

In the introduction, we identified five solution objectives. Four of these objectives will
be answered by the meta-requirements presented in the literature review. The final
solution objective will be solved through the discussion and by our main contribution.
In order to solve the meta-requirements however, we have derived three practical
design principles (DPs) based on the meta-requirements, elaborated below Fig. 1:

Fig. 1. Solution objectives lead to meta-requirements; from which we derive design principles.
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The design principles are as follows: (1) Design for depth of spatiality through
inclusion of both interaction and world space; (2) Design for integration of physical and
virtual artefacts through camera and object interaction; (3) Design for richness of
narrative through representation of concrete visualizations that match functionality and
contribute to an interactive plot structure. See Fig. 1 for further clarification on how
SOs, MRs are connected to the proposed design principles.

5.2 Representation of Artefact(s)

We designed two artefacts represented as scenes of action (see Fig. 2) with different
conditions of the design principles instantiated.

Scene A
Scene A consisted of four objects of different shapes and colors placed within reach in
the interaction space, and four corresponding targets. The world space was a white field
to keep attention on the interaction space. The users were presented with the goal of
moving each object to its corresponding target.

The first condition featured a standard room-scale VR setup, with the participant
wearing a HMD and holding two Vive controllers. These controllers were used for
object interaction; the user could lift an object by touching it with the controller and
holding the trigger, and then release it by releasing the trigger.

Fig. 2. Left: Scene A, condition 1, wherein the user manipulates the darker object. Right:
Scene B, condition 4, wherein the user observes an AI-controlled agent.
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Condition 2 was designed to play with aspects of interaction and spatiality by
disallowing camera translation entirely. The user had no dedicated controllers but
moved a circular marker on the ground simply by moving the HMD. When near an
object, a radial progress bar would indicate that it was being selected; once selected, the
user could then move the object by moving the HMD, until its target.

Notably, both conditions of scene A featured linear, goal-driven narratives; the user
had to move all the objects to their targets by different means. However, the room-scale
setup featured in condition 1 allowed the user to approach object interaction in a far
more interactive way. In condition 2, there was little room for interactive exploration of
the narrative; once an object was picked up, it “stuck” to the user’s marker until
delivered to its goal.

Scene B
Scene B resembled a cartoony forest containing five AI agents following sequential
behavior routines. They performed a variety of activities, such as talking to each other,
chopping wood, and getting hit by falling apples (which would prompt a laugh from
others). The center of the scene (the user’s interaction space) contained a tree.

For condition 3, we excluded object interaction and worked exclusively with
camera interaction. The user could translate the camera position using an Xbox 360
gamepad controller within a defined interaction space without visualized borders.
Rotation was still facilitated by natural movement. For the spatial design, the user could
move freely within a designated area of the world space, though no interaction would
be possible. The structure of the narrative was linear with no means to impact or change
the narrative. The various AI agents would follow their routines at set times, even
though the user was still free to explore the narrative through camera interaction.

Condition 4 featured a standard room-scale interaction scheme. We made a con-
scious design decision to fully distinguish between interaction space and world space.
The same characters were used as in condition 3, but here, the user could influence the
otherwise linearly sequenced narrative by interacting with and interrupting the AI
agents by throwing objects (rocks or apples) at them, prompting a response.

Scene A and its two conditions as well as scene B, condition 3 were purposefully
built with aspects of the design principles reversed to evaluate alternative instantiations
and their impacts on the users’ experiences. Scene B, condition 4 was the only
instantiation that adhered fully to the design principles.

Table 1 features a breakdown of the conditions as they were distributed across the
two scenes. Scenes were to a substantial extent determined by their visuals and as such
many of the aspects of the design principles were bound to each other and not
meaningful to change and test. For example, for scene B to work at all, it made little
sense to change it to a complete linear narrative structure (although one could argue
that condition 3 with limited interaction to a degree makes this possible). Similarly, the
lack of visualized world space and the abstract visuals of scene A would not give the
user much reason to explore and as such the “full movement” condition of DP1 made
little sense to include. Note that users’ order of experiencing the scenes and conditions
was scrambled due to the Latin square matrix.
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6 Evaluation of Design Principle Implementation

6.1 DP1: Design for Depth of Spatiality

Throughout the conditions, users expressed a clear distinction between the interaction
and world spaces which underlined the importance of visualizing both. In scene A, one
user expressed that the grid served as a good indicator: “I saw that a grid appeared
[…] and then sometimes I thought ‘Okay, now I’m not going to move further’” (P8).

Another user expressed the efficacy of the world space design, expressing no desire
to move beyond the interaction space due to lack of world space features: “Yes, it could
have been fun to move around, but I could see the whole space, so there was nothing
hidden over there” (P6).

The biggest difference between the users’ sense of spatiality in scene A’s condi-
tions 1 and 2 came from the lack of the grid in condition 2. As we placed the users on a
stationary chair in the center of the interaction space, the grid was, in practice, always
invisible. One user expressed that the lack of these borders even led to a decreased
sense of spatiality: “The sense of spatiality was greatest when I stood up. Clearly, it
[the grid] gave me a sense of how far the world went. And I knew that when I reached
that point, I would have to watch out, or I would risk hitting something.” (P5).

In condition 3, the lack of the visual grid but continued presence of camera
translation caused users to express general discontent, noting a clear distinction
between interaction and world spaces. In the absence of the grid, users even created
arbitrary restrictions for their movement, though this was not implemented. One user
felt the tree served as a border for motion, though in reality, the motion space extended
beyond the tree: “I tried getting back, but it felt like I couldn’t move any more. It was
as though it stopped at the line of the tree.” (P5).

Table 1. Four conditions across two scenes, implementing different design principles.

Artefact
instantiation

Design principle 1
(Design for spatiality)

Design principle 2
(Design for
interaction)

Design principle 3
(Design for narrative)

Scene A:
Condition 1

Limited movement. No
world space
visualization

Controller interaction Linear. Abstract
narrative object
elements

Scene A:
Condition 2

No movement. No world
space visualization

Interaction through
camera controller

Linear. Abstract
narrative object
elements

Scene B:
Condition 3

Full movement. World
space visualized

No object interaction Interactive. Concrete
narrative object
elements

Scene B:
Condition 4

Limited movement.
World space visualized

Controller interaction Interactive. Concrete
narrative object
elements
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The feeling of spatial discontent was supported by users once again describing the
grid as a natural boundary that denoted limitations of their space in condition 4: “I was
placed next to the tree, and the room was limited, so the grid appeared.” (P6).

We found that the various implementations of design principle 1 supported the need
for visualizing both interaction and world to attain depth. However, the physical
limitations of the room-scale setup should also carefully be considered and designed
around to further the feeling of spatiality. Firmware aids such as the HTC Vive’s
chaperone bounds proved notably influential in how the users experienced the design.

6.2 P2: Design for Integration of Interaction

All of the users discovered the ability to interact with objects, and a lot of the expe-
riences centered around the ability to pick up objects in the interaction space and throw
them at the AI agents in the world space in condition 4. Users noted: “The one where I
can throw the apples is the most fun. I could shake the tree. And then more apples fell.
Notably more fun, because I get to do stuff. Actually, doing stuff makes me feel the most
immersed.” (P2) and “It was nice to be able to pick up the apples, because I com-
plained that I couldn’t before [in condition 3]. I definitely prefer interacting with
objects.” (P8).

The positive reactions stood in contrast to conditions 2 and 3. In condition 2, users
found the object interaction through camera interaction with the HMD natural but very
restrictive, as it imposed a purely linear structure. Similarly, the lack of camera rotation
in condition 3, resulted in several users likening the possibilities of movement to that of
sitting in a wheelchair: “It was enormously limiting. I could turn around, but I couldn’t
do anything. I could just see.” (P6). This passiveness was echoed when users compared
condition 4 to the others, with one user saying “Like I said in the first two [condi-
tions 1 and 2], full body interaction is much more fun in my opinion. In the third one
[condition 3] I was completely passive, just looking and seeing what’s happening but
the fourth one I can actually influence the characters in a way, like even if I just throw
a rock at them and then they rub their head, so I prefer the fourth one.” (P11).

We found that the various implementations of design principle 2 supported the need
for using both camera and object interaction in order to integrate physical (such as the
controllers) with virtual artefacts (such as those represented in the scenes). We also
found that the structures and rules that the control mapping imposed influenced the
possibilities for exploration.

6.3 DP3: Design for Richness of Narrative

In terms of narrative, users had a strong preference for the interactive exploration of the
interaction space of condition 4, regardless of the order they experienced the conditions
in: “It’s never been more fun to be allowed to bow down and do things.” (P2). Users
notably used more emotional and empathetic expressions to describe their experiences
than in the other conditions. One example was feeling sorry for the AI agent scripted to
be hit by a falling apple: “If they are now standing there arguing about that single
apple, then I could give them one, and then they wouldn’t have to argue.” (P5).
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Similarly, users brought their understanding of their natural world into the virtual
one and deduced the functionalities of objects based on their real-world equivalents: “I
tried to throw the apples to them, I didn’t try to hit them. It might have been a tad too
much to throw a rock at the head of one of them.” (P5). Interestingly, despite having
identical properties in the physics engine, the users attributed a functional difference
between apples and stones that was not there. Another user (P8) picked up two rocks
and tried to bash them together, expressing surprise that the design did not create some
effect equivalent to doing so in the physical world. When an AI agent laughed at
another agent that was hit by an apple, certain users even felt vengeful: “I tried to hit
him after he’d laughed about her getting hit in the head by an apple.” (P10) or: “They
became mad because I threw stuff after them.” (P1).

In general, driven by interactive exploration, the users tried to influence the linear
narrative with their actions. They sought a response from the AI agents: “They were
talking to each other, there was a story unfolding. I experienced something happened.
That some course of events or a story that I could follow occurred […] Then I created
the story through my interaction, which became about hitting them in the head with the
apples because that gave me feedback.” (P6). This can be seen as acknowledgement of
the user’s own existence in the scene, de-fining themselves through the actions of the
AI agents. Users directly linked this sense of presence to a sense of narrative purpose:
“When you are in VR, and you’re like a ghost, it doesn’t really matter, it gets really
boring […] unless you have some kind of means, some kind of requirement where
somebody needs you or you have a job to do.” (P9).

The linearly driven narrative of conditions 1 and 2 with pre-defined goals had a
mixed user reaction; when the interaction was forced to be sequential (i.e. condition 2),
the users generally disliked it, whereas when the interaction was allowed to be more
interactive (i.e. condition 1), the users were more positive. Similarly, the sequential,
non-interactive narrative of condition 3 incurred a more negative reaction than the freer
condition 4.

We found that the various implementations of design principle 3 supported the need
for using concrete visualizations of virtual artefacts that matched their designed
functionality (e.g., an apple should behave as an apple would) in order to achieve a
richer perception of the narrative structure. The users also expressed a strong preference
for the ability to interact with and influence the narrative.

7 Discussion

In relation to DP1, it is worth mentioning that the presence of the firmware “chaperone
bounds” that provided an interaction of the calibrated physical space for the VR
hardware had a considerable influence on how users experienced the VR application.
Naturally, it is possible to disable the chaperone bounds, which is often done for
research studies exploring motion in room-scale VR, such as redirected walking (e.g.
[8]). However, in more practical situations than a laboratory environment, the chap-
erone bounds serve an important practical function. As such, chaperone bounds and
similar firmware features should be considered in the spatial design in any room-scale
application.
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In relation to DP2, a few of our users who experienced condition 4 before con-
dition 1 were unfamiliar with room-scale V, and found difficulty in grasping the
“standard room-scale” interaction scheme here. In contrast, the inexperienced users
who experienced condition 1 before 4 grasped it immediately. This calls back to the
importance of mapping interaction [39], and indicates a need for further studies where
N > 12 so that the data can be adjusted for experience level, as our data indicates that it
might have an impact on the user experience.

In relation to DP3, it became evident that it is not sufficient to consider only the
narrative design on an axis of linear to interactive, because users in our study seemed to
differentiate between their goals and the means with which they sought to achieve those
goals. We found that the ability to influence a narrative has a high impact on the user’s
experience, which reaffirms the notions held by Aylett and Louchart [21].

From our findings, it became clear that while the dimensions can be thought of as
distinct, they are strongly interweaved and design decisions in one dimension will
influence others. As such, the narrative dimension of why seemed to highly influence
users’ perception and reason for moving in the spatial where and interacting with
objects through the interactive what and how. We do acknowledge that many more
different combinations could have been made based on the multiple aspects of the
design principles. For reasons of scope and to identify the possible high-level princi-
ples, we argue that the combinations used were enough. Further research should
explore how to exhaust these options more thoroughly.

As our results indicated that the specific dimensions influenced each other, we can
furthermore derive two additional design principles. First, designers of room-scale VR
applications should be aware that the design dimensions cannot be omitted as this will
have a negative impact on the experience. As a result, we derive an additional design
principle: “Design for inclusion of all three dimensions: spatiality (where), interaction
(what and how) and narrative (why)” (DP4). Second, as the design decisions from the
dimensions impacted each other, we derive the following second principle: “Design for
balance between dimensions through awareness of interdependent influence” (DP5).
These two high-level design principles can be practically assessed by letting designers
consider questions such as:

“How will the locations of interaction space and world space affect the user’s interaction and
motivation for acting? How will camera and object interaction affect the space of the user and
why the user should or would interact? How will the overall narrative structure affect the user’s
perception of where to go, what and how to interact?”

The proposed theoretical contribution to the field of room-scale VR design can be
characterized as a level 2 exaptation type of design [10], as our nascent design theory
extends known solutions from the HCI literature into the new area of room-scale VR
design. Further research within this area should include more quantitative and testable
hypotheses derived from our dimensions to better assess how to use it for summative
evaluation [36]. We furthermore identify a broadening of the applied designs into other
areas than the immediate entertainment that contemporary VR technology is currently
being marketed to. We thus believe to have expressed the process, invention, relevance
and extensibility of our research [37].
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8 Conclusion

We have explored and outlined central design dimensions and design principles for
room-scale VR that can be used to design engaging VR experiences.

We have proposed a so-called nascent design theory of how to design for
room-scale virtual reality through a combination of design principles on lower and
higher levels. Through the identification of meta-requirements extracted from related
kernel theories and literature from human-computer interaction, we have identified
three dimensions of room-scale VR and three corresponding design principles for
designing VR artefacts. Two instantiations of the design principles were both evaluated
qualitatively through a conditional setup with real users and resulted in the identifi-
cation of two additional, higher level design principles. The contribution is significant
because there is currently a lack of high-level design frameworks for VR, and the
identified design dimensions and resulting principles represent new possibilities for
designing and evaluating VR experiences.
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Abstract. Reducing and shifting energy consumption could contribute signif-
icantly to a more sustainable use of energy in households. Studies have shown
that the provision of feedback can encourage consumers to use energy more
sustainably. While there is wide variety of energy feedback solutions ranging
from in-home displays to mobile applications, there is a lack of research on
whether and how conversational agents can provide energy feedback to promote
sustainable energy use. As conversational agents, such as chatbots, promise a
natural and intuitive user interface, they may have great potential for energy
feedback. This paper explores how to design conversational agents for energy
feedback and proposes design principles based on existing literature. The design
principles are instantiated in a text-based conversational agent and evaluated in a
focus group session with industry experts. We contribute with valuable design
knowledge that extends previous research on the design of energy feedback
solutions.

Keywords: Conversational agent � Chatbot � Energy feedback
Focus group � Design science research

1 Introduction

To combat climate change and reduce greenhouse gas emissions, significant invest-
ments are being made in new low-carbon technologies, renewable energy, energy
efficiency, and grid infrastructure [1]. To achieve the European Union’s (EU) ambitious
climate goals of reducing greenhouse gas emissions by 80% by 2050, all sectors are
expected to play their part [2]. Since energy consumption of the residential sector still
accounts for around 25% of total energy use in the EU [2], sustainable use of energy in
households could significantly contribute to reaching the EU’s climate goals. Sustain-
able energy use includes not only reducing energy consumption, but also shifting energy
consumption to times when renewable energy sources (e.g., wind or solar power) are
abundant [3]. Particularly, non-time critical energy use in households, such as washing
machines or dish washers, can be shifted away from peak demand periods [3].

© Springer International Publishing AG, part of Springer Nature 2018
S. Chatterjee et al. (Eds.): DESRIST 2018, LNCS 10844, pp. 18–33, 2018.
https://doi.org/10.1007/978-3-319-91800-6_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91800-6_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91800-6_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91800-6_2&amp;domain=pdf


Providing energy feedback to consumers has been found to increase energy use
awareness and promote both reducing and shifting energy consumption in households
[e.g., 3, 4]. Moreover, reviews of energy feedback research have found that the pro-
vision of feedback can result in average energy savings of 10% [5]. In the past, many
energy feedback solutions have been developed such as in-home displays, mobile
applications, or web portals [5]. Given the large-scale deployment of smart meters that
collect high-frequency consumption data and the advances in algorithms for energy
disaggregation, these solutions are able to provide direct, real-time feedback on the
level of individual appliances [6]. Additionally, they can provide interactive feedback
augmented with additional approaches (e.g., personalized recommendations) to provide
greater opportunities to engage consumers over time [4]. Although much research has
been conducted on their design, recent reviews of energy feedback solutions indicate
that no research has been conducted on how conversational agents (CAs) can be used
to provide energy feedback [5, 7]. CAs, such as text-based chatbots or voice-based
personal assistants like Amazon’s Alexa, promise a convenient and intuitive user
interface to interact with technology using natural language (i.e., written or spoken) [8].
Because of advances in artificial intelligence and natural language processing, the
capabilities of CAs have improved significantly in recent years [9]. While they are
limited in their ability to provide visual information on energy consumption (e.g., in the
form of graphs or dashboards), they can leverage natural language to answer questions
and provide personalized feedback. Given the rising interest in CAs [10], we argue that
there is an opportunity to investigate the design of CAs for energy feedback to address
the lack of consumer awareness of energy use and facilitate a more sustainable use of
energy in households. Although feedback solutions using SMS or email have been
developed for related contexts [e.g., 11], research on how to design CAs for energy
feedback is scarce. Thus, we aim to fill this gap and explore the following research
question:

How to design conversational agents for energy feedback to promote sustainable use of energy
in households?

To address this research question, we follow the design science research
(DSR) [12] approach to iteratively design and evaluate a text-based CA for energy
feedback. Based on a literature review on existing energy feedback solutions, we
propose four design principles for CAs for energy feedback. These principles are
instantiated in a text-based CA and evaluated in an exploratory focus group session
[13] with domain experts from the energy industry. The remainder of this paper is
organized as follows. Section two introduces related work on energy feedback and
CAs. Section three outlines our DSR project, while section four describes the proposed
design of our artifact. In section five, we present and discuss the findings of our
evaluation, before we conclude the paper with a short summary and a discussion of
limitations in section six.
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2 Related Work

2.1 Promoting Sustainable Energy Use Through Feedback

Research in psychology has extensively studied feedback and its impact on behavior
change (for an overview, see [14]). Feedback is commonly understood as “the process of
giving people information about their behavior that can be used to reinforce and/or
modify future actions” [4]. In the context of energy use, feedback has been identified as
an effective intervention to promote sustainable use of energy (for a detailed review, see
[4, 15]). In general, energy feedback can be provided in different ways. Direct feedback
is available in real-time, whereas indirect feedback is provided after the consumption
occurs [4]. Moreover, feedback can be aggregated (i.e., a household’s total energy
consumption) or on appliance-level [4]. Appliance-level feedback contains information
about individual devices, such as electronics or water heaters [6]. Furthermore, feedback
can be combined with other interventions, such as goal setting or financial incentives, to
increase its effectiveness [4]. Reviews of energy feedback research have found that the
provision of feedback can result in average energy savings of 10% as well as promote
load shifting [5], but its effectiveness depends on the way it is provided [4].

Different technologies have been used to provide energy feedback such as in-home
displays, web portals, or mobile applications (for a detailed review of different solu-
tions, see [5]). Many of these energy feedback solutions visualize household energy
consumption based on data collected by sensors or smart meters [16], while others
focus their feedback on a single device such as a washing machine [e.g., 3]. Moreover,
they usually push out information to consumers (e.g., monthly energy reports) or
require consumers to pull information from them (e.g., web portal or mobile app) [4,
17]. Modern solutions also frequently include additional features such as community
platforms [18] or individual/social level comparisons [17]. However, recent reviews of
energy feedback solutions in research and practice indicate that no research has been
conducted on how CAs can be used to provide energy feedback [5, 7].

2.2 Conversational Agents

The idea of interacting with computers using natural language has been around for
decades [8]. While the literature has used different terms to describe systems with
conversational user interfaces (e.g., CA, chatbot, or personal assistant), the underlying
concept is always that users “achieve some result by conversing with a machine in a
dialogic fashion, using natural language” [9]. In IS research, the most commonly used
term is “conversational agent” that refers to both text-based CAs, such as chatbots, and
speech-based CAs (e.g., Amazon’s Alexa) [19]. Both types of CAs build on the same
technology (i.e., natural language processing), but differ in their input/output modality
(i.e., voice vs. text). CAs have their roots in the chatbot ELIZA [20] that was primarily
developed to simulate human conversation based on pattern-matching algorithms.
Since then, the capabilities of CAs have improved enormously and many of them have
been implemented on websites and messenger platforms (e.g., for customer service).
Moreover, they can be found on many mobile devices as personal assistants to support
users in finding information or accomplishing basic tasks (e.g., Apple’s Siri) [21].
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CAs promise a more convenient and natural user interface than traditional graphical
user interfaces since they allow people to interact with computers using natural lan-
guage, just like engaging in a conversation with another person [8]. Particularly, less
IT-savvy users could benefit from this form of interaction because they do not need to
learn how to navigate through complex menus and understand detailed dashboards [8].
Moreover, CAs often display human-like characteristics (e.g., human-like appearance or
embodiment and communication style) to provide more natural and engaging interac-
tions [22] as well as to build relationships with users [23]. Therefore, CAs might also
serve as a natural way to provide energy feedback and promote sustainable energy use.

3 Design Science Research Project

This research project follows the DSR approach [12] to provide design principles
(DPs) for CAs for energy feedback promoting sustainable energy use in households.
We argue that this research approach is particularly suited to address our research goal
because it allows to iteratively design and evaluate our IT artifact in a rigorous fashion
[12, 24]. Moreover, this approach enables us to involve experts and real users in the
design and evaluation phases to incrementally improve the functionality and relevance
of our artifact [12]. The project is conducted in collaboration with experts from an
organization in the energy industry. This organization is a medium-sized service pro-
vider that offers a range of services, such as consulting, business process outsourcing,
and product development, for German energy providers and other companies in the
energy industry.

The DSR project is based on the framework proposed by Kuechler and Vaishnavi
[24]. In the problem awareness phase, we reviewed extant literature on existing energy
feedback solutions to identify potential issues in their design. Based on the results of
this review, we proposed four DPs for CAs for energy feedback. These DPs were
informed by existing research on the design of energy feedback solutions and feedback
theory. Subsequently, we instantiated our DPs in an interactive prototype of a
text-based CA (i.e., a chatbot) developed with BotPreview, a platform for building
previews of chatbot interactions [25]. This prototype was then evaluated in an
explorative focus group session [13] with industry experts from the cooperating
company. For the evaluation, we selected the technical risk and efficacy strategy [26]
because the implementation and evaluation of a CA for energy feedback in a real
setting would be very costly. The evaluation in a real household with real users would
require significant investments for setting up the necessary infrastructure (e.g.,
implementing a smart metering infrastructure, integrating different data sources, and
implementing algorithms for the calculation of feedback) and recruiting participants.
Therefore, we decided to first evaluate the proposed DPs with a group of industry
experts to get feedback and improve our design before conducting a more complex
evaluation. In a second design cycle, we will refine our DPs based on the experts’
feedback and instantiate the DPs in a fully-functional prototype. This prototype will be
implemented using Microsoft’s Bot Framework and evaluated with real users in several
households that are equipped with smart meters.
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4 Designing Conversational Agents for Energy Feedback

4.1 Problem Awareness

Feedback is considered a promising strategy for promoting sustainable energy use and
many energy feedback solutions have been developed in recent years [5]. Althoughmuch
research has been conducted on their design, there is still a need to better understand and
validate specific design features and interaction paradigms of these solutions [27]. To
inform our design, we conducted a literature review and identified several issues in the
design of existing energy feedback solutions, which we summarize below.

Many energy feedback solutions focus on visual feedback including numbers, text,
graphics, movement, animation, pictures, icons, colors, or lights [15]. However, these
solutions often overload consumers with too much information, dry numbers, and
intangible units [18]. In addition, they often lack natural language descriptions of key
information and a personal language that is easy to understand for consumers [7, 16].
Moreover, just providing information on energy use may not be sufficient for con-
sumers to draw conclusions for taking effective action (e.g., identifying energy guz-
zlers) or changing energy use habits [16, 18]. Furthermore, many existing energy
feedback solutions either push out information to consumers (e.g., in-home displays
positioned in a visible place in the home) or require consumers to pull information
(e.g., web portals or mobile apps) [4, 17]. However, researchers argue that effective
feedback solutions should combine both push and pull approaches [17]. Furthermore,
as energy is a low involvement product [28] and energy feedback is usually optional for
consumers [4], there is a need to “design for the least motivated individuals” [17, p. 2].
However, many energy feedback solutions cannot be easily integrated in consumers’
life or require a complex system setup and training [6].

In conclusion, we argue that CAs represent a promising technology to address the
identified issues in the design of existing energy feedback solutions. While significant
progress has been made in the integration of real-time, appliance-level energy con-
sumption data (e.g., from smart meters) and the transformation of data into more
comprehensible units (e.g., monetary savings) [e.g., 16], there is a lack of design
knowledge on CAs for energy feedback. Therefore, we believe that it is suitable to
apply the DSR approach to address this research gap.

4.2 Design Principles for Conversational Agents for Energy Feedback

In this section, we propose fourDPs that describe how to designCAs for energy feedback.
These DPs focus specifically on the CA and the way it should provide feedback to
consumers. In this paper, we do not further consider the underlying technical infras-
tructure that is necessary to integrate different data sources (e.g., smart meters), nor the
algorithms that are necessary to, for example, calculate monetary savings or the best time
to start an appliance (e.g., washing machine). Research has made great strides in
developing the infrastructure and algorithms [e.g., 6, 16] that are required to implement
the technical basis of our DPs. However, since our main goal is to design a CA, we argue
that it is suitable to focus our DPs on how this technology can be used to provide energy
feedback. Next, we derive and formulate four DPs for CAs for energy feedback.
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In general, CAs differ from other technologies in that they do not provide a typical
graphical user interface and rely on natural language as the main mode of interaction
[8, 9]. While text-based CAs, such as chatbots, are limited to a simple chat window,
voice-based CAs usually do not possess a graphical user interfaces at all. Conse-
quently, they are not able to show complex graphs, detailed statistics, or other visual
elements about current or past energy use. However, since consumers are able to chat
with or talk to them like having a conversation with another human being [8], they
might provide a more natural user interface for energy feedback. Consumers should be
able to converse with a CA about their current and past energy use, ask specific
questions about their energy consumption choices, and receive personal feedback on
their energy use. For example, consumers could ask the CA about the current or past
energy consumption of a specific device or the best time to start their washing machine.
Since this approach might allow consumers to more quickly and effectively obtain
answers to questions about energy use (i.e., to pull information), the CA should provide
comprehensible feedback that enables them to draw conclusions on how to reduce or
shift energy consumption. Therefore, we propose:

DP1: Provide the CA with reactive energy feedback comprising comprehensible information in
natural language in order to help consumers better understand their energy use and enable
them to draw conclusions on how to use energy more sustainably.

However, reactive energy feedback provided by CAs should not be limited to only
providing comprehensible information (i.e., informative guidance [29]) but should also
include personalized suggestions and advice (i.e., suggestive guidance [29]). Research
argues that providing “highly personalized recommendations tailored to the sensed
energy usage in the home” influences energy consumption behavior more effectively
than the graphical representation of consumption values or the provision of high-level
written or verbal messages [17, p. 6]. Therefore, CAs should provide reactive feedback
that includes suggestions and advice on how to reduce energy consumption (e.g., by
identifying energy guzzlers or “surprise” devices that they are unlikely to monitor [4])
and shift times of consumption (e.g., rescheduling the washing process [3]). Moreover,
CAs should be able to support consumers in their decision to buy new energy-efficient
devices by performing complex cost/benefit analyses [17]. For example, consumers
could ask the CA whether buying a more energy-efficient refrigerator will reduce their
energy consumption and save them money in the long term by lowering their future
electricity bills. The CA could then support consumers in their purchase decision and
even recommend suitable devices. Thus, we propose:

DP2: Provide the CA with reactive energy feedback comprising personalized suggestions and
concrete advice in order to enable consumers to act on it directly and encourage sustainable
energy use in the future.

In many domains, CAs show the promise of enhancing a user’s productivity by
proactively providing the information the user needs at the right time and at the right
place [30]. Similarly, research has demonstrated that energy feedback is much more
effective when delivered in the right context [31]. While DP1 and DP2 relate to reactive
energy feedback that requires consumers to pull information from the agent, CAs can
also proactively provide energy feedback to consumers (i.e., push information to the
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consumer). For example, when a water heater is consuming excessive amounts of
energy, the CA should be able to promptly alert the consumer and suggest that there is
a malfunction so that s/he can take appropriate action. Additionally, the CA could send
contact information of a technician or apartment manager. Although solutions, such as
mobile apps, can also send proactive feedback using push notifications, we argue that
CAs might be more effective as their messages can serve as the starting point for a
follow-up conversation and thus, might foster deeper engagement with consumers.

However, while more frequent proactive feedback provides more opportunities to
engage consumers’ attention, there may also be an upper limit to the amount of time
that people are willing to spend on energy feedback [4]. Therefore, the CA should
provide proactive feedback only in case of incidents that require the consumers’
attention (e.g., device malfunction, anomalies in energy use, or significant money
saving opportunities). Thus, we propose:

DP3: Provide the CA with proactive energy feedback comprising personalized suggestions and
concrete advice in order to enable consumers to quickly respond to incidents that require
special attention for a more sustainable energy use.

Finally, there is a rich body of knowledge that explores the design of human-like
characteristics for CAs. Following the “Computer are Social Actors” paradigm, many
studies have investigated how these social cues (e.g., human-like appearance or use of
natural language) enhance a CA’s trustworthiness and persuasiveness as well as make
the interaction more natural to users [32, 33]. Researchers argue that, to be effective in
persuasion, appropriate social cues should be embedded in the design of CAs [32].
Social cues have also been found to increase the effectiveness of energy feedback [34].
For example, social feedback on the energy consumption of a washing machine pro-
vided by the social robot iCat was more persuasive than factual feedback provided by
an energy meter without any social cues [34]. Therefore, CAs for energy feedback
should also display social cues to make the human-CA interaction more natural and
their feedback feel more social. Thus, we propose:

DP4: Provide the CA with appropriate social cues in order to make the interaction with them
more natural and their energy feedback more social for consumers.

4.3 Artifact: Energy Feedback Agent (EFA)

Our proposed DPs were instantiated in an artifact called Energy Feedback Agent
(EFA). We decided to design EFA as a text-based CA (i.e., a chatbot) instead of a
voice-based CA because of the ubiquity of smartphones and the proliferation of instant
messaging applications [35]. More specifically, messaging has become a primary
channel for both personal and professional communication across all segments of the
population [9, 35]. Furthermore, since energy feedback may also contain sensitive
information on personal habits, consumers may not want others to hear the content of
the feedback [c.f., 36], which further supports the design as a text-based CA.

To instantiate our DPs, we selected two different scenarios based on examples in
existing literature [e.g., 17], which are explained in detail in Sect. 5.1. Figure 1 shows
the instantiation of DP1 and DP2 that illustrate how EFA provides reactive feedback
based on consumers’ questions. The left side of Fig. 2 depicts how EFA provides
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DP1
DP2

Fig. 1. DP1 and DP2: reactive feedback (information and suggestions)

DP3
DP4DP4

• Human-like 
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• Typing 
indicators

• Emojis
• Small talk

Fig. 2. DP3 (proactive feedback) and DP4 (social cues)
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proactive feedback after an incident has been discovered that requires the consumer’s
attention (DP3). The right side of Fig. 2 shows the instantiation of DP4, that is, the
social cues that were implemented in EFA’s design. Based on insights from previous
studies, we selected several social cues to make the conversation more familiar to the
user and the provision of feedback more social, such as a human-like graphical rep-
resentation [37], small talk [23], and emojis [38].

5 Evaluation

5.1 Evaluation Methodology

To evaluate our proposed design, we conducted an exploratory focus group [39].
Exploratory focus groups have been used regularly in DSR to evaluate initial designs
and artifacts [e.g., 40, 41]. As shown in Table 1, the participants of the focus group
session were five employees of our partner organization and one employee of a major
energy provider. Upon arrival, the participants were asked to read and sign informed
consent forms, provide demographic information and answer three questions about
their experience with smart metering technology as well as their use of CAs and
messaging applications (using a Likert scale from 1 = daily to 6 = never). Our focus
group consisted of four males and two females, with an average age of 34 years and an
average experience with smart metering technology of 6 years. While most participants
stated that they use messaging applications daily (83%), their indicated use of CAs was
only a few times a month (50%) or even less (50%). Because of their broad industry
experience and familiarity with smart metering technology, we argue that they can be
regarded as industry experts and represent an adequate sample for the evaluation as
they are “familiar with the application environment for which the artifact is designed so
they can adequately inform the refinement and evaluation of the artifact” [39, p. 127].

Two of the authors performed the focus group session, in which one researcher
actively moderated the session, while the other one took notes throughout the session.
The focus group lasted a total of two hours and was structured as follows. First, the
moderator welcomed all participants and briefly explained the procedure of the focus
group session. After signing the informed consent forms, we started the audio

Table 1. Focus group participants

Participant Affiliation Business unit

Expert 1 (EX1) Service provider Product management
Expert 2 (EX2) Service provider Product management
Expert 3 (EX3) Service provider Business development
Expert 4 (EX4) Service provider Business development
Expert 5 (EX5) Service provider Sales
Expert 6 (EX6) Major energy provider Piloting & operations
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recording. Next, the participants were given an introduction on energy feedback and
CAs. Subsequently, we presented and explained our DPs for CAs for energy feedback
and demonstrated how they were instantiated in EFA. We used two scenarios to
evaluate the DPs one by one by showing how EFA would work in its intended
environment.

The first scenario was used to evaluate EFA’s reactive feedback (i.e., DP1 and
DP2). In this scenario, participants should imagine that they are watching a news report
on the TV showing the consequences of climate change and therefore, wonder if they
could also do something to reduce their energy consumption. Realizing that they do not
know much about their current energy use, they open a messenger and start a con-
versation with EFA. During the conversation, EFA answers several questions about
current, past, and average energy consumption (DP1). When EFA mentions that energy
consumption in the kitchen has been unusually high, they realize that a broken door
(i.e., not closing properly) of their refrigerator leads to a waste of energy. In this
context, EFA also indicates that the refrigerator is rather old and suggests buying a
new, more energy-efficient one to save energy and money in the long term (DP2). After
stating their possible interest, EFA calculates the time until the investment pays off and
recommends two suitable devices. Next, the same scenario was shown again, however
this time, EFA was designed to display social cues (DP4) as described in Sect. 4.3.
Apart from these changes, however, the content of scenario was identical.

The second scenario was used to evaluate EFA’s proactive feedback (DP3). In this
scenario, EFA starts the conversation by alerting the consumers that their water heater
has consumed excessive amounts of energy over a long period of time, indicating a
technical problem with the device. Then, EFA suggests contacting a technician and
provides the phone number of a suitable technician to take care of the malfunction.

During the evaluation, we stopped the demonstration several times to explain how
the DPs were implemented. Therefore, participants could provide feedback on EFA and
the DPs at any time during the demonstration. After each demonstration, we asked
open-ended question about the artifact and the proposed design (e.g., “How did you
like the feedback provided by EFA?”). Depending on the course of the discussion, we
asked more specific questions about the proposed DPs and the interaction between EFA
and the consumer. After the session, we analyzed the participants’ feedback using our
notes and the audio recording. In the next section, we present the results of the analysis
and discuss the feedback of our focus group participants in detail.

5.2 Results and Discussion

In general, the industry experts who participated in our focus group session liked the
idea of using CAs to provide energy feedback to consumers in households. They
pointed out that EFA would be easier and more comfortable to use than many existing
feedback solutions because consumers would not need to install an additional app or
buy a new device. Moreover, since consumers frequently use instant messengers to
communicate with their friends and family members, EFA would be able to “pick up
consumers right where they always communicate” (EX6). The experts further argued
that the use of existing communication channels (e.g., Facebook Messenger or
WhatsApp) represents a low entry barrier for consumers, “especially for elderly people
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or people with low IT affinity who might have difficulties installing an app” (EX3). In
addition, the experts stated that EFA would be of interest for energy providers looking
for products based on smart metering technology. Many consumers in Germany seem
to be skeptical of this new technology, but energy providers are legally required to
implement them on a large scale within the next years. Therefore, solutions like EFA
could help to reduce skepticism and facilitate the acceptance of smart meters in private
households as “such feedback can help to provide an added value to the customer”
(EX6).

Besides this general discussion, the experts also provided feedback on each
DP. Concerning DP1, one expert mentioned that “typical consumers have no relation
to energy consumption” (EX5) and their interest in finding out how to reduce or shift
energy consumption is rather low. Thus, when EFA provides clear answers to con-
sumers’ questions immediately, it would “address the consumers at the right level”
(EX6) and help them to better understand the abstract and intangible concept of energy
[15]. Another expert liked that EFA “leaves the technical level” (EX1) of energy
feedback by not only using standard energy metrics, such as kilowatt-hours (kWh), but
also metrics that are well understood by consumers (e.g., € instead of kWh). Moreover,
it was received positively that EFA provided consumers with a reference (e.g., by
showing reference consumption values, providing comparisons between devices, and
explaining causal relationships). The experts argued that most consumers have diffi-
culties to understand whether a certain amount of energy indicates high or low con-
sumption. Thus, they found EFA’s ability to answer specific questions (e.g., “Is the
energy consumption of my fridge high?” or “Why is my consumption higher than last
week?”) and provide tailored feedback to be a great advantage. The experts believed
that such feedback would not only increase general energy literacy, but also motivate
consumers to use energy more sustainably (e.g., reduce or shift energy consumption)
because they would not have to invest the time and effort to look up information about
their energy use themselves. They suggested to go even further by identifying the
consumer’s skill and knowledge level and adapting EFA’s reactive feedback based on
the consumer’s answers to questions such as “Are you technically/commercially
interested? Do you have a technical background? Do you want the information in kWh
or in €?” (EX6). For example, inexperienced consumers would not be confronted with
energy metrics at all, while more knowledgeable consumers with a deeper interest in
energy should also receive more complex feedback.

During the session, experts also stressed that energy feedback should not be limited
to the provision of pure information but should always include a possible explanation:
“With ‘25% more’ [i.e., energy consumption], it should be explained directly why this
could be the case, for example: ‘It could be the new device’” (EX5). Consequently, one
expert concluded that it is DP2 that makes the energy feedback effective. He argued
that when EFA provides personalized suggestions and advice on how to use energy
more sustainably, it would make it easier for consumers to respond to this feedback and
follow the suggestions rather than draw conclusions themselves. The experts also noted
that these suggestions should focus on small changes that can be implemented directly
rather than on overly complex or high-level advice. Furthermore, EFA’s ability to
perform cost/benefit analyses using data from publicly available appliance databases [c.
f., 20] was regarded an important aspect of DP2 to help consumers understand the
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significant energy and cost savings potential of new energy-efficient devices. Again, the
reduction of effort for consumers was positively evaluated (e.g., consumers would not
need to search for suitable devices themselves).

In general, the experts also liked the fact that EFA “pushes” feedback proactively to
consumers (DP3). They argued that EFA should not remain passive because, after
some time, consumers naturally begin to disengage with an energy feedback solution
[42]. However, one expert argued that proactive feedback should always “include
concrete suggestions and advice so that [one] can rule out possible causes” (EX2).
This point was also addressed by another expert who criticized that a consumer
“[needs] more information in addition to the message to act accordingly” (EX1).
Furthermore, they would not want to receive daily reports on their energy use from
EFA, but rather specific messages as a reaction to an important event or incident.
However, one expert suggested that EFA should follow up on proactive feedback if
consumers do not respond (e.g., “for less important events, a continuous reminder
should come up” (EX1)). In case of emergencies (e.g., when an oven malfunctions),
EFA could even make an automatic phone call to a dedicated emergency number.

The industry experts also believed that appropriate social cues displayed by EFA
(DP4) would help to increase consumer engagement and make the energy feedback
appear more natural. For example, one expert stated that, by displaying social cues,
“EFA tends to come across as a friend; the flow is more natural and maintains
communication. In the second example [i.e., with social cues/DP4], [he] would have
asked more questions than in the first example [i.e., without DP4]” (EX1). Moreover,
incorporating social cues, such as emojis, also helps to make the conversation appear
more familiar to consumers and thus, might increase feedback effectiveness. However,
one expert cautioned that these social cues should be designed carefully to not distract
from EFA’s main purpose to provide energy feedback: “The bot should be less cheeky
and a little more formal because it’s about money” (EX3). Table 2 summarizes the key
findings of our focus group discussion with industry experts.

The focus group discussion also brought up some interesting aspects about the
modality (i.e., text vs. voice) used by CAs for energy feedback. One expert suggested
that consumers should be able to communicate with EFA using text messages (e.g., on

Table 2. Summary of key findings of the focus group discussion

DP Key findings

DP1 • Provides easy access to information on energy use in natural language
• Facilitates consumers’ understanding by quickly giving comprehensible answers
• Could be individually adapted to the consumer’s skill/knowledge level and
preferences

DP2 • Helps consumers to directly respond to feedback by pointing out specific measures
• Reduces effort for consumers to find out how to use energy more sustainably

DP3 • Facilitates re-engagement or continued interaction with EFA
• Needs to include further information about the potential causes of an incident

DP4 • Encourages consumers to interact with EFA (e.g., ask more questions)
• Needs to be designed carefully to not distract from EFA’s main purpose
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the phone when they are not at home) and using voice input (e.g., if they own a device
like Amazon Alexa). Moreover, they argued that, in some cases, using a voice-based
EFA would further reduce the effort for seeking energy feedback since consumers do
not need to enter a text message. One expert mentioned that the modality (text vs.
voice) could also be automatically selected based on the consumer’s current location.
Moreover, EFA’s functionality could be extended to be able to turn devices on and off,
similar to existing smart home solutions.

In conclusion, the industry experts believed that with CAs, such as EFA, energy
feedback could take an important step into consumers’ daily life and help them to use
energy more sustainably. Moreover, they argued that such a solution would provide
energy providers with the opportunity to offer their customers a benefit from smart
metering technology, which further indicates the relevance of our proposed design for a
real-world context. According to the experts, technological advances within the next
years will make it possible to easily extract and integrate the data that is required to
provide the basis for the implementation of our design. However, they also noted that
EFA needs to possess advanced natural language processing capabilities to provide
accurate feedback and ultimately, to ensure adoption and continued use by consumers.

6 Conclusion

This paper presents the findings of our DSR project on how to design CAs for energy
feedback to promote sustainable use of energy in households. We identified several
issues in the design of existing energy feedback solutions and proposed four DPs to
address these issues by designing a CA for energy feedback. We instantiated our DPs in
a text-based CA called EFA and evaluated it in an exploratory focus group session with
industry experts. Overall, the results of our evaluation indicate that CAs represent a
promising technology for energy feedback and designing these CAs based on our DPs
could enable consumers to use energy more sustainably. We therefore contribute with
valuable design knowledge that extends previous research on energy feedback solutions
and serves as a starting point for future research on designing CAs for energy feedback.

Although our research follows established guidelines for conducting DSR [12, 24],
there are some limitations that need to be discussed. First, we instantiated our DPs in a
text-based CA (i.e., chatbot). However, as also illustrated in the feedback by industry
experts, voice-based CAs seem to be a promising medium for energy feedback as well,
possibly even in combination with a text-based CA. Therefore, future research could
instantiate and evaluate our DPs in a voice-based CA such as Amazon’s Alexa.
Moreover, the evaluation was conducted with industry experts who might be biased
because of their familiarity with energy feedback solutions. Thus, another focus group
session with real, non-expert users could provide an important complementary per-
spective on our DPs. Finally, we used an interactive prototype without real data or
algorithms to demonstrate EFA’s capabilities in two scenarios. Although we argue that
this approach is appropriate for a first evaluation of EFA, further research imple-
menting a full infrastructure is needed. Therefore, we plan to implement a fully
functional prototype in several households and perform a field-based evaluation study
in our future research.
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Abstract. A broad spectrum of design techniques is available to support digital
service design processes. With the growing number of available design tech-
niques, selecting suitable design techniques becomes increasingly challenging,
especially for design novices. In this paper, we present design principles and
their instantiation in the Web platform ServiceDesignKIT for supporting design
novices in the process of identifying and selecting design techniques. Ser-
viceDesignKIT is a platform that combines an experts’ top-down knowledge-
based classification with novices’ bottom-up suggested tags. With this work, we
contribute to the body of design knowledge of Web-based platforms that pro-
vides simple and efficient access to design techniques.

Keywords: Digital service design � Design technique � Selection support
Classification � Web platform

1 Introduction

The availability of networked and scalable digital infrastructures enables a shift in the
service industry. Digitalized services are more interactive and more flexible in com-
paring with traditional human-based services [40]. We consider a digital service as “an
activity or benefit that one party can give to another, that is, provided through a digital
transaction [40].” The design of digital services is not restricted to specific digital
service encounters; it covers the whole service process taking service experiences under
consideration [24]. Thus, a lot of design activities need to be considered when
designing digital services to make sure that consumers get used to enjoying the
interaction with digital services [14]. Therefore, an increasing number of design
methods, techniques, and tools have been developed for supporting the design process.

In order to scale design processes of digital services, design novices are typically
encouraged to learn and apply design techniques. For example, software developers are
suggested to apply usability engineering methods in order to deliver components with
high usability [4]. In the design process, appropriate design techniques need to be
selected based on different design situations to achieve high service experience [26, 42].
With the growing number of design methods, techniques, and tools, and the increasing
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involvement of design novices in the design process, the challenge to support design
novices in selecting appropriate design techniques is becoming critical [10, 12].

Previous studies have tried to deal with the difficulties of supporting the selection of
design techniques in design processes. In the existing literature, we can see that there
are studies that focus on proposing experts’ knowledge-based classifications of design
techniques for supporting design processes, e.g., [2, 33, 34]. Based on the theoretical
studies, several Web-based platforms providing classifications and descriptions of
design techniques are developed, such as thedesignexchange.org and allaboutux.org.
Although these websites include introductions of existing design techniques and
classifications, there is a need in the solid grounding of their design principles. Fur-
thermore, the proposed classifications have not yet been evaluated regarding the
effectiveness of supporting design novices to select design techniques. Thus, more
work is needed explicitly in the context of systematically deriving design principles for
Web platforms that can help novices to select suitable design techniques. Hence, this
study seeks to answer the following research question:

Which design principles of a Web platform help design novices in better selecting
design techniques within digital service design processes?

In order to answer the research question, we follow the design science research
paradigm [31]. The applied design science research approach is depicted in Fig. 1.
After reviewing related studies, we derive meta-requirements, design principles as well
as propose an instantiation in the form of the Web platform – ServiceDesignKIT
(servicedesignkit.org). Theoretically, the derived meta-requirements and design prin-
ciples can be seen as a type V theory [15], which give guidance for researchers to
instantiate the theoretical research on classifying design techniques. Practically, this
Web platform aims to help design novices to select suitable design techniques by using
major, complementary filters; one is based on a classification that is created by experts
(i.e., a top-down structured classification), and another is created by novices (i.e.,
bottom-up suggested tags). In addition, ServiceDesignKIT provides basic descriptions
of design techniques. Moreover, users can add new techniques, and bottom-up suggest
tags describing design techniques. Users are also enabled to add comments about
techniques to exchange knowledge and communicate with other users. The application
of the top-down classification and bottom-up tags as a filter and the collection of
bottom-up suggested tags and users’ comments, which in turn can benefit the research
community as a starting point to explore the effects of classifications on the selection
support of design techniques.

Fig. 1. Design science research approach
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The paper is structured in seven sections. In Sect. 2, we introduce conceptual
foundations and provide an overview of related works. In Sect. 3, we identify problems
and introduce the derived meta-requirements. Section 4 presents design principles and
the instantiation of design principles in our Web platform. The evaluation of the Web
platform is presented in Sect. 5. Section 6 discusses the contributions, limitations, and
suggestions for future works. Finally, in the last section, we provide a conclusion.

2 Foundations and Related Works

2.1 Key Concepts

Before introducing related work, we first explain the following key concepts used in
this paper. There are differences between the definitions of tools, techniques, and
methods. A tool is a software, a device, a template, etc., which supports a part of the
process; a technique is a procedure to achieve the desired outcome, which specifies
steps to perform the activity; a method is a problem-solving approach by thinking in a
structured way and following principles and rules [3, 20, 35]. However, the usage of
these terms is usually mixed, which may cause confusions when identifying and
selecting suitable ones in the design process, especially for design novices.

Novices and experts utilize different problem-solving process [36]. When com-
paring with experts, novices require much effort to access information and find
appropriate solutions [36]. Experts incline to solve problems in a top-down manner,
while novices tend to use bottom-up procedure [25]. In this study, we focus on pro-
viding selection support for design novices. We refer “design novices” to people with
little or no formal training in design processes, methods, and tools.

2.2 Related Works

As the purpose of this study is to help design novices in better selecting design
techniques, we at first look into the literature that introduces classifications of design
techniques. As classification is the beginning of all understanding [39], building
classifications can be seen as a first step in supporting the selection process. There are
studies classify design methods, techniques, and tools. For example, a taxonomy of
design methods and tools with six dimensions is created to guide novices and enhance
team collaboration [2]; a framework with three dimensions is suggested to organize
design tools and techniques to engage novices to participate in design processes [35];
and a taxonomy with five dimensions is proposed as a basis for selecting design
techniques for digital service design processes [23]. An obvious difference among these
three studies is: one of them focus on classifying design techniques to benefit the
selection process [23], while the other two studies classify two terms together with an
emphasis on team collaboration [2, 35]. There are also similarities. The classifications
in these three studies are created top-down based on design experts’ knowledge.
Moreover, the proposed classifications in these three studies lack a systematic
evaluation.
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Besides the literature that provides classifications, there are Websites build on the
theoretical studies of classifying methods, techniques, and tools. For example,
thedesignexchange.org is based on the studies of Roschuni et al. [33, 34]; Allaboutux.
org is an instantiation of the study of Vermeeren et al. [37]. The theoretical studies
behind these two Websites have different purposes of classifying methods. Roschuni
et al. aim to provide a standardized way for designers from interdisciplinary back-
grounds to communicate design methods by organizing multiple workshops [33, 34].
Vermeeren et al. classify user experience evaluation methods to analyze current states
and development needs by conducting surveys with pre-defined categories [37]. The
classifications in these studies are foundations when building these two Websites. The
Websites provide classifications as filters, which go a step further in the application of
the classifications. As the purposes of these two theoretical studies are different, the
features of the Websites are also different. In thedesignexchange.org, the provided
categories are very complicated. There are five main categories; under each main cat-
egory, there are at least six sub-categories; under each sub-category, there are more than
three sub-sub-categories. However, the large number of categories makes the classifi-
cation too broad to efficiently help the selection process [27, 29]. On the contrary,
allaboutux.org provides limited numbers of pre-defined categories for selecting user
experience evaluation methods. There are also similarities between these two Websites.
For example, people can leave comments on both Websites. Allaboutux.org enables
people to give feedback and ask questions. Comparing with allaboutux.org, the com-
ment feature on thedesignexchange.org is more advanced. Users are also enabled to
suggest new design methods, which helps to improve the content on the Web platform.
However, the users are only allowed to use the pre-defined categories to suggest the
classification, which may not coherent with the categories in the users’ mind.

The descriptions and comparisons of related works present that most of the existing
studies on classifications are built from a top-down experts’ perspective with mixed
definitions of tools, techniques, and methods. The instantiations of the theoretical
studies visualize classifications as filters to support the selection, but the features still
lack the consideration of categorizations from design novices’ perspective.

3 Meta-requirements

Based on the literature review, we propose the following meta-requirements which are
generalized requirements with a purpose to solve several classes of problems [11].

The first meta-requirement (MR1) refers to providing a filter for narrowing down
the choice of design techniques. The currently used categories in existing Web plat-
forms mix the definition of method, technique, and tool, possibly resulting in confu-
sions of terms [3, 20, 35]. Comparing with the term “design method” and “design tool,”
a “design technique” provides steps of a procedure and can be classified in several
ways for support the selection [3, 35]. Also, with a clear explanation of steps, it is
convenient for novices to learn and use design techniques in design processes. Thus, it
is necessary for the Web platform focusing on design techniques. Although it is
impossible for a Web platform to include all design techniques, plenty of design
techniques should be included for people to choose. Moreover, for the purpose of
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supporting the selection process of design techniques, it is necessary to include a
classification with a limited number of categories to ensure the categories are useful
[27]. Hence, a well-structured classification with useful categories and plenty of design
techniques should be included as a basis to support the selection process.

MR1: Provide a clearly structured classification as a filter to support searching and
finding suitable design techniques.

The second meta-requirement (MR2) refers to enabling co-creation of classifica-
tions of design techniques between experts and novices. The key content of the Web
platform is the description of design techniques and their categories. It should be
possible to extend and improve over time. As it is impossible for the Web platform to
contain all complete information of each design technique, users of the Web platform
should be enabled to edit the existing techniques on the Web platform. Also, new
design techniques are being developed; it should be possible to add new design
techniques to the Web platform. So far, the experts’ knowledge-based classifications
have not yet been evaluated in the field, and the existing categories of design tech-
niques may not be entirely accurate. Moreover, as more and more novices participate in
service design processes, people may have different understandings of categorizing
design techniques. A bottom-up suggestion of categories and tags should be enabled.
Because bottom-up suggested categories and tags can reflect people’s understanding of
design techniques and provide additional access for filtering and searching design
techniques beyond experts’ generated categories [7, 13]. The co-creation of the clas-
sification can provide better support for the selection of design techniques [29].

MR2: Enable users of the Web platform to extend and improve the contained design
techniques, and bottom-up suggest categories and tags of design techniques.

The third meta-requirement (MR3) refers to exchanging knowledge of design tech-
niques on the Web platform. As formal training influences the understanding of design
techniques, it is necessary to enable people from different backgrounds to communicate
and discuss their understandings of different design techniques [12]. Besides, design
participants not only need to learn how to use design techniques, but also need to
collaborate with others [1]. Moreover, users’ comments can further help the optimization
of theWeb platform to provide better solutions for filtering design techniques. Hence, the
Web platform should enable people to share knowledge of design techniques.

MR3: Enable users of the Web platform to comment and discuss design techniques.

The fourth meta-requirement (MR4) refers to personalizing the selection of design
techniques. Because our target group is novices, they may have different purposes
when using the Web platform to filter design techniques and different design situations
when using design techniques. It should be possible for the users to save their favorite
design techniques to a shortlist which will allow them to retrieve and to have easier
access to these design techniques. A personalizing feature should be included to
incentivize users’ dedication [21], which may also motivate them to contribute to the
content of the Web platform.

MR4: Enable users to save their favorite design techniques to a shortlist.
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4 Design Principles and Implementation of ServiceDesignKIT

In order to address the meta-requirements above, we propose the following design
principles (DP). Each design principle may solve multiple meta-requirements, and each
meta-requirement may be addressed by multiple design principles.

We identified that novices need selection support for finding appropriate design
techniques (MR1). Structured categories of design techniques and plenty of design
techniques need to be provided. Because structured categorization can help people’s
selection process [5], a taxonomy (i.e., classification) with conceptualized categories
needs to be used as a basis for the categorization of the design techniques. We use the
categories of a top-down taxonomy from Liu et al. on the Web platform [23]. Because
the development of the taxonomy follows a widely cited taxonomy development
method, which argues that the number of categories should be limited [29], which is
consistent with MR1. In addition, as the Web platform should include a sufficient range
of design techniques for design participants to select from, many design techniques
should be provided. So far, we included 71 design techniques1. As the initial content
may not be complete, users of the Web platform should be enabled to add new design
techniques, edit the content of existing design techniques and bottom-up suggest cat-
egories and tags of design techniques, in order to make the Web platform improving
and extending (MR2). Ideally, the Web platform will improve over time in this way.
Improved content can also support the selection by offering better content that helps
users to distinguish and decide between the provided design techniques. A control
system should be included in order to allow to check and approve changes to the
content [6]. This feature is intertwined with the bottom-up suggestion to make sure the
suggested contents are checked before publishing to the public.

DP1: Include a pre-defined top-down structured classification of design techniques and
a controlled knowledge base for people to bottom-up alter the contents.

A communication capability is needed for fostering discussion (MR3). Professional
designers can share their experiences of specific design techniques, which can help
others to find suitable design techniques. Novices can ask questions by leaving com-
ments. The knowledge exchange is consistency with the emphasis on collaboration
between experts and novices [17]. This feature can further enhance the content of the
Web platform (MR2). In order to motivate people to use the Web platform, person-
alization features should be considered. Users of the Web platform can access a
shortlist of favorite design techniques which are suitable for their purposes and design
situations (MR4). A benefit of this feature is that recurrent users can save their favorite
design techniques and retrieve them on their next visit. Another benefit is that, after
saving a shortlist of favorite design techniques, users can filter appropriate ones from a
small group of potentially suitable design techniques and further narrow down the
selection result.

1 The initial version has 70 design techniques from the literature and websites which provide detail
descriptions of design techniques. One of the users suggested a design technique, which makes it
become 71. The number will change in the future.
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DP2: Include communication features and personalization features.

A short summary of the two proposed design principles and associated meta-
requirements is presented in Table 1.

On the basis of the proposed design principles, we developed a Web platform –

ServiceDesignKIT (servicedesignkit.org). Figure 2 presents the homepage. The filter
function is realized by using a taxonomy and a tag cloud (DP1). On the left-hand side,
an experts’ knowledge-based taxonomy is provided (1 in Fig. 2); on the right-hand
side, a bottom-up built tag cloud is included (2 in Fig. 2). A distinct feature of the tag
cloud is that the tags are created by users of ServiceDesignKIT. Users are not limited to
use only one filter but can mix the two. In order to provide plenty of design techniques
for users to select, suggestions of new design techniques are enabled. When clicking on
the button for submitting a design technique (3 in Fig. 2), a new design technique can
be added, which enables the improvement of the content of the Web platform (DP2).
The appearance of each design technique is designed as a flip card (4 in Fig. 2). The
use of the flip cards, in which digital objects behave like their counterparts in reality, as
shown by the easy transition from front to back. By hovering over a flip card, people
can switch from the front to the back. On the back of the flip card, there is a heart
symbol which enables people to add the design technique to a favorite list to retrieve
(DP2). When clicking on a design technique cards, a subpage that describes detail
information of each design technique will appear. Users are enabled to communicate

Table 1. Design Principles (DP) and Meta-requirements (MR)

DP MR addressed by DP

DP1: A pre-defined top-down classification and
controlled bottom-up suggested tags of design techniques

MR1, MR2

DP2: Communication and personalization features MR2, MR3, MR4

Fig. 2. Homepage of ServiceDesignKIT (Numbers refer to specific features)
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with others by leaving comments, giving feedback and asking questions (DP2).
The design techniques that are most discussed are depicted below the tag cloud (5 in
Fig. 2). In the subpage of each design technique, users can edit the content, suggest
categories and tags of existing design technique. On submission, an edited design
technique runs through the content management system that is only accessible to the
platform administrator. Pending design techniques are temporarily inaccessible to users
of the platform. The administrator can check, approve, edit, and remove the newly
added or edited design techniques to ensure the quality of the content (DP1).

5 Evaluation

The evaluation of ServiceDesignKIT is separated into two stages. The first stage is a
lab experiment by using eye-tracking and retrospective think-aloud with a specific
focus on usability. The second stage represents a small-scale pilot study with the
application of ServiceDesignKIT in a Master course for students at our university.

5.1 Lab Evaluation

In the lab evaluation, we sought to know how people use ServiceDesignKIT before
they become familiar with it. Eye-tracking and retrospective think-aloud are relevant
techniques for the lab evaluation. Eye-tracking can be used to collect people’s first
impression and cognitive process of websites [8, 30]. Retrospective think-aloud enables
experiment participants to work in silence and describe their experience and thoughts
afterward [9, 16]. The combination of eye-tracking and retrospective think-aloud can
reflect whether the features on ServiceDesignKIT can be recognized by people, which
further can be used to analyze whether the implemented design principles caused
people’s attention when they were using the Web platform.

Six people participated in the lab evaluation. Because three to four participants can
yield 80% of the usability findings [22, 38], six participants are sufficient for this
usability test. The six participants included four males and two females whose ages
ranged from 25 to 34. All of them were pursuing or already had a higher university
education (four Ph.D. students and two Master students, with backgrounds related to
information, software). None of them was familiar with ServiceDesignKIT. We pre-
pared three tasks for participants: (i) to select up to three design techniques and add
them to the favorite list; (ii) to find the top-discussed design techniques and write a
comment; (iii) to submit a new design technique with the given attributes. Before
giving the three tasks, participants were asked to imagine that they had to create a new
service and planned to select design techniques on the Web platform. During the
experiment, the participants at first looked at each web page for five seconds and got
the first impression. The eye-movement data were recorded by a commercial
Web-based eye-tracking application (eyezag.de) [43]. Then, the participants were
asked to use ServiceDesignKIT to perform the three tasks. The screen was recorded
during the process. After they finished their tasks, they were asked to verbalize their
thoughts when using ServiceDesignKIT while watching screen recordings. Their
descriptions were recorded for analysis.
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The evaluation result shows that all participants could understand the main features
of ServiceDesignKIT. They agreed that the categorization of the design techniques was
clear, and the function of editing design techniques, adding to the favorites, and giving
comments were working well. Overall, ServiceDesignKIT seems to instantiate the
proposed design principles successfully. However, there were issues identified in the
evaluation, which may need to be considered in the further optimization.

For a detailed analysis of visual activities of participants during the eye-tracking
study, we defined different areas of interests (AOIs) on the homepage (Fig. 3). AOIs
are defined as areas of a display or a visual environment that are of interest to the
research [18]. During the eye-tracking study, we recorded fixations of the participants.
Figure 3 (right) presents the heat map of the homepage. In a heat map, cold colors like
blue indicate fewer fixations, the warm colors like green, yellow, and red indicate more
fixations. Based on collected fixations and the provided heat map, the illustrations of
design techniques attracted the attention of the users more than the other parts. In
Table 2, the detailed results of the eye-movement data are summarized with the
information of hit rate (ratio of participants that were fixed inside the AOI), average
fixation duration, and average time to first fixation. The recorded eye-movement data
present that design technique cards (AOI2) attracted the most attention (all of the
participants with an average duration of 2.81 s) in comparing with the other AOIs.
Categories of design techniques (AOI1) also drew a lot of attention (83.33% of the
participants with an average duration of 0.84 s) while the top discussed techniques
(AOI4) got the least attention. Based on the time to the first fixation, we can see that the
first noticed AOI was design technique cards (AOI2) and the last noticed AOI was the

Fig. 3. Left: AOIs of the homepage. AOI1 is the filter function; AOI2 includes design
techniques that are presented on flip cards; AOI3 displays the tags; AOI4 includes top discussed
design techniques; AOI5 includes functions for submitting a new design technique and viewing
favorite design techniques. Right: heat map of the homepage. (Color figure online)

Table 2. Statistics of AOIs

AOI1 AOI2 AOI3 AOI4 AOI5

Hit rate 83.33% 100% 33.33% 16.67% 16.67%
Average fixation
duration

0.78 s
(SD = 0.55 s)

2.81 s
(SD = 0.64 s)

0.84 s
(SD = 0.44 s)

0.13 s
(SD = 0 s)

0.77 s
(SD = 0 s)

Average time to
first fixation

1.39 s
(SD = 1.28 s)

0.02 s
(SD = 0.02 s)

3.44 s
(SD = 0.97 s)

4.44 s
(SD = 0 s)

0.33 s
(SD = 0 s)
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top discussed techniques (AOI4). The submission function (AOI5) was an exception
since the location of AOI5 is far from other four AOIs. Only one participant recognized
AOI5 (with a fixation duration of 0.77 s and time to the first fixation of 0.33 s).

The combination of the results from eye-tracking with the results from retrospective
think-aloud demonstrates that the design features and implemented design principles
caused people’s attention. For DP1, participants could understand the categories as a
filter, as participant3 said: “That’s what I discovered, I could actually draw down and
use more than one category.” The feature of bottom-up suggestion of design tech-
niques is also obvious, e.g., “The next was to submit a technique. It was very nice that I
clicked on that directly (Participant4).” Additionally, the participants were satisfied
with the visualization design. For example, flip cards components of design techniques
(AOI2), participant1 said: “I think they are pretty nice the cards getting flip.” For DP2,
the comment feature was straightforward to use, as participant5 said “I clicked on one
of the top discussed techniques and I saw the comment box. I added my comment. This
step is very easy.” The personalization feature was also well addressed by providing a
favorite list, e.g., “I clicked on the heart and added it to my favorites (Participant2).”
However, some detail features still need optimization. First, the left-side categories can
be visualized more like a filter. Although the categories drew participants’ attention
(AOI1) and can be used to filter design techniques, they are not as self-explaining as we
expected, as participant3 told us “But I didn’t know that they are something like a
filter.” Second, the top discussed techniques are not easy to be recognized.
Eye-tracking result presents top discussed techniques (AOI4) attracted little attention,
which is coherent with the participants’ feedback in retrospective think-aloud section.
Participant3 said “it was quite difficult to find top discussed techniques because it
wasn’t highlighted much.” Third, the submission function (AOI5) was not very
obvious, but people can find it when they need. The optimization suggestion of the
submission function relates to showing the feedback after submitting a design
technique.

5.2 Field Evaluation

A first attempt was to use ServiceDesignKIT in the winter semester 2017 within the
lecture “Digital Service Design” offered at a Germany university. ServiceDesignKIT
was provided as a supplement for students to select and apply design techniques as part
of the exercises of an applied capstone project. We introduced the Web platform in the
lecture but did not force students to use it to select relevant design techniques.
33 Master students (three to four build up a team, nine teams in total) participated in the
capstone project. The capstone project was about a design challenge in the field of
financial services given by one of our industry partners. Each student team used several
design techniques to address the challenge and delivered a low-fidelity prototype. In the
last lecture, we distributed a questionnaire to the students who attended the lecture and
collected 13 complete questionnaires. The average age of the students who filled out
the survey was 25 years, and five of them were female, eight of them were male. They
study industrial engineering as well as information engineering & management. The
students can be seen as novices in digital service design, who might be the potential
users of ServiceDesignKIT in the future.
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The questionnaire for the pilot evaluation was designed based on the design
principles. Output quality, user-system relationship, perceived ease of use, perceived
usefulness, and intention to use were measured. User-system relationship refers to
user’s knowledge of the system, involvement, and access to the system [19, 32]. Output
quality refers to the relevance, accuracy, precision, and completeness of the output
from the system [19, 28]. The output of ServiceDesignKIT is the filter results of design
techniques. Besides, it was also important for us to understand the intention to use,
perceived ease of use and usefulness of ServiceDesignKIT. Intention to use relates to
the extent that people intend to use a system in the future as a routine part of the job at
every opportunity [41]. Perceived ease of use and perceived usefulness refer to
user-friendly and the enhancement of job performance [41]. Each question was mea-
sured on a 7-point Likert type scale (1 = strongly disagree, 7 = strongly agree). We
used Excel 2016 to analyze the mean and standard deviation of each item (Cronbach’s
Alpha = 0.875). The detail result is presented in Fig. 4.

The evaluation of perceived ease of use and perceived usefulness presents that the
participants agreed that the Web platform could enhance the effectiveness of selecting
design techniques and was easy to operate. In Fig. 4. We can see that most of the
participants gave positive evaluations to ease of use and usefulness. The output quality

Fig. 4. The result of field evaluation. The number in the stacked bar chart means the number of
participants that chose a level of agreement.
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also received a high evaluation, which means the filter results by using the Web
platform can be considered to be trustworthy by the users. Furthermore, it explains that
the implemented top-down classification in the Web platform can provide reliable,
relevant and precise filter results and the bottom-up suggested tags can also support the
selection process (DP1). If we only look at the means of the questionnaire, the eval-
uation result of user-system relationship is quite similar to output quality. However, the
bar chart presents that there were fewer participants held positive attitude on
user-system relationship than output quality. Although the result reflects the easy
access of the Web platform, much effort needs to be put into motivating people to
participate in the optimization of the Web platform (DP2). Comparing to the mentioned
four constructs, the means of items of intention to use are relatively quite low. The
stacked bar chart presents that the ratio of participants who gave positive and negative
evaluations to intention to use is nearly same. One reason could be that the Web
platform needs more features to motivate people to use it in the long run. Another
reason may regard to the sample. Some students may only use this tool for the lecture
but may not have a further career plan on the domain of digital service.

6 Discussion

6.1 Theoretical Contributions and Application of ServiceDesignKIT

In this study, an artifact is developed based on theoretical studies on classifications of
design techniques. The derived meta-requirements and suggest design principles pro-
vide guidance for researchers to instantiate theoretical studies on classifications of
design techniques to support the selection process of design techniques, which can be
seen as a type V theory [15]. The suggested design principles seek to combine the
top-down classification from experts’ perspective with the bottom-up suggested tags
from novices’ perspective. This attempt is a starting point to analyze differences and
similarities of top-down and bottom-up classifications, which will further generate a
theory for analysis (type I theory) [15]. In addition, the attempt of applying different
classifications is a basis for the further research on the effects of classifications on the
selection support of design techniques.

ServiceDesignKIT offers a practical contribution where it can be used as a filter for
the selection of design techniques under different design situations. Besides a top-down
classification, ServiceDesignKIT enables people to bottom-up suggest tags of design
techniques, which can reflect novices’ understandings of design techniques and
emphasizes the importance of the involvement of novices in digital service design
processes. ServiceDesignKIT enables people to create and improve information about
design techniques but also prevents the contribution of inaccurate information. The use
of controlled knowledge base and the implementation of communication capabilities in
the form of user comments enables the refinement of the categories and extends
existing knowledge about design techniques, which further improve the content on
ServiceDesignKIT. The combination of a top-down classification and bottom-up tags
represents a new approach for filtering design techniques. It can improve novices’
performance of deciding suitable design techniques for different design situations.
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Additionally, the Web platform enables the exchange of design knowledge and best
practices among design experts and novices. Furthermore, ServiceDesignKIT can also
be applied to train novices to have an overall understanding of design techniques. The
attempt we did in the lecture is an example.

6.2 Limitations and Future Works

There are some limitations of ServiceDesignKIT. The Web platform in its current form
contains 71 design techniques with basic information; more time is needed for people
to build up a powerful crowd-sourced knowledge base. There are some drawbacks of
the evaluation. The results of both lab and pilot field evaluation rely on rather a small
sample size. Extensive evaluation with a larger sample size and diverse participants
will help to create more accurate and solid results and more in-depth feedback. In the
field evaluation, the filter quality received a positive evaluation, but we did not look
into how people combined top-down classification and bottom-up tags when filtering
design techniques. Further detail research is needed on how different classifications can
support the selection process of design techniques. Moreover, people’s intention of use
needs to be further analyzed and increased. More features are needed to motivate
novices to use the Web platform. The differences between novices and experts when
using classifications need further research, which will also benefit the collaboration
between them. In additions, long-term use may reveal unforeseen issues that require
further work to identify and resolve. With the rise in the popularity of machine learning
and social media platforms, future research may need to investigate how these concepts
can contribute to ServiceDesignKIT. Future research may extend the currently used
selection support by recommending bundles of design techniques based on specific
design projects and situations.

7 Conclusion

The objective of this study is to derive new design knowledge for Web platforms for
supporting novices to select design techniques. To achieve this goal, we analyzed
studies on classifications of design techniques and their instantiations, identified
meta-requirements and design principles. Based on the identified design principles,
ServiceDesignKIT was developed. A lab evaluation and a pilot application were
conducted, which shows that ServiceDesignKIT meets the identified design principles.
In the future, we will apply further optimizations in the next design cycle.
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Abstract. This study presents insights from a systematic literature review of
design science in IS. A lack of agreement on how to classify and demarcate
design science from behavioral science research led to the iterative development
of a theoretically-grounded, encompassing framework of knowledge contribu-
tions in the larger context of general scientific inquiry as well as associated
coding schemata. The results of the systematic literature review support our
framework and the idea that paradigmatic boundaries (e.g., design science
versus behavioral science research) are difficult to uphold for contemporary
information systems research.
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1 Introduction

Design science research (DSR) as a distinct paradigm of research [1] has been gaining
more and more acceptance and interest in the information systems (IS) discipline [2–5].
Despite or maybe due to this general success, however, different perceptions of DSR and
its role in the IS discipline exist [1, 6–15]. The situation is so diverse as to prompt some
researchers to call the current state a “hodgepodge” [14, 15], and to question the necessity
of DSR as a distinct paradigm altogether [11]. In particular, it remains unclear if or how
DSR and behavioral science research (BSR) should be demarcated and integrated, as
design science studies may contribute not only design science outcomes (i.e., innovative
artifacts or prescriptive knowledge) but also behavioral science outcomes (i.e., descrip-
tive theory) (e.g., [16]) and, conversely, behavioral science studies may articulate
important design knowledge (e.g., [17]). To start resolve this confusion, research efforts
have been directed at developing frameworks and perspectives to make sense of this
complex entanglement of research methods and contributions [2, 14, 18–21]. For
example, elementary frameworks have used descriptive dimensions such as “knowledge
goals” (i.e., design and science) and “knowledge scope” (i.e., situational vs. abstract) to
map possible knowledge contributions in DSR with the intention of improving its exe-
cution and communication [14, 20, 21]1.

1 We group these related frameworks under the label of dualities of goals and scope frameworks.
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This study contributes to this line of research by investigating the implications that
these emerging perspectives on knowledge contributions have for the framing of DSR
as a distinct paradigm within IS research. We set out to answer the research question:
What are the implications of the dualities of goals and scope frameworks on DSR as a
distinct paradigm of IS research? Towards this goal, this paper reports the develop-
ment of an encompassing framework for the classification of knowledge contributions
in the larger context of general scientific inquiry. The development is supported by a
systematic literature review of DSR-related studies in the AIS senior scholars’ basket of
journals [22]. The main insight of this work is the recognition that extant research on
knowledge contributions in DSR can usefully be extended to traditional BSR, which
suggests that the entanglement of design and science runs so deep as to render the
often-articulated framing of DSR as a distinct research paradigm for individual studies
difficult to hold up. As a way forward we propose to move towards more fine-grained
and meta-paradigmatic models of scientific inquiry such as articulated in this article.

2 Theoretical Background

It is common consensus that novel and reliable knowledge contributions are the con-
stituent goal and purpose of any scientific enterprise [23]. However, what exactly
constitutes a valid knowledge contribution and how it should be formulated is less clear
and has been a topic of debate within the IS discipline [2, 7, 24–26]. Underlying this
discussion is the recognition of the different knowledge goals that may come with
different kind of scientific inquiries (e.g., BSR vs. DSR) and the divergent knowledge
production processes as well as evaluation criteria that come with it [1, 2, 14, 25–27].
For example, it is common sense that the knowledge production processes of typical
BSR such as a large scale quantitative study or a small scale qualitative study, and a
DSR study are qualitatively different and should therefore be evaluated differently. This
phenomenon is particularly pronounced in DSR, where an inherent duality between
design and science is presumed [14]. Whereas design is a practical, generally creative
and hard to structure process concerned with the construction of useful artifacts, sci-
ence is a rigorous, systematic and highly structured endeavor concerned with the
discovery of new knowledge about the nature of things – DSR is difficult to grasp
because it aims to integrate the two in a mutually supporting whole [14].

To deal with this tension several studies have started to develop means of
demarcating DSR studies into related but distinct knowledge production episodes that
allow for a more accurate tracing of research processes and the use of appropriate
evaluation criteria [14, 20, 21]. For example, Baskerville et al. [14] articulate the genres
of inquiry framework which identifies two orthogonal dualities along which to classify
knowledge production episodes: (1) the aforementioned design-science duality of
knowledge goals and (2) the idiographic-nomothetic duality of knowledge scope.
Knowledge scope describes the range of applicability that a specific knowledge con-
tribution has [14]. For example, some knowledge pertains to complete classes of things
(e.g., Newtonian gravity applies to all things with mass) whereas other knowledge is
specific to a given instance (e.g., practitioners’ theories about the adoption of a specific
IT system). Consequently, these differences in scope are characterized as a duality of
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idiographic (i.e., pertaining to particular instances) and nomothetic (i.e., pertaining to a
complete class). These orthogonal dualities lead Baskerville et al. [14] to formulate four
distinct genres of inquiry inherent to DSR as summarized in Table 1. Akoka et al. [20]
extend this perspective with an existing taxonomy of evaluation methods in DSR [28]
by mapping a set of six different knowledge types into the four quadrants and asso-
ciating appropriate evaluation methods with them.

Barquet et al. [21] propose a related but slightly different perspective for the
demarcation of knowledge production episodes. They build on (1) Gregor and Hevner’s
[2] distinction between prescriptive2 vs. descriptive3 knowledge types which together
are argued to form the bedrock of DSR and (2) Goldkuhl and Lind’s [19] differentiation
between situational vs. abstract knowledge to propose the Prescriptive Descriptive
Situational Abstract (PDSA) framework. While the differentiation between situational
vs. abstract knowledge is portrayed and used very similarly to the idiographic vs.

Table 1. Genres of inquiry of design science knowledge based Table 2 (p. 553) of [14].

Knowledge Goals

Design Science

K
no

w
le

dg
e 

S
co

pe

N
om

ot
he

ti
c

Nomothetic Design
Nature: Knowledge applicable to general 
classes of design problems, general solu-
tion artifacts, and their relationships
Criteria: utility, inventiveness, innova-
tiveness, originality, applicability, gener-
alizability, external validity, transferabil-
ity, consistency, reliability

Nomothetic Science
Nature: Generalized knowledge and gen-
eralized theories about natural or social 
settings and how these settings interact 
with classes of artifacts.
Criteria: objectivity, internal validity, ap-
plicability, generalizability, external va-
lidity, consistency, reliability

Id
io

gr
ap

hi
c

Idiographic Design
Nature: Knowledge necessary for the re-
search-and-development of an individual 
product. The knowledge role of the arti-
fact is one of materializing or embodying 
this knowledge.
Criteria: utility, inventiveness, innova-
tiveness, originality, prolonged engage-
ments, persistent observation, triangula-
tion, contextualization, dialogical reason-
ing, sensitivity to multiple interpretations, 
suspicion

Idiographic Science
Nature: Knowledge to understand the un-
derlying causes, structures, and genera-
tive mechanisms responsible for observed 
patterns of an individual artifact in a 
unique environment.
Criteria: credibility, transferability, de-
pendability, confirmability, prolonged 
engagements, persistent observation, tri-
angulation, contextualization, dialogical 
reasoning, sensitivity to multiple interpre-
tations, suspicion

2 Knowledge concerned with the bringing into being of something based on the ancient greek notion
of technê.

3 Universally discoverable knowledge of how things are based on the ancient greek notion of
epistêmê.
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nomothetic duality of the genres of inquiry framework, the distinction between two
different knowledge types provides a different perspective from the knowledge goals of
the genres of inquiry framework. Whereas the PDSA framework necessarily assumes
the existence of exactly two different knowledge types, the genres of inquiry framework
remains agnostic on this front (e.g., [20] extend the framework by mapping six different
knowledge types within the four genres). Moreover, in contrast to the genres of inquiry
framework, the PDSA framework aims to integrate a time component by recognizing
different phases of DSR projects (see Fig. 1). This allows for the tracing of knowledge
contributions over time, which may facilitate theorizing and over time even lead to novel
research opportunities on aggregated research data [21].

Taken together, these research efforts demonstrate the necessity and utility of
demarcating knowledge production episodes for a complex endeavor such as DSR.
While there seems to be no complete consensus about the best way of demarcating
knowledge production episodes yet, the similarities of the proposed frameworks are
striking. This leads us to group these frameworks under the label of “dualities of goals
and scope” frameworks.

3 Research Approach

Our research approach is inspired by [18, 19, 29] and visualized in Fig. 2 according to
our conceptual framework of scientific inquiry (cf. Sect. 4).

Phase 1 Phase 2 Phase 3

S S SA A A

P

D

Fig. 1. The PDSA framework based on Fig. 2 (p. 405) in [21].

Fig. 2. Research approach based on the tool-support literature review approach by [29].
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On the most abstract level, our research inquiry followed a complex and recursive
movement pattern through three different generic activities, sic. definition of an
objective, generation of a solution and assessment of the objective and/or solution. In
particular, the study did not follow a linear path through these generic activities but
iterated between them until a satisficing state was achieved. For example, the overar-
ching objective of this inquiry was (after formative assessments, i.e., collegial feed-
back) refined multiple times, starting from understanding the current state of DSR as
paradigm of IS research, to the final research question elaborated in this paper: “What
are the implications of the dualities of goals and scope frameworks on DSR as a
distinct paradigm of IS research?” To answer these objectives, we conducted a sys-
tematic literature review of DSR-related studies in high quality journals (i.e., the AIS
senior scholar basket of eight [22]). This approach is an appropriate research method
for this goal as high quality journals have emerged as the outlet of choice for the IS
community [30, 31].

Methodologically, the literature review followed a version of the four-phase
tool-supported literature review approach proposed by Bandara et al. [29]. The core
idea of this approach is to increase the rigor of the literature review with comprehensive
tool support. Tools such as reference managers and qualitative data analysis
(QDA) tools are used to extend the analyses that can be done based on the literature and
associated metadata. After having defined the objective for the review, the relevant
literature was extracted from the knowledge base in phase 1. This phase corresponds to
a multi-staged search inquiry for journals, databases, and finally literature based on
keywords, references or citations [32] utilizing tools such as literature databases or
citation analysis tools [29]. Table 2 summarizes the keyword search that this research is
based upon.

The literature search was supported by LitSonar.com [33] an online tool which can
generate appropriate search queries for a variety of literature databases (i.e., it converts
a generic search query as shown in Table 1 into queries tailored for selected databases).
The exact queries used for the literature search, the resulting data set and other sup-
plementary data (e.g., complete article classification) can be retrieved from the authors.
Based on a search of the IS senior scholar’s basket ranging from 1977–20174, a sample
of 145 records was identified. A reference manager was used to consolidate the liter-
ature and associated meta data. Due to intersecting journal names, a handful of articles
did not correspond to the selected journals and were consequently removed from the
data set. Additionally, errata notes, editorials, and commentaries were also removed.

Afterwards, and extending Bandara et al. [29], the literature processing was exe-
cuted as a multi-instance conceptual analysis cycle with two main phases of organi-
zation & preparation as well as coding & analysis. The general goal of the literature
processing was to make sense of the literature and, more specifically, to get an
empirically grounded picture of what the actual characteristics of DSR in IS are. To
facilitate the processing, the bibliometric metadata (including title, keywords, abstracts)
was loaded into the QDA tool MaxQDA.

4 The exact date of the search was the 2nd of November, 2017.
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Next, extant literature was reviewed to find suitable inclusion and exclusion criteria
as well as classification schema for DSR-related literature. While this exercise sounds
cursory easy, few literature reviews on DSR in IS present a literature selection
approach that is able to identify and classify all of the different DSR-related studies
effectively [34]. Thus, a sound conceptual basis needed to be developed to underpin the
construction of a comprehensive classification schema. Towards this goal, seminal
conceptualizations of scientific inquiry [35, 36] were reviewed and integrated with the
emerging research around the dualities of goals and scope frameworks in DSR to
explicate the interdependent relationships between these aspects and facilitate the
development of a comprehensive classification schema.

The development proceeded iteratively via the concurrent construction of a con-
ceptual framework, operationalization in the form of a comprehensive coding schema
for the classification of design science related studies, and assessment through coding
of random samples of the data set through the first author as well as discussions of the
results between the authors of this paper and a further colleague. The final conceptual
framework and classification schema, which is presented and demonstrated in Sect. 4,
was then used by the first author to assess the complete set of bibliometric metadata.
These results are presented in Sect. 5 and provide empirical evidence for the utility of
the conceptual framework and classification schema as well as preliminary insights into
the current state of DSR-related studies.

4 Scientific Inquiry Framework and Classification Schema

Underlying any serious sense making effort of DSR in IS must be a grounded
understanding of the relationship between design and science [1, 2, 6, 14]. While the
mainstream of literature on DSR in IS is generally rooted in Herbert Simon’s seminal
work the Sciences of the Artificial [35] and its central idea of establishing a rigorous
discipline around the construction of useful artifacts, design has always been

Table 2. Overview of keyword search
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recognized as an indispensable part of the natural sciences and the scientific method
itself [36]. As Fig. 3 highlights, purposefully designed artifacts are the window through
which scientists aim to generate insightful data that allows them to discover the,
otherwise hidden, true state of nature (e.g., the Large Hadron Collider at CERN is such
a purposeful artifact for the natural sciences). Thus, design must be an important
component in any scientific inquiry. Where natural science and a design science as
envisioned by Simon differ is the goal to which design is utilized. Whereas design in
science is strongly focused on developing artifacts that help to discover the true state of
nature, design science has a broader focus on accumulating knowledge about devel-
oping artifacts that have utility for solving challenging problems. Thus, on the one
hand, science might be viewed as one of the stakeholders of design science but not its
sole raison d’être and on the other, design science aims to be a science itself – that is to
accumulate a reliable body of knowledge about the true nature of how to effectively
and efficiently solve challenging problems with useful artifacts through the application
of the fundamental principles of science as articulated in the scientific method (see
Fig. 3) [1, 2, 36]. Viewed in this way design science may (controversially) be seen as a
scientific framework broader than the natural sciences aimed at employing the prin-
ciples of the scientific method to increase the utility and effectiveness of artifacts for the
achievement of human goals.

Figure 4 introduces the scientific inquiry framework (SIF) as a possible starting
point for such a broad, integrated design science view on generic scientific inquiries. In
general terms, the SIF focuses on a specific scientific inquiry and describes selected
relevant relationships between the material artifacts, knowledge, as well as environ-
ment relative to it. More detailed, a scientific inquiry is conceptualized as a generic
possibly highly iterative, complex and nested process through three generic phases or

hypothesis Hi deduction
consequences 

of Hi

induction
modified 

hypothesis Hi+1

design

available data new data

true state of nature

designed 
experiment

Dj

noise

hypothesis Hi+1 replaces HiDefine

Generate

Assess

Fig. 3. An overview of the scientific method, based on Gauch [36] (Fig. 12.1, p. 407) who
refined Box et al. [37] (Fig. 1.2, p. 4).
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activities that characterize the scientific method or any other problem solving inquiry:
define a problem (e.g., not enough knowledge and data to know if a hypothesis is likely
to be true), generate a solution (e.g., design an experiment and collect empirical data)
and assess in how far the solution has solved the problem (e.g., analyze the new data to
support or refine the hypothesis; see Fig. 3). This generic demarcation of a problem
solving inquiry is reminiscent of and inspired by Simon’s articulation of the
generator-test cycle [35] (pp. 128–130), which views design as the generation of
possible alternatives that can be tested in regards to a given goal. However, where
Simon’s articulation has only an implicit recognition of problem/goal definition within
the generator phase, it is explicitly recognized in the SIF as this allows for a cleaner
separation of concerns and a recursive application of the framework. For example,
execution of an experiment can be defined as a high-level research inquiry with
multiple sub-inquiries being defined and conducted within it (e.g., identification of a
proper sample population, etc.).

Any scientific inquiry is posited to be situated in and governed by an environment,
which is changed through the enactment of the inquiry as new material artifacts and
knowledge are generated. Following Goldkuhl and Lind [19], a specific inquiry is
positioned as the arbiter between abstract or nomothetic knowledge on the one hand and
situational or idiographic knowledge on the other.5 During the enactment of scientific

Fig. 4. The scientific inquiry framework (SIF)

5 We decided to use idiographic/nomothetic rather than situational/abstract to describe the different
scopes of knowledge as it seems plausible to have abstract representations of situational knowledge,
which might lead to unnecessary confusion.
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inquiries, general theories or other forms of nomothetic knowledge are applied to solve
idiographic problems, which generate new insights that may in turn ground new or
support existing nomothetic knowledge. Adapting Baskerville et al. [14], knowledge in
general is conceptualized as being focused on understanding behavior (i.e., knowledge
goals of science) or design & action (i.e., knowledge goals of design).6 In this view,
any scientific inquiry – be it focused on developing useful and innovative artifacts for
business needs as in mainstream DSR in IS or understanding the true state of nature as
in the natural sciences – builds on prior knowledge about the behavior or nature of
things as well as effective design or action, and may extend them in turn. For example,
the scientific method itself can be characterized as knowledge about the effective design
of inquiries for the purpose of generating convergent knowledge about phenomena.
Moreover, any well documented scientific inquiry – even in the natural sciences – can
be considered to generate a small idiographic (design) knowledge contribution about
the tailoring of the scientific method to a specific circumstance (i.e., an illustrative
example of an instantiation of the scientific method).

Material artifacts are the visible and intersubjective outcomes that persist and
manifest the scientific enterprise over time. Thus, material artifacts must be produced
by any rigorous scientific inquiry that aims to contribute to a scientific discipline.
However, DSR highlights that material artifacts may not only store but also embody
knowledge and generally facilitate the achievement of goals [1, 2, 25]. Consequently, a
highly generative cycle may be created when scientific inquiries are focused on iter-
ative self-improvement. For example, material artifacts (e.g., software support for
scientific inquiries) support the generation of new knowledge (e.g., improvements for
scientific inquiries) which in turn allows the construction of superior material artifacts
(e.g., better software support) and new knowledge (e.g., improvements for scientific
inquiries). This overt feedback cycle supports the inherent importance and entangle-
ment of design and science articulated in the SIF and highlights the multiplicative value
of (meta-)research focused on the improvement of scientific inquiries [38].

Tables 3 and 4 show the classification schemata that were developed in concert with
the SIF. The general idea behind the classification of scientific inquiries is the focus on
artifacts (constructs, models, methods and instantiations [39]) as communicable outputs
of scientific activity (see Table 3). Each relevant research artifact that is communicated
within a given article is mapped to a set of criteria (based on [14, 19]) which summarize
the underlying scientific inquiry in general terms. This allows for a concise and com-
parable representation of researchmethodologies. In addition to the classification schema
for scientific inquiries, we also propose a schema for the classification of complete articles
to allow for insights regarding the combination of related but not nested scientific
inquiries7, and the traditional distinction between BSR and DSR paradigms.

6 We chose the label behavior rather than science as we argue that design also applies to science.
7 Here we build on and extend Iivari's [40] notion of research strategies in DSR. The basic idea is to
identify research strategies by examining in what order idiographic or nomothetic inquiries are
executed. For example, research developing a nomothetic methodology and then testing it in a case
study would be classified as Top-Down; design action research engaging in a practical problem and
distilling nomothetic insights from it would be classified as Bottom-Up; Mixed is used to classify
research which exhibits elements of both strategies.
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4.1 Demonstration

This article is used as a running example to illustrate the use of the SIF and the
associate classification schemata. Figure 2 in Sect. 3 has already utilized the SIF to
visualize the executed literature review approach more accurately than the original
source, which only presented an idealized picture of the research approach (cf. [29]).
Visual representations of sub-inquiries are also possible but would generally go beyond
the scope of a scientific article published as a static text and require a more dynamic
medium to become interesting and useful. For example, one could imagine detailed
interactive representations of applied research methods with the possibility of
drilling-down into specific aspects of the research method.

Table 5 classifies the relevant artifacts (i.e., contributions) and scientific inquiries of
this article. In general, five different inquiries can be classified as relevant contributions
of this work. For example, the SIF for describing scientific inquiries in context is a
model (framework) with a focus of contributing to nomothetic knowledge about the
behavior of scientific inquiries. It was conceptualized based on a synthesis of extant
literature and empirical grounding through concurrent use for the analysis of literature
(a proxy for scientific inquiries). The SIF has been instantiated (see SI3) but not
formally evaluated.

Table 3. Classification schema for scientific inquiries

Criteria Values
Artifact Free text
Artifact type Construct

(+subcode)
Model

(+subcode)
Method

(+subcode)
Instantiation
(+subcode)

Knowledge focus Behavior Design & Action
Knowledge scope Idiographic Nomothetic
Method Free text
Theoretical grounding Free text No
Empirical grounding Free text No
Evaluation Free text No

Table 4. Additional classification schema for complete articles (grey shadowing indicates the
exemplary classification of this research article, see Sect. 4.1)

Criteria Values
Research strategy Nomothetic Top-Down Mixed Bottom-Up Idiographic
Traditional 
"paradigm" Behavior Design & Action

Meta-DSR Yes No
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Table 4 presents the overall classification of this research article as following amixed
research strategy of iteratively combining empirical insights from idiographic application
as well as nomothetic kernel theory; being generally affiliated with the behavioral science
paradigm as the largest emphasis is set on the description and explanation of scientific
inquiries; and contributing explicitly to meta-research about DSR.

5 Results

The aggregated results of the coding of the bibliometric metadata are shown in Tables 6,
7, and 8. Table 6 shows the balanced distribution between articles positioned in the
design/action and behavioral science paradigms in our data set. Articles are classified as
design/action if they explicitly position their work as action (design) research, DSR, or
overtly engage in the development of useful artifacts (e.g., IT artifact or a research
method). More traditional observational studies as well as experiments are classified as
behavior. As would be expected, meta-research about design science is slightly more
commonly found to be positioned in the behavioral paradigm. Regarding research
strategies, a strong emphasis of top-down focused research is found for the design/action
paradigm, which indicates that DSR published in high quality IS journals is mostly
theory-driven (i.e., strategy 1 of [40]). Interestingly, mixed strategies that combine

Table 5. Classification of relevant artifacts and scientific inquiries

Criteria SI1 SI2 SI3 SI4 SI5

Artifact 

SIF for 
describing 
scientific 
inquiries in 
context

Schemata 
for classify-
ing scien-
tific inquir-
ies and 
articles

Demonstra-
tion of the 
SIF and clas-
sification 
schemata

Aggregated 
results of 
the system-
atic litera-
ture review

Demonstra-
tion of the 
systematic 
literature 
review 
process

Artifact 
type

Model 
(Frame-
work)

Model 
(Schema)

Instantiation 
(Example)

Model 
(Implicit)

Instantia-
tion (Ex-
ample)

Knowledge 
focus

Behavior Behavior
Design & 
Action

Behavior
Design & 
Action

Knowledge 
scope

Nomothetic Nomothetic Idiographic Nomothetic Idiographic

Method
Conceptual-
ization

Analysis Analysis
Literature 
analysis

Sys. lit. 
review

Theoretical 
grounding

[14, 19, 35, 
36]

SIF + [14, 
19]

SIF + Sche-
mata

SIF + 
Schemata

SIF + 
Schemata +
[29]

Empirical 
grounding

Literature 
analysis

Literature 
analysis

Literature 
analysis

Literature 
analysis

Literature 
analysis

Evaluation No No No No No
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theory-driven and practice-driven work are also observed (e.g., [41, 42]), which suggests
that commonly held views [40] of two different strategies for DSRmay need to be refined.

Table 7 shows that almost half of all behavioral articles in the data set contributed
nomothetic design knowledge (e.g., design principles or theories). This fact strongly
suggests that a simple distinction between two research paradigms is not an adequate
way of describing the complex nature of scientific inquiry. Interestingly, articles which
do not fall into the design/action paradigm report significantly less evaluations than
articles associated with the behavioral paradigm, which might suggest that a recogni-
tion of DSR principles in behavioral studies could improve the rigorousness of research
contributions. For example, reminiscent of iterative DSR, nascent theories derived from
cases could be formally evaluated regarding their utility for practice (e.g., through
focus groups of practitioners).

Table 8 highlights that all research, regardless of paradigm, produces artifacts as
outputs (e.g., theoretical frameworks, etc.). Moreover, it confirms that even behavioral
studies may produce highly design-oriented output such as methods or theories for
design and action [25, 26].

Table 6. Overall distribution of articles and distribution of Meta-DSR studies and research
strategies per paradigm. Except for the total, percentages are relative to the paradigm.

Table 7. Distribution of scientific inquiries per paradigm. Counts reflect at least one coding per
article. Except for the total, percentages are relative to the paradigm.
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6 Discussion

First, it must be noted that the aggregated results of the systematic literature review can
only to be taken as a coarse approximation of the true state of research as only
abstracts, titles, and keywords were used for this analysis. Nevertheless, the results –
even at this level of detail – do strongly suggest that the BSR/DSR paradigm view of IS
research is too simplistic, and that more fine-grained approaches for making sense of
research are needed. For example, there are clear and explicit cases of behavioral
design studies, for example, a field study that is combined with design theorizing to
arrive at a design theory without the actual construction and evaluation of an artifact
[43]. We classified this study as belonging to the BSR paradigm as it does not conform
to the traditional articulation of DSR as put forward by [1], but see it as a clear example
for the necessity of moving beyond simple paradigmatic distinctions in IS research.
The results of the systematic literature review demonstrate that our more accurate,
metaparadigmatic model of scientific inquiry can relieve this situation.

More generally, our results support the existing research stream on knowledge
contributions in DSR [14, 20, 21] by providing a first systematic overview of the
diversity of knowledge scope and goal in high quality design-oriented IS research. We
extend this research stream by being the first to suggest that this perspective is not only
applicable to DSR but can also be used to make sense of scientific inquiries in general.
Specifically, we argue that knowledge goal and scope are important characteristics of
BSR, too. However, as the examined data set only consisted of bibliometric metadata
and was biased towards design-oriented research, future research should evaluate the
framework with a more comprehensive (i.e., full texts) and less biased data set to
strengthen the evidence for the generalizability of the framework. Further, future
research could also move beyond a simple aggregated analysis as presented in this
article and investigate new ways of analyzing and supporting research via their con-
stituent scientific inquiries. For example, combinations of scientific inquiries could be
analyzed and recommendations be made (e.g., using a theory of research utility [44] or
based on historical data). Research on scientific diversity [3, 44] could inspire such an
effort.

Table 8. Distribution of artifacts per paradigm. Counts reflect at least one coding per article.
Except for the total, percentages are relative to the paradigm.
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7 Conclusion

This article presents a conceptual framework which reconciles the “dualities of goals
and scope” frameworks from DSR in the larger context of general scientific inquiry.
The framework as well as the results of a systematic literature review provide strong
evidence for the necessity of moving beyond simplistic paradigmatic boundaries in IS
research. The adoption of a metaparadigmatic model of scientific inquiry as proposed
in this article could be an important step towards successfully integrating design and
behavior-oriented IS research into a more cohesive and cumulative discipline.
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Abstract. There exist different types or genres of design science research
(DSR) in information systems, like laboratory-oriented and practice-oriented
DSR. This paper investigates arguments for a practice-oriented approach to
DSR. It uses the research approach of practice research as a starting point to
elaborate on a practice-oriented DSR approach we label Practice Design
Research (PDR). In doing so, we address two unresolved issues in IS DSR:
Theorizing and evaluation. PDR consists of two inter-related sub-activities:
theorizing and situational design inquiry. The conduct of situational design
inquiry is described as iterative cycles of (1) pre-evaluate, (2) plan & design,
(3) test & intervene and (4) post-evaluate. We justify the foundations of these
iterative sub-activities/cycles through a theoretically informed argument based
on pragmatist philosophy and practice theory.

Keywords: Design science � Practice research � Epistemology
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1 Introduction

Design science research (DSR) has emerged as a viable research approach in infor-
mation systems (IS). The interest for this type of research among IS scholars seems to
be still growing. We see many applications of DSR, and there are many meta-scientific
contributions concerning DSR methodology and epistemology. Despite several years
of progress in DSR, there are unresolved issues, controversies and even confusion
among IS scholars concerning how to conduct DSR. Gregor and Hevner [11, p. 338]
state: “We contend that ongoing confusion and misunderstandings of DSR’s central
ideas and goals are hindering DSR from having a more striking influence on the IS
field. A key problem that underlies this confusion is less than full understanding of how
DSR relates to human knowledge”. Iivari [15, p. 107] takes a similar position, stating
that “the scientific discourse on DSR is still in a state of conceptual confusion”,
suggesting that one cause of confusion exists due to different types or DSR genres. He
has identified two types of DSR genres that are also characterized but not labeled. We
have given them the following labels: (1) A laboratory approach, in which the DSR
scholar addresses a general problem (conceived of as a “class of problems”) through
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the design of “conceptual artifacts” and possibly materialized instantiations. The lab-
oratory approach does not require specific and real problems in real-life practice
contexts. (2) A practice approach, in which the DSR scholar solves real-life issues by
building and implementing artifacts into practice. Collaboration with practitioners, in
this genre of DSR, is essential.

Iivari [15] claims that the laboratory genre seems to be the prevailing approach in
the IS DSR community following such bias in the seminal work of Hevner et al. [14].
This can explain the criticism and argumentation of Sein et al. [35] when introducing
their intervention-oriented approach to DSR labeled Action Design Research (ADR).
They claim that “traditional design science does not fully recognize the role of orga-
nizational context in shaping the design as well as shaping the deployed artifact.” [ibid,
p. 38]. How to take into account specific practice contexts in DSR efforts is thus one
critical concern for DSR.

The two identified DSR genres have a close resemblance to a similar discourse
within the discipline human-computer interaction (HCI). Zimmerman and Forlizzi [47]
label this type of research as “research through design” and they distinguish between
the two strategies of (1) research through design in the lab and (2) research through
design in the field. Confer also characterizations in [17].

Interestingly – despite the emerging recognition within the IS community that DSR
may benefit from elaborating on the relationships between research and practice – there
has not been any substantial efforts to exapt ideas from the field of practice research
into the DSR field. Practice research (PR) has emerged as a viable research approach in
different social sciences. There exists an active branch within the discipline of social
work [28, 32, 40]. Similar approaches, with the same or similar labels, appear in e.g.
nursing [38], organizational strategy [45], urban planning [44], education [26] and
human-computer interaction [19]. Practice research in IS [7, 8, 23] may arguably
encompass action research, design research and evaluation research as special variants.
Practice research resonates well with mode 2 knowledge production [6] and engaged
scholarship [41].

With this backdrop, we turn to two controversies and not yet fully resolved issues
in DSR: Theorizing and evaluation. First, the role of theorizing in DSR. Early domi-
nant publications, e.g. [14, 29], downplayed the role of theory as an outcome from
DSR. There have been many objections to this a-theoretical stance; e.g. [10, 12, 18, 20,
42]. It is not only a matter of the nature of a theory outcome (as design theory or design
principles), but also how theorizing takes place as an integral part of the DSR process.
In some established DSR process models, e.g. [29], theorizing has no distinct place.
Second, the role of evalution in DSR. In Hevner et al. [14] DSR is understood, in its
essence, as an iterative cycle of build and evaluate activities. However, these authors
did not detail how evaluation should inform the design process in different stages. As a
response to this, DS researchers proposed several evaluation frameworks, suggesting
roles and process points for evaluation, e.g. [37, 43]. In addition, there are alternative
approaches, like ADR [35], where evaluation is fully integrated into other activities of
building and intervention and thus not seen as separate and distinct activities.

We could add to these two DSR issues the intersection of the two. How is eval-
uation related to theorizing? Should it be seen as a part of theorizing or should be
closely related to the design process of a new artifact?
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In this paper, we embrace a practice view of DSR. The main purpose is to elaborate
a practice-based DSR approach. When doing this we seek to clarify the meaning of
different aspects of DSR, especially theorizing and evaluation by exploring DSR as a
mode of practice research. We exapt ideas from practice research as a general topic as a
means to conceptualize DSR and its constituents of evaluation and theorizing. The
purpose of the paper is thus to describe and explain DSR based on an explicit practice
perspective.

2 Research Approach

We use two unresolved DSR issues – evaluation and theorizing – together with the
knowledge need for an elaborated practice-based DSR as impetuses for this paper.
They form together a problematic situation in this inquiry. The way that we frame
DSR, either as a laboratory exercise or a practice improvement effort in the field, has
fundamental consequences for DSR conceptualization and performance. Our purpose is
to give a contribution to DSR as research in the field (i.e., into practices). We define
DSR as a practice loop, i.e., moving from problematic situations in a practice through
design and back to an artifact-renewed and improved practice (Fig. 1).

It is fundamental to start the process with the practice and its problematic situation
and to end the process with a renewed and improved practice. This means that we
propose to use design (research) as a way to conduct an inquiry process in its original
pragmatic sense [4], i.e. as movement from a problematic situation to a resolved and
settled situation.

The way we have conducted this is in itself through an inquiry. The different
problems, concerns and issues described above constitute the problematic situation that
needs to be resolved through our inquiry of this paper. The resolved situation, as our
knowledge contribution, is a practice-oriented conceptualization of design research. We
sketch an approach to design research that we have labelled practice design research
(PDR). We will in the next Sect. 3 go through some important literature sources that
have argued for practice DSR concerns. We do not start our work of developing PDR
from scratch. As mentioned, we obtain our main inspiration from the research approach

Problematic 
situations in

An artifact-
renewed

P R A C T I C E

Design

Fig. 1. Design research as a practice loop
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of practice research. We will account for some fundamentals of this research approach
in Sect. 4.1. In the remainder of Sect. 4 we will articulate practice design research as a
possible DSR approach with the main idea to direct design research as a practice
improvement endeavor. In this section we will not only present conceptualizations and
models of PRD. We will give theoretical grounding through literature references. The
theoretical sources are mainly obtained from pragmatist philosophy and theory since
our approach is positioned within this paradigmatic stance [9, 13, 49, 50]. The paper is
ended with conclusions in Sect. 5.

3 Practice Orientation in Current Design Science

Several DSR approaches consider practical problems the starting point, e.g. [14, 29].
However, critics state that these approaches pay too little attention to the organizational
context of IT artifact design [1, 24, 30, 31, 35]. Hevner [13] defines DSR as consisting
of three cycles (relevance, design, and rigor). The separation of relevance cycle from
design cycle might, however, be inappropriate for making design sufficiently
practice-based. Sein et al. [35, p. 37] criticize established DSR approaches to “value
technological rigor at the cost of organizational relevance, and fail to recognize that the
artifact emerges from interaction with the organizational context even when its initial
design is guided by the researchers’ intent.” Sein et al. [35] apply an ensemble view of
IT artifacts, from [27], describing IT artifacts as carriers of “social structures” and
embedded in social practices. Thus, ADR demands a close interaction with practice.
Sein et al. [35] object to a separation between building, intervention, and evaluation.
Instead, they speak of interweaving these types of activities. Evaluation should be seen
as an ongoing and concurrent activity to building and not as they interpret current DSR
to “relegate evaluation to a subsequent and separate phase” [ibid, p. 37]. DSR
emphasizes organizational intervention as an integral activity of DSR; “current DR
methods … consider organizational intervention to be secondary” [ibid, p. 39]. Hevner
[13] considers intervention as a matter of technology transfer managed through action
research. The fundamental idea of ADR is the opposite; to integrate and fuse DSR and
action research into one coherent research approach.

McKay et al. [24, p. 135] demand DSR to be “geared more toward intervening in
contexts to make improvements and ensuring that change works well.” They argue
against a narrow “construction-oriented view” of DSR and claim the importance of a
broader human-centered perspective including topics like “how IT … artifacts appear
to users, what they mean to users, how they communicate to users, the nature of the
user experience with the artifact, the value ascribed to designed artifacts within con-
texts of use by users.” [ibid, p. 137].

Baskerville and Myers [1] put forth an ethnographic approach to design science
called Design Ethnography, comprising a traditional ethnographic study of practices as
a basis for design and also the use of ethnographic techniques integrated into design.
The authors claim “the design task itself can be used as a vehicle to better understand
the everyday lives of the people” [ibid, p. 25].

Rohde et al. [30, 31] investigate epistemological foundations of DSR from a social
practice perspective. Their stance is to conceive “design as an intervention into social
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practices” [30]. Such a design practice is seen “as a reflective practice confronted with
wicked situations.” They claim the importance that evaluation should be conducted in
real-world settings. The introduction of new IT artifacts in social practices is always
made through an appropriation process. Rohde et al. [30] claim social practices to
“evolve together with the appropriation of the IT artifact. In this process, unanticipated
opportunities for the design of the artifact may emerge organically within work prac-
tices.” The consequence of this is that “emergence in the appropriation process cannot
be observed before the intervention has occurred” [ibid]. There needs thus to be an
intervention before a proper evaluation can be conducted. The appropriation view is far
from seeing IT artifact implementation as a matter of technology transfer as claimed by
Hevner [13].

Simplistic sequences of DSR activities (like build ! evaluate ! intervene) should
thus be avoided. Epistemologically, a sound action logic is much more complex and
nuanced.

Arguments for a more practice-based foundation of DSR can be found in the
referenced contributions above. General arguments are presented for adopting a
practice approach to DSR [1, 24, 30, 31]. Sein et al. [35] have operationalized a DSR
approach in the field: the Action Design Research method. Their arguments against
sequencing evaluation after building and before intervention are convincing. However,
a DSR scholar is not much helped through their descriptions of interweaving building,
evaluation, and intervention. Even if these activities are closely related it is not helpful
to claim them as integrated and fused in the way it is done in Sein et al. [35]. It should
be possible to analytically differentiate such activities and specify how they can be
possibly sequenced in different ways. We will present such attempts in the following
section when introducing Practice Design Research.

Even if there are several similarities between ADR and our approach (PDR), there
seem to be differences between our starting points. Our interpretation is that Sein et al.
[35] have started with DSR and then adapted it and fused it together with action
research. Our starting point is practice research. We have then proceeded with this
research approach and specified how design research could be one variant (sub-class)
of it.

4 Practice Design Research

4.1 Practice Research Foundation

Practice research means research into some practice(s) with the purpose to improve
such and similar practices. Fundamentally, we base our practice view on Dewey’s idea
of inquiry as a theory of knowledge [4]. Through an inquiry into social practice,
experiences are gained through activities aiming at improving practice.

The presented PDR approach here takes the practice research approach as presented
in [7, 8] as a starting point. Practice research has described as an interplay between the
two sub-practices of situational inquiry and theorizing [7]. Practice research is related
to three target practices (research community, general practice, local operational
practice).
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Situational inquiry (SI) means an investigation into one local practice or sometimes
into several such local practices. The situational inquiry is driven by conceiving
problematic situations in the local (operational) practice. The aim is to understand the
practice in order to improve it. A situational inquiry (1) can be just a diagnosis or (2) it
can include design proposals or (3) even implementation of change measures and new
artifacts [7]. The result from SI in relation to local practice(s) is labelled a local practice
contribution. This means that a local practice contribution can be (1) an evaluation or
(2) a design/change proposal or (3) implemented change measures. SI will often be
conducted collaboratively between researchers and practitioners.

SI will interplay with theorizing during a practice research. Theorizing comprises
both furnishing of “theoretical tools” to SI and taking care of empirical data from SI.
Theorizing means knowledge production. It produces useful knowledge aimed for
“general practice”, that is practice communities that are not limited to the local practice
studied. This is called general practice contribution. Theorizing as a sub-practice of PR
exists also with the purpose of adding to the scientific body of knowledge within the
research community.

4.2 The Interplay of Situational Design Inquiry and Theorizing

We have applied the perspective and the anatomy of practice research to elaborate a
practice-oriented DSR approach. We label our approach Practice Design Research
(PDR). While the ADR originators refer to action research as the fundamental inspi-
ration and a reference model when adapting DSR, we base our DSR adaptation on
practice research. What we accomplish in this development is thus the formulation of a
form of practice research oriented towards design as the focal kind of inquiry and
practice improvement. An analysis of similarities and differences between action
research and practice research is presented in [8].

Drawing from the ideas of situational inquiry in PR [7] we use the term “situational
design inquiry” in PDR to emphasize the design orientation of our approach. The
structuring of theorizing and situational design inquiry has been done in new ways
within PDR (Fig. 2) compared with general PR.

Following PR, it is essential to conceive of theorizing as a distinct and separate
sub-activity within a DSR study. PR thus addresses the confusion concerning DSR
outcomes as local artifacts vs. general knowledge. In [14] the result of DSR is
emphasized to be an artifact – a construct, method, model or instantiation. Hevner et al.
[14] mention that artifacts may be technology-based (e.g., software), people-based
(e.g., incentives that affect people’s actions) and organization-based (e.g., process
design). Several scholars are demanding DSR outcome to also be of abstract and
theoretical character, e.g. [20, 36, 42, 46]. Gregor and Hevner [11] differentiate
between contributions on different abstraction levels, from instantiations (level 1),
nascent design theory (level 2; constructs, methods, models, design principles, and
technological rules), to design theory (level 3; ‘mid-range and grand theories’). Our
interpretation of this discourse is that IS scholars recognize that theorizing is an
insufficiently conceptualized part of DSR. The division in PDR into theorizing and
design inquiry emphasizes that theorizing is an explicit part of such an approach aiming
for general and abstract knowledge, in addition to contributions made to the local
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practice. Theorizing in PDR should result in (1) general practice contributions and
(2) additions to the scientific body of knowledge following the principles of PR
(Fig. 2). Such results can be abstracted descriptions of artifact features and their
contributions to practical use values (as a kind of design principles).

While we separate situational design inquiry from theorizing for the sake of con-
ceptual clarity, we acknowledge the entanglement of the two. Figure 2 illustrates the
anticipated value creation in PDR: Through the inquiry process needs for knowledge
and cognitive tools are identified. These trigger the theorizing activity, i.e., search for or
articulation of knowledge to apply in the situational design inquiry. Through theoriz-
ing, different knowledge needs are generated like hypotheses and questions sometimes
operationalized in data collection instruments. Situational inquiry feeds empirical data
into theorizing as a source for analysis, abstraction, and formulation of theoretical
propositions. The remainder of Fig. 2 is discussed in depth in Sects. 4.3–4.5.

4.3 Situational Design Inquiry

PDR recognizes four stages as fundamental in the design inquiry process:
(1) Pre-evaluate, (2) plan and design, (3) test and intervene, and (4) post-evaluate.
Figure 2 illustrates the four stages on a high level. The stage-division is inspired by the
inquiry process as described by Dewey [2, 4] and the principal stage division of the act
by Mead [48]. We synthesize Mead’s division of four phases (impulse, perception,
manipulation, and consummation) with the three-stage model presented in [9], con-
sisting of pre-assessment, intervention (including simultaneous monitoring), and

Prepare Conclude
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Plan & design Test & intervene

Post-evaluate

Abstract

Search &
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Construct

Conjecture

Focus
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Theorizing

Situational design inquiry

Fig. 2. Theorizing and situational design inquiry in practice design research.
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post-assessment. In comparison with [9 and 48], we inserted a second phase of plan-
ning between pre-assessment and intervention. PDR thus follows Dewey’s concept of
inquiry by acknowledging the crucial moments of suggestions and reasoning before
taking action. Each stage in the PDR view on situational design inquiry, in turn,
consists of activities as elaborated in Fig. 3.

The PDR inquiry process corresponds well with the phases in canonical action
research (CAR) as described by Susman and Evered [39]. Pre-evaluate corresponds
directly to “diagnosing” in the CAR model [39]. Plan & design corresponds to “action
planning,” and test & intervene corresponds to “action taking.” Post-evaluate includes
“evaluation” and parts of “specifying learning.” This latter activity is however also
included in theorizing; cf. [8].

The pre-evaluate phase (of this new SI model) starts with the experience of
problematic situations; something “difficult” or “disturbing” following Dewey [2]. The
next stage is the generation of data about the problematic situation (“observe”). Data
should be recorded and analyzed (“describe & abstract”). PDR advocates an explicit
evaluation (“assess”) of the situation (according to generated data and conducted
descriptions). This initial phase of establishing a problematic situation and its evalu-
ation is part of with an emerging focus and demarcation. Evaluators of the current
situation should not only investigate with critical knowledge intent, i.e., a search for
“what does not work.”, but also with interest for “what works (well),” i.e., different
strengths in the situation. Such an analysis is often called an appreciative inquiry [22].

The activities of pre-evaluate should be seen as iterative and continual. The principal
epistemic order described above and in Fig. 3 is not only a model of “frozen stages”, but
also pertains to the overall inquiry structure and the other three inquiry stages.

Plan & design means the generation of proposals and a direct assessment of these.
It is necessary to reflect on and articulate values (“desire”) as a basis for proposing.
Otherwise, there is a risk for an amendment of minor problems, and neglecting serious
issues. Value analysis can thus also slightly shift the focus from the pre-evaluate stage
in this design stage.

The propose phase covers the generation of new designs of different degrees of
realization; spanning from hunches and ideas to visualizations in models and further to
instantiated prototypes and full-blown products.

Assessment in plan & design is a desktop evaluation of proposals before any
practical test searching for implied consequences of the projected suggestions. The
assessment includes a comparison between status quo (problem statements from
pre-evaluate) and the proposed solution and anticipated (through reasoning) identified
consequences.

Test & intervene means that new actions are taken in relation to the inquired
practice. Actions, following the tenets of design science, may include the use of new
artifacts. A current practice might be resilient to changes and new ways of working. To
get new procedures to work, it is often necessary to appropriate these new procedures
to fit the situation [30, 31]. Modifications and adaptations sometimes need to be done.
This appropriation is conducted based on experiences, and an “assessment-in-action”
following the theories of Schön [33] stated as “reflection-in-action”. Typically, this
stage of test & intervene iterate until a new (modified) way of working is functioning
satisfactorily. What is implemented can thus deviate from the planned intervention.
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This new action is, in an inquiry context, seen as a test. And as such, it should be
appropriately evaluated, not only through an assessment-in-action. There should be an
explicit post-evaluation. Such an evaluation includes data collection (“observe”),
description, abstraction and explicit assessment. This finalizing post-evaluation should
also comprise an overall statement of the learning from the inquiry process; i.e., the
transformation of the problematic situation into a satisfactory one. Dewey [4] describes
the closure of an inquiry as a resolution of the problematic situation into a settled one.

4.4 Theorizing Activities in PDR

We divide PDR theorizing into three stages (Fig. 2), slightly revised from [7]: Prepare,
continual theorizing, and conclude.

The prepare stage includes an initial formulation of research interest and research
questions, as well as an initial establishment of the knowledge base for the study (i.e.,
literature review). Further, there is a need to make initial arrangements for the empirical
work in situational design inquiry, including the furnishing of cognitive tools –

selection and situated adaptation of ideas from the knowledge base – for SI. It is
important to emphasize these initial formulations of research interest and establishment
of knowledge bases are provisional and open to later refinement. The prepare stage is to
give the design study an initial focus and direction.

The continual theorizing stage in PDR means a continual interest in conceptual-
izing and explaining the emerging theoretical focus at hand. A focus emerges through
on-going reflection and learning, which may lead to a revised understanding of the
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problem and its solution, and sometimes to a shift in research interests and theoretical
focus. Continual theorizing consists of several generic activities: (i) Abstraction (data
analysis and conceptual development), (ii) search and supply of relevant extant
knowledge that may be relevant in the PDR process, (iii) compare, i.e., a continual
analysis and comparison of (1) different empirical elements, (2) various theoretical
elements and (3) consistency between data and theory, (iv) construct/design of cog-
nitive tools for descriptive, explanatory, normative and prescriptive purposes, and
(v) conjecture, i.e. articulation of hypotheses and issues to study in the empirical SI.
These activities are considered ‘generic’ in the sense that they exist in some form in all
theorizing situations, whether explicitly reflected upon or not. We conceive of theo-
rizing as a continual shift between these activities, aligned with SI events. It is hard to
state a precise epistemic order between the activities; therefore there are no arrows in
Fig. 2 to indicate any particular order.

The conclude stage corresponds to the formalization of learning in ADR and refers
to the post-inquiry work to make final reflections and formalize the results of the
theorizing process intended for targeted audiences (research community and general
practice).

4.5 Evaluation in PDR

At the heart of pragmatism lies an interest to engage with the development of ideas that
support human understanding and govern human action. We differentiate between
theoretical ideas and situated ideas proposed by designers and researchers in the sit-
uational design inquiry. We conceive of an ‘idea’ in a broad sense. It encompasses any
representation of knowledge (instantiations, methods, models, concepts, design prin-
ciples, design theory, etc.).

Evaluation plays crucial roles in both sub-practices of practice design research. In
the design inquiry process, evaluation is vital for understanding the current practice,
emergent design ideas and the usefulness of new artifacts put into test and use in
practice. Evaluation appears in all four stages of the inquiry process, which is found in
Fig. 3 (through the word ‘assess’). However, these evaluation activities in the inquiry
stages differ in character. Table 1 summarizes the differences.

Activities in situational design inquiry provide empirical data to the theorizing
process potentially signaling the applicability and usefulness of the ideas used in an
inquiry. Ideas may be either (i) theoretically informed proposals from researchers,
(ii) creatively crafted ideas by practitioners and researchers, or a combination of (i) and
(ii). For example, a design proposal from the researchers, based on theory X, is rejected
by the local practice due to incoherence with the existing technological base. The
implication for the situational inquiry is that the proposal is rejected in its current form.
The implication for theorizing is that the researcher has new data regarding the
applicability of the theory in the particular context of inquiry. When the researcher
presents a revised version of theory X to their academic peers, a set of values (e.g.,
rigor and relevance) different from the values in the local practice (e.g., technological
fitness) will be used to determine the goodness of the generic idea.
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Evaluation of ideas in theorizing thus seeks to (i) draw from the experiences in
practice of a situated idea to (ii) phrase a generic idea, and (iii) evaluate the generic idea
based on values in the academic community.

Evaluation in PDR theorizing can thus mean learning from experiences of imple-
menting ideas in situational inquiry. Following James’ [16] view that ideas also need to
be anchored in older truths, ideas may also be assessed through theoretical studies.
Evaluation is not a separate and explicit activity in theorizing (Fig. 2) due to its
continual presence in the abstraction process. Evaluation occurs both in studying the
empirics and in studying theoretical sources. It occurs throughout the abstraction
process. The view of evaluation as an integrated part of theorizing calls for attention to
how data is collected and documented for research purposes. PDR calls for data col-
lection that allows for a reconstruction of design rationale as well as a transparent
empirical justification of generic idea propositions.

To account for evaluation in theorizing, we need to further elaborate on PDR
knowledge outcomes. In the PDR context, our primary interest is ideas that support
inquiry, either by (i) promoting an enhanced understanding of existing practice (e.g., a
business modeling technique) or by (ii) providing prescriptive advice for design (e.g.,
design principles). That is; PDR does not only focus prescriptive knowledge: Ideas that
support description and explanation of practice are considered equally important.

Everything that can be conceived of as a proposal in theorizing can be assessed in
different ways. Every proposal can be pre-assessed before any use; to determine if it
applies to the situation. Such pre-assessment usually occurs through theoretical scru-
tiny, but it can also be conducted by the support of naturalistic evaluation through
collaboration with practitioners, or through artificial evaluation techniques from the
laboratory genre of DSR. It can be post-assessed after use (either in theorizing or
situational design inquiry) concerning its usefulness regarding intended purposes or
emergent reasons. This conceptualization of evaluation in theorizing follows the
inherent nature of evaluation (both pre-assess and post-assess) in actions [9, 48]. It also
follows from the importance of reasoning and judgments of ideas as necessary parts of
the inquiry process as described by Dewey [2, 4].

What can be seen as proposals to be assessed in theorizing? The answer is
everything that is put forth in these processes conceived of having an epistemological

Table 1. Different types of evaluation in the stages of situational inquiry.

Stage Temporality Evaluation object Character of
evaluation

Pre-evaluate Evaluation-before-design Current practice Observation-based
explicit evaluation

Plan &
design

Evaluation-in-design Proposals Evaluation of
anticipated
consequences

Test &
intervene

Evaluation-in-action Experiences of new
action and artifact

Reflection-in-action

Post-evaluate Evaluation-after-action Experiences of new
action and artifact

Observation-based
explicit evaluation
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value. The articulated research focus directs what is done in PDR and this needs to be
assessed. Extant theoretical knowledge is brought into the PDR process to be used for
different purposes. What kind of extant knowledge that is selected needs to be assessed.
In theorizing, cognitive tools are generated and adapted to be used for further theo-
rizing or situational design inquiry. These tools need to be evaluated. One important
task in theorizing is the generation of hypotheses or other conjectures. Such hypotheses
need to be assessed to inquire if they are interesting, valuable and applicable in the
research process. Empirical data are supplied from situational inquiry to be used for
analysis and abstraction in the theorizing process. Such data cannot be taken for
granted. They should be assessed to scrutinize their validity, sufficiency, coverage, and
usefulness. Theorizing should produce theoretical constructs (such as design principles
and design theory) as outcomes directed to the research community and general
practice (Fig. 2). The evaluation of such theoretical constructs needs to be conducted
following academic standards as well as values from other target groups.

5 Conclusions

We acknowledge that existing DSR approaches recognize the role of practice in
design-oriented research in various ways. There is, however, a significant difference
between current DSR approaches and our proposed approach to practice design
research. Other approaches, on the one hand, do not use practice as a vantage point for
conceptualization, resulting in a set of scattered – albeit meaningful and useful – ideas
on how to relate to practice in design-oriented research. Practice design research, on the
other hand, is an exploration of how to understand design-oriented research, grounded
in the ontological and epistemological roots of pragmatism and practice research.
Practice design research is a consequent elaboration of practice-oriented DSR as
described as one genre of DSR as a contrast to laboratory-oriented DSR; these genres
described by [15, 47].

ADR is the only other elaborated approach we have found that builds on an
articulated underlying philosophy. ADR relates to interpretivism and interventionism
as a measure to position itself against DSR as accounted for by Hevner et al. [14].
ADR, however, puts the idea of an ensemble artifact at the fore and builds their method
around it. Second, in contrast to other design-oriented approaches, our approach offers
an analytically viable view on theorizing and its relation to design inquiry. Inquiry as a
starting point is a contrast to different DSR approaches regarding the idea of knowledge
contributions. PDR, coherent with Dewey’s inquiry as a theory of knowledge, serves to
develop and evaluate ideas in a broad sense, whether they aim at describing, explaining
or even predicting phenomena. The idea of contributions beyond prescriptive knowl-
edge and instantiations is a clear distinction from the prevalent DSR discourse. The
roots of PDR in pragmatism and Dewey’s notion of inquiry give a solid foundation for
the creative and possibility-exploring aspect of DSR. Inquiry and knowledge is the
basis for change and improvement of the world; Dewey [3] writes “reason has a
creative function … which helps to make the world other than it would have been
without it”.
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There is a risk that the approach presented is conceived of as ‘yet another model,’
thus causes even more confusion about evaluation and theorizing in DSR. Our response
to such argumentation is that the approach – while still in its infancy – offers an
enhanced conceptual understanding of the role and nature of evaluation in DSR, as well
as increased clarity regarding theorizing and its interrelations with situational design
inquiry. PDR has a clear difference to ADR since neither theorizing nor evaluation has
conceptually clear and distinct positions in ADR. We acknowledge that evaluation
should be conducted in close alternation with the build and intervene activities in
entangled ways, but we find it essential to analytically clarify the different roles and
positions of evaluation in both situational design inquiry and theorizing.

We emphasize that PDR addresses the practice genre of DSR, and in doing so we
explore the consequences of addressing design-oriented research drawing from practice
theory and pragmatism. There is a contemporary stream of practice theory, e.g. [5, 19,
25], and a related discourse on socio-materiality, e.g. [21, 34], that elaborate more in
detail about various aspects of practice. For instance, as the entanglement of technology
and the social world, power and politics in organizations, and the emergent charac-
teristics of socio-material practice. The very idea of Dewey’s moral inquiry is to be able
to identify and improve the social world taking into account such complex aspects. The
cohesive ontological and epistemological foundations of PDR support commensura-
bility with contemporary streams of practice theory and socio-materiality.

The purpose and scope of this paper was to describe and present the basic features
of the Practice Design Research approach including its philosophical foundation in
pragmatism. We have used different parts of PDR in design oriented research projects,
so this approach should not be seen as just a methodological idea. There exist an
empirical base, although not presented in this paper. Future research will analyze and
present findings from such empirical research.
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Abstract. We distinguish several design knowledge types in IS research and
examine different modes of utilizing and contributing design knowledge that can
take place during design science research (DSR) projects. DSR projects produce
project design knowledge, which is project-specific, possibly untested, conjec-
tural, and temporary; thus, distinct from the more stable contributions to the
propositional and prescriptive human knowledge bases. We also identify solu-
tion design knowledge as distinct from solution design entities in the prescriptive
knowledge base. Each of the six modes of utilizing or contributing knowledge
(i.e. design theorizing modes) we examine draws on different knowledge types
in a different way to inform the production of project design knowledge (in-
cluding artifact design) in a DSR project or to grow the human knowledge bases
in return. Design science researchers can draw on our design theorizing modes
and design knowledge perspectives to utilize the different extant knowledge
types more consciously and explicitly to inform their build and evaluation
activities, and to better identify and explicate their research’s contribution
potential to the human knowledge bases.

Keywords: Design knowledge � Design theorizing � Knowledge bases
Knowledge contribution � Knowledge for action
Knowledge for entity realization

1 Introduction

Two major genres of inquiry in the IS discipline contribute to knowledge growth
[9, 23]: science-oriented research activities primarily grow propositional knowledge or
X-knowledge (comprising descriptive and explanatory knowledge), while design-
oriented research activities primarily grow applicable (or prescriptive) knowledge or
k-knowledge. Contributions to k typically comprise knowledge about technological
innovations that are or can be useful for individuals, organizations, or society – and
also to develop future technological innovations. Contributions to X enhance our
understanding of the world and the phenomena our technologies harness (or cause).
Research projects may combine both genres of inquiry and contribute to both
knowledge bases.
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Many IS literature sources highlight the importance of utilizing the knowledge in
both knowledge bases together in design-oriented IS research projects [12, 23, 39, 42].
However, these sources usually do not cover the particular ways of doing so in greater
detail. This not only leads to challenges for the researchers involved in DSR projects to
ground their design decisions explicitly on extant knowledge and transparently docu-
ment the decisions and their justification. It also challenges these researchers to sys-
tematically articulate contributions to X and k in ways that allow a cumulative
accumulation and evolution in both knowledge bases.

As a first remedy for this issue, we illustrate how researchers in DSR projects can
grow and utilize all knowledge types through different modes of design theorizing. We
also distinguish two distinct design knowledge types in the process, which allows us to
provide a more comprehensive perspective on knowledge utilization, production, and
contribution in DSR. We integrate unconnected positions in the IS literature concerning
design knowledge and related concepts, as well as approaches to grow both knowledge
bases. We employ the term design theorizing for all activities utilizing or contributing
knowledge in the context of design. In doing so, we follow Weick’s [55, 56] distinction
between theory and theorizing. He particularly emphasizes the important roles of
pre-theoretical knowledge in the process towards developing a more fully articulate
(explanatory) theory and we do the same to illustrate how all forms of knowledge can
contribute to informing artifact realization processes or vice-versa.

2 Distinguishing Project Design Knowledge and Solution
Design Knowledge

The first distinction we wish to make concerns (1) design knowledge that is produced
and remains within a single DSR project, and (2) design knowledge that is part of the
k-knowledge base. We call the former project design knowledge and the latter solution
design knowledge in the remainder of the paper.

Within a DSR project, researchers draw on the existing knowledge bases as well as
other sources (their own and others’ experience or creativity, for instance) to produce a
plethora of temporary, tentative, and highly project-specific design knowledge. Such
knowledge comprises knowledge regarding the project’s problem space (including the
specific (class of) contexts, the problem diagnosis, and the related goodness criteria for
the resulting artifact) and the solution space (including the (meta-)artifacts or artifact
components as the actual solution entities, but also the corresponding search criteria, or
the build and evaluation activities) [23, 26, 27]. The search and goodness criteria
should not only address the artifacts’ immediate goodness of fit (utility), but also the
artifacts’ potential for evolution in order to stay sustainably useful [20].

Over the course of a project (and possibly several iterations), the involved
researchers may produce, test, and discard several instances of the afore-mentioned
knowledge entities until they have reached a reasonably accurate understanding of
problem and context, and a reasonably well-tested and useful solution. We see only the
final results of the project to be candidates for an addition or contribution to the existing
human knowledge bases through distinct and rigorous processes or modes of design
theorizing. In particular, the refined understanding of context and problem primarily
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contributes to X, whereas the artifacts or other solution entities primarily contribute to
k. However, we see also another knowledge type with contribution potential to k:
artifact or entity-independent design knowledge, which we term solution design
knowledge. Several authors have examined how such artifact-independent design
knowledge could bridge X- and k-knowledge [13, 14, 16, 46]. Here, the emphasis has
frequently been on linking theory and IS design science research (DSR) artifacts
[18, 23, 31]. However, the used terminologies, conceptualizations, representations,
roles, and implications vary widely among the sources cited above. In the upcoming
sections, we therefore take a closer look to find common ground across solution design
knowledge and its roles in design theorizing.

3 Positioning Solution Design Knowledge in Relation
to Artifacts and Design Theories

In this and the next section we first lay the foundation for illustrating how separating
solution design knowledge from artifacts and design theories on one hand and
X-knowledge (including theory) on the other hand contributes to a clearer picture on
how these knowledge types can enhance artifact design and corresponding knowledge
contributions in different design theorizing modes.

Traditionally, IS artifacts as design entities are said to constitute concepts, models,
methods, and instantiations [35]. In our conceptualization, it makes sense, however, to
understand abstract concepts, models, and methods as components of meta-artifacts,
while the corresponding instantiations are components of artifact instances that have a
physical existence in the real world [24]. Meta-artifacts are artifacts that lead to the
development of other artifacts [28, 30] and constitute more abstract (nomothetic)
knowledge about technology. In contrast, knowledge about artifact instances consti-
tutes local (idiographic) knowledge [9]. Drawing on the most recent contributions to
the ‘artifact debate’ [4, 10, 15, 29, 32, 43], we conceptualize IS artifacts as (1) con-
sisting of any number of technical, social and/or informational components, (2) col-
lectively supplying one or more functionalities, and (3) thus fulfilling an
(a) information-related or (b) information technology-related purpose. Note that the
informational components themselves may actually be comprised of knowledge. Due
to space restrictions, we are unable to follow up with this ‘recursion’, however.

How then does solution design knowledge relate to artifacts within k? In fact, some
authors in the literature do not distinguish further between solution design knowledge
(by the name of design propositions) and artifacts as an outcome of IS DSR [14].
Instead, they regard a body of design propositions as design theory that should be built
on kernel theories, proposed, tested, and subsequently refined. In contrast, for others,
solution design knowledge (by the name of techniques) can be artifacts as well – as long
as one can formulate a means-end statement for the artifact – but does not necessarily
have to be one [18]. In a third perspective, other authors conceptualize solution design
knowledge as being distinctly separate from artifacts and theories – for instance,
Kuechler and Vaishnavi’s design relevant explanatory and predictive theories [31].

To solve these contradictory conceptualizations, we go back to Simon [50], for
whom an artifact exhibits the following key property, among others: An artifact is a
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human-made entity that constitutes an interface between its inner and an outer envi-
ronment. As solution design knowledge exists in the knowledge base independently of
a specific (class of) immediate application context(s), there is no class of or specific
outer environment for solution design knowledge. For this reason, solution design
knowledge in our understanding does not fit Simon’s artifact definition. Solution design
knowledge’s nature is more abstract. We therefore argue solution design knowledge to
be in a separate realm from knowledge about artifacts, but within k.

Besides artifacts, design theories are also seen as common outputs of IS DSR [23].
Therefore, it is worthwhile to distinguish these two knowledge contribution types
further. Gregor and Jones [24] list eight components of a full-fledged design theory:
(1) its purpose and scope, (2) constructs of the entities of interest, (3) principles of form
and function, (4) artifact mutability, (5) testable propositions, (6) justificatory knowl-
edge, (7) implementation principles, and (8) an expository instantiation.

In the terminology we have used so far, the principles of form and function closely
correspond to the meta-artifact design entity and the expository instantiation to the
artifact instance. The implementation principles highlight the need to consider a
complementary implementation or instantiation ‘design’ in addition to an artifact,
which transforms a meta-artifact to an instance, and integrates it into a socio-technical
system, possibly by means of interventions [1, 2]. Likewise, the artifact mutability
highlights the need for regular artifact redesigns as part of an artifact evolution to retain
the artifact’s utility over time [20]. The remaining design theory elements provide
further guidance during artifact design and evaluation (purpose and scope, testable
propositions) or highlight the links to the knowledge bases (constructs, testable
propositions, justificatory knowledge).

We therefore conclude that a design theory is more encompassing than a per-
spective on artifacts alone and provides links to specific knowledge types. For the
purposes of this paper, we will, however, take an artifact-centric perspective and
highlight more general ways of building on and linking back to knowledge for the
different types of artifacts. In keeping with Weick’s distinction between theory and
theorizing [56], we call these more general ways design theorizing (see Sect. 7 for
further elaboration). Nevertheless, design theories remain an established mode of
communicating a DSR knowledge contribution in IS research papers.

4 Positioning Solution Design Knowledge in Relation
to Propositional Knowledge

Having highlighted the difference between artifacts, design theories, and solution
design knowledge, we now distinguish solution design knowledge from existing
understandings of propositional knowledge, including theory.

As with artifacts, the precise definition of theory and its distinction from other
forms of theoretical knowledge are contended concepts in the IS and neighboring
disciplines [5, 6, 22, 33, 51, 54, 56, 57]. As described in the Introduction, we distin-
guish between two basic knowledge types: applicable human knowledge (k-knowl-
edge) and the corresponding foundation in descriptive or propositional knowledge
(X-knowledge). This broad and high-level distinction allows us to side-step most of the
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debates around theory and be inclusive to different forms of X-knowledge. To do so
makes particular sense in the context of utilizing knowledge in DSR projects because
design is an inherently creative process where the designers can draw on a wide range
of possible knowledge sources in X and k, be it to directly inform their designs, to
understand their problems and contexts, or only to spark their creativity.

With respect to X-knowledge, the consensus in the debates in the literature in the IS
and neighboring disciplines is that potentially worthwhile theoretical research contri-
butions can encompass explanatory and predictive theories in a rather focused
understanding of what constitutes a theory [54, 57], but also other conceptual forms of
knowledge [3, 36, 38, 58] that are produced by generalizing, specializing, or theorizing
real-world phenomena or other existing knowledge about real-world phenomena [5, 25,
48, 49, 56]. For the IS discipline, Gregor [21] proposes five theory types: (I) for
description, (II) for explanation, (III) for prediction, (IV) for explanation and predic-
tion, (V) for design and action. Only type V belongs to k-knowledge (already covered
in the previous section), whereas the other types belong to X-knowledge. Likewise,
most other forms of theoretical knowledge discussed in the literature belong to
X-knowledge. A notable exception is Markus’ [36] distinction between theories of the
problem and theories of the solution. The latter are also called theories of the inter-
vention in Majchrzak and Markus [34] in the context of policy research. These theories
of the solution or intervention belong to k-knowledge, similarly to type V theories.

5 Solution Design Knowledge Types and Sub-types

In this section, we further refine our understanding of solution design knowledge based
on solution design knowledge types that are commonly used in the IS literature. Note
that the documentation of the underlying literature review and analysis process lies
outside the scope of this paper, due to space restrictions. For the same reason, only a
limited number of sources are referenced within each section, and only three major
types are distinguished.

5.1 Technological Rules: Solution Design Knowledge for Action

In a philosophy of science perspective, Bunge proposes the technological rule concept
to document solution design knowledge for action [13]. Note that Bunge understands
technology in a wide interpretation that encompasses all knowledge and means to
address practical problems. Technological rules ground instrumental knowledge on
scientific knowledge. In particular, Bunge uses the term technological theory for the-
oretical statements that capture the effect of actions aimed at achieving real-world
goals. Niiniluoto highlights that such technological theories – or norms, as he calls
them – differ from nomological or law statements (which belong to X) in that they are
instrumental and encompass an aspect of uncertainty [41]. Hence, they can be
expressed as follows: “If you want A, and you believe you are in situation B, then you
ought to/it is rational for you/it is profitable for you do X.” The assumption is that
actions based on technological theories – which, in turn, are based on well-founded
hypotheses and reasonably precise data – are superior to actions based on unquestioned
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traditions [13]. Hypotheses and data can thus be used to justify these technological
theories.

The concept of technological rules has been picked up in disciplines such as IS
[7, 14], management [16], or sociology [45] to semi-formalize actionable knowledge.
For instance, Carlsson proposes to extend the components of a technological rule in IS
to a PIMCO format – (P)roblem situation, (I)S initiative, (M)echanism, (C)ontext, (O)
utcome. Baskerville and Pries-Heje [8] propose to formalize them in the form
“(*Z, *Y) ! *X”, meaning “if you want to achieve something like Y in a situation
similar to Z, then something like action X will help”. Note that each of their three
components can, but does not have to be, ambiguous [7]. Their proposal thus highlights
the ambiguous nature of technological rules even further than Niiniluoto’s version
mentioned above [41]. As technological rules present merely options for action and do
not constitute a coherent design entity directed at addressing a particular real-world
problem or problem class, we understand these rules to be different from IS artifacts as
defined in Sect. 3. We discuss ways of utilizing knowledge for action for artifact design
in Sect. 7.

5.2 Requirements, Principles, Features: Solution Design Knowledge
for Entity Realization

A second common type of solution design knowledge in the IS literature concerns
intermediate steps on the path towards (meta-)artifact (or solution entity) designs that
address real-world problems (or problem classes). Even Walls et al. in 1992 emphasize
the importance of deriving design meta-requirements before moving on to the
meta-design [53] and requirements engineering is a well-established practice in soft-
ware engineering [11]. More recently, Meth et al. propose to consider design
requirements, principles, and features in this order before actually designing an artifact
[37]. The benefits of doing so include a greater transparency with respect to design
decisions and a possibility to re-use (meta-)requirements, (meta-)principles, and (meta-)
features for the design of similar (meta-)artifacts to address similar problem (classes) in
similar context (classes). In other words, these (meta-)requirements, (meta-)principles,
and (meta-)features likewise do not represent IS artifacts, but re-usable solution design
knowledge for solution entity realization within k. Simultaneously, they are distinctly
different from technological rules or other knowledge for action and thus represent a
second distinct type of solution design knowledge. We will further discuss this type’s
roles in the design process in Sect. 7.

5.3 Solution Design Knowledge for Design Processes and Systems

Following Walls et al. [53], we also include knowledge for design processes into the
realm of solution design knowledge. Further, these design processes often take place in
the context of design systems [20]. Our inclusion is based on the rationale that solution
design knowledge as actionable knowledge can not only inform the design of solution
entities, but also the corresponding design processes and design systems. In research,
these design processes largely correspond to the employed research methodologies.
The corresponding solution design knowledge is usually presented as methodological
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contributions. By including design systems, our perspective, however, goes beyond
research methodologies and includes, for instance, initiating and retaining engagement
with practitioner clients [44] or established techniques such as design thinking [17].

5.4 Other Types and Forms of Solution Design Knowledge

We acknowledge that the solution design knowledge types identified above are not
exhaustive and the same applies for the mentioned terminologies and representations.
For instance, design patterns are another established type of solution design knowledge
for technical artifact design (software [19]), social artifact design (change management
[47]), or even for DSR itself [52]. Design patterns can be understood as a particular
form of technological rules (representing options for design action) and simultaneously
a form of codifying design principles or features as that can be drawn on or applied
during artifact design. However, space restrictions prevent us from further exploring
other solution design knowledge types that are somewhat less prevalent in the IS
literature than the three types discussed in Sects. 5.1 to 5.3.

6 A Unified Knowledge Utilization and Contribution
Perspective for IS DSR

Based on the distinctions made in Sects. 2 to 5, we now propose a conceptual
framework (Fig. 1) that places the covered realms among and within our two knowl-
edge bases (k and X) and shows six directions to utilize, produce, and contribute
knowledge as modes of design theorizing. Figure 1 modifies and extends Fig. 1 in
Gregor and Hevner [23]. First, our Fig. 1 separates project design knowledge from the
two knowledge bases. The underlying rationale (cf. Sect. 2) is that a DSR project, in
addition to drawing on and utilizing existing knowledge, produces untested, conjec-
tural, and temporary knowledge and entities in a potentially unstructured, creative, and
heuristic manner. This project design knowledge is shared only among the members (or
a subset of them) of a single project. In the end, only selected knowledge may turn out
to be suitable to be contributed back into the more widely disseminated human
knowledge bases (for instance, in the form of publications). Second, our Fig. 1 shows
how we conceptualize solution design knowledge. Solution design knowledge is
actionable or technological knowledge, and therefore belongs to the body of
k-knowledge. It differs from artifacts in k in that solution design knowledge is inde-
pendent from a particular manifestation in a distinguishable design entity.

Note that we included implementation/intervention/instantiation processes (short-
ened to i-processes in Fig. 1) as a separate solution design entity besides artifacts (cf.
Sect. 3). Likewise, we included processes to redesign existing artifacts as part of a
necessary artifact evolution to retain their utility [20] as separate design entities.
Moreover, we regard design processes and systems as further and distinct entities
beyond the solution entities such as artifacts (cf. Sect. 5.3).
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7 Modes of Design Theorizing

Figure 1 contains six numbered block arrows that correspond to six design theorizing
modes. They all draw on the different knowledge types either to utilize them in a DSR
project for the purpose of producing project design knowledge, or to contribute selected
knowledge back to a distinct part of the knowledge bases. Note that each mode merely
represents an archetype; it is well possible that an actual knowledge contribution draws
on more than one mode at a time. Note further that we, for simplicity’s sake, focus on
the design and evaluation of an IS artifact as solution entity.

7.1 Mode 1: X-Knowledge Informs the Understanding of a Problem, Its
Context, or the Design of a Solution Entity

The design theorizing mode utilizes propositional or X-knowledge (which includes
natural laws or behavioral theories that are formulated as law-like statements) to
increase and substantiate the understanding of the context and the problem (mode 1A)
or to inform the options for entity realization (mode 1B).

Mode 1A: Understanding the Context and Diagnosing the Problem. One way how
X-knowledge informs a DSR project is the path towards deriving the (meta-)require-
ments for a subsequent (meta-)artifact or entity design. Here, the primary interest is the
in-depth understanding of the (class of) context(s) and the diagnosis of the real-world

-knowledge
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problem (class). Both draw on our existing understanding of the real world (and also
add to it in the process), so that the researchers can formulate or reformulate a clear
goal statement for the design effort and, subsequently, develop specific (meta-)
requirements and goodness criteria for evaluating if the solution satisfies the problem.
In other words, mode 1A lays the foundation for and forms a key part in theorizing
about the requirements for effective and context-specific solutions to a given problem
or means to reach a given goal. This mode of design theorizing anchors and guides the
subsequent design effort. Beyond X-knowledge, creativity and experience and also past
requirements for similar design efforts (cf. mode 3B) can inform the requirements.

Mode 1B: Informing the Realization of a Solution Entity. X-knowledge can also
inform the realization of a solution entity, albeit indirectly. Although X-knowledge is
evaluated as true/false and k-knowledge as effective/ineffective [13], it is nevertheless
possible to ground substantive technological theories for action or technological rules
(as instances of solution design knowledge) on scientific knowledge. This is achieved
by predicting and retrodicting (or abducting [40]) reasonably stable norms of behavior
and combining these existing behavioral norms with nomopragmatic statements that
capture effects of human action. A second source to inform such solution design
knowledge are operative theories of action, which draw on non-scientific knowledge,
experience, or intuitive insights. However, a rule’s effectiveness cannot be inferred and
the whole process is fraught by ambiguity (cf. Sect. 5.1), assumptions, and the need to
reduce the complex reality to specific factors that are understood to significantly affect a
rule’s effectiveness [41]. However, in a DSR project such newly produced tentative
solution design knowledge is only a precursor to artifact design to inform and justify
specific design decisions. Moreover, further layers of ‘obfuscation’ are added by
having more than one rule informing the design of an artifact that is later used as a
coherent entity to affect the real world.

7.2 Mode 2: The Design and Real-World Application of Solution Entities
or Knowledge Enhances Our Understanding of the World

During artifact evaluation, the respective findings may confirm, contradict, or extend
our original understanding of the real world with respect to the nature of the context or
problem (mode 2A) or to the knowledge that that originally informed the formulation
of the technological rules underlying artifact design (mode 2B). In a sense, mode 2A
corresponds to mode 1A and mode 2B to 1B above.

Mode 2A: Improving the Understanding of the Context and Problem. This design
theorizing mode allows improving or extending our general understanding of the
real-world context and the addressed problem in particular by uncovering yet
un-researched aspects or facets of the context during the artifact evaluation.

Mode 2B: Improving our Understanding of Behavioral Regularities. A separate
design theorizing mode may contribute to confirming, challenging, or extending our
given understanding of how people, organizations, or societies behave. This can be
achieved by comparing the actual effects of an artifact’s interaction with its context with
the intended ones, and relating the findings to the interim solution design knowledge
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developed in mode 1B. A prerequisite to design theorize in this mode 2B is a high
traceability of the process in the preceding mode 1B from X over the developed interim
solution design knowledge to the eventual artifact design. Moreover, such design theo-
rizing has to take into account the resulting technological rules’ inherent ambiguity, their
combination with other rules, their ‘embeddedness’within an artifact, and the limitations
when design theorizing from more idiographic to more nomothetic knowledge.

7.3 Mode 3: Solution Design Knowledge Informs the Design of a Solution
Entity, a Design Process or a Design System

Each of the three types of solution design knowledge distinguished in Sect. 5 corre-
sponds to a sub-type of design theorizing.

Mode 3A: Knowledge for Action Informs Solution Entity Design. As already
hinted at in the description of Mode 1B, extant knowledge for action (such as tech-
nological rules) can inform artifact design. Technological rules represent possible ways
of action to achieve goals, while artifact design principles and features seek ways to
implement specified requirements to reach a particular goal to address the real-world
problem (class) in question. Relying on existing technological rules to inform design
decisions (either more abstract (meta-)principles or less abstract (meta-)features) means
selecting particular options for action from the range of possible options to be
embedded into the (meta-)artifact later on. Here, the artifact thus serves as a vessel to
eventually trigger or change human or systems’ behaviors so that the problem is
addressed or solved. In this context, this mode of design theorizing makes it explicit
how particular design decisions are related to the body of solution design knowledge
for action.

Mode 3B: Knowledge for Entity Realization Informs Solution Entity Design. As
mentioned in Sect. 5.2 above, one benefit of explicitly documenting (meta-)require-
ments, principles and features of solution entities is their possible re-use when
designing similar entities to address similar problems in similar contexts. A key aspect
of this design theorizing mode is to deal with the issue of ‘similarity’ between problems
and contexts and the corresponding ‘projectability’ of the existing (meta-)requirements,
principles and features to different problems, contexts, and – eventually – solution
entities [8]. Note that designing specific artifact features that implement more abstract
principles to satisfy requirements and that are based on the most suited action options is
still a wholly distinct step from actually implementing these features in instances of
social or information technologies. Often, there are a multitude of ways how even
well-defined features can actually be implemented in a design entity. The same applies
for the corresponding implementation/instantiation/intervention to bring about the
necessary changes in the social and/or technical system.

Mode 3C: Knowledge for Solution Design Processes and System Informs the
Design of the DSR Project System. A third design theorizing mode can inform the
design of the design processes and design system. However, as stated above, we focus
mainly on the artifact or solution entity design and not the DSR project system design
in this paper, due to space restrictions.
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7.4 Mode 4: Effective Principles, Features, Actions, or Effects
of a Solution Entity or a Design Process or System Are Generalized
and Codified in Solution Design Knowledge

There are three sub-types of this design theorizing mode that are counterparts to the
three sub-types for mode 3.

Mode 4A: Codifying Effective Actions. During artifact evaluation, it is among the
researchers’ tasks to evaluate the chosen technological rules that informed the design
decisions. In this design theorizing mode, effective technological rules that are new or
need to be changed are codified to add/change them in the knowledge base. In addi-
tional, the evidence level of extant technological rules that proved to be effective can be
raised [18]. Due to the pervasive ambiguities both in the artifact’s application context,
the preceding ‘chain’ of design decisions and developed artifact knowledge, and a
possible necessity to move from more idiographic to more nomothetic knowledge, such
attributions may not be trivial, yet are crucial for this design theorizing mode.

Mode 4B: Codifying Effective Design Principles or Features. In this mode, it is the
researchers’ task to evaluate how effective facets of the resulting artifact can be isolated
with respect to underlying features, principles, and/or requirements that future DSR
projects can draw on. The challenges mentioned in mode 4A apply here likewise.

Mode 4C: Codifying Effective Aspects of Design Processes or Design Systems.
This mode is the counterpart to mode 3C and largely covers individual methodological
knowledge contributions that arise out of a DSR project.

7.5 Mode 5: Previously Effective Solution Entities, Design Processes,
or Design Systems Are Re-used for or Inform Future Designs of New
Entities, Processes, or Systems

There are two sub-types for this design theorizing mode, one regarding solution entity
design and one regarding the design of design processes and systems.

Mode 5A: Re-using Previous Solution Entities. This mode is similar to mode 3B,
except that the researchers here draw on previously effective artifacts to either re-use or
adapt them in similar contexts for similar problems, or to merely inform their (meta-)
principles, features or actual solution entity design. The afore-mentioned issues of
similarity and projectability apply likewise.

Mode 5B: Re-using Previous Design Processes and Systems. Similarly to mode 3C,
this design theorizing mode is concerned with re-using not mere knowledge about
design processes and systems, but a more coherent and extensive set of design pro-
cesses, methodologies, and systems in a new DSR project.
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7.6 Mode 6: Effective Solution Entities, Design Processes, or Design
Systems Are Contributed to k-Knowledge

As with the previous even-numbered design theorizing modes, the number of sub-types
correspond to the number of sub-types among the preceding odd-numbered design
theorizing mode, and form their counterparts.

Mode 6A: Contribute Effective Solution Entities. This design theorizing mode is
probably the most established mode in IS DSR among all the discussed ones in this
paper. It essentially concerns documenting the final resulting solution entity (e.g.,
artifact) and demonstrating its utility to address the initial problem (class) in a (class of)
contexts.

Mode 6B: Contribute Effective Design Processes and Systems. Similar to mode 4C –

however, the emphasis here is less on individual methodological contributions, but more
on contributing a coherent set of design processes, methods, techniques, and systems
that effectively work together in a specific context to address a specific problem.

8 Discussion, Conclusion and Outlook

We identified two substantially different forms of design knowledge (project design
knowledge and solution design knowledge), developed a comprehensive perspective
on knowledge utilization, production, and contribution in DSR, and identified several
design theorizing modes that either utilize knowledge to inform entity realization or
contribute knowledge to the two knowledge bases X and k.

Separating DSR project design knowledge from the two knowledge bases extends
the prevalent perspective on knowledge growth [23] by highlighting the DSR project’s
role as ‘knowledge engine’. DSR projects produce a plethora of – possibly temporary,
conjectural, creative, and untested – knowledge and utilizing and contributing
well-tested knowledge (including artifacts) to the knowledge bases (=the modes of
design theorizing) are separate and distinct actions that researchers need to take,
possibly through several iterations. We envision project repositories that maintain this
design knowledge for future use and reflection.

Distinguishing solution design knowledge from X and design entities such as
artifacts contributes to a more refined understanding of artifact-independent techno-
logical and actionable knowledge. While – what we have called – solution design
knowledge has received its share of attention in the literature so far, there has been a
lack of a comprehensive perspective that can unify several different extant research
streams that all approach solution design knowledge from different angles (and pos-
sibly conflate solution design knowledge with solution entities). Here, our perspective
provides a foundation for refining our understanding of further solution design
knowledge types and their relation with one another and with X-knowledge and arti-
facts in the future.

We further discussed several design theorizing modes that utilize the different
knowledge types within X and k to improve the process and the outcome of DSR
projects (including the production of project design knowledge). Our proposed design

Utilizing, Producing, and Contributing Design Knowledge in DSR Projects 93



theorizing modes advances the DSR discourse beyond the debate around
artifact-centric or design theory-centric DSR by emphasizing (1) the important roles all
the other forms of knowledge can play within all DSR project phases and (2) the
different knowledge contributions a DSR project can make to X and k. These contri-
butions may comprise additions to the knowledge base as well as ‘subtractions’ in the
form of challenging or refuting knowledge that was believed to be valid or effective.

We believe that an increased attention to growing all forms of knowledge – in
addition to designing artifacts and developing design theories – can play a crucial role
for the maturing DSR paradigm within and beyond IS research. We therefore issue a
call to all design researchers for bolder and more explicit design theorizing to make
increasing and stronger knowledge contributions of all types, including artifact or
design theory-independent contributions. Simultaneously, we would like to emphasize
that we do not see every design theorizing mode to be mandatory for design science
researchers to consider. Instead, we see these as opportunities for knowledge re-use,
enhancement, or the stimulation of creativity. Sometimes, a bold leap of imagination or
deep intuitive insight may be what a design project requires instead of a rigorous but
ultimately more limited by-the-book design theorizing, in order to have a substantial
impact on organizations and society and to make substantial knowledge contributions
at the end.

Note that our perspective on design knowledge as proposed in this paper is limited
in several ways, however. First, space restrictions only allow us to begin exploring the
various extant contributions in the literature that cover – what we have called – solution
design knowledge and its different roles and representations. The same applies to the
corresponding modes of design theorizing. Second, based on our focus on the artifact in
design knowledge, we have not proposed a definitive representation of design theory in
our Fig. 1 framework. As discussed in Sect. 3, we find aspects of design theory
throughout the knowledge bases. Finally, our current perspective only remains on the
conceptual level and lacks a practical example or application. We therefore see it as a
task for further research to develop an even more comprehensive understanding of
design knowledge and modes of design theorizing and to demonstrate the corre-
sponding benefits and challenges for design science researchers in actual DSR projects.
By doing so, we ultimately believe to improve the utility of the resulting designs and to
improve the quantity and quality of contributions to all knowledge bases.
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Abstract. Over 70 randomised controlled trials (RCTs) are published in
MEDLINE every day; in which the volume and velocity of unstructured evi-
dence data have become a great challenge to human manual processing capa-
bilities. There is an emerging need for a dynamic, evolving design of “living”
evidence networks as the best source of health optimisation in evidence-based
medicine. This study, therefore, investigated the text and layout features of
unstructured full-texts in the biomedical literature to design IT artefacts for
building high-quality and up-to-date evidence networks of RCTs. As a result,
network meta-analyses can be automated for comparative adverse effects of
treatments in chronic disorders such as Major Depressive Disorder and Bipolar
Disorder. The study outcomes extended the technological boundary of health
optimisation technologies, and contributed to the cumulative development of
patient-relevant health care and shared decision-making.

Keywords: Evidence networks � Living systematic reviews
Health optimisation � Knowledge extraction � Major depressive disorder
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1 Introduction

Health optimisation has become an increasingly important topic in health research. It is
promising as a next viable wave of interventions for better patients’ health and
well-being. The core of health optimisation is about enabling health decisions informed
by the best available evidence to ensure patients obtain the best possible outcomes from
their treatments [1]. Hence, evidence and their applications in clinical settings are the
cornerstone of evidence-based decision-making towards optimal health care for
patients.

Randomised controlled trials, or RCTs, have been widely regarded as high-quality
evidence, the golden standard for clinical trials to minimise most of systematic biases in
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evidence-based practice [2]. An RCT is a type of medical experiment, in which subjects
are randomly assigned to different groups to determine the comparative effects of a
treatment. Furthermore, systematic reviews are designed to provide a complete,
aggregated evidence of multiple scientific studies, which are typically collected in
RCTs [3]. They have been broadly used to support clinicians’ confidence in
decision-making, to promote clinical and patient health education, as well as, to reduce
duplication of research work [4]. Nevertheless, over 75 RCTs and 11 systematic
reviews are published every day in biomedical journals [5]; in which the volume and
velocity of unstructured evidence data have emerged as an ill-structured challenge to
human manual processing capabilities [6]. In additions, Shojania and his co-authors
reported that 23% of evidence in systematic reviews were outdated within 2 years
based on the publication date [7]. This issue may lead to the decay of currency,
accuracy, and utility of evidence in optimising health care for patients [8]. Therefore,
this study adopted the design science approach to create technological artefacts for
harnessing the dynamic, evolving networks of evidence in evidence-based medicine.

We designed several IT artefacts for building “living” evidence networks, which
can be continually updated with strings of newly available RCTs, towards high-quality
and update-to-date health optimisation and systematic reviews. Such evidence network
encompasses computational and visual representations of evidence ranging from
experimental settings and reported outcome occurrences to statistical comparative
effects of medical treatments. Moreover, we implemented a computational method for
extracting effects of patient-relevant outcomes as integral components of shared
decision-making. As a result, the developed IT artefacts do not only facilitate health
care professionals and patients to discuss the best available evidence, but also enable
health optimisation technologies to elicit preferred treatments for patients.

Our study is situated in shared decision-making for patients with mental disorders
including major depressive disorder and bipolar disorder. The lifetime prevalence of
mental disorders was estimated between 18.1–36.1% worldwide, which have been
recognised as seriously impairing to health care in many countries [9]. Hence, the study
targeted to extend the technological boundary of health optimisation systems to
establish magnitudinal impact for a large number of patients with mental illness.

The evaluation of our artefacts was conducted using biomedical datasets of full-text
journal articles in both major depressive disorder and bipolar disorder. The evidence
networks, as the study’ deliverables, were evidently demonstrated and were embedded
in a decision optimisation system. The study, therefore, contributed to the cumulative
development of evidence-based decision-making and the advancement of automated
technologies in modern medicine.

The structure of the paper is as follows. Firstly, we discussed the background of our
study in the next section. Secondly, we identified the key problems of building
dynamic, evolving evidence networks. And then, the paper highlighted the design and
implementation of our IT artefacts. Fourthly, an experiment was conducted with two
data sets in mental disorders to evaluate the performance of the developed artefacts.
Lastly, we concluded our paper with findings and contributions of the research in the
final section.
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2 Background

We employed the systematic reviewing process as the backbone of our study inves-
tigation. It is a principled approach of summarising evidence based on a clearly for-
mulated question, relevant search strategies, and explicit use of methodology for
extracting and reporting the findings [10]. A manual process of systematic reviewing,
however, is highly labour-intensive, and conventionally takes several years to com-
plete, in which evidence extraction constitutes to a long duration of the processing time.
This study, thus, reviewed the automated technologies for evidence extraction and
highlighted the gap elements of systematic reviews about patient-relevant outcomes for
shared decision making.

2.1 Automated Technologies for Evidence Extraction

Systematic reviews, which have been recognised as the foundation of evidence-based
medicine, are designed to search, assess, synthesise, and interpret the evidence pub-
lished in the biomedical literature. The systematic reviewing process consists of several
sub-processes, where data extraction from included research studies is one of most
time-consuming operations. Hence, many algorithms and tools were developed to
assemble knowledge in randomised controlled trials. Recent research work have been
devoted to extracting elements of clinical trials which ranged from participants’
summary to study design and clinical results [11–13].

The Cochrane Handbook for Systematic Reviews [14], the CONsolidated Stan-
dards Of Reporting Trials (CONSORT) [15], and the Standards for Reporting of
Diagnostic Accuracy [16] are the primary standards in systematic reviews. They pro-
vide the comprehensive coverage of knowledge elements that are usable in evidence-
based decision-making. According to a systematic review conducted by Jonnalagadda
et al. [17], there are over 50 knowledge elements of clinical trials about participants,
method, interventions, outcomes and results; nonetheless, there is no known knowledge
extraction algorithm for 27 elements, especially in the category of clinical outcomes.
Outcomes and results are necessary evidence for patients to arrive at a right choice;
hence, we highlighted patient-important outcomes in the next section.

2.2 Patient-Important Outcomes

In evidence-based health care, the selection of treatment should be consistent with
patients’ values and preferences, where relative importance of therapy outcomes should
be explicitly presented to patients [18]. Evaluations of treatments are subject to the
choice of outcomes due to the trade-off between benefits and harms of treatment
options. To reach a good decision, comparative effects of multiple treatments on a
range of outcomes are required to elicit patients’ preferences during consultations.

Eiring et al. proposed a taxonomy of patient-important outcomes, in which avoid
the burden of treatment was discussed as the main outcome in the hierarchy of out-
comes [19]. Several sub-categorical outcomes were proposed for patients with Bipolar
Disorder such avoid side effects (e.g., headache, dry mouth, and insomnia) and avoid
bother (e.g., treatment regimen).
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Patient-relevant outcomes of pharmaceutical treatments, including adverse drug
reactions and other events, are reported in randomised controlled trials and spontaneous
reports. Nevertheless, only a small percentage of recent systematic reviews has sur-
veyed comparative effects of patient-relevant outcomes among treatments.

3 Problem Identification

Knowledge extraction has been a key driver of automated technologies for evidence
extraction to improve the systematic reviewing process and to enable the “living”
evidence networks. Despite the growing number of knowledge extraction methods for
biomedical researchers, there were many drawbacks of existing studies according to a
recent systematic review [17] as highlighted in Table 1.

We identified several roadblocks in designing a dynamic, evolving evidence networks
as the following.

Limited Full-Text Support. Evidence elements were automatically extracted from
abstracts but not full-texts in several studies [12, 26]. This issue, however, limits the
computational capabilities to harvest useful knowledge elements such as detailed
clinical results or reported event rates, which are typically included only in full-texts.

Absence of Patient-Important Outcomes. There was no study that was capable of
extracting patient-relevant outcomes in the published reports on automated data
extraction in randomised controlled trials and systematic reviews [17].

Table 1. Existing methods for automated data extraction

Study Dataset Output Extraction Highest
F-scoreP I C O AE

de Bruijn et al.
[20]

88 RCT
full-text papers

Sentence,
Concept

Y Y N Y N 100.0%

Hassanzadeh
et al. [21]

1000 abstracts Sentence Y Y N Y N 91.0%

Hsu et al. [22] 42 full-text
papers

Sentence N Y N Y N 90.0%

Hansen et al.
[23]

233 abstracts Concept Y N N N N 86.0%

Kim et al. [24] 1000 abstracts Sentence Y Y N Y N 80.9%
Kiritchenko
et al. [13]

50 full-text
papers

Concept Y Y N Y N 92.0%

Lin et al. [25] 93 full-text
papers

Concept Y Y N N N 83.0%

P: Population; I: Intervention; C: Comparison; O: Outcome; AE: Adverse Events
Y: Yes, the element was included; N: No, the element was not included.
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Neglected Document and Layout Features. Rule-based and model-based approaches
were applied to identify texts such as sentences or concepts as data elements of clinical
trials [11, 22]. There are a number of knowledge elements; which are only available in
non-text parts of RCTs; for instance, the adverse reaction events in treatments as shown
in Fig. 1. Thus, the document format (e.g., HTML or pdf) and layout features (e.g.,
figures or tables) should be considered in the data extraction techniques.

4 Design of IT Artefacts for Building Evidence Networks

Reaching a good, informed decision is always complex for preference-sensitive con-
ditions including major depressive disorder and bipolar disorder, in which there are
multiple conflicting factors to consider in the decision-making process [27]. It involves
a number of alternatives, and the information available such as efficacy, benefits,
harms, or adverse reactions about each alternative are often incomplete [28]. Moreover,
in many scenarios, finding a unique and perfect solution is not always possible for
decision makers; hence, optimising a decision focuses on the preferred solution, in
which trade-off certain factors for others is necessary. The use of structured, explicit
methods with mathematical considerations of multiple criteria, as defined as
multiple-criteria decision analysis (MCDA) [29], is a viable approach to model pref-
erences and trade-offs for finding the most preferred alternative. MCDA has been
explored as an integral part of shared decision-making, where patient-important out-
comes have been taken into account as multiple criteria in deriving satisfactory deci-
sion optimisation models. This study, therefore, utilised the multi-criteria decision
analysis (MCDA) as a kernel theory to design IT artefacts for enabling such model.

In MCDA, a decision matrix can be built to express the expected performance of
options against multiple criteria. For example, in the maintenance of bipolar disorder, a
number of pharmaceutical treatments can be defined as options in the decision model;
while many patient-important outcomes such as avoid manic depression, or avoid

Fig. 1. Treatment-emergent adverse events reported in treatments of depression

Designing “Living” Evidence Networks for Health Optimisation 105



sleeping disorders can be specific as criteria. The expected performance can be com-
puted using a simplified formula as the following [29]:

Ev að Þ ¼
Xm

i¼1

WiVi að Þ

where

m is the number of criteria
Ev að Þ is the expected value of alternative a
Wi is the relative importance of criterion ith

Vi að Þ is the score/effect of alternative a on criterion ith

In the context of evidence-based decision-making, Wi refers to relative importance
of option characteristics such as the patient’s values and preferences; while, Vi að Þ
represents evidence networks which consists of effect estimates including network
meta-analyses or surveys of option outcomes.

To establish “living” evidence networks, there are several computational methods
for knowledge extraction, as IT artefacts, were designed as illustrated in Fig. 2.

Automated Evidence Extraction. A method for extracting knowledge elements of
detailed clinical results and reported event rates from biomedical full-text journals such
as publicly available RCT or systematic review articles. As many knowledge elements
were embedded in figures and tables, the document and layout features of clinical trial
reports were investigated in our design to produce association rules for identifying
knowledge elements. Furthermore, patient-relevant outcomes can be extracted as

Fig. 2. Knowledge extraction of patient-important evidence
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criteria and effect estimates for the MCDA model. In addition, the patient-important
evidence can be visualised for clinical experts to inspect and edit if necessary.

Automated Network Meta-Analysis. A method for estimating the comparative
effects of multiple treatments using network meta-analysis. A knowledge ontology of
evidence can be built based on N-triples to capture the data elements from the auto-
mated evidence extraction. These can be fitted into a Generalised Linear Model
(GLM) as arm-level network elements. The evidence networks were designed to feed
high-quality evidence into decision optimisation models in MCDA.

While systematic reviews are the direct source of evidence for health care pro-
fessionals; health optimisation systems require both human- and machine- interpretable
data to facilitate the optimisation process. As a result, the integration of evidence
networks in a health optimisation system for eliciting best possible treatment of bipolar
disorders is illustrated in Fig. 3.

5 Implementation

This study developed a machine learning approach to extract knowledge elements from
full-text journal articles in the biomedical literature. It involved multiple methods for
automating evidence extraction and network meta-analyses as described the subsequent
sections.

5.1 Automated Evidence Extraction

Knowledge extraction of evidence networks involved multiple steps as shown in Fig. 4
to identify, assess, and learn textual and expository contents of clinical trials. This
allowed the development of a classification algorithm to identify data elements of
evidence networks in biomedical full-text articles. The computational and visual rep-
resentations of networks of evidence, then, can be produced for health optimisation.
The steps of automated evidence extraction are described in detail as the following.

Pre-processing. Research articles are published in a variety of file formats, and the
most commonly used type is the Portable Document Format (PDF). The PDF standards
allow researchers to render their content consistently in multiple devices; however,

Fig. 3. Integration of evidence networks in a health optimisation system
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structural and layout information are typically missing in existing computational
methods. Therefore, the analysis of full-text articles in PDF required the combination
and interpretation of textual and layout elements in different levels to produce usable
information. In addition, other components such as figures, headers, and trademarks
can be distracting to the knowledge extraction process.

The first step of this study was to parse full-text articles in the PDF file format.
Then, various elements were extracted based on spacings and alignments to produce
information in blocks. A data frame was created from a PDF which provided the types,
coordinates, and content of elements. The output of this pre-processing step was critical
for high-accuracy machine learning in subsequent steps.

Finding Candidate Elements. Full-text articles of randomised controlled trials are
valuable sources of evidence, in which participants’ information, intervention details,
research design, outcomes, comparisons, and results are reported in accordance to
practices of evidence-based medicine. In this study, the key elements for data extrac-
tion were the intervention, outcomes, and results of clinical trial reports. In Fig. 1, the
patient-important outcomes are psychiatric adverse events which were reported based
on three drug treatment groups: Quetiapine 300 mg/day, Quetiapine 600 mg/day, and
Placebo. There are several components including event names, treatment groups, and
occurrences. This step utilised the SIDER database for finding candidate data elements
of drug and side effects [30].

Generating Extraction Features. Several tasks were performed to create features for
knowledge extraction based on textual and layout components of full-text research
articles. The first task was to determine elements that are vertically and horizontally
aligned with the candidate data items in the previous step. The second task was to
identify the pages that contained data elements of interest. In our data sets, only pages
with relevant data elements were kept for further steps. It is based on the layout rules
where outcome elements are horizontally aligned within a delta configuration.

The third task employed a set of ‘weak’ rules using Regular Expressions (RegEx)
to match the data values in the identified contexts. For instance, results could be
represented in integer, float, or percentages; moreover, additional notes and symbols
were handled by RegEx wildcard operations. Table 2 shows the full range of our data
element features which were generated in this step.

Fig. 4. Multi-step methods for knowledge extraction
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Machine Learning. The main task of this study was to classify and extract knowledge
elements of clinical results using the generated features. The classification problem was
to determine whether a text element, extracted in the previous steps, was a relevant data
element. A multi-layer feedforward artificial neural network model was trained with
stochastic gradient descent. For hidden layers, we adopted the hyperbolic tangent and
rectifier linear unit functions as the activation functions; while, the sigmoid function
was used as the activation function for the output layer. The cross-entropy was chosen
as the loss function for our classification problem and a learning rate was specified to
accelerate our training process. The dependent variable is a class whether the data
element is a data value of clinical results. For training and evaluation, manual human
annotations were rigorously conducted for the above-mentioned supervised learning
methods, the procedure for manual annotation is discussed in the data collection
section.

Table 2. Data elements features in full-text articles

Variable Description Type

Research The full-text article where the data element was extracted <Author > < Year>
Page The page number where the data element was located in

the full-text article
Integer

Element type The type of data element which can be page, text, or
image

Enumeration

Element X1 The x-coordinate of the bottom-left point of the data
element

Float

Element Y1 The y-coordinate of the bottom-left point of the data
element

Float

Element X2 The x-coordinate of the top-right point of the data
element

Float

Element Y2 The y-coordinate of the top-right point of the data
element

Float

Element text The extracted text of the data element Text
Digits/string The ratio of numerical digits over the text length Float
Is whitespace The data element is empty or a set of white spaces Boolean
Is HA group The data element is horizontally aligned with a group Boolean
Is VA group The data element is vertically aligned with a group Boolean
Is HA
outcome

The data element is horizontally aligned with an outcome Boolean

Is VA
outcome

The data element is vertically aligned with an outcome Boolean

DF rules Matched with hand-crafted data formats Boolean
Layout rules Matched with hand-crafted layout formats Boolean
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Post-processing. A programming script was developed to display the data elements in
PDF file formats as highlighted in Fig. 1. This step allowed researchers to inspect the
outcomes, treatment groups, and clinical results of randomised controlled trials. While
the performance of the classification was evaluated, handling errors were permitted for
building evidence networks in next steps. In this post-processing step, data values are
obtained and associated with treatment groups and outcomes of clinical trials. An
extension of OCRe ontology standards was developed and utilised to capture the
detailed results of clinical trials. The knowledge elements, therefore, can be reusable for
subsequent analyses in evidence-based medicine.

These steps can be reproducible for new sets of documents to keep the knowledge
ontology up-to-date with the dynamic nature of evidence networks.

5.2 Network Meta-Analysis and Evidence-Based Decision-Making

Network Meta-Analysis (NMA) has been gaining attention over recent years as a
statistical technique in conducting systematic reviews. The critical focus of NMA is to
simultaneously compare multiple treatments on a clinical outcome as high-quality
evidence. In this research, NMA was performed programmatically under Bayesian
settings. Drawing from the knowledge ontology in the previous section, arm-level
network elements was fitted into a Generalised Linear Model (GLM) in the NMA
program. This step involved modelling the relative effects of treatments and handling
heterogeneity and inconsistency in evidence networks. Then, comparative treatment
effects were estimated to display matrices of odds ratios, and to report in different types
of plots.

The results of this NMA step plays a critical role in Evidence-Based Decision-
Making, especially for patient participation. The findings of this study enabled the
process of Preference Elicitation through Multi-Criteria Decision Analysis (MCDA),
which was capable of producing relative rankings of treatments based on certain health
outcomes for patients towards good decision-making.

6 Evaluation and Applications of Evidence Networks

In recent decades, a large number of evidence-based studies inmental illness has emerged
to address the high worldwide prevalence of mental health disorders. Increasingly,
patients with mental conditions desire for involvement in shared decision-making [31],
which facilitate them to opt for satisfactory treatments. This study, hence, utilised the
wealth of scientific biomedical literature of two major preference-sensitive diseases:
Major Depression Disorder (MDD) and Bipolar Disorder (BP).

The burden of such mental disorders has been surveyed worldwide, which are often
seriously impairing in many countries [9]. Hence, these conditions were examined to
evaluate the performance of our proposed artefacts. This study adopted the harmonic
mean F-score as an adequate performance measure. The F-score was widely accepted
for evaluation of extraction methods in evidence-based health care. Jonnalagadda et al.
[17] examined 1190 unique citations in information extraction methods of clinical
trials, in which most of them achieved F-scores of 0.70 (70%) and above.

110 H. D. Nguyen et al.



6.1 Data Collection

There are several steps to conduct a systematic review including developing eligibility
criteria for including studies, establishing search protocols, and extracting studies’
characteristics for further analysis. This study aimed to evaluate the knowledge
extraction method; hence, eligible criteria and search strategies were adopted from
recent, well-regarded systematic reviews of pharmaceutical treatments in MDD and
BP. In our data collection procedure, the systematic review: “Comparative efficacy and
acceptability of 12 new-generation antidepressants: a multiple-treatments
meta-analysis” by Cipriani et al. [32] was used for MDD; while the systematic
review: “Comparative efficacy and tolerability of pharmacological treatments in the
maintenance treatment of bipolar disorder: A systematic review and network
meta-analysis” was utilised for bipolar disorder by Miura et al. [33].

The training set was collected for MDD which covered 117 randomised controlled
trials between 1991 and 2007. It provided comprehensive comparisons of multiple
new-generation antidepressants on efficacy and acceptability. The related biomedical
citations were examined using a snowball technique to crawl full-text articles. In the
final training set, 48 full-text articles were included for knowledge extraction of
treatments, outcomes, and results. Besides, Miura et al. [33] reviewed 33 randomised
controlled trials of BP treatments between 1970 and 2012. Based on their systematic
review, the evaluation set consisted of 16 full-text research articles. Nonetheless, the
systematic reviews did not cover the effects of adverse reaction events as the
patient-important outcomes, which were extracted as new knowledge in our proposed
methods.

Table 3 shows a summary of the data sets for knowledge extraction in this study;
where N is the number of extracted elements. As the training and evaluation sets were
adapted in different domain diseases, this study attempted to establish generalisability
of the proposed method to other diseases.

6.2 Results and Discussion

The overall performance of the knowledge extraction method was presented in Table 4.
The algorithms provided adequate overall accuracy of 99.31% and 98.69% for the
training and evaluation set respectively.

In the training set, the recall was 99.06%, and the precision was at 97.30%, where
only 51 data elements were incorrectly classified. The overall F-score was considerably
high as 98.17% for the classification task.

Table 3. Summary of data sets for knowledge extraction in MDD and BP

Data set Disease No. of articles N Positive class

Training set Major depression disorder 48 7428 1382
Evaluation set Bipolar disorder 16 2973 517
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In the evaluation set, the evaluated model achieved the F-score of 96.30%, which
was usable to minimise the burden of data extraction for systematic reviewers. 39 data
elements were incorrectly classified which could be fixed during the post-processing
step for further analysis. As two datasets were drawn from a variety of journals in two
different domains, overfitting was arguably handled during the evaluation.

6.3 Evidence Networks of Pharmacological Treatments
in the Maintenance of Bipolar Disorder

The worldwide prevalence of Bipolar Disorder has been estimated to be 2.4% [34]. It is
a chronic, relapsing, and causes elevated mood disorders, known as mania or hypo-
mania. There is a number of pharmaceutical treatments used in the maintenance phase
of Bipolar Disorder [33]; however, such treatment is not without non-serious adverse
effects. Based on the knowledge extraction in this study, patient-relevant outcomes of
randomised controlled trials for treating drugs for BP were extracted to supplement the
existing systematic reviews as new knowledge.

For example, insomnia is a sleep disorder that causes difficulty for a patient to fall
asleep or to stay asleep. It can sap the energy and mood levels of the patient which
affect the work performance and quality of life; therefore, avoiding insomnia while
taking drugs for Bipolar Disorder is one the common patient-important outcome.
Figure 5 visualises the evidence network of 8 treatment drugs using the network and
forest plots in NMA for Insomnia.

Table 4. Overall performance in knowledge extraction

MDD training set BP test set
Measure Value Measure Value

Recall 0.9906 Recall 0.9826
Precision 0.9730 Precision 0.9442
F-score 0.9817 F-score 0.9630
Overall accuracy 0.9931 Overall accuracy 0.9869

Fig. 5. Network and forest plots for insomnia
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The results demonstrated the applicability of our knowledge extraction methods.
Such evidence networks including network and forest plots are a digitally-transformed
representation of systematic reviews which are ready to use for health care profes-
sionals and researchers.

7 Conclusion

Knowledge extraction is the key to mining evidence in randomised controlled trials,
thereby fuelling health optimisation for patients. This study presented novel methods of
automated extraction and analysis as evidence generating artefacts to enable “living”
evidence networks. The evaluation of the study resulted in a F-score of 96.30% which
is promising to save time and human resources on one of the most time-consuming
tasks in evidence-based paradigm. The design artefacts are capable of transforming
decision-support for patients with preference-sensitive diseases towards the more
precise and dynamic optimisation in health care. As a result, the evidence networks of
pharmaceutical treatments in the maintenance phase of Bipolar Disorder were evidently
highlighted to demonstrate the practicality of the proposed knowledge extraction
method.

This study is not without some limitations. We did not include a number of the
full-text research articles in the original systematic reviews for several reasons where
the articles were: (i) not accessible from any biomedical literature database, (ii) paid or
restricted access, (iii) published in the scanned format, and (iv) not reporting adverse
events or reporting in improper formats. Besides, our study did not cover newly
published reports for comparison purposes; nevertheless, the proposed method can be
applied to new biomedical articles based on the same search strategies. In additions, we
are in progress to evaluate the safety and effectiveness of our health optimisation
system in multiple countries including Norway, Singapore, and United States.
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Abstract. The adoption of analytics solutions in hospitals is a recent trend
aimed at fact-based decision making and data-driven performance management.
However, the adoption of analytics involves diverse stakeholder perspectives.
Currently, there is a paucity of studies that focus on how the practitioners assess
their organizational readiness for health analytics (HA) and make informed
decisions on technology adoption given a set of alternatives. We fill this gap
with our study by designing a strategic assessment framework guided by a
DSRM approach that iteratively extends our past artifact. Our approach first
entails the use of many in-depth case-studies, as well as embedded experts from
the industry to inform the objective setting and design process. These inputs are
then supported by two multi-criteria decision-making methods. We also evaluate
our framework with healthcare practitioners for both design validity and future
iterations of this project. Implications of our work for theory of design and
action are also highlighted.

Keywords: DSRM � IPA � DEMETAL � Health-Analytics
Theory for design and action

1 Introduction

Healthcare organizations (HCOs) around the world have been investing in emerging
information technologies to solve their business issues and challenges related to cost
reduction, patient care, and performance management. Examples of this trend include
the adoption of Health-Analytics (HA) to enable data-driven decision-making capa-
bility [1] and to improve healthcare processes [2, 3]. These adoptions have spread
across multiple areas of the hospital (including clinical, operational, administrative and
strategic business areas to derive business insights [4]) and have contributed to both
long-term and short-term goals [5].

While the business case for HA may appear to be there anecdotally, as with any
emerging technology, during the process of adoption, hospitals face many challenges
related to cost, financial, business-case, culture, executive support, skills, clarity, and
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data availability [6]. As an example, lack of availability of EMR system and data limits
hospitals in leveraging HA for their clinical decision support. Some researchers have
raised doubts on value creation of information technologies in hospitals [7], and past
studies point out that, despite investments in technologies there are increasing evidence
of entrenched inefficiencies and suboptimal clinical outcomes [8]. The key to success of
HA adoption is the hospital’s readiness to adopt the technology. Hence, the HA
adoption-decision entails multiple stakeholders at multiple levels and due consideration
of factors that impact the success of adoption. Despite the fact that the requirements of
the stakeholders from various departments differ, at a foundational level, the hospital
needs to be strategically ready and fit to adopt HA. The research question addressed
herein is: how can hospitals strategically assess their readiness for HA technology with
a system driven approach and make informed decisions on adoption? Our objective of
this study is to design a framework to support the above.

Past IS management studies have primarily focused on post-adoption. One example
of a system for a particular pre-adoption decision can be found in [9], wherein the focus
is on technology-related organizational factors. Given this gap, our research considers a
strategic-level assessment. While (as in [9]), we follow the Design Science Research
Method (DSRM) approach [10], we bring-in: (i) the additional richness of fourteen
case-studies; and (ii) also embed industry experts to evaluate and provide inputs based
on their real-life experience. These steps of the design process provide the inputs for
the instrument that forms part of our system. In addition, since the adoption of HA is a
complex decision-making process, we embed suitable multi-criteria decision-making
(MCDM) techniques [11, 12]. An example instantiation of a prototype tool of this
design framework is by a team of practitioners from a hospital. With many hospitals
across the world seriously exploring the feasibility of adoption of HA solutions, our
research is timely, and relevant for practitioners.

The paper is organized further as follows: Sect. 2 provides a background to our
study; Sect. 3 describes the method and the guidelines of our study; Sect. 4 details the
design and development process and the artifact; Sect. 5 details demonstration and
evaluation process that we followed; Sect. 6 discusses the design theory construct,
learnings, and implications of this study; and Sect. 7 summarizes and concludes.

2 Background

Health-Analytics (HA) is a recent innovation in healthcare IT, which enables the
hospitals in making evidence-based decisions in their various process areas on a day to
day basis. There are several examples of past studies that highlight how hospitals
leverage HA to analyze the clinical data [13], operational data [14], administrative data
[15], and strategic data [16]. They derive value through the systematic use of
above-said data and the related business insights developed through applied analytical
disciplines such as statistical, contextual, quantitative, predictive and cognitive models
to drive fact-based decision making for planning, management, measurement and
learning [8, 17]. These business insights eventually help transform the business pro-
cesses in many departments of hospitals [5] which results in increased efficiency of
patient care, reduction of healthcare costs and increase in clinical outcomes [3].
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Hospitals, today, are also collecting significant amounts of structured and unstructured
data [1] and this availability of data offers organizations opportunities for innovations
to their business processes and services through the adoption of HA technology.

In line with our research on the development of an artifact to help the adoption of
HA, we review the past IT adoption studies towards evaluating the models suitable to
be used in pre-adoption stages by practitioners. IT adoption body of knowledge has
been made theoretically rich by popular models like TAM [18, 19], UTAUT [20],
DeLone & McLean IS Success Model [21]. TAM and UTAUT focus on user level
adoption and IS Success Model focuses on post-implementation success. Several
studies have used these models in various industry contexts including healthcare
domain [22, 23]. Also, few HA-specific models also have been developed such as
Brook’s BI Maturity assessment model [24] and HOT-Fit model [25]. Brook’s model
focuses on maturity assessment of HA and HOT-fit model is the extension of the
original IS success model.

Practitioners to a large extent, follow the models developed by the industry such as
“Healthcare Information and Management Systems Society (HIMSS)” [26] or the
“Healthcare Analytics Adoption Model (HAAM)” [27]. HIMSS EMR model has eight
stages that track hospital’s progress towards a paperless patient record environment,
and this integrates closely with HIMSS analytics model which measures organization’s
analytical maturity across data, enterprise approach, leadership, strategic targets, and
analytical staff capabilities. In contrast, the HAAM model is more technical and defines
various stages of HA adoption in hospitals in the increasing order of maturity. The
above models being developed by the industry, are practitioner-oriented with a focus
on maturity assessment of hospitals post adoption of technology. However, neither the
academic models nor the practitioner ones cited above can be used for pre-adoption
evaluation and decision scenario although they provide insights on the phenomenon of
adoption of technology and also methods to measure or evaluate the HA systems. Also,
except the Brook’s model, rest of the cited ones are more theoretical, trying to
understand the phenomena of IT adoption and not meant for practitioners’ use in
hospitals. Though there is a need in the industry for pre-adoption focused models and
techniques, the past studies have not addressed the same.

Secondly, apart from the standard IT adoption studies from the past which model
the phenomenon of adoption, we also explore studies [4, 28] that focus on the ante-
cedents of HA adoption and they provide indicators on the factors that a practitioner
would consider while adopting HA at a strategic level. On similar lines, the study by
Ghosh and Scott [29] highlight the technical catalysts and antecedents to developing
analytics competency in healthcare domain.

Myers et al. [30] called for a need for frameworks for IS to assess and justify the
investments in IT. Developing either artifacts, systems or instruments focused on
assessment of a concept is not new. We have seen similar studies in IS domains [31,
32] although the objective of most of these instruments was to support quantitative
survey. Ebner et al. develop an instrument for IT benchmarking which is
practitioner-oriented [33], and this was developed over several iterations of interaction
with the industry. However, it is not healthcare domain specific. In healthcare IT
domain, Venkatraman et al. [9] develop an artifact for the a pre-adoption decision
support HA [9]. However, its focus is only on the organizational aspects, and it ignores
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the environmental and economic aspects which impact HA adoption decisions. Hence,
we found a clear need to develop and enhance our past study with more exploratory
and qualitative work and also embed practitioners in the process to increase the rigor.
Our current study addresses the above need, and we further provide the details of the
iterative method that we adopted in our study and the artifact that we developed
through that process.

3 Method

As per Hevner et al., the design science contributes to building innovative IT artifacts
to solve identified business needs [34]. The identification of the design research
problem was triggered by the industry requirements for a tool or framework which
executives can use to assess their readiness for adoption of HA technology. As the heart
of our study lies in the design science, our emphasis is on the construction-oriented
view of IS. Keeping with the above principle, we follow the Design Science Research
Process (DSRP) proposed by Peffers et al. [10] to develop an artifact which can be used
by practitioners in hospitals while making decisions on adopting HA technology.

DSRP, the gated methodology with six stages emphasizes on continuous evaluation
and feedback to previous steps to refine the design. Past studies [33] have developed
instruments (artifacts) with multiple iterations of testing on the field with organizations.
Our current study (Ref. Fig. 1) aims to achieve a similar aim with two iterations of the
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Trigged
problem
Identification

Research Rigour / Inputs
• Literature Review
• Qualitative study with 3

Case Study Participants
in 3 organizations

Research Process
• Objective Setting
• Design &

Development
• Demonstration
• Evaluation
• Communication

(DESRIST 2016)

Research Output
• An artifact for Health-Analytics

Pre-adoption readiness
assessment

Focus
• Organizational Aspects
• Maturity Assessment

Research Process
• Objective Setting
• Design & Development
• Demonstration
• Evaluation
• Communication

(Planned in upcoming
Conference)

Research Output
• An artifact for Health-Analytics

Pre-adoption readiness
assessment

Focus
• Organizational, technical,

economic and environmental
Aspects

• Strategic Assessment

Research Rigour /Inputs
• Literature Review
• 27 Case Study

Participants across 14
organizations

• Embedded Expert from
Industry working on
Health-Analytics
adoption

Iteration 1

Iteration 2

Fig. 1. Iterative design of artifact.
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design process but provides additional rigor by the use case study approach and novel
methods like embedding experts into the design. The objective of this research is to
refine the outcome from iteration one [9] and produce an artifact closer to industry
requirements. In doing so, we now explain how our study followed the guidelines of
design science research, as codified by Hevner et al. [34]:

1. Design as an Artifact: The objective of our research is to produce a tangible
artifact in the form of a Strategic Assessment Framework for HA Adoption
Decisions.

2. Problem Relevance: The problem that we intend to solve is helping executives
make informed decisions on HA adoption to minimize risks. The relevance of this
problem is high, as the industry, amidst uncertainties of business value from IT
investments [7], is on the cusp of adopting HA into their mainstream business
towards enhancing the clinical outcomes and streamlining the hospital management
processes while optimizing the cost of operations.

3. Design Evaluation: The design was carried out in two iterations (Ref. Fig. 1). With
our engagements with industry practitioners in the case study organizations, we
received a feedback on the initial version of the artifact from the past study [9]
which led us to enhance the objective of our study. The new artifact includes
strategic assessments of readiness apart from maturity assessment (tactical) in the
original artifact. Section 6 has the details of the further evaluation of the enhanced
artifact in this study and the feedback from practitioners. We will continue to evolve
in our design through further evaluations and refinements.

4. Research Contributions: There is a paucity of research in the areas of defining
antecedents that can explain the adoption-decisions and artifacts that can be used by
the practitioners to assess their readiness to adopt HA technology. Our research
intends to fill this gap.

5. Research Rigor: We use the qualitative case study approach to explore landscape
of HA adoption factors, antecedents and challenges before the development of the
artifacts. In our first iteration we had three participants from industry and in the
current study we expanded our reach to twenty seven practitioners to understand the
aspects of the problem and possible solutions. Apart from this, we also embedded
experts from a hospital to support our design process with an intent of constructing
an artifact closer to industry requirements.

6. Design as a Search Process:We understand the reiterative nature of design science
research and hence every artifact (typology, framework, assessment tool) that we
produce is planned to be tested & validated in the field and provide for a feedback
loop to modify, change the artifacts based on actual usage.

7. Communication of Research: We will use conferences and publications as a
means to present both the technical and management view of the synthesized
information, research data, findings and the artifact.
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4 Design and Development of the Artifact

In this stage, the core of our design science research, we started by determining the
artifact’s functional requirements (Ref. Fig. 2) and then designed the actual artifact by
closely engaging with a team of expert practitioners from one of our cases. We built the
framework in an iterative approach. Our team regularly met to validate and enhance the
technical design and accuracy of the algorithms. Design-science research relies upon
the application of rigorous methods in both the construction and evaluation of the
design artifact [34], and we relied on past literature and detailed case study analysis to
determine the functional requirements. The review of past research [4, 5, 35] gave us
insights on the areas where hospitals implement analytics, and we used that as a base to
explore and conduct our case study interviews.

Our case study analysis confirmed that, broadly, HA is adopted in: (a) clinical areas
to make decisions pertaining to diagnosis and medical interventions; (b) operational
areas such as labs, pharmacies, theatres, and all support functions to the core clinical
function; (c) the administrative areas such as HR, resources, and facilities; and (d) the
strategic areas such as finance, planning, and customer relations. Apart from the val-
idating functional areas of HA, our discussions with the cases in the second iteration
provided the following three crucial inputs on the considerations for assessment of the
HA adoption readiness:

1. The readiness of hospitals could vary based on the functional area that they want to
adopt HA. As an example, many cases in our study were ready for HA adoption in
operational and administrative areas, but not on the clinical side.

2. While assessing their readiness for HA, hospitals consider several factors related to
economics, technology, organization, and environment. HA adoption is a complex
multi-criteria decision.

3. Since the span of applications for HA is vast, the requirements of the stakeholders
from various departments differ. More so, the functional responsibility
(CIO/CTO/CFO/COO/CEO) of the stakeholder has an impact on how he/she would
evaluate the HA and assess their readiness to adopt.

Our expanded case study analysis carried out in the second iteration provided us
fifteen antecedents or “factors of considerations” (as compared to basic five factors
considered in first iteration) that hospitals should use to assess their readiness to adopt
HA. We derived these factors based on the coding of text segments in the interview
transcriptions using MAXQDA 2018 software. Initially, a priori coding was set up
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Fig. 2. Determining the core functional requirements of the artifact.
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based on past literature and the TOE theoretical framework [36]. We applied axial
coding to select core thematic categories present in interview transcripts and discovered
common patterns and relations. The codes were grouped under the technological,
organizational, environmental themes, and based on further grouping we added eco-
nomic factors as an additional theme. Out of totally 1232 code segments in the tran-
scripts from interviews of 27 respondents, the codes with high frequency and widely
said by the participants as an important factor were short-listed.

The details of the codes, coding frequency, and their definition in the context of the
artifact that we plan to develop are given below (Ref. Table 1). The table also has the
addition information on the primary focus area (marked as P on the table) of the
stakeholders by their functional responsibility. Our CxO level case study participants
had a mix of technical, operational and business profiles. In our cases, the technical
executives (CIO, CTO) were focused on ensuring the readiness from a HA technology

Table 1. Short-listed factors and stakeholder’s focus

Factors, and their definitions in the artifact code frequency (in
brackets)

Stakeholders priority
CIO COO CFO CEO

Economical
F1 Cost (28): The extent to which the HA cost is affordable P
F2 ROI (26): The extent to which the HA delivers return on

investments
P

F3 Benefits (58):The extent to which the HA provides qualitative
benefits

P

F4 Economies of scale (20): The extent to which the HA offer
economies of scale

P

Technological
F5 IS maturity (40): The extent of the current maturity of IS

(EMR, HIS) which needs to integrate with HA
P

F6 IT maturity (40): The extent of the current maturity of
underpinning IT which needs to integrate with HA

P

F7 Medical infra maturity (46): The extent of the current
maturity state of the available medical equipment which needs
to integrate with HA

P

F8 Data quality (76): The extent to which the current systems
produce quality data which are analysable by HA

P

Organisational
F9 Leadership & vision (56): The extent to which the HA aligns

with leadership vision and would gain support for adoption
P

F10 Competency (29): The extent of the required skills that we
have to develop, use, and sustain HA competency

P

F11 Culture (24): The extent to which the organizational culture
supports fact based decision making with HA

P

F12 User Adoption (84): The extent to which the users would
accept and adopt HA

P

(continued)
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perspective; the operational executives (COO) were concerned about role of HA in
enhancing hospital performance; and the business executives (MD, CEO) of the hos-
pitals were focussed on alignment of HA with their long-term vision. Based on the
above we derived the two critical functional requirements for the artifact:

• Strategic assessment to include fifteen factors (F1–F15) (Ref. Table 1).
• Preference elicitation methods to be used to seek inputs from the group of

stakeholders.

4.1 The Artifact: Strategic Readiness Assessment Framework for HA

We will now describe the details of the artifact development stages (Ref. Fig. 3). The
case study data provided the inputs on the factors of consideration for readiness
assessment, the functional areas of the hospital, and the types of stakeholders involved
in decision making. For us to construct the framework with the desired output, these
inputs had to be coded in to mathematical derivations and algorithms. To ensure
reliability and accuracy of such algorithms, we depended on the reusable and
time-tested techniques from past studies which have been proven in many empirical
studies. One of the key benefits of reusable design artifacts is that, they can be
instantiated and combined in different ways to produce concrete designs [37, 38]. Also,
our objective was to develop an artifact for the practitioners that puts to use the
techniques from the academic world. Towards that objective, we embedded IPA [11]
and DEMATEL [12] techniques in our artifact, which we will explain now.

Selection of theories and
techniques basis which
the algorithms would be

coded.
( IPA theory and

DEMATAL Technique)

Development of the basic
user interface and the
prototype framework in

MS Excel

Development of
Importance-Performance
Analysis framework using

IPA theory

Development of Cause-
Effect Analysis
framework using

DEMATEL technique

Inputs on
• Factors
• Functional Areas
• Stakeholders

From Fig 2

Fig. 3. Artifact development stages.

Table 1. (continued)

Factors, and their definitions in the artifact code frequency (in
brackets)

Stakeholders priority
CIO COO CFO CEO

Environmental
F13 Govt. regulation (38): The extent to which HA helps achieve

compliance to govt. regulations
P

F14 Competition (16): The extent to which HA helps the hospital
operate in an competitive environment

P

F15 Supply-demand state (13): The extent to which the current
supply-demand state of resources would cause issues in HA
adoption

P
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IPA, a well-known technique was first introduced by Martilla and James [11] as a
means to the management diagnosis of new product success in marketing. Due to its
simplicity and ease of interpretation with IPA maps, it has been used in many studies
including IS [39]. In our study, we use it as a framework to capture the judgments of
the stakeholders on their perceived importance (“importance”) of the readiness factor
(F1–F15) (Ref. Table 1) and about envisaged performance (“performance”) of the HA
adoption in the context of the factor. We elicit the judgments from multiple stake-
holders with a Likert scale of 1–7 and calculate the mean of the responses for each of
the fifteen factors. In short, for every readiness factor, there would be a pair of
importance and performance mean scores. Based on the scores of importance and
performance, we then draw an IPA Graph (Ref. Fig. 4) plotting the factors in four
quadrants. The IPA Graph presents the factors segregated in four quadrants, with a
logic that: (a) factors with high importance and low performance need more focus;
(b) the ones with high importance and high performance need to maintained status quo;
(c) for the ones with low importance and high performance, should be defocused
because of possible overkill and current undue focus; and (d) the ones with low
importance and low scores can be ignored as low priority. IPA graph gives executives a
simple interface to understand their overall readiness for HA adoption and areas that
they need to focus on getting business value from HA investments.
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DEMATEL was originally proposed by Gabus and Fontela [12] to study and
resolve the complicated and intertwined problem groups in decision scenario with
multiple criterions. DEMETEL has been successfully used in many studies in the past
[40, 41] dealing with complex decisions, and HA adoption being a similar one, we
embed this technique in our artifact. The advantage of DEMETEL is its ability to
investigate the interrelations among criteria and build a Network Relationship Map
(NRM) as an outcome (Ref. Fig. 5). Following are the steps (The detailed explanation
of mathematics involved in deriving relationships is beyond the scope of this paper)
involved in this technique:

• Step 1: Multiple stakeholders’ input is captured on the impact of a given factor on
others through a pairwise comparison, and they are aggregated to arrive at direct
relationship matrix (D).

• Step 2: The direct relationship matrix is then normalized (N).
• Step 3: A total relationship matrix is arrived based on N (T = N (I − N)− 1).
• Step 4: From the T, the influence strength of the factors are calculated.
• Step 5: Finally the NRMs (causal diagrams) are built based on the influence

strengths.

In our artifact, we use the DEMATAL to assess the interrelationship between the
HA factors and we do this two hierarchical levels, (a) group level inter-relationships
between economic, organizational, technological and environmental aspects and
(b) factor level inter-relationships within the aspect. As an output, we get five NRMs

Factors within
Environmental Aspect

Factors within
Technological Aspect

Factors within
Economic Aspect

Factors within
Organiza onal Aspect

C

E

= Causal Factor

= Effected Factor

NRM for the Factors
Impac ng the

Readiness to Adopt HA

Fig. 5. DEMETAL: network relationship map for the factors impacting HA.
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which provide insights on the cause-effect relationships of the factors (Ref. Fig. 5).
A combination of IPA Graph and a DEMATAL NRMs provide a strategic view of the
readiness of the organization to adopt HA.

5 Demonstration and Initial Evaluation

We built the artifact in collaboration with a team of practitioners in one of our cases
with whom we carried out a formal demonstration and walk-through of the Strategic
Readiness Assessment Framework for HA. Our objective of this initial evaluation was
to assess and take feedback on its usefulness and the realistic representation of decision
scenarios. The hospital chosen for evaluation is one of the largest eye-care hospitals in
India and in the cusp of adopting HA to enhance their clinical outcomes. The evalu-
ation team comprised of the CITO (Chief information and technology Officer) and two
IT managers from his team who have been working closely with many HA vendors and
piloting their solutions. We carried out an initial presentation of the system, detailing
the objectives, and various factors for which the inputs are needed in the framework.
Subsequently, we carried out a walk-through of the complete system to the practi-
tioners and demonstrated with test data. The practitioners worked on the prototype
hands on and provided their feedback on their perceptions of adopting the framework
for making HA adoption decisions. We used the instrument designed by Moore and
Benbasat [32] to measure the perceptions of adopting an information technology
innovation for our formal evaluation. The details of the constructs used in the evalu-
ation and the expert review feedbacks are summarized (Ref. Table 2) below.

Table 2. Evaluation of strategic readiness adoption framework for HA.

# Constructs evaluated Expert review comments (verbatim)

1 Voluntariness: Degree to which
the use of RAF is perceived being
voluntary

“Use of such assessment framework is voluntary. We
already have been doing similar assessments but may
not be very structured.”

2 Relative advantage: The degree
to which the use of RAF enhances
the job performance

“RAF is useful, but more than a strategic assessment, it
would be good to have a technical assessment or
evaluation tool for HA products. The demands of each
of functional departments which includes clinical and
administration drives adoption of Analytics and
assessments differently.”

3 Compatibility: The degree to
which the use of RAF is
compatible with or requires a
change in one’s job

“This tool fits into the kind of strategic work I do on a
daily basis. Good for managers who need to make
technology investment decisions.”

4 Ease of Use: The degree to which
RAF is easy to learn and use

“Currently the interface is very rustic and not intuitive.
More automation is needed to improve the tool.”

5 Result demonstrability: The
degree to which the results from
RAF are demonstrable

“The results reflect my assessments i have done earlier
using other informal methods. However, the RAF
method seems to be more scientific.”

6 Trialability: The degree to which
it is possible to try using RAF

“Need to try out again after the user interfaces are
improved.”
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Our initial evaluation provided many crucial findings. First, the user interface needs
to be improved with more automation to increase the ease of use for the practitioner.
This learning validates the past research on impact of “ease of use” [19] in ensuring
technology is adopted. Second learning we have is “One size does not fit all.” Separate
modules of evaluation each for clinical, operational, administrative, strategic functions
need to be provided, as the readiness requirements of each of the them in a hospital is
different and this was reinforced through a written comment from the practitioner on
the evaluation form: “Having one view of the organization maturity will be quite
difficult to develop and implement in view of specific challenges and diverse needs of
operations.” Finally, Technical evaluation for HA products needs to be included as a
separate module to be used at the next level once the organizational readiness for HA is
determined. The above could also be an independent artifact by itself.

6 Discussions

We have constructed an artifact that can bring in efficiency and effectiveness into the
HA adoption decision-making process. In the DSR design contribution framework [42]
that maps the application domain maturity and solution maturity, the artifact that we
developed falls under quadrant “Extended Known Solutions for New Problems”, i.e.
adopting solutions from other fields and applying it in new domain. In the process of
developing the artifact, we used the known solutions from different domains and
applied in our new problem which is “technology adoption in healthcare”. The
application of IPA techniques is more prevalent in marketing domain and
DEMATEL MCDM in social and industrial domains. We applied these techniques in
solving our problem of enabling healthcare executives to make informed decisions on
HA adoption.

6.1 Artifact as a DSR Knowledge

While communicating the process of the design work it is critical that we also look into
how the developed artifact plays a role in theorizing design science [42], in other
words, “Artifact as DSR knowledge.” Reflecting the iterative DSR process that we
went through in designing the artifact, the we map (Ref. Table 3) the process and the
output to the eight components of design theory structure proposed by Gregor and
Jones [43].

Our artifact aids in a decision making which is scientific, evidence-based and
involves relevant stakeholders in the organization. The multi-case study analysis,
iterative design, and the “embedded expert” approach to the design process gave us
several learnings. First, our involvement with practitioners in evaluation cycle not only
enhanced the artifact but also fundamentally changed the objective of the design. The
above highlights the importance of evaluation and the constant feedback between
stages [10]. Second, our study reiterated importance of user-centric design thinking as
many people look at the same given problem in different ways. Hence, it is not just
about “what problem”, but also the “whose problem” which is equally important.
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Third, design that embeds practitioners can produce useful artifacts closer to the
industry requirements.

Finally, in our view, a study focused on pre-adoption is as important as
post-adoption of technology as rightly put by Sherer [7] that “traditional IT value
research approaches that deal with the outcome of past IT investments through post
hoc analysis will be neither timely nor relevant to influence health care practice now,
when substantial investment incentives are spurring adoption and industry change”.
Our study is a step towards supporting practitioners who face challenges in demon-
strating the business value of IT in healthcare [7] by providing them with a useful
framework and tool.

Table 3. Design theory for strategic readiness adoption framework for HA adoption.

Components Description

Purpose and scope • Constructing a strategic framework that can be used by healthcare
executives to make informed decisions on HA adoption

Constructs • Semi-structured case study questionnaire
• Interview transcripts
• Algorithm for IPA analysis
• Algorithm for DEMATEL analysis

Principles of form and
function

• Strategic assessment to include economic, organizational,
technological and environmental factors

• Preference elicitation methods to be used to seek inputs from the
multiple stakeholders (CIO/COO/CFO/CEO)

Artifact mutability • The two iterations that changed/enhanced artifacts provide insights
into the mutability:
– The semi-structured questionnaire for case study interviews had
to be modified for organizational profiles (health service
provider, health service eco-system partner such as insurance)

– Based on where HA is adopted the assessment focus changes
Testable propositions • P1: The readiness factors change based on the functional area

where HA is adopted
• P2: The importance of factors change based on stakeholder profile
and responsibility (CIO/CTO/COO/CFO/CEO)

Justificatory
knowledge

• The readiness factors/antecedents were derived from past
academic literature and further validated with case studies

• The case study was based on TOE framework
• IPA and DEMATEL techniques formed the basis of the artifact

Principles of
implementation

• The artifact designed to be used for group decision making and the
assessment to be carried with multiple stake holders to get an
organizational view of readiness

• Recommended sample size (6–15) to get a reliable output
Expository
instantiation

• MS Excel based elicitation tool with built-in functions to calculate
the IPA and DEMATEL logic
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7 Conclusion

Triggered by real-life industry issues in HA adoption and using design science research
method, we progressed from identification of the problem to the construction of an
artifact for hospitals make an informed decision on HA adoption. We also applied the
research rigor in engaging with industry and embedding experts in the design process.
Our design would be an ongoing activity with multiple iterations of future enhance-
ments with the industry seriously exploring to adopt HA technology we believe that our
study has been valuable. For the academicians, this study opens up the possibility of
studies focused on developing artifacts for HA technical maturity assessments and
decision support tools. The other possible options are creating web-based bench-
marking tools that can assess the industry on technology adoption and provide a
comparative view of the organization.
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Abstract. Healthy Eating is a two-part system that should strike a balance
between food quality and food quantity. In this study, we have designed,
developed, and evaluated a nutrition app called, Easy Nutrition to highlight the
nutritional value/quality of the food we eat. We introduced the novel concept of
Nuval rather than old concepts such as calorie counting. In this context, Easy
Nutrition presents the food nutrition in a simple, easy to understand manner.
Easy Nutrition also tackles the cultural differences by suggesting recipes tailored
to users’ food preferences. This paper delineates the build and evaluate phase of
Easy Nutrition. Easy Nutrition has been evaluated from a sociotechnical per-
spective in for its of utility and quality. We conducted a cross-sectional study on
Amazon Mechanical Turk platform to evaluate Easy Nutrition on a wide pop-
ulation. The results show that Easy Nutrition demonstrates a fairly high level of
usability (SUS = 69.1), attractiveness (mean = 1.59), and hedonic and prag-
matic quality.

Keywords: Health app � Nutrition � mHealth � Diet management
Calories

1 Introduction

Although genetics are an important consideration in health, during the past half-century
our genes have not measurably altered, and yet we are significantly more overweight,
obese, and prone to lifestyle-related diseases [1]. As of 2014, more than one-third
(36.5%) of U.S. adults have obesity, according to the National Health and Nutrition
Examination Survey data (2011–2014) [2]; 70.7% are overweight. [3]; and 29.1 million
Americans (9.3% of the population) are diabetics (as of 2012) [4]. The root of the
problem of all these conditions is a poor diet. Tackling this problem is by no mean easy
and requires complex lifestyle changes. A healthy diet is a key component of a healthy
lifestyle that can prevent the onset of chronic diseases or mitigate their severity [5].
A healthy lifestyle involves the ability to make healthy choices based on the awareness
of the underlying nutrition of the food one consumes.

Most of the current computer-tailored dietary approaches deploy diet recalls and
food records as the main dietary management approaches [9–11]. These approaches
focus on the quantity of the food. That is, users are prompted to quantify the portion of
the food consumed, for each nutrient. This way, users can keep track of their caloric
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intake by typing in every single item they eat. One of the critical issues in this context
is time. It is very tedious and time-consuming to track food intake. Another problem in
addition to the time it takes to track food is the issue of recall [5]. Users have to sit
down at least once a day, remember what they had eaten during the day in correct
portions, and type in their food intake. Despite their effectiveness, these tools require
performing some tasks that are impractical to apply on a daily basis. Research suggests
that too much detailed information on mobile phones may result in users being dis-
couraged from using these tools [9]. The focus on food quantity in relation to the issues
of time and recall has undermined the effectiveness of technology-tailored dietary
tools.

The notion of nutrition profiling can alleviate these issues since it presents how
healthy a food item is in a single measure that is easy to follow and intuitive to
understand. Nutrient profiling is defined by the World Health Organization as the
science of ranking foods according to their nutritional composition for reasons related
to preventing disease and promoting health. By focusing on food quality instead of
quantity, nutrient-profiling-based systems aim to educate users about the overall
nutritional quality that constitutes a healthy or unhealthy food choice. In light of this
notion, systems such as Nuval [10] (Nutritional Value) and ANDI [11] (Aggregate
Nutrition Density Index) have been developed to rank foods according to their nutri-
tional quality. These systems have been tested, and widely accepted in the market
landscape to rank food products based on their nutritional content. However, no much
work has been done to evaluate these systems in the literature.

This study aims to design, develop, and evaluate a nutrient-profiling app called
Easy Nutrition. Easy Nutrition utilized the Intelligent Nutrition engine to classify food
recipes based on their nutritional value1. This study explained how the app Easy
Nutrition has been developed and evaluated through the DSR lenses (Sect. 3). The
results are discussed in Sect. 4. Lastly, we conclude this paper by outlining new
directions for future work inspired by some limitations we have faced during the study.

2 Background and Related Work

Nutrition profiling is one of the behavioral nutrition approaches that do not dictate to
people what to eat or what not to eat. Rather, it aims at educating individuals about the
overall nutritional quality of the food and leaving the choice of the meal to them.
Nutrition profiling aims to rank food based on their nutritional quality. It is driven by
the focus on food quality instead of quantity. Individuals who follow high-score food
choices would most likely improve their dietary behavior.

Driven by the idea of nutrition profiling, the traffic-light diet was developed by
Leonard H. Epstein and his colleagues in the 1970’s. In this dietary approach, Epstein
used a tri-color palette to create an easy-to-follow diet for overweight children. The
notion of a traffic-light diet had inspired new research for two decades due to its

1 The Intelligent Nutrition Engine is an algorithm developed by the authors and published before in the
proceeding of AMIA 2017 [12].
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groundbreaking nature. The traffic-light diet is a structured eating plan that divides food
by the color of the traffic signals. Green is for low-calorie food (go) that can be eaten at
any time, orange (caution) is for moderate-calorie food that can be eaten occasionally,
and red (stop) is for high-calorie food that should be eaten rarely. Since it was laun-
ched, the Traffic Light Diet has been used widely by pediatricians to encourage healthy
eating habits among their patients [13].

Many studies have been conducted utilizing the “Traffic-light” dietary approach
and showed promising results. The traffic-light diet is used as a part of a comprehensive
treatment, and the results show a significant decrease in obesity in preadolescent
children [14–17]. Significant changes in eating patterns have been reported when
comprehensive obesity treatment has been combined with the traffic-light diet. [18, 19].
Reductions in “red foods” have been observed after treatment with significant asso-
ciations between changes in intake of “red food” and weight loss [18] or decrease in
percent overweight [19].

In this study, we will adopt the approach of the traffic light diet to present nutri-
tional information. However, it will not be a strict tri-color output. Rather, it will be a
color-coded food rating scale of eight values as it takes into consideration five different
nutrients and not only the caloric count. It scales food recipes based on its nutritional
quality from red (for extremely unhealthy choices) to green (for optimal healthy
choices) through intermediate colors.

3 Research Approach

3.1 Method and the Build Phase

The present study follows the design science research, DSR, approach suggested by
Hevner and Chatterjee [20]. We adapted the design science research approach by Meth
and colleagues [21] to illustrate the design process of Easy Nutrition. Each design cycle
comprises six phases that iterate between conceptualization, development, and evalu-
ation of the artifact, Easy Nutrition.

An intensive literature review demonstrates an initial awareness of the main
problem. The domain of dietary management for diet-related chronic conditions pre-
sents a significant demand for behavioral nutrition approaches that shift out attention
from the food quantity to the food nutritional quality [22]. After our first meeting with
the domain experts Dr. Ernie Medina (former executive director of the Center for
Nutrition, Healthy Life Style and Disease Prevention) and Dr. Jeje Noval (a registered
dietician), it became clear that the notion of nutrition profiling would be a good
research opportunity to address the problem. This phase resulted in a tentative design
requirement, namely, a nutrient profiling system that highlights the nutritional quality
of the food we eat. Current nutrient profiling systems, such as Nuval [10] and ANDI
[11] guided our investigation of this topic.

Based on the main design requirements, we conducted a second literature review to
identify general knowledge and theories that we could apply to address the identified
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problems. We also consulted the ADA to solicit their nutrition therapy recommenda-
tions. The domain experts also have helped us identify the criteria for the five nutrients
considered in the Intelligent Nutrition Engine. Using this knowledge, we conceptual-
ized preliminary design principles in the suggestion phase. These include customization
and simplicity. We then mapped these design principles to design features that were
implemented in Easy Nutrition during the development phase. For extended treatment
for these design principles, requirements, and features please see Table 1.

To collect feedback on the artifact’s usability, we presented Easy Nutrition to the
registered dietician. The feedback we obtained was mainly on the algorithm behind the
Intelligent Nutrition Engine. Namely, we needed to change the weights of two nutri-
ents: the protein and the dietary fibers. This is because, according to her, consuming too
much protein increases the chance of renal disease. We traced the feedback she pro-
vided back to the related design feature. In the evaluation phase, we evaluated the
prototype of Easy Nutrition in terms of its usability and understandability of its
interfaces using “JustInMind” simulation, a prototyping tool for web and mobile apps.
The results were presented in [12]. Section 3.3 in this paper presents the evaluation
results of the final design cycle (Fig. 1).

Table 1. Design requirements, principles and features

Design
principles

Design requirements Design features

Customization Recipes must be tailored to users’
food preferences (ADA) [23]

Determination of favorite cuisines by
users

The use of menu plans as a dietary
management approach (literature
review) [22]

Menu planning feature

Simplicity The recommended average of
nutrients should be in line with ADA
nutrition therapy recommendations
(domain expert)

Traffic-light bar that represents the
nutritional value of the recipe

Ingredients have to be presented in an
easy to understand manner (domain
expert)

Picture of the ingredient will be
shown next to each ingredient
To visualize portion size, an image of
a deck of cards will be presented to
better estimate portion size

The quantity of each nutrient has to be
presented separately: fat, carbs,
protein, dietary fibers, and sodium
(domain expert)

Under the nutrition tab, users are
allowed to see details of the five main
nutrients comprising the nutritional
value of the recipe
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3.2 The Artifact: Easy Nutrition

Easy Nutrition is developed as a mobile-based application. Using Easy Nutrition,
end-users will have the option to find online recipes that are tailored to their favorite
cuisines and learn about their nutritional quality. In addition, users will have the option
to plan their meals for a certain period of time in advance. This meal plan can be based
on either their favorite recipes (chosen earlier) or their favorite cuisine. In both cases,
the resulting recipe will be displayed along with their overall nutritional quality, in a
traffic-light scale, as can be seen in Fig. 2. This scale gives the user an initial indication
of how nutritious the chosen recipe is. If the user is interested to know more about the
nutrients that lower the overall nutritional quality, he/she can click on the “nutrition”
tab to find out which nutrient is beyond the recommended range, as can be seen in right
picture in Fig. 3. Besides the nutritional quality, the pertinent information for each
recipe is presented. These include the ingredients, instructions, and some healthy tips
on how to maximize the nutritional value of the selected recipe.

The nutritional value of every recipe is presented in a single holistic measure. This
measure is the output of an algorithm we had previously built called the Intelligent
Nutrition Engine [12]. This algorithm considers the recipe’s carbs (Cw), protein (Pw),
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fat (Fw), dietary fibers (Dfw), sodium (Sw), and total calories (Rcw). The final formula
encompassing all these contained nutrients as well as the calories produces a holistic
number that represents the overall nutritional quality of a particular recipe (see Eq. 1).
For the sake of simplicity, we presented this number in a traffic-light scale that ranges
from red to green through some intermediate colors.

NV ¼
X

Cw þ Pw þ Fw þDfw þ Sw þRcw ð1Þ

The cursor would start right in the middle of the traffic-light scale as an initial score
for any given food recipe, as can be seen in Fig. 2. The cursor would move to the right
as a certain nutrient is within the recommended percentage/amount. On the other hand,
the cursor would move to the left if a certain nutrient exceeds the maximum limit or
fails to meet the minimum limit of the recommended range.

Once into Easy Nutrition’s home page, the user can either find online recipes
(tailored to his/her favorite cuisines and body nutritional needs), browse the nutritional
value of these recipes, or plan a weekly meal. This meal plan will be based on favorite
cuisine and previously selected recipes.

Fig. 2. The nutritional value presented behind a traffic-light scale.

Fig. 3. The way of presenting the food nutrition in Easy Nutrition
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3.3 Evaluate Phase

Evaluation is a significant part of any design science research. During this stage we
have evaluated Easy Nutrition’s utility and quality in a cross-sectional study conducted
using two online research platforms: Amazon Mechanical Turk and TurkPrime.

Users
Users in this stage (n = 100) are adults with interest to better manage their diets and
maintain a healthy life-style. We recruited subjects using purposeful sampling through
an online research platform used for subject recruitment.

Procedures and Measures
The aim of this study is to evaluate the full version Easy Nutrition on a wider popu-
lation. This study is conducted online using Amazon Mechanical Turk and TurkPrime.
The first part of survey was launched to collect basic and demographic information
from potentially interested subjects. Additionally, information about subjects’ eating
habits were collected to have a better sense of individuals’ dietary behavior. We
adopted the nutrition subscale from the Health Promotion Lifestyle Profile (HPLP)
[24]. HPLP comprises the nutrition subscale which includes 10 items. This subscale
measures the frequency of self-reported nutritional behaviors based on the Food Guide
Pyramid recommendation (Cronbach’s = 0.87). The items were scored from never
(1) to always (4) with a higher score indicating a healthier dietary behavior (Fig. 4).

First Part. The first part of the survey was launched to everybody with only one
qualification, which is having an Android as a primary phone. The attached consent
form made it clear to the subjects that agreeing to participate in this study requires
him/her to first download and use the app and second to complete a follow up survey,
which asks the technical evaluation questions. Because this MTurk HIT (human
intelligence task) asks users to download an app and use it for a few days, we assured
them that we are a credible party and that the app, Easy Nutrition, can be safely

First Part of the survey on 
Mturk

Give information about the study and 
Easy Nutrition.

Obtain potentiallly intrested 
individuals' consent

Collect demographic data
and dietary habits data

Give instructions on how to use Easy 
Nutrition

Second Part of the survey on 
TurkPrime

Follow up with the intrested individuals to make 
sue they have been using the app

Collect data about Easy Nutrition usability and 
quality

Collect data about users experience and 
satisfaction toward Easy Nutrition

Fig. 4. The flow of this cross-sectional study
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installed and reinstalled without leaving any remnants on the phone. We attached our
contacts and affiliations in the main instructions page, so participants can follow up
with any further questions regarding the nature and purpose of the study.

Second Part. The second part of the survey was launched using TurkPrime a week
after launching the first part of the survey. TurkPrime is a platform that allows
Mechanical Turk Requesters/Researchers to completely control and manage surveys by
enabling selective recruitments. Using TurkPrime, we were able follow up with
interested individuals by sending the second part of the survey to only Mturk worker
who completed the first part of the survey and expressed an interest to download and
use Easy Nutrition (n = 86). As opposed to Mturk, TurkPrime is a great platform for
behavioral science research as it allows following up with the same cohort of people
over a period of time. These tasks are common for social and behavioral research.
Using TurkPrime, researchers can include participants on the basis of previous par-
ticipation, run longitudinal studies, increase the speed of data collection by sending
bulk e-mails and bonuses, enhance communication with participants, and monitor
dropout and engagement rates.

This second part of the survey is basically composed of two segments. The first
segment measures Easy Nutrition’s classical usability and quality. We adopted the
questionnaire of User Experience (QUE) to measure Easy Nutrition’s overall quality.
UEQ allows a quick assessment of the user experience of interactive products. The
format of the questionnaire allows users to immediately express feelings, impressions,
and attitudes that arise when they use the product under investigation. The UEQ
contains 6 scales with 26 items. It seeks answers to the following questions:

• Attractiveness: Do users like or dislike Easy Nutrition?
• Perspicuity: Is it easy to get familiar with the Easy Nutrition? Is it easy to learn

how to use Easy Nutrition?
• Efficiency: Can users solve their tasks without unnecessary effort?
• Dependability: Does the user feel in control of the interaction?
• Stimulation: Is it exciting and motivating to use Easy Nutrition?
• Novelty: Is Easy Nutrition innovative and creative? Does it catch users’ interest?

The second segment concerns users’ satisfaction toward Easy Nutrition with
regards to two main concepts: customization and simplicity. By customization, users
can find food recipes tailored to their food preferences and nutritional needs. By
simplicity, users are able to learn about food nutrition in a simple, easy to understand
manner. Also, we measured their behavioral intention to use Easy Nutrition for better
dietary management.

Analysis
To gauge Easy Nutrition utility, we measured the system usability score. In addition,
we investigated users experience, in terms of attractiveness, efficiency, stimulation,
novelty, efficiency, perspicuity, and dependability. The mean score was calculated for
each subscale.
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4 Results and Analysis

The first survey was launched in Mturk (n = 100), in Dec/4/2017. 86 out of 100
participants completed the initial survey, indicated that they have an interest to par-
ticipate in this study and use Easy Nutrition for a few days. Table 2 delineates the
socioeconomic factors of the sample.

The dietary behavior score is generated from the HPLP- Nutrition subscale. Based
on users answers to this 10-items instrument, a score from 10–40 is assigned to indicate
the dietary habits/behavior of the participants. The closer the score is to 40, the
healthier the subject is. The score of the healthiest subject in our sample is 37 (Table 3).
The dietary behavior of high school graduates tends to be stable with income have no
discernible effect. For subjects with graduate degree, the data tells us that the income
does have an effect on their dietary behavior as can be seen in Fig. 5. This opens the
door for further discussion on the effect of income on dietary behavior.

Table 2. Sample’s descriptive statistics

Value label N

Income 1 <$50,000 62
2 $50,000–$75,000 16
3 >$75,000 8

Education 1 High school graduate 18
2 Bachelor or associate degree 48
3 Graduate degree 20

age 2 18–24 10
3 25–34 54
4 35–44 17
5 45–54 3
6 55 or older 2

Table 3. Dietary behavior descriptive statistics

N Valid 86
Missing 0

Mean 24.4884
Median 25.0000
Std. deviation 4.32705
Range 24.00
Minimum 13.00
Maximum 37.00
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The second survey (Easy Nutrition Evaluation questions) was launched for this
selective sample (n = 86) in Dec/14/2017. Out of 86, 42 subjects have used the app and
completed the survey by Jan/8/2018. For this cohort of people, we investigated their
user experience and satisfaction while interacting with Easy Nutrition.

4.1 Easy Nutrition: Utility and Quality

The SUS score of Easy Nutrition came to 69.1. This indicator shows that Easy
Nutrition is technically usable and can fit the context of dietary management. In
addition to the utility of Easy Nutrition, Users’ Experience was investigated to measure
Easy Nutrition’s quality as a customized dietary tool. This quality was gauged to in
terms of attractiveness, perspicuity, efficiency, dependability, stimulation, and novelty.
Figure 6 shows the mean for every scale (−3. +3). Values between −0.8 and 0.8
represent a neural evaluation of the corresponding scale, values >0.8 represent a
positive evaluation and values <−0.8 represent a negative evaluation. As you can tell
from the table below, Easy Nutrition was found attractive to users (mean = 1.59). This
gives us the indication that Easy Nutrition is user friendly and pleasing to interact with.
In addition, Easy Nutrition was found perspicuous in content and easy to understand
(mean = 1.66), efficient (mean = 1.41), dependable in the sense that users feel in
control of the interaction (mean = 1.35), stimulating and motivating to utilize
(mean = 1.24). Lastly, the way Easy Nutrition displays the overall nutritional value
along with the nutrition breakdown was found novel for users (mean = 0.90). This
implies that Easy Nutrition overall is innovative and creative and that the way the
dietary information (recipes’ nutrition breakdown) presented is leading edge.

Figure 6 shows a graphical benchmark and interpretation of the user experience 6
scales. The benchmark data set was developed to show how the investigated artifact, in
this case Easy Nutrition, is compared with other studied artifacts. The comparison of

Fig. 5. Users dietary behavior
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the results for the evaluated product with the data in the benchmark allows conclusions
about the relative quality of the evaluated product compared to other products.

Easy Nutrition’s measured scales mean was compared in relation to existing values
from a benchmark data set. This set contains data from 246 studies concerning different
products, such as business software, web pages, social networks and many others. In
comparison with these applications, Easy Nutrition’s attractiveness and perspicuity was
in the range of 25% of the best results. On the other hand, efficiency, dependability,
stimulation, and novelty were in the range of the 50% best results (above average).

Scale Mean Std. dev. Confidence Confid. interval

Attractiveness 1.590 1.063 0.322 1.268 1.911
Perspicuity 1.661 1.068 0.323 1.338 1.984
Efficiency 1.405 1.191 0.360 1.045 1.765
Dependability 1.345 0.859 0.260 1.085 1.605
Stimulation 1.244 1.319 0.399 0.845 1.643
Novelty 0.899 0.966 0.292 - 1.191

4.2 Users Satisfaction Toward Easy Nutrition

To gain a better understanding of their usage, users were asked to report the number of
recipes they have learned about their nutrition from Easy Nutrition. About 95% of them
have navigated the app and learned the nutritional value for up to 14 recipes (Table 4).

-1.00
-0.50
0.00
0.50
1.00
1.50
2.00
2.50

Excellent

Good

Above Average

Below Average

Bad

Mean

Fig. 6. Easy nutrition’s quality against benchmark artifacts

Table 4. Number of recipes users learned about their nutrition using Easy Nutrition

Frequencies Percent Cumulative percent

<7 recipes 21 50.0 50.0
7–14 recipes 19 45.2 95.2
14–21 recipes 2 4.8 100.0
Total 42 100.0
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User satisfaction was investigated from two main perspectives: simplicity of the
nutritional information, and the customization of the suggested recipes based on food
preferences and body nutritional needs. The matrix in Table 5 summarized user sat-
isfaction toward Easy Nutrition. The two upper bar charts demonstrate users’ satis-
faction toward Easy Nutrition customization based on body nutritional needs (to the
left) and food preferences (to the right). About 81%of participants were satisfied with
Easy Nutrition’ customization based on their body nutritional needs. In the same vein,
76.2% of users found it tailored to their food preferences. The two lower charts
demonstrate Easy Nutrition simplicity and hence ability to help users focus their
attention toward nutrition (to the right) and make better healthier food choices (to the
left). 81% of participants reported that Easy Nutrition was an enabling tool to focus
their attention toward nutrition, while 90.5% found Easy Nutrition a powerful tool to
help them choose better healthier food choices.

Table 5. Scaled users satisfaction
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5 Discussion and Conclusion

Easy Nutrition is developed to introduce and apply the concept of Nutrient profiling in
the domain of dietary management apps and investigate if this would influence users
focusing their attention toward nutrition and hence making better, healthier food
choices. In addition, it is developed with cultural differences in mind. That is, all food
recipes suggested by Easy Nutrition are tailored to users’ food preferences.

Using Easy Nutrition, the user can find online food recipes tailored to their food
preferences, learn about their nutrition in a simple, efficient and easy to understand
manner. The rigorous cross-sectional study presented in this paper shows that Easy
Nutrition demonstrates a high level of usability, attractiveness, hedonic and pragmatic
quality. Whiles the results of Easy Nutrition utility and efficacy are promising, there are
some limitations that allows a room for further improvement.

First, Easy Nutrition presents the overall nutritional value in a traffic-light scale to
promote simplicity. For people with color-blind, this present a huge issue. Another
presentation mechanism, beside the traffic-light colors, should be added to the app like
simple numerical values or emoji faces. Second, the nutritional value for every recipe
does not allow ingredient substitution. That is, if the user ended up cooking one recipe
but chose to substitute for example white rice with brown rice or decided to grill the
chicken breast instead of frying it, the nutritional value is still the same. Dynamic
nutritional value calculation would allow users to substitute ingredients and then adjust
the overall nutritional value accordingly. Third and most importantly, Easy Nutrition at
this stage is evaluated only for its utility and quality not for its impact on users. The aim
at this stage is to investigate Easy Nutrition’s quality and ensure its readiness for the
next stage. The next stage of the study will evaluate its impact on behavior change. In
particular, following stage will investigate the effect of Easy Nutrition on diabetics’
eating habits and blood glucose level (glycemic A1C).

References

1. Eisenberg, D.M., Burgess, J.D.: Nutrition education in an era of global obesity and diabetes:
thinking outside the box. Acad. Med. 90(7), 854–860 (2015)

2. Ogden, C.L., Carroll, M.D., Fryar, C.D., Flegal, K.M.: Prevalence of obesity among adults
and youth: United States, 2011–2014, November 2015. https://www.cdc.gov/nchs/data/
databriefs/db219.pdf. Accessed 13 Dec 2016

3. Frieden, T.R., Rothwell, C.: Health, United States (2015)
4. American Diabetes Association: 2451 Crystal Drive, Statistics about diabetes. American

Diabetes Association. http://www.diabetes.org/diabetes-basics/statistics/. Accessed 12 Dec
2016

5. Arens-Volland, A.G., Spassova, L., Bohn, T.: Promising approaches of computer-supported
dietary assessment and management-current research status and available applications. Int.
J. Med. Inf. 84(12), 997–1008 (2015)

6. Ma, Y., et al.: PDA-assisted low glycemic index dietary intervention for type II diabetes: a
pilot study. Eur. J. Clin. Nutr. 60(10), 1235–1243 (2006)

144 M. Alrige and S. Chatterjee

https://www.cdc.gov/nchs/data/databriefs/db219.pdf
https://www.cdc.gov/nchs/data/databriefs/db219.pdf
http://www.diabetes.org/diabetes-basics/statistics/


7. Theng, Y.-L., Lee, J.W.Y., Patinadan, P.V., Foo, S.S.B.: The use of videogames,
gamification, and virtual environments in the self-management of diabetes: a systematic
review of evidence. Games Health J. 4(5), 352–361 (2015)

8. El-Gayar, O., Timsina, P., Nawar, N., Eid, W.: Mobile applications for diabetes
self-management: status and potential. J. Diab. Sci. Technol. 7(1), 247–262 (2013)

9. Arsand, E., et al.: Mobile health applications to assist patients with diabetes: lessons learned
and design implications. J. Diab. Sci. Technol. 6(5), 1197–1206 (2012)

10. Nuval System
11. ANDI Food Scores: Rating the Nutrient Density of Foods. https://www.drfuhrman.com/

learn/library/articles/95/andi-food-scores-rating-the-nutrient-density-of-foods. Accessed 31
Oct 2016

12. Alrige, M., Chatterjee, S., Medina, E., Nuval, J.: Applying the concept of nutrient-profiling
to promote healthy eating and raise individuals awareness of the nutritional quality of their
food. In: proceeding of AMIA2017, Washington, DC (2017)

13. Epstein, L.H., Myers, M.D., Raynor, H.A., Saelens, B.E.: Treatment of pediatric obesity.
http://www.ohsu.edu/xd/outreach/oregon-rural-health/hospitals/chip/upload/Treatment-of-
Pediatric-Obesity.pdf. Accessed 09 Dec 2016

14. Valocki, A.: Nutrient intake of obese children in a family-based behavioral weight control
program. Int. J. Obes. 14(8), 667–677 (1990)

15. Epstein, L.H., Wing, R.R., Koeske, R., Ossip, D., Beck, S.: A comparison of lifestyle change
and programmed aerobic exercise on weight and fitness changes in obese children. Behav.
Ther. 13(5), 651–665 (1982)

16. Epstein, L.H., Wing, R.R., Steranchak, L., Dickson, B., Michelson, J.: Comparison of
family-based behavior modification and nutrition education for childhood obesity. J. Pediatr.
Psychol. 5(1), 25–36 (1980)

17. Epstein, L.H., et al.: Effects of decreasing sedentary behavior and increasing activity on
weight change in obese children. Health Psychol. 14(2), 109 (1995)

18. Epstein, L.H.: Child and parent weight loss in family-based behavior modification programs
19. Duffy, G., Spence, S.H.: The effectiveness of cognitive self-management as an adjunct to a

behavioural intervention for childhood obesity: a research note - Google Search. J. Child
Psychol. Psychiatry 34(6), 1043–1050 (1993)

20. Hevner, A., Chatterjee, S.: Design science research in information systems. In: Hevner, A.,
Chatterjee, S. (eds.) Design Research in Information Systems, vol. 22, pp. 9–22. Springer,
Boston (2010)

21. Meth, H., Mueller, B., Maedche, A.: Designing a requirement mining system. J. Assoc. Inf.
Syst. 16(9), 799 (2015)

22. Bader, A., Gougeon, R., Joseph, L., Da Costa, D., Dasgupta, K.: Nutritional education
through internet-delivered menu plans among adults with type 2 diabetes mellitus: pilot
study. JMIR Res. Protoc. 2(2), e41 (2013)

23. Evert, A.B., et al.: Nutrition therapy recommendations for the management of adults with
diabetes. Diab. Care. 37(Supplement_1), S120–S143 (2014)

24. Walker, S.N., Sechrist, K.R., Pender, N.J.: The health-promoting lifestyle profile:
development and psychometric characteristics. Nurs. Res. 36(2), 76 (1987)

Easy Nutrition 145

https://www.drfuhrman.com/learn/library/articles/95/andi-food-scores-rating-the-nutrient-density-of-foods
https://www.drfuhrman.com/learn/library/articles/95/andi-food-scores-rating-the-nutrient-density-of-foods
http://www.ohsu.edu/xd/outreach/oregon-rural-health/hospitals/chip/upload/Treatment-of-Pediatric-Obesity.pdf
http://www.ohsu.edu/xd/outreach/oregon-rural-health/hospitals/chip/upload/Treatment-of-Pediatric-Obesity.pdf


TaxonomyDevelopment forVirtual Reality (VR)
Technologies in Healthcare Sector

Maram Almufareh, Duaa Abaoud(&), and Md Moniruzzaman

Claremont Graduate University, Claremont, USA
{Maram.almufareh,Duaa.abaoud,Md.moniruzzaman}@cgu.edu

Abstract. The paper presents a Design Science Research (DSR) project, which
was conducted to develop taxonomy for Virtual Realty VR technology in
healthcare. In this paper, we discuss the process involved to design a compre-
hensive taxonomy framework of VR technologies that classify VR tools within
the healthcare industry. The framework is intended to help practitioners,
researchers, and developers to agree on a common language in order to analyze
the usefulness and gaps in existing VR applications in healthcare. The taxonomy
guide evaluates the process of VR tools to determine where each VR device fits
in the healthcare industry; identifies the uniqueness and originality of new VR
devices; and recognizes the needs and gaps for further VR application devel-
opment within this industry.

Keywords: Design science research � Virtual reality � Technology
Healthcare � Taxonomy

1 Introduction

Currently, Virtual Reality (VR) technologies have emerged as an innovative main-
stream tool with immense potential to transform the way human beings experience
environments [1]. VR technology has the potential to revolutionize nearly every aspect
of life, and healthcare (HC) is one of the main fields that has begun integrating VR
technology into medical practice. Computer scientists and healthcare practitioners have
been working to develop and implement applications using VR technologies to provide
general and specialty health care services [6, 20].

There are many uses of VR in the HC industry. For example, VR is employed in
surgical procedures to perform a remote surgery or telepresence, augmented or
enhanced surgery, and for simulation as part of the planning process of operations. VR
is utilized in other areas like medical therapy, preventive medicine, medical education
and training, skill enhancement, rehabilitation, visualization of massive medical data-
bases, and architectural design for health-care facilities [14, 20].

With this massive interest in VR, there is a need to build a classification framework
of VR technologies to help practitioners, researchers, and developers agree to a
common language in order to analyze the usefulness of existing VR applications, and
to understand where a new application may fit with existing ones [17]. This urgent need
for a useful taxonomy extends also to categorize and streamline current investigations
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and practices in order to improve aspects of healthcare by extracting greater value from
the existing information depository.

This paper presents the use of DSR to build and evaluate the taxonomy of VR
technologies in healthcare. This proposed taxonomy would contribute new knowledge
to design science research and Virtual Reality research in healthcare, as a taxonomy
currently does not exist. The following sections elaborate on the development and
evaluation processes, which will explain how our taxonomy was created and how it
will solve the problems currently experienced [2].

2 Background

In 1987, Jaron Lanier introduced the term “Virtual Reality” through his Visual Pro-
gramming Lab (VPL). Molin [14] defined Virtual Reality (VR) as “a fully
three-dimensional computer-generated ‘world’ in which a person can move about and
interact as if he were in an imaginary place.” VR technologies have already expanded
their reach into various domains for creative experiences, particularly in the healthcare
field. However, to date research evaluating the full potentiality of VR in the healthcare
field is still lacking. VR systems became popular because they are entirely different
from interactive computer graphics or multimedia systems thanks, in part, to a sense of
presence they create in a virtual world [14].

Over the past decade, VR applications have already penetrated fields from edu-
cation and entertainment to critical applications like healthcare applications [8, 14].
Highlighting the importance of virtual environments and related technologies in
medicine, we can point to the steady growth in use of VR by medical practitioners in
order to help their patients [6].

Current VR literature provides a comprehensive review of existing and future
trends applications in a wide-ranging industries, as previously mentioned [18]. The
literature also identifies some essential characteristics and key elements of experiencing
virtual reality that is not limited to immersion, sensory feedback, and interactivity.
Sherman and Craig [18] categorized virtual reality systems according to the user
interface involved with the VR experience, and focused mainly on the way participants
interact with VR and how the user perceives the environment.

Gobbetti and Scateni [4] focused on virtual reality applications and discussed the
characteristics of some past, present, and future VR products. Various existing virtual
reality applications have been categorized in terms of user input (Position/Orientation
Tracking, Eye Tracking, Full Body Motion) and sensory feedback (Visual, Haptic,
Sound, etc.). Gobbetti and Scateni [4] argued that the complexity of VR tools make the
selection of the ideal tool, with well-defined functionality, difficult. A significant step,
then, would be to ease the investigation process by ensuring that the VR solution can be
integrated smoothly with standard business practices. This study, then, will fill this need
by comparing the features and abilities of VR tools with other competing technologies in
an attempt to guarantee the selection of the right set of tools [19]. A systematic review of
the existing literature on virtual reality in medicine reveals the lack of consensus on the
meaning of VR and that there are no clear guidelines to characterize VR [21–25].
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Duncan et al. [3] introduced training and education as critical dimensions of VR
usage. Their research introduced six categories: population, educational activities,
learning theories, learning environment, supporting technologies, and research areas [3].
Rehabilitation is another growing VR dimension. Kim [9] discusses many weaknesses,
limitation and opportunities within the research concentrated on VR for rehabilitation
and therapy, and argues that continued analysis of the files is critical for VR develop-
ment. A classification framework, such as we posit, would aid decision-making about
the use of VR as a tool for therapeutic intervention [11]. Computer-assisted surgery is
another primary dimension in the literature. It has become one of the revolutionary
technological developments in the medical field, but evaluation of the efficiency of
training VR simulators for robotic surgery has not yet been confirmed [13].

Many researchers have standardized research approaches to address the need of
their communities and to provide a clear and distinctive way for future developments
like designing prototypes, models, products/applications, theoretical frameworks, and
taxonomies [10, 17]. Taxonomies, as a tool, provide a structure and an organization to
the knowledge of a field, thus enabling researchers to study the relationships between
concepts and, therefore, hypothesize about these relationships [5]. Glass and Vessey [5]
illustrated the use of taxonomies in understanding the science behind design principles
of observed artifacts. Taxonomies are another consideration of grounded theory and
help to explain any divergence from previous research findings.

Fig. 1. Iterative process of selecting meta-characteristics [13]
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Despite the fact that taxonomy plays a significant role in research to understand and
analyze complex fields, to the best of our knowledge, to date there has not been any
research focused on the taxonomy of recent VR technologies in healthcare [2]. To this
end, our research will design a conceptual model to provide a classification framework,
or taxonomy, for Virtual Reality technologies in the healthcare domain.

3 Research Questions

Emerging VR products make the development of a unified classification method,
incorporating the specifics of each system, an extremely challenging task. That is why
it is important to answer these questions: What are the different criteria or dimensions
that can build a holistic taxonomy tool for VR technology in healthcare? What kind of
virtual reality technologies are in use in the healthcare domain, and what are their value
propositions? What are the needs and gaps for the future development of VR tech-
nology in healthcare?

4 Methodology

Design Science Research (DSR) is the adopted approach in this research. Design
science is mainly a problem-solving paradigm that builds and evaluates artifacts. The
artifact that is designed and evaluated in this study is a classification framework of
Virtual Reality (VR) technologies in healthcare.

5 Design and Build Phase

Through our project, we aim to provide a clear and distinctive way for future devel-
opments in VR systems in the healthcare field. We have developed an efficient tax-
onomy by creating a construct and formulating a framework, thus designing a
conceptual model for Virtual Reality technologies in the healthcare domain.

This artifact will provide in-depth insights into existing VR applications in
healthcare and bring forward new development opportunities in this emerging field.
This paper attempts to position itself as a pioneering research study in this proposition.
In order to develop the proposed taxonomy, the following diagrams were used to
elaborate the process of selecting meta-characteristics by analyzing features described
in the literature and those included in existing VR technology.

To do that, we studied existing & prospective VR technology products by ana-
lyzing secondary data, and initially classified VR products by considering their
utility/usability, user characteristics and the type of technology used. However, after a
number of iterations using Bailey’s model, we created the proposed solution [12]. This
taxonomy adds to the knowledge of classification as well as Virtual Reality Systems to
a great extent.
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In order to build the taxonomy, the following steps were conducted [15, 16]. To
consider the characteristics, a tentative list of criteria was created at first. These criteria
were chosen in light of both literature and industry. This list included the following
items: utility, user characteristics (patients, surgeons, or physicians), and the purpose
and type of technology used. We used Bailey’s model in order to refine the criteria in
the first step to determine the meta-characteristics. During this second phase, we came
up with three major dimensions: user input, type of technology and application (Fig. 3).

Fig. 2. Taxonomy development method [16]

Fig. 3. 2nd iteration
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Fig. 4. 3rd iteration

Fig. 5. 4th iteration (4-dimensional analysis of features of VR technologies)
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1. In order to cross check the validity of our selection of meta-characteristics, we used
two different iterative processes (Figs. 1 and 2) namely, empirical to deductive and
deductive to empirical approaches which we found from previous literature [13, 16].

2. During the third iteration, after analyzing more characteristics, we further realigned
the previously created dimensions into a set of three new dimensions with different
sub-dimensions: type of technology, application, and representation. Figures 3 and
4 illustrate the development of taxonomy during the second and third iterations.

3. After the fourth and final iteration, a four-dimensional taxonomy was proposed
(Fig. 5):
(a) User Input: Position Tracking, Eye tracking & Full body motion
(b) Interaction: Fully immersive, non-immersive and semi-immersive
(c) Sensory: Visual, aural, and haptic
(d) Application: Computer Assisted Surgeries (CAS), Data Visualization (DV),

Rehabilitation & Therapy (R&T), Training & Education (T&E).

6 Evaluation Phase

Evaluation of the designed artifact is a key activity in Design Science Research
(DSR) as it provides feedback for further development and assures the rigor of the
research in the context of the knowledge it contributes to the knowledge base [2, 7].
The evaluation approach not only needs to address the quality of the artifact utility, but
also the quality of its knowledge outcomes. This study has evaluated the artifact by
mapping the commercial market products (industry-based VR technologies) to the
taxonomy.

Table 1 Presents a market mapping that covered 17 different types of VR tools and
technology using the developed taxonomy and shows how the current VR products fit
within the designed artifact. Market mapping introduces a visual analysis of the current
situation; the focus of VR development; and the market needs and gaps. Moving
forward, this will enable us to seek and work with practitioners and researchers in the
field to verify the efficiency of the taxonomy in practical use.

In this preliminary attempt, we have identified several key design dimensions and
service provider objectives that play an important role in both the success of the service
platform as well as the business. We have discussed these dimensions and objectives in
order to provide some indication as to what role they might contribute to the overall
design of digital services. In the near future, we hope to conduct detailed qualitative
interviews and quantitative data collection from digital service companies to map the
taxonomy, and uncover further interesting facets about their design, and continue
breaking new ground in this critically important field.
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Table 1. Commercial literature and market mapping
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7 Conclusions

This taxonomy aims to raise awareness for its lack in this emerging technology’s
research. We categorized a list of the latest 17 VR technology products to test and
evaluate our artifact. We understand that the proposed dimensions are not exhaustive.
However, this taxonomy is expected to work as a guideline for future VR commercial
and research development. In future, we hope to analyze more applications and
research efforts so that our taxonomy can reach a wider audience. This study con-
tributes to the existing knowledge base by creating a potential avenue for further
research and sheds more light on a problem that is of increasing value.

We believe the taxonomy is a useful tool in evaluating the market presence and
trajectory of various organizations involved in providing digital services. One of the
values of the taxonomy is to give a more structured breadth to the evaluation of factors
that might not be considered by the digital service designers. Likewise, we anticipate
that designers with a more thorough understanding of the business and interaction
objectives might be weak in understanding the technical objectives. Thus, one of the
specific requirements proposed by this taxonomy is for developers to understand the
business, technological, and interaction objectives of the organization.

Acknowledgements. The authors wish to thank Professor Samir Chatterjee for his technical
support and periodic guidance in overcoming numerous obstacles we faced during our research.
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Abstract. The occurrence of dengue is rapidly increasing in every year.
Considering the welfare of the public, it is essential to have detailed
study on the affected areas of dengue and its intensity for the control of
disease. This paper uses hierarchical clustering technique to classify the
data of dengue cases reported and deaths occurred in various states of
India. An agglomerative clustering of ward method is used for cluster-
ing. The outcomes are represented in Indian map using shape file with
RStudio. The data is predicted for 2018, by logarithmic transformation
using linear models of regression. K-Nearest Neighbour algorithm is used
for predicting the cluster data for 2018. The results have shown that the
frequency of dengue happening or the intensity is considerably reduced
in many states.

Keywords: Clustering · Prediction · Hierarchical clustering
Linear model · K-Nearest Neighbour (KNN)

1 Introduction

Clustering is defined as a descriptive task, used to find the homogeneous objects
based upon the value of other attributes. In spatial data sets, clustering provides
spatial component of explicit location and extension of spatial objects which
define implicit relationship of spatial neighbours. Clustering is an unsupervised
learning method which is different from classification. Unlike classification meth-
ods, clustering does not have specific class label. In clustering, large databases are
isolated into the form of small different subgroups or clusters. Clustering divides
the information in view of likeliness or similarity measure [16]. Tapia et al. ana-
lyzed the gene expression data with the help of new hierarchical clustering app-
roach using genetic algorithm [17]. This paper predicts the occurrence of dengue
for the year 2018. The data is collected for the dengue cases reported and deaths
occurred between the year 2011–2017. Hierarchical clustering, Linear model and
K-Nearest Neighbor (KNN) are used for cluster detection and prediction.

1.1 National Dengue Prevalence

Over a decade, the occurrence of dengue has drastically increased in India. This
season dengue has shown its outbreaks in Kerala, Karnataka, Tamil Nadu and
c© Springer International Publishing AG, part of Springer Nature 2018
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West Bengal that are confronted with mosquito-borne infection. The distressing
factor is that the three states Kerala, Karnataka and Tamil Nadu have recorded
with the mosquito-borne infection. The three states account for more than half
of India’s 87,018 dengue cases and 151 deaths [13]. Recent study was made
by Mutheneni [22] on different climatic zones and monthly mean temperature
for states in India such as Punjab, Haryana, Gujarat, Rajasthan and Kerala.
The association between precipitation and dengue cases was also observed. The
results stated that temperature as an important factor in virus development
which may be useful in understanding spatial-temporal deviations in dengue
risk.

1.2 International Dengue Prevalence

Lindsay and Birley [11] built up a model on transmission of Plasmodium vivax
with the effect of increase in temperature. Various environmental change, e.g.
the maintained an Earth-wide temperature boost of 0.2 ◦C every decade, brings
up many issues about how MBDs will be affected. For example, Hales et al. [6]
demonstrated the recorded worldwide dissemination of dengue fever with the
base of vapor weight, which is a measure of moistness. It also determined the
topographical differences in dengue fever transmission and the quantity of indi-
viduals in danger of dengue by incorporating the future environmental change.
The measure of population and environmental projections for 2085 demonstrated
that 5–6 billion individuals would be in danger of dengue fever transmission by
correlating with 3.5 billion individuals if environmental change did not occur [18].

2 Related Work

Clustering algorithms can be categorized into four main groups [15] as hierar-
chical clustering, partitional clustering, density-based clustering and grid-based
clustering. Hierarchical clustering methods [5,21] can further be divided into
agglomerative and divisive. In agglomerative clustering each point is considered
as a separate cluster and successively performs a merging until the stopping cri-
terion is met. Whereas divisive clustering considers all points as single cluster
initially and splitting is performed until a termination criterion is met. The result
of hierarchical clustering can be visualized by a tree like structure called den-
drogram. This paper has used various methods in hierarchical clustering such
as centroid, complete, median, average, and single and ward.D among which
ward.D has shown better clustering. Partitional clustering method chooses a
point into the cluster, such that the points in a cluster are more similar to each
other than to points in different clusters. The arbitrary initial cluster is created
and iteratively points are reallocated until a stopping criterion is met. Clusters
with hyper spherical shapes are formed [10,14,20].

Density of points in a region is considered for clustering in Density-based
clustering method. The dense regions that are similar to each other are merged to
form clusters. Density-based clustering methods excel at finding arbitrary shapes
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of clusters [4,8]. In Grid-based clustering method [1,19], the clustering space is
quantized into finite number of cells and then the clustering operation is done on
the quantized space. Dense clusters are considered as the cells containing certain
number of points. Figure 1 shows the combined chart of clustering techniques.

Fig. 1. Different clustering techniques.

Hybrid hierarchical clustering approach is proposed by Chipman and Tib-
shirani [3] developed a hybrid hierarchical clustering approach for analyzing
microarray data. The new idea of mutual cluster is built. It combines the strength
of bottom-up approach with that of top-down approach. Integrated hierarchi-
cal approach was proposed by Chen et al. for analyzing micro-array data. To
improve the performance of analyzing large micro array data, the study com-
bined both k-means and hierarchical clustering methods [2]. Liu et al. predicted
the severity of disease by using Support Vector Machine and K-Nearest Neighbor
in patients for gene expression profile having Rheumatoid Arthritis [12].

The hierarchical agglomerative algorithm that has several variations depend-
ing on the metric used to measure the distances among the clusters. The
Euclidean distance is usually used for individual points. There are no known
criteria of which clustering distance should be used, and it seems to depend
strongly on the dataset. Among the most used variations of the hierarchical
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clustering based on different distance measures are average linkage, centroid
linkage, complete linkage, single linkage and ward’s method [9].

3 Implementation and Results

The different hierarchical methods used are average, centroid, complete, single
and ward’s method. Among which ward method has shown better results. The
smallest of the sum of squared deviations from all the pairs is taken to merge
the results and form clusters. It works on the clustering criterion [13] of ward
method.

3.1 Average Linkage Clustering

The average value of the cluster is used for calculating the dissimilarity between
the clusters. The distance between each point in a cluster and all other points
in another cluster is the average distance between two clusters. The new cluster
is formed by merging the two clusters having the lowest average.

3.2 Centroid Linkage Clustering

It is similar to that of average link. The centriod for each cluster is calculated.
The centre of densely clubbed points is called as centroid. The distance between
the two clusters is how far away the centroids are.

3.3 Complete Linkage Clustering (Maximum or Furthest-Neighbour
Method)

The complete link cluster defines the distance between two clusters as the max-
imum over all the possible pairs x1 and x2 where x1 in cluster c1 and x2 in
cluster c2 respectively. The dissimilarity between 2 groups is equal to the great-
est dissimilarity between a member of cluster i and a member of cluster j.

3.4 Single Linkage Clustering (Minimum or Nearest-Neighbour
Method)

The result of this method is of long chains which are loose and irregular in shapes.
The dissimilarity between 2 clusters is the minimum dissimilarity between mem-
bers of the two clusters.

3.5 Ward’s Method

Cluster membership is assigned by calculating the total sum of squared devia-
tions from the mean of a cluster. The criterion for fusion is that for different
merging pairs we end up with different deviations and for clustering the smallest
deviation is chosen.
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Initially, each data point starts with its own cluster and the cluster starts to
merge as the hierarchy goes up. The hierarchy is represented here as a tree called
dendrogram. Implementation is for dengue cases prevailing in India from 2011–
2017 and prediction is done for 2018. Data consist of reported cases and death
occurred for all the consecutive years from 2011. The sample record is shown
in Table 1. There are 28 states and 7 union territories. Data is collected for 8
consecutive years starting from 2011. The dengue cases occurred and the deaths
reported are observed for each state and union territory. Figure 2 shows the plot
of cases against death. On observing the pattern, reported cases are plotted
against the death ratio, no pattern was identified as shown in Fig. 3. Logarith-
mic transformation has shown linear pattern (Fig. 4) for the cases reported and
deaths occurred.

Table 1. Sample data on Dengue

States Latitude Longitude Year Cases Deaths

Andhra Pradesh 15.9129 79.74 2011 1209 6

Arunachal Pradesh 27.84515 95.24735 2011 0 0

Assam 26.24416 92.53784 2011 0 0

Bihar 25.0961 85.3131 2011 21 0

Chattisgarh 21.29513 81.82823 2011 313 11

Andhra Pradesh 15.9129 79.74 2012 2299 2

Arunachal Pradesh 27.84515 95.24735 2012 346 0

Assam 26.24416 92.53784 2012 1058 5

Bihar 25.0961 85.3131 2012 872 3

Chattisgarh 21.29513 81.82823 2012 45 0

Andhra Pradesh 23.6102 85.2799 2013 910 1

Arunachal Pradesh 15.31728 75.71389 2013 0 0

Assam 26.24416 92.53784 2013 4526 2

Bihar 25.0961 85.3131 2013 1246 5

Chattisgarh 21.29513 81.82823 2013 83 2

Various hierarchical clustering methods such as Centroid, Complete, Median,
Average, Single and Ward.D are implemented. The clustering is done for low,
medium, high and no cases reported. Considering the 4 clusters for each year,
the optimal number of clusters was obtained for Ward.D method (Fig. 5). The
Table 2 shows the year wise clustering of low, medium, high and no cases between
the years 2011–2017. For visualization of clusters, Indian shape file is fortified to
fix it in a data frame. Now, the value of cluster is 0 for no cases reported and 3,
2, 1 for medium, low and high cases respectively. Figure 6 shows the plot of the
cluster on Indian shape file. For 2018, the prediction is done using linear model.
Linear model uses the previously recorded data and predicts the number of cases
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reported and deaths occurred for the year of 2018. Linear model is used when
the response variable is logarithmically or exponentially related. The sample
cases and the deaths predicted are given in the Fig. 7. By obtaining the cases
and deaths of dengue for the year of 2018, clustering is done using K-Nearest
Neighbour algorithm. Figure 8 shows the plot of cluster after prediction.

Fig. 2. Reported cases vs deaths occurred

Fig. 3. Removing outliers

Figure 3 shows the plot of cases against deaths for all the years from 2011
to 2018. After removing the outliers the data is uniformly distributed. Now,
to obtain the pattern a logarithmic transformation of the data is done. The
logarithmic transformation shows the linear pattern or the linearity of the data
and it is depicted in Fig. 4.

Observations from Fig. 6 have shown that the Southern parts of India and
North-Western states were in great risk till the year 2016. In 2017, the states
are recorded with low intensity of dengue. Moving to the North and North-East
states such as Jammu Kashmir, Himachal Pradesh, Uttar Pradesh, Uttaranchal,
Punjab, Haryana and Bihar have shown mixed results of high risk intensity and
moderate intensity of dengue till the year 2016. The Eastern states of India have
always recorded only with low and moderate dengue intensities. The notable
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Fig. 4. Linear transformation

Table 2. Finding optimal method

Method Tree cut Clusters Method

Dunn index Silhouette
coefficient

Centroid 4 >4 0.055 0.43

Complete 4 >4 0.049 0.46

Median 4 >4 0.048 0.45

Average 4 2 clusters 0.062 0.42

Single 4 2 clusters 0.085 0.49

Ward.D 4 4 (optimal) 0.045 0.41

Fig. 5. Hierarchical clustering method ward.D

factor is that, Maharashtra, Gujarat, Orissa and West Bengal were always been
in high risk till 2016. From the past to present the occurrence of dengue is
drastically reduced from high risk to low risk in the states of Maharashtra,
Gujarat, Orissa and West Bengal. The Southern part of India has also produced
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Table 3. Year wise clustering

Hc final,
(cluster)

2011 2012 2013 2014* 2015 2016 2017

0 8 2 3 3 0 0 3

1 9 2 15 10 15 17 3

2 12 11 13 14 13 14 25

3 6 10 4 8 7 4 4

*Telangana was included after the year 2014. So till 2014 the
records of Andhra Pradesh and Telangana are considered as
same.

Fig. 6. Plot of year wise clusters

Fig. 7. Predicted data (2018)

mixed results of high and moderate intensities which are seen in the Fig. 9. The
predicted data for the year 2015, 2016 and 2017 has shown slighter variations in
the cases reported and deaths occurred.
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Fig. 8. Predicted dengue severity in 2018

Fig. 9. Predicted cases and deaths (2015, 2016, 2017)

On observing the predicted results for the year 2018 says that the dengue
severity is greatly reduced. The states such as Karnataka, Andhra Pradesh,
Telangana, Himachal Pradesh, Uttar Pradesh and Tripura are in risk for the year
2018. These states can take some precautionary measures so that the severity of
dengue can be reduced or it can be prevented from spreading.

The model has also predicted for the years 2015, 2016, 2017. The test val-
ues predicted for the year is also given in Figs. 9 and 10 shows the predicted
clustering. The visualization is done in Indian shape files.
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Table 4 shows the observed and predicted values of cases and deaths for the
year 2015, 2016, 2017. The predicted values are little higher than the original
data.

Fig. 10. Prediction using the model (year = 2015, 2016, 2017)

For measuring the accuracy of the model, prediction is done for the years
2015, 2016, 2017. The observed data is compared with the predicted values.
Root Mean Squared Error is the accuracy measure used in calculating the error
rate. Table 5 shows the measured error rate. While predicting the error rate for
2015, 2016 and 2017 varied. From the observed mean squared error the error
rate is gradually decreased.

Table 4. Predicted deaths and cases reported

Deaths occurred

2015 2016 2017

Observed 220 209 195

Predicted 232 220 201

Table 5. RMSE calculation

Deaths

2015 2016 2017

RMSE 14.4595 11.01836 8.918

4 Conclusion

Clustering is a very good technique for visualization of various diseases. Hierar-
chical clustering works well with small set of data. In case of disease and disaster,
the visualization can easily say about its intensity with the region or place of
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its occurrence and how the damage is recorded. This intern will provide a pre-
ventive measure and can make everyone precautious for saving many lives in
future. For many years the occurrence of dengue was at its peak and thus it
became the main aim to study the dengue intensities over the years, identify the
patterns of its existence in overall India and predicting for the next coming years.
The actual prediction for the year 2018 and the occurrence of dengue are conse-
quently reduced in many states of India. The states Karnataka, Andhra Pradesh,
Telangana, Uttar Pradesh, Tripura and Delhi are the states with high intensity
of dengue. These areas have to be concentrated for the well-being of the public.
In order to understand the reliability of the model, the prediction is also done
for the years 2015, 2016 and 2017. The accuracy of the deaths occurred to the
actual observed data is calculated using RMSE and the results with error rate
are like 14.45 to 8.91%, which has shown a reduced error rate. The result reveals
that the model is reliable and states that when the volume of data is increased
the error rate is reduced as the model will be trained with continuous years of
data. This paper shows that the government has to focus on the alarming effects
of dengue for the betterment of human lives.
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Abstract. In this paper, we present a method for systematic literature search
based on the symbiotic partnership between the human researcher and intelligent
agents. Using intelligence amplification, we leverage the calculation power of
computers to quickly and thoroughly extract data, calculate measures, and
visualize relationships between scientific documents with the ability of domain
experts to perform qualitative analysis and creative reasoning. Thus, we create a
foundation for a collaborative literature search system (CLSS) intended to aid
researches in performing literature reviews, especially for interdisciplinary and
evolving fields of science for which keyword-based literature searches result in
large collections of documents beyond humans’ ability to process or the
extensive use of filters to narrow the search output risks omitting relevant works.
Within this article, we propose a method for CLSS and demonstrate its use on a
concrete example of a literature search for a review of the literature on
human-machine symbiosis.

Keywords: Intelligence amplification � Method
Collaborative literature search system � Human-machine symbiosis
Design science research

1 Introduction

Literature reviews are an essential part of the evolution of scientific knowledge as they
summarize the state of the art, uncover knowledge gaps, and provide guidance for
further research endeavors. By conducting a systematic literature review (SLR),
researchers seek to systematically search, evaluate, and synthetize research evidence.
This process remains predominantly “manual” because—for now—only human beings
can review and evaluate the scientific material required by high-quality literature
reviews. Consequently, this creates a limitation in the volume of scientific publications
that can be processed.

Nevertheless, there are an ever-increasing number of research publications, which
holds great potential for the synthesis of insightful knowledge. However, as the results
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and quality of a literature review essentially depend on the literature selected, it
becomes a complex and time-consuming challenge to identify the relevant publications
in the jumble of documents that can amass in a literature search. This is reinforced by
the fact that many research disciplines have become more interdisciplinary [1, 2],
intertwining into an increasing variety of research communities. In this context, stu-
dents and novice researchers may particularly struggle to get a clear overview of the
existing research streams and underlying literature. A second challenge that comes with
this problem is the use of different terms for similar or identical concepts.

With advancements in business intelligence, data mining, visualization, and tech-
nical computational power, it seems obvious that information technology can provide
useful support for the literature-search task in the literature-review process. Indeed,
there are a variety of tools that support or automate manual literature search conducted
by humans (e.g., systematic literature search systems) [3]. However, since literature
search is also a creative process to a certain extent (e.g., the identification of a starting
point) [3], full automation is difficult to achieve [4]. Thus, the resulting design objective
of this paper is to construct a method that combines the strengths of human and
computers for conducting literature search for literature reviews.

Following the design science research (DSR) approach, which deals with the
development of novel artifacts that solve or improve real-world problems [5–7], this
paper makes two contributions to the DSR body of knowledge [5, 8]. First, we propose
a method for conducting literature search while doing SLRs based on the collaboration
between two entities: the human and the machine. Recognizing that each entity has
different strengths and weaknesses, we propose a process that relies on the strengths of
each entity to complement the weaknesses of the other such that the overall result is
greater than what each entity could achieve on its own. Our approach is based on the
idea of intelligence amplification—that is, the symbiotic interaction between human
and machine [9] through which the processing power of computers to visualize and
calculate measures in document networks and humans’ creativity and visual perception
for reasoning are merged to form a symbiotic entity, enabling superior literature search,
exploration, and result selection. We refer to this class of literature search systems as
collaborative literature search systems (CLSS). Second, besides an abstract method
description for CLSS, we present a prototypical instantiation of the method and
demonstrate its applicability in practical case, which serves as validation for the pro-
posed method.

The structure of the paper essentially follows the DSR process model from [7]. The
problem definition is covered in the introduction (Sect. 1) and throughout the provided
background knowledge on literature search in SLRs and human-machine symbiosis
(Sect. 2). In Sect. 3, we describe the collaborative literature search method, which
includes the objectives of the artifact and the essential components of its design and
development. The demonstration and evaluation of the artifact is given in Sect. 4.
Section 5 compares our solution with other approaches proposed in related work, and
Sect. 6 provides some concluding remarks and pointers for future work.
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2 Background

2.1 Literature Search in Literature Reviews

Literature reviews are an essential part of every research project [1]. They mainly
comprise the following steps: (1) collecting data (search and select literature);
(2) structuring, synthesizing, exploring, and analyzing data (summarize evidence); and
(3) presenting results (disseminate results) [10].

The notable challenges in literature reviews include the increasing number of
articles, information overload, increasing complexity, and pressure to obtain compre-
hensive coverage of article collections. Locating and identifying relevant documents
are key factors in literature reviews. To support literature reviewers (from here on
called reviewers), the academic literature provides a rich body of approaches and
guidelines [11], emphasizing different literature-search strategies, such as keyword-
based search, backward search, and forward search [1, 12]. There is also a broad range
of software tools that support or automate the different phases of the literature-reviews
process, including systematic literature search systems [3] and recommender systems
aiding the identification of further potential citations [13]. Additionally, there are
various approaches and techniques that help researchers structure and analyze docu-
ments and their contents, such as topic modeling [14], discipline structuring [15],
authorship analysis [16], and knowledge diffusion [17], as well as tools to support the
literature analysis [18]—for example, visualizing connections between research articles
[19]. Nevertheless, although there are solutions for partial problems in the literature-
review process, there is a lack of support for tasks that require human creativity (e.g.,
the so-called cold-start problem of determining a starting point for literature search),
especially when the reviewer does not have in-depth knowledge of the field at hand.

2.2 Intelligence Amplification/Human-Machine Symbiosis

While the predominant system design approach is to automate as much as possible and
reduce human intervention to increase efficiency [20], others recognize that humans play
an important role in contexts that do not allow full automation [21]. For example, humans
are better in creative tasks whereas machines are better in computational tasks [22].

The idea of intelligence amplification or human-machine symbiosis can be traced
back to the work of Licklider [9] and is central to the vison put forward by the new
smart industry paradigm. Unlike in artificial intelligence (AI), the goal of which is to
create an artificial decision maker that mimics the human brain, intelligence amplifi-
cation (IA) is based on the “human-in-the-loop” approach. In IA, both the human and
the AI agent form a symbiotic partnership, in which the human entity defines strategy,
oversees the AI agent, and corrects its decisions when needed, and the AI agent
executes routine tasks according to the strategy. In [9], Licklider makes a fundamental
observation: the time it takes a human to make a decision, regardless of the complexity,
is negligible compared to the time required to complete the steps preceding the decision
itself as well as the time for execution afterward.

To the best of our knowledge, no work exists that takes a symbiotic human-
machine approach for designing a solution to support literature search and knowledge
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extraction. The need for such a method becomes especially evident in evolving and
interdisciplinary fields for which the number of documents retrieved through rigorous
keyword searches is beyond human processing abilities or for which the extensive use
of filters to narrow the output risks omitting relevant concepts and publications coming
from different scientific fields possibly using different yet semantically similar termi-
nology. Machines can process huge data volumes quickly but lack the ability to reason
and draw conclusions beyond the programmed parameters. Humans (experts in their
fields) can evaluate any kind of material, but the volume they can handle is limited.
Therefore, an ideal symbiotic partnership should be organized in such a way that the
human sets the parameters the machine uses to mine the available scientific information
and filter more relevant documents using basic reasoning, which will in turn allow the
human to focus on the most important documents and complete the evaluation.

This paper addresses this shortcoming by proposing a CLSS that provides effective
automation support through metadata extraction. The proposed method enables
researchers to conduct faster and more thorough literature reviews as well as detect,
extract, and connect interdisciplinary knowledge from different scientific fields.

3 Method

3.1 Seed-Based Search

A literature-search approach in SLR starts with the researcher selecting keywords and
using them to search bibliographic databases for relevant scientific articles. This
approach often returns a large number of articles that match the search criteria, so
understanding their mutual dependencies becomes challenging. Therefore, we propose
an alternative approach that emphasizes the relationships between documents based on
their shared citations and references. In our seed-based approach, the idea is to start
with an initial set of relevant documents (which we call seeds) and query bibliographic
databases to conduct forward and backward literature search corresponding to a citation
analysis. This initial set of articles can be, for example, the result of ad hoc keyword-
based searches or recommended articles by colleagues. The result is transformed into a
directed graph, in which each document is represented as a node and every citation and
every reference becomes an edge. Through graph analysis, it is possible to identify the
nodes that are most related (and possibly relevant) to the initial seed(s). The reviewer
then performs a qualitative analysis of those documents. Each document that is iden-
tified as relevant for the literature review is added to the seed set and the process is
repeated until a stop-criterion is achieved—that is, no additional seeds are discovered
or a maximum search depth is achieved.

We illustrate this process with the following example (illustrated in Fig. 1). We
assume that for a specific scientific field, the reviewer is familiar with three articles: A,
B, and C. Two articles (A and C) are deemed to be influential and selected as seeds.
Therefore, the initial graph contains two nodes. For this given example, article A is
referenced by B and D, and article C is cited by B. After conducting the forward search
for the next depth, articles B and D are added to the graph. Since B was already known
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to the reviewer, it is excluded from further consideration. However, this process also
raises the reviewer’s awareness about article D, which is related to the two already
known and relevant articles.

3.2 The Process

The search process contains four consecutive steps. In Step 1, the search parameters are
determined. Expanding the document graph through forward and backward search of
bibliographic databases is done in Step 2. In Step 3, found articles are analyzed, and the
results are visualized in a way that allows quick understanding by the human. This step
also includes highlighting potentially important articles based on the network analysis.
Step 4 includes the examination of the extended list of articles and comparison with the
current list of articles to determine if new search seeds can be identified. If there are
new seeds, the process returns to Step 2 and is repeated until no new seed articles are
found. Finally, articles are filtered (e.g., by publication year) to produce a final col-
lection of articles that is manageable by the human. Afterward, the reviewer analyzes
all articles in the list and moves on to the review. Figure 2 illustrates the steps of the
intelligence amplification literature search and, most importantly, how they fit within
the classical literature-review process. The proposed method replaces and automates
search and acquisition and enhances some analysis and interpretation activities.

Since our method is based on the human-in-the-loop approach, in Step 1, human
reviewers define the search criteria. As we base our search on citation analysis initiated
by the given seeds, this step requires the reviewers to use their experience to identify
the most relevant seed articles (sa) concerning the scientific field under review. To
reduce unavoidable human bias, we recommend that more than one reviewer be
involved in this step and that each creates a separate initial list of possible seeds, which
will result in a consolidated collection of articles.

Step 2 and Step 3 are delegated to the machine. First, the intelligent agent queries
bibliographic databases and performs forward and backward search based on the
selected seeds and the depth set in Step 1. Forward search extracts all articles that cite
the given seeds, and the backward search extracts all articles referenced in the seeds.
Optionally, this search can be limited in depth and constrained with keywords to
prevent it from exploding into literature retrieval from non-related scientific fields. The
extraction is expected to generate potentially large lists of documents, which are not

Fig. 1. Illustration of the discovery of the new articles through seed-based search
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suitable for human evaluation. To address this issue, the intelligent agent is required to
transform the list into a directed graph and cluster the nodes (i.e., documents) according
to their relationships. This is done in Step 3. In Step 4, the reviewers examine the graph
structure, but prior to that, additional visual cues need to be implemented to enable
humans to quickly distinguish documents’ publication year, number of connections,
and relationship to the specific scientific field. One option is the use of visual markers
to highlight potentially outstanding articles. These are typically so-called bridging
articles—namely, documents that connect different scientific fields. Often, such papers
lead to a paradigm shift and give rise to what Kuhn [23] calls a scientific revolution that
significantly impacts a certain scientific field. Intelligent agents do not have humans’
expertise to accurately determine such articles, yet machines can analyze the graph
structure and provide visual cues for these “event nodes” (i.e., nodes representing
paradigm-shifting articles) if certain conditions are met. Typically, these have a high
number of citations and are the centers of a node cluster. We suggest that reviewers set
a threshold (t) value, which is used to filter nodes by the number of different clusters
each node is connected to.

Aided by the visual cues and metadata extraction, in Step 4, the reviewers inspect
the generated graph structure. Through the first level of publication filtering—by name
and by abstract—the reviewers orient themselves to their potential areas of interest. As
the documents are grouped within clusters, the reviewers can quickly decide to exclude
unrelated document groups by inspecting cluster cores and the connected articles. By
analyzing both highlighted articles and those they discovered by exploiting the graph
structure, the reviewers can identify new seeds, and the process can be repeated from
Step 2. If no new outstanding articles are found and/or the graph structure has con-
verged toward a stable form, the process is finished, and all nodes in the structure

Fig. 2. Literature-review process and enhancement with intelligence amplification literature
search
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become candidates for the literature review. At the end, the reviewers may opt to apply
additional filters (e.g., publication year, connection strength between the article and the
seeds) if the number of articles is still too high for human processing. Following that,
the process provides the input for the next step of the literature-review process. The
reviewers investigate each document thoroughly and formulate answers to their initial
research question.

4 Demonstration and Evaluation

An essential component of every DSR project is an evaluation that rigorously
demonstrates that the proposed solution addresses the stated problem [6]. The DSR
literature proposes several approaches to plan evaluation strategies [24].

To demonstrate the effectiveness of our proposed method, we opted for a
demonstration of the method by implementing a software tool that performs the
machine’s tasks. Like other studies in the field of scientometrics (e.g. [19, 25]), we
demonstrate the method by providing details on an illustrative scenario, as described
below [24].

The tool connects to the Scopus database via the official application programming
interface (API), conducts the forward and backward search, and extracts the citation
graph. The tool is used for Step 2 and Step 3 (see Sect. 3.2). The pseudo code for the
document extraction is given in Fig. 3.

Figure 4 shows the graph resulting from the search for two arbitrary seeds.
Figure 4(a) shows the transformation of the extracted documents into nodes on the
directed graph and their references and citations as graph edges. In Fig. 4(b), nodes
have been clustered to make the structure more comprehensible for the human
researcher. In Fig. 4(c), we use arrows to point to the visual cues given by the

extract (seed_id, search_depth, keyword_list)
  set history_list, open_list to empty

initialize Graph
copy seed_id to open_list
set depth to 0
while depth < search_depth

for each node in open_list
neighbors = CALL_ADJECENT_API_SEARCH(node) 
append neighbors to adjacent_nodes
for each n in neighbors

if (KEYWORDS(n) in keyword_list) and (NOT(n in history_list)) 
Graph.add_edge (node, n)

else delete n from adjacent_nodes
append open_list to history_list 
copy adjacent_nodes to open_list
set adjacent_nodes to empty
depth = depth + 1

return Graph

Fig. 3. Pseudo code for document extraction and graph generation via a database-specific API
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algorithm to indicate outstanding articles (oa), which are rendered as large squares
instead of circles. Finally, in Fig. 4(d), we show how to zoom into the node structure
and obtain specific document-related information.

We selected the literature from the field of human-machine symbiosis because we
believe it is a good candidate to demonstrate our solution and evaluation as it (1) spans
fields from theoretical computer science to practical robotics application and (2) is
challenging for humans to fully process as a traditional keyword-based search returns
well beyond thousands of articles. For simplicity, we decided to use a single seed for
the initial search, and because Licklider is considered the most influential author for the
origins of human-computer symbiosis, we used [9] (MCS) as the initial seed (cf. Step 1
in Sect. 3.2). In the following, we briefly describe the results of our execution of the
defined method steps. Due to page constraints, each seed is coded using an acronym,
while the full title, author(s), and publication year for each document is given in
Table 1.

We used the Scopus database, set the algorithm to the maximum search depth of 2,
and added a filter to exclude papers that do not have keywords related to
human-machine symbiosis. The first iteration of Step 2 returned 753 documents. The
analysis of these documents was done through the symbiotic partnership between us
(i.e., the human reviewers) and the machine. The machine used a clustering algorithm

Fig. 4. Visualizing citation network as a directed graph with metadata
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for the citation network analysis, which was combined with the human-defined
threshold parameters to render the graph and to highlight the potentially most relevant
articles in the structure. Detailed information about the input and output values per
iteration, including suggested event nodes by the machine in response to the
human-defined threshold t, is given in Table 2. Figure 5(a) shows the zoomed-out
directed graph—that is, the result of Iteration 1—which contains information on 753
extracted articles and their correlation. We then explored the graph, focusing on the
suggested event nodes.

As Iteration 1 had a few clusters, only low threshold parameters (t = 3 and t = 4)
yielded outstanding articles (oa) beside the initial seed. We then inspected each node,
checked the relevance of the title and abstract, and finally evaluated the content of the
full article. We found SI [26] and HC [27] to be quite relevant to the search and good
candidates for the next seed. HC has more citations, so more edges connect it with
other nodes, and it also resides closer to the center of the graph. However, because we
concluded that HC is a taxonomy paper from its content, we gave preference to SI as
the next seed. In Fig. 5(b), we show how the tool provides analytical assistance to
researchers by showing metadata about the highlighted node that can be inspected by
humans. The view is zoomed in and rotated to show the connection between the new

Table 1. Acronyms used for labeling event nodes

Acronym Authors Title Year

MCS Licklider Man-computer symbiosis 1960
HC Quinn and Bederson Human computation: a survey and taxonomy of a

growing field
2011

SI Jacucci et al. Symbiotic interaction: a critical definition and
comparison to other human-computer paradigms

2014

EDP Döppner et al. Exploring Design Principles for Human-Machine
Symbiosis: Insights from Constructing an Air
Transportation Logistics Artifact

2016

FPS2MCS Guo et al. From participatory sensing to Mobile Crowd
Sensing

2014

MCSC Guo et al. Mobile Crowd Sensing and Computing: The review
of an emerging human-powered sensing paradigm

2015

DC Hollan et al. Distributed Cognition: Toward a New Foundation
for Human-Computer Interaction Research

2000

Tl Hornecker and Buur Getting a grip on tangible interaction: A framework
on physical space and social interaction

2006

AE Kirsh Adapting the environment instead of oneself 1996
IEPDL Fast and Sedig Interaction and the epistemic potential of digital

libraries
2010

VABD Ren et al. Visual analytics towards big data 2014
MlwCEl Smart Situating Machine Intelligence Within the Cognitive

Ecology of the Internet
2017

DCflV Liu et al. Distributed cognition as a theoretical framework for
information visualization

2008
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potential seed SI and the original seed MCS. From the tool, we obtained additional info
about the node and its cluster: document title, author, number of connections, most
common keywords, number of citations, and publication year.

Iteration 2 started with two seeds: MCS and SI. All other parameters remained
unchanged. This resulted in 1,193 related articles. Exploring the structure with alter-
nating event thresholds, two additional nodes were highlighted as potential paradigm
shifts. These nodes are HC, which was already discovered in Iteration 1, and the new
node: DC [28]. Based on the content of DC, we selected it as the most relevant node
and added it to the seed list. Iteration 3 increased the node number to 2,427. Again,
visual inspection of the results, together with experimenting with different thresholds,
yielded three more seeds: HC, TI [29], and AE [30]. Based on the content, we found
that these seeds are relevant, yet we noticed that their disciplinary focus is moving
away from the core of human-machine symbiosis. We still proceeded to the Iteration 4
but reduced the search depth to 1, ultimately obtaining 2,427 nodes. As the graph
structure and suggested event nodes remained similar to the previous iteration, we
concluded that the structure converged toward a stable form and stopped the search.
Figure 5(d) shows the zoomed-out view of the graph after concluding this phase.

The final phase involved using the symbiotic human-machine partnership and
narrowing down the set of extracted articles to one that is manageable by the human for
full qualitative analysis. We used the tool to identify and select articles connected to the
extracted seeds: MCS, SI, DC, HC, TI, and AE. We chose to keep only the documents

Table 2. Input and output parameters for each iteration with suggested seeds per threshold level

1 2 3 4 filter

Seed MCS MCS, SI MCS, SI, DC
MCS, SI, DC, HC, 

TI, AE
MCS, SI, DC, 

HC, TI, AE
Search depth 2 2 2 1 n/a

Database

Keywords filter

No. nodes 
(documents) 753 1193 2427 2427 323

No. edges (ref. + cit.) 842 1308 2847 2848 335
No. clusters 38 30 48 52 6

t = 3
MCS , SI , HC, 

EDP, FPS2MCS, 
MCSC

MCS , SI , DC , HC
MCS, SI, DC, HC, TI, 
AE , IEPDL, VABD, 

MIwCEI, DCfIV, (+11)

MCS, SI, DC, HC, TI, 
AE , IEPDL, VABD, 

MIwCEI, DCfIV, (+14)
n/a

t = 4 MCS , HC MCS , SI , DC , HC
MCS, SI, DC, HC, TI, 
AE , IEPDL, VABD, 

MIwCEI, DCfIV

MCS, SI, DC, HC, TI, 
AE , IEPDL, VABD, 

MIwCEI, DCfIV
n/a

t = 5 MCS MCS , SI MCS, SI, DC, HC, TI, 
AE , IEPDL

MCS, SI, DC, HC, TI, 
AE , IEPDL, VABD n/a

t = 6 MCS MCS , SI MCS, SI, DC, HC, 
TI, AE

MCS, SI, DC, HC, TI, 
AE , IEPDL n/a

Intelligence amplification, Intelligence augmentation, Human-machine symbiosis, Human-
computer symbiosis, Human-machine collaboration, Human-machine cooperation

Iteration

Ev
en

t n
od

es
In

pu
t

O
ut

pu
t

Scopus
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published within the last five years and added the criterion that each must be connected
to at least one seed. This gave us the structure shown in Fig. 5(d), which contains 323
documents. Following that, human expertise was required to assess the relevance of
each article based on the title and abstract and to determine the final consolidated list.

5 Related Work

The research from the field of scientometrics is rich with publications focusing on
measuring the impact of scientific publications [31]. Many research groups have
investigated literature search and have produced software packages for mapping sci-
entific field(s). For example, CiteSpace [25] provides keyword extraction, landscape,
and timeline view from a variety of sources, such as Web of Science (WoS), Scopus,
and PubMed. VosViewer [19] also uses data from WoS, Scopus, and PubMed and
incorporates clustering and non-linear programming techniques to process and visu-
alize the data. However, data extraction is not included in the process as these tools
assume that the human reviewer obtains all the data and loads in one go, thus limiting
the potential for sequential discovery.

Due to its powerful analysis features, easy and effective user interface, and ability to
use data obtained from Scopus, we decided to use VosViewer [19] to demonstrate the
execution of the process described in Sect. 4 based on the search spawning from
Licklider’s publication on man-computer symbiosis [9]. Thus, we explored the liter-
ature through search queries and extracted publication lists using Scopus’ web
interface.

Fig. 5. Visualization of document extraction and analysis for “man-computer symbiosis” seed
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The initial Scopus search using the query “TITLE-ABS-KEY (man-computer AND
symbiosis)” returned 14 results, from which no significant correlation was found.
Therefore, we obtained Scopus-specific unique paper identifiers (EID) for [9]
(2-s2.0-84936949820) and used it to redefine the query, extracting MCS and all docu-
ments citing it. By running the following query, we obtained a list of 456 articles and
exported it in .csv format: “REF (2-s2.0-84936949820) OREID (2-s2.0-84936949820).”
We then loaded this list in VosViewer, choosing the option to create the map based on the
bibliographic data. We set the type parameter to citation analysis and set the unit
parameter to documents. Finally, we set the minimal number of citations threshold to 0
and included all documents. The result is given in the Fig. 6(a) below.

Next, we examined the papers in the larger clusters of Fig. 6(a) and selected the
publication by Jacucci et al. [26] (tagged as SI in Table 2). The paper HC [27] by Quinn
andBederson is in the list, but because only a few edges are connecting it with other nodes
in the graph, it is not easily identifiable by the human. Nevertheless, we decided to include
HC and SI in the next iteration to increase the complexity of the network and create a
structure that is easier to comparewith the graphwe obtained after Iteration 3 and Iteration
4 in Sect. 4. We manually extracted all seed papers’ unique EIDs and ran a new query in
Scopus’ browser interface: “REF (2-s2.0-84936949820) OR EID (2-s2.0-84936949820)
OR EID (2-s2.0-84917733431) OR REF (2-s2.0-84917733431) OR EID
(2-s2.0-79958083139) OR REF (2-s2.0-79958083139).” This search resulted in 825
papers, which VosViewer generated into the graph shown in Fig. 6(b).

After we examined new highlighted clusters and determined they were not relevant
for further investigation, the search did not acquire new seeds and the process stopped.
Thus, this process resulted in a list of 825 papers and no clear indication of how to
proceed further with paper selection. These results contrasts with the more than 2,000
articles obtained through our CLSS after Iterations 3 and 4.

However, it should be noted that the capabilities of VosViewer exceed the visu-
alization functionality included in our tool by far. The main advantage of our solution is
thus not related to visualization per se but rather to the strategy we propose for

Fig. 6. Visualizing citation network for the man-computer symbiosis literature using VosViewer
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searching and obtaining the data itself. The fact is that our method includes custom
machine-assisted extraction, which can perform both forward and backward search and
in larger depths, provides more data. Thus, it is possible for our tool to discover more
clusters, and within those clusters, it can find outstanding articles that can be used as
further seeds. As both VosViewer and CiteSpace are designed for data extracted
manually by humans from pre-defined sources, they are constrained by that input. With
an increasing number of seeds, this search process becomes more complex and creates
more fatigue, ultimately causing the human component to be the bottleneck. Never-
theless, if VosViewer and CiteSpace enable custom data to be loaded, we expect that
better (visualization) results could be obtained using our proposed extraction process
and method together with the analytical functionality of those tools.

6 Discussion and Future Work

In this paper, we proposed a method for conducting collaborative literature search for
SLRs using a symbiotic partnership between humans and machines. We showed that
our method based on the principles of seed-based search and intelligence amplification
(i.e., where machines augment the capabilities of human domain experts) has potential
as a complementary approach to traditional search. Finally, we illustrated the method in
a CLSS and demonstrated its application for obtaining an article list for a literature
review in the field of human-machine symbiosis.

With our CLSS, we aim to provide efficient assistance for SLRs, particularly in
interdisciplinary research domains as well as evolving scientific fields that typically use
different terminology and keywords for similar concepts. When the literature review
requires the processing of large amounts of publications beyond human capabilities,
CLSS can be used by researchers to quickly identify potentially important publications.
Through an interactive search of the generated directed graph, researchers can influence
how the graph structure evolves as new seeds and paradigm shifts are identified. CLSS
enables researchers to maintain a helicopter view of a large set of articles and aims at
improving their ability to conduct SLR in an ever-increasing pool of scientific infor-
mation while reducing the risk of potentially missing essential concepts and bridging
articles.

In this paper, we demonstrated the first application of our proposed method and
implemented an algorithm to retrieve important articles within a document collection.
As we obtained data from a single bibliographic database, future work should focus on
improving the scalability of the CLSS, examine further identification approaches, and
expand literature sources. This would also strengthen the rigor required for SLR. In
terms of performance, there is also room for improvement by adjusting the data mining
(clustering) algorithms to enable real-time big data processing. This, together with
improving the interface of the frontend component, would make interactive real-time
content analysis possible, enabling researchers to dynamically add and remove seeds
while exploring the literature landscape [32].

Gathering data about the usage of the CLSS, it might be interesting to analyze
typical literature-exploration trajectories and train models that allow the machine part to
recommend efficient trajectories (stronger assistance power). Shifting from a submissive

CLSS: An Intelligence Amplification Method 181



role in the collaborative relationship, the system can become more powerful to guide the
reviewer through the literature-search process. Because the focus of the proposed
method is on the literature-search phase of SLR in this paper, it might be interesting for
further research to use the lens of human-machine symbiosis and investigate its suit-
ability for the design of IT support for the subsequent SLR phases.
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Abstract. With the increased popularity of the smart mobile devices,
mobile applications (a.k.a apps) have become essential. While the app
developers face an extensive challenge to improve user satisfaction by
exploiting the valuable feedbacks, the app users are overloaded with way
too many apps. Extracting the valuable features from apps and mining
the associated sentiments is of utmost importance for the app developers.
Similarly, from the user perspective, the key preferences should be iden-
tified. This work deals with profiling users and apps using a novel LDA
based aspect identification technique. Polarity aggregation technique is
used to tag the weak features of the apps the developers should concen-
trate on. The proposed technique has been experimented on an Android
review dataset to validate the efficacy compared to state-of-the-art algo-
rithms. Experimental findings suggest superiority and applicability of
our model in practical scenarios.

Keywords: Latent Dirichlet Allocation · App profiling · Mobile apps

1 Introduction

With the advent of Web 2.0, user generated content (reviews, blogs, etc.) has
grown enormously. These publicly available user reviews about products have
extensive impact on consumer decision making. Especially in the mobile app
domain, app developers ought to be much more cautious in handling the dis-
satisfied app users. The reasons being multifaceted, firstly, mobile apps are
inexpensive and easily substitutable in general. Secondly, the huge amount of
reviews available makes it a daunting task for the developers to unravel the key
aspects users are concerned of. On the other hand, the app users are facing
immense information overload demanding a systematic construction of user pro-
files which would help to target users with personalized recommendations and
real-time advertisements. An extremely rewarding scenario that would dramat-
ically improve the performance is the consideration of timely and informative
user feedbacks which would enable the fabrication of app profiles and help devel-
opers fix bugs, improve graphics, performances, etc. Although most of the app
c© Springer International Publishing AG, part of Springer Nature 2018
S. Chatterjee et al. (Eds.): DESRIST 2018, LNCS 10844, pp. 187–204, 2018.
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stores have categorized the apps, problem is still not resolved as in top categories
like Games, Tools, Entertainment, etc., the number of apps is gigantic. Several
studies have been conducted to alleviate this problem by recommending the apps
to the users using the download history, ratings, etc. [1]. However, the existing
solutions do not take into consideration the opinions of the users about the apps
and ignore the root cause of exasperation. This shows the problem relevance [2]
and scope for further research [3] in this area.

In this study, we propose a text-mining based approach using Latent Dirichlet
Allocation (LDA) [4] to profile mobile apps and its users that consist of respective
key features. We conceptualize the problem as follows: first, from the massive set
of user reviews, non-informative reviews are filtered out. Non-informative reviews
are the ones which does not help developers to improve the apps. For example,
‘The app is crap’ does not say much about the reason of disliking, whereas,
the review ‘The app consumes too much of battery’ conveys that the user is
concerned about the battery life of mobile device. We build a classification model
to segregate the informative reviews about apps. Next, LDA has been employed
on text reviews aggregated at user and app levels separately. It should be noted
that LDA models have been employed in each mobile app category distinctly
as the features and associated concerns differ across categories. For example,
users using game app might be concerned about speed, difficulty in levels, etc.
while users using a travel app will be concerned about privacy settings, up to date
information, interface usability, etc. Once the user and app profiles are generated,
sentiment analysis has been performed on app aspects to identify the key features
developers should focus on. The proposed model has been evaluated against the
state-of-art algorithms (in both review classification and aspect identification
stage) to demonstrate the efficacy of the proposed approach, Aggregated LDA
(ALDA) using real mobile app review data collected from Android app store. The
experimental findings reveal that User Level LDA (ULDA) and Sentiment App
Level LDA (SALDA) can effectively identify key issues like connectivity, sound
effects, memory card, etc. Compared to other methods, ULDA and SALDA
show better predictive power and semantic coherence measured by perplexity
and word-intrusion score, respectively.

The rest of the paper is structured as follows: literature pertaining to this
work has been discussed in Sect. 2. Section 3 covers the solution overview followed
by solution details in Sect. 4. Dataset used in this study is described in Sect. 5
and the experimental findings in Sect. 6. Finally, Sect. 7 concludes with future
work recommendations.

2 Literature Review

We group the related works into two major categories as described below.

2.1 Review Classification

Reviews posted in the app marketplace contain latent information such as pos-
itive comments, suggestions, grievances about apps and its various features.
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Hence, mining the unstructured data help us to identify the key aspects of the
apps and concerns of the users. While app store has many reviews for most of
the apps, majority of them are not much informative. For example, ‘App not
working’ doesn’t tell us much about the feature user is concerned about and
hence, it is not informative. However, the review ‘Application consumes battery
a lot’ is informative as it specifies the particular aspect, battery life. Several
prior works have applied sentiment analysis on reviews to determine the seman-
tic orientation [5–7] and polarity (positive or negative) for a given review. In
another work done by Oh et al. [8], they focused on developer’s point of view
alone and treated reviews reporting issues alone as informative and others as
non-informative. This method discards all the positive aspects which are useful
in profiling both apps and users. In our work we classify user reviews into either
informative or non-informative based on usefulness of content rather than polar-
ity of reviews. A closely related work is reported by Chen et al. [9], in which they
created a semi-supervised model to filter out non-informative reviews and then
identified and ranked the key topics for individual apps. This strategy requires
a distinct labeled dataset for each app. However, the usability of such method
is limited in practical scenarios as manual annotation for each app is not fea-
sible. To mitigate this issue, we build a L2 regularized logistic regression based
classification model built for all apps together.

2.2 Aspect Identification

Considering the amount of reviews available, identifying the key aspects from
the filtered out reviews is still a cumbersome process. Several approaches have
been adopted by researchers for extracting key topics from the reviews. Based on
app usage pattern of users, Yan and Chen [10] developed a collaborative filtering
based recommender system. Even though basic details of apps and users are used
for profiling, the latent features in app reviews are not considered. In another
study by Ikeda et al. [11], tweets of users in Japanese language along with other
community related information are used for identifying the demography of users
using supervised text classification algorithm. To build the app profiles, prior
studies [12] have employed certain linguistic rules and LDA [4] to identify feature
requests and requirement demanded by the users. In particular, Galvis Carreño
et al. [13] have proposed an Aspect Sentiment Unification Model to disclose
requirement evolution from user reviews. But these works focus only on single
app. Vu et al. [14] proposed a keyword based method for mining user opinions.
Knowing the keyword is a prerequisite for this work and they do not focus on
identifying the unknown aspects which are latent in the user reviews. In another
study done by Liu et al. [15], they proposed a model to identify the sought after
changes of apps and their respective sentiments from the reviews based on a hot
entity discovery, but their work is focused only on entities which are occurring
highly frequent among the reviews and moreover, this work doesn’t consider the
user level aspects. Our work can be differentiated from the prior works discussed
in the preceding section in following aspects:
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1. We aim to find the requirement related functionalities along with other latent
aspects.

2. Aspect identification is a unified model where all the apps are considered
together.

3. Profiling for both apps and users are executed and sentiment is integrated
with app profiles to examine the efficacy of app features.

3 Solution Overview

3.1 Problem Formulation

We are given a set of r user comments R = {r1, r2, . . . , rn} written by n users
∈ U = {u1, u2, . . . , un} for m apps ∈ A = {a1, a2, . . . , am}. These are comments
or user reviews that represent the user’s key preferences about the apps. The
aim of this study is to identify ku key preferences/aspects for users U and ki key
aspects for applications I. Moreover, it is interesting to know which aspects of
the apps are perceived positively or negatively. So overall, the goal is to:

1. generate personalized profile for users and apps over the ku and ki dimensions
respectively.

2. find the sentiment associated with the app aspects.

However, all the reviews are not informative for others to assess about the apps.
To profile the users and apps, we first filter out the non-informative app reviews.
Next we aggregate the review text to user and app level and apply LDA [4] to
identify the key aspects.

3.2 Latent Dirichlet Allocation

Topic modeling is a probabilistic model for identifying the hidden aspects or
topics that occur in a collection of documents and to derive hidden patterns
exhibited by the text corpus. It is an unsupervised approach used for identifying
the group of words (called “topics”) in large corpus of texts. The LDA model
proposed by Blei et al. [4] is the most widely used algorithm for topic modeling.
The model identifies distribution of probability over words for each topic, and
further infers the distribution of each documents over topics. The interaction
between hidden topic structure and observed documents is manifested in the
probabilistic generative process associated with LDA. Let M,N,K, and V be
the number of documents in a corpus, number of words in a document, number
of topics, and the vocabulary size respectively. The notations Dirichlet(·) and
Multinomial(·) represent Dirichlet and multinomial distribution with parameter
(·) respectively. The notation βk is the V -dimensional word distribution for
topic k, and θd is the K-dimensional topic proportion for document d. The
notation η and α represent the hyperparameters of the corresponding Dirichlet
distribution. Figure 1 shows the graphical representation of LDA model [16] and
the corresponding generative process [16] is shown as follows:
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Fig. 1. Graphical model of LDA

1. For each topic k ∈ {1, . . . K},
(a) draw a distribution over vocabulary

words
βk ∼ Dirichlet(η)

2. For each document d,
(a) draw a vector of topic proportions
θd ∼ Dirichlet(α)
(b) For each word wd,n in document d,

i. draw a topic assignment
zd,n ∼ Multinomial(θd)

ii. draw a word wd,n ∼ Multinomial(βzd,n)

4 Solution Details

The LDA based user and app profiling approach groups the reviews of apps
posted by users to identify user an app specific aspects separately. The overview
of the proposed approach has been presented in Fig. 2. The proposed approach
consist of two main modules - (a) Classification Module, (b) Aspect Level Senti-
ment Generation Module. The first step is to clean and process the text reviews
and second step is to filter out the non-informative reviews for which the review
classification model is created. The reviews filtered using the classification model
are then stored into Filtered Review (FR) database. It is worthy to note that
the aspects for apps are very different for each category they belong to. For
example, if an app belongs to Games category, aspect like speed, difficulty in
levels of Game will be important, whereas if the app belongs to category like
Utilities, the aspects will be very different from Games. Therefore, we envisage
that, for each category of the apps, a separate LDA model should be executed.
In the third step, informative reviews are grouped into user and app levels. LDA
is applied to the preprocessed grouped data to identify the key aspects. Further,
the associated sentiments are generated for each aspect. The steps are described
in details below.

4.1 Review Cleaning

Preprocessing of text is vital for the performance when it comes to identifying
key information from the text, exploratory text analysis, etc. [17]. In the real
user text data, one needs to deal with misspelled words, for e.g., ‘aaawwwwssss-
sooooommmmeeee’, ‘bbbeeessstttt’, ‘batery’, etc. Since many of those words
either capture the aspects or sentiments, transforming them to the correct form
is of utmost importance. As a first step in cleaning the review, spell correction
has been carried out using a simple heuristic as shown below.

1. For each review r ∈ R
2. tokens ← WordTokenize(r)
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Fig. 2. Overview of proposed method

(a) For each token t ∈ tokens
i. Remove more than two consecutive occurrence of character
ii. identify best suggested word using Hunspell [18]

Next, stop words [19] are removed from the review corpus. User reviews as well
contains many domain specific terms, for e.g., the brand of phone, model number,
etc. Such words are replaced with its most common general form using a bag-of-
word approach. So, occurrences like ‘samsung’, ‘htc’, etc. are replaced as ‘device’.
Name of the apps are also removed from the corpus as part of cleaning. Cleaned
reviews are stored into in-memory storage.

4.2 Text Processing

The cleaned text reviews are fed to the text processing module. Each review
is tokenized to sentences and Part-Of-Speech (POS) tagger [19] has been used
to tag the correct POS for each word. POS except noun, verb, adjective and
adverb are removed from the text data as they contribute little to understand
the meaning and context of the reviews [20]. Further lemmatization [21] and
stemming [22] has been performed to get the root words. The whole corpus
has been weighted using Term Frequency-Inverse Document Frequency (TF-
IDF) [23]. In the TF-IDF representation, Inverse Document Frequency (IDF)
is used to normalize the Term Frequency(TF) of each word. IDF normalization
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helps to penalize the weights of common words in the corpus. This process
reduces the importance of words which are common and give importance to the
rare words across the document collection.

4.3 Review Classification

In this step, our goal is to create a classifier that can automatically identify
and filter out non-informative reviews. Informative reviews corresponds to the
ones that have constructive information about the app and non-informative is
the vice-versa. In order to filter out the non-informative reviews, a classification
model is created. In the work done by Chen et al. [9], Expectation Maximiza-
tion Naive Baye’s was used to classify app reviews which used a semi-supervised
technique. The method had been experimentally validated with four apps where
for each app, a separate model was created. Applications of such method in
practice is limited as the number of apps is huge and annotating the train set for
each app is not practically feasible. In our study, we have used the dataset pro-
vided by Chen et al. [9] which has reviews of different apps along with the label
indicating whether the review is informative or no-informative. We have focused
on building a more generalized model which is trained on historical labeled data
using machine learning techniques and can filter out the non-informative reviews
of all apps at once. In this study, all the labeled reviews provided in the dataset
are combined together to create a single and large corpus (Table 1).

Table 1. Informative and non-informative
reviews
Class Real example

Non-informative This is the best game ever
Non-informative I love this game!!!
Non-informative Can i have my money back
Non-informative Frustrating, fun, addictive!
Informative It’s freezing
Informative App closes all the time and

progress is lost
Informative Great game but force close since

last update
Informative Level advertising make game

crash

For creating the classification
model, unigrams and bigrams are
created from the cleaned review and
then weighted using TF-IDF as the
first step. Next, count of noun, verb,
adjective, and adverb is computed
for each review text and added
along with the length of the raw
review to create the feature matrix.
For building the classifier, different
machine learning classification mod-
els namely Support Vector Machines
(SVM), Logistic Regression with L2
regularization, and Naive Baye’s which are popular in text classification prob-
lems are evaluated. Based on experimental findings, logistic regression model
with L2 regularization penalty value 5 is chosen as the final model which is
discussed in the Sect. 6.

4.4 Aspect Level Sentiment Generation

In this module, we discuss about the aspect identification and polarity aggre-
gation. As a first step, non-informative reviews are filtered out using the clas-
sification model created in the Sect. 4.3. Filtered reviews are then grouped into
user and app level for aspect identification. User level aspects provide the key
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concerns or preferences of each user. However, aspects identified at app level are
further processed to measure the sentiment polarity which gives the sentiment
distribution of reviews for each features or functionalities of the app.

Filtering. After creating the classifier model as explained in Sect. 4.3, it has
been used to filter out non-informative review records of all apps. As a result,
from a total of 1048576 review records, we retain 181630 informative reviews
(17.32%). The reviews are then stored into database for further processing.

Group Reviews. App developers can place their apps in specific categories like
Games, Entertainment, etc. which is available on the mobile app marketplace.
User reviews provide the latent preferences of users as well as apps. To profile
the users and apps using LDA, we define the document for each of these two
models in an aggregated level. Let Rui

∈ R be the reviews authored by user
ui ∈ U . We merge Rui

into a single document. In this process, |R| number of
reviews are grouped in |U | documents. Similarly, let Rai

∈ R be the reviews for
app ai ∈ A. We merge Rai

into a single document reducing the document space
to |A| documents. It should be noted that for both users and apps, we want to
profile separately. Hence the merging processes are independent for these two
operations.

Aspect Identification. In this step, we identify the key aspects present in
the reviews at both app and user level separately. Aspect identification at the
user level generates the latent aspects or preferences of users. Likewise, app level
aspects give the preferences or functionalities of apps. The common aspects
occurring at both levels help us to analyze further how app’s features or func-
tionalities match with user’s preferences. In order to identify the key topics, we
use LDA [4], a probabilistic model which is one of the most widely used unsuper-
vised learning method for text mining. In contrast to supervised learning meth-
ods which assume a predefined set of categories, unsupervised learning methods
learn underlying features of text without defining the categories explicitly. Unlike
clustering which assumes each category as exclusive, in topic modeling, a topic is
defined by a group of words with each word in the group having a probability of
occurrence for the given topic, and different topics have their respective group of
words along with corresponding probabilities. In LDA, each document is consid-
ered as a mixture of topics and each word in a document is considered randomly
drawn from document’s topics. The topics are or latent which is uncovered via
analyzing joint distribution to compute the conditional distribution of hidden
variables (topics) given the observed variables, i.e., words in documents. From
a collection of document, LDA infers per word topic assignment, per document
topic proportion, and per corpus topic distribution. The process for identifying
user and apps is described below.

1. For each user ui ∈ U
(a) merge all reviews given by ui as single document //user level
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2. For each app ai ∈ A
(a) merge all reviews received ai as single document //app level

3. Compute LDA with user level documents
4. Compute LDA with app level documents

Labeling Topics. The topics learned by the model need to be labeled before
using so that we could understand what each topic measures. Automatic labeling
methods are not suitable for our study as it requires domain knowledge (mobile
apps related). In topic modeling, it has become customary to manually label
topics ensuring better labeling quality.

Algorithm 1. Polarity Aggregation

Input: Topics T, Words W, Topic-Word distribution Matrix TWMW×T ,

Aggregated Reviews at app level R
Output: Aspect Polarity Matrix APMR×T

1: Initialize [APMR×T ] ← NULL
2: for r ∈R do
3: for s ∈SentenceTokenize(r) do
4: Initialize topic, prob ← 0
5: polarity ← PolarityIdentification(s)[24]
6: tokens ← WordTokenize(s)
7: CommonTokenV ector ← W
8: for ct ∈CommonTokenV ector do //Create (W × 1) vector of 0 and 1
9: if ct ∈tokens then

10: ct ← 1
11: else
12: ct ← 0
13: end if
14: end for
15: Prob1×T ← trans(CommonTokenV ectorW×1) × TWMW×T

16: topic ← argmax(Prob)
17: APMr,topic.sentiment ← APMr,t.sentiment + polarity
18: end for
19: end for

Polarity Aggregation. In this step, we identify the polarity of app level
reviews for each aspects being identified and aggregate them. We have used
dictionary based sentiment classifier [24] to identify the polarity of reviews at
sentence level. TextBlob, a python implementation of sentiment detection task
returns polarity score within the range [−1.0, 1.0] where value less than 0.0 is
negative and greater than 0.0 is positive. In this step, for each sentence of the
reviews, sentiment is identified and then the topic closely associated with the
sentence is determined. Next, sentiment polarity is aggregated to the identified
topic. The sentiment values for aspects corresponding to each apps are stored as
Aspect Polarity Matrix, APM.



196 B. Kuriachan and N. Pervin

Algorithm 1 explains the process of identifying and aggregating polarity of
aspects. Sentiment of review is identified at sentence level after tokenizing each
review text into sentences [line numbers 2–5]. Next, a matrix of dimension W ×1
is created by assigning values 1 and 0 whereas 1 implies topic-word is present in
current sentence and 0, otherwise [line numbers 6–14] where W represents the
set of all words in the corpus. For each sentence, we need to identify the closely
associated topic which can be conceptualized as the set of words in a sentence
which attain highest probability in a topic. In order to do so, we sum the topic-
word probability of matching words in the sentence for each topic and the one
having highest value is selected [line numbers 15–16]. Once topic is determined,
polarity value is aggregated to the r, topic entry of aspect polarity matrix where
r represent the review record and topic corresponds to the topic.

5 Dataset Description

Table 2. Statistics of labeled review
dataset
Dataset SwiftKey FacebookTemple Run2TapFish

Train 1000 1000 1000 1000
Test 2000 2000 2000 2000

Table 2 shows the statistics of labeled
review dataset. Our proposed algo-
rithm executes in two levels: first
we segregate the informative reviews
from the non-informative ones. Sec-
ondly, we identify the aspects and
associated sentiment from the reviews. In the first stage, to train the model, a
labeled dataset containing 9000 reviews obtained from [9] has been used. Labels
of the dataset indicate whether the review is informative or non-informative. In
the second stage, we use a mobile app review dataset [25] of 21624 mobile apps
with AppID, UserID, app rating, textual review etc. Without loss of general-
ity, we have considered only the ‘Games’ category for identifying the aspects
and polarity. From the selected category, we have taken applications which have
received at least 1000 reviews and for those with more than 2000, a random
sample of 1500 reviews is taken for our analysis.

6 Experimental Details

Comprehensive experiments are conducted to evaluate our proposed approach.
First, we describe the filtering process where a classification model is created to
filter out non-informative reviews. Second, we compare our proposed method for
aspect identification with two benchmark models, original LDA and Local LDA.
Finally, we evaluate the polarity associated with the identified aspects.

6.1 Experimental Settings

For this study, Windows 10 operating system with 8 GB RAM has been used.
Python 3.5 is used for text preprocessing and creating review classification model
while R 3.4.2 is used for topic modeling.
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6.2 Review Classification

The first task is to filter the non-informative reviews for which we build a classifi-
cation model using machine learning techniques namely L2 regularized Logistic
Regression (LRL2), SVM and Naive Bayes. To identify the best classifier, we
train each of these three models separately on dataset mentioned earlier [9] and
evaluate using standard metrics as mentioned below

Precision =
(TP )

(TP + FP )
, Recall =

(TP )
(TP + FN)

Accuracy =
(TP + TN)

(TP + FP + TN + FN)
, F -Measure =

(2 ∗ Precision ∗ Recall)
(Precision + Recall)

)

(1)
where TP, FP, TN and FN represent the number of true positives, false posi-
tives, true negatives and false negatives respectively. Figure 3 depicts the varia-
tion of F-measure for different values of L2 penalty. From the plot it is evident
that F-Measure attains its highest value for L2 penalty = 5.

Fig. 3. Logistic regression with L2 reg-
ularization

Experiments have been conducted
on the models as shown in Table 3
and respective F-Measures are compared.
Results show that for all the four apps,
F-Measure is the highest for logistic
regression with l2 regularization. Other
evaluation metrics have been shown in the
Table 4 for logistic model. Therefore, we
choose LRL2 as the classifier model for
informative review filtering. It should be
noted that this experiment as well depicts
the superiority of this approach compared
to EMNB presented by Chen et al. [9].
Also [9] presented one model for each app
which limits the applicability in the practical scenario. On the other hand, LRL2
performs consistently good even on the combined model with F-Measure= 0.83

Table 3. Model comparison with F-measure

All reviews Facebook Temple Run2 SwiftKey Tap Fish

LRL2 0.83 0.885 0.831 0.77 0.789

SVM 0.81 0.884 0.813 0.721 0.788

Naive Bayes 0.8 0.844 0.815 0.727 0.748

EMNB NA 0.877 0.797 0.764 0.761

Table 4 shows a detailed performance metrics of LRL2 which include preci-
sion, recall, accuracy, and f-measure on each apps individually and combined.
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Table 4. L2 regularized logistic regression

All reviews Facebook Temple Run2 SwiftKey Tap Fish

F-measure 0.83 0.885 0.831 0.77 0.789

Precision 0.806 0.875 0.843 0.745 0.744

Recall 0.86 0.892 0.818 0.795 0.84

Accuracy 0.873 0.877 0.89 0.855 0.897

6.3 Aspect Level Sentiment Generation

Filtering. LRL2 has been employed as the classifier to filter out the non-
informative reviews yielding a F-Measure of 0.79. From a total of 1048576 review
records 181630 are identified as informative which is 17.32% of the total reviews.

Aspect Identification. After filtering out non-informative reviews, common
aspects in the reviews are identified using Latent Dirichlet Allocation across apps
and user level. Aspects at app and user level give the key topics being discussed
with respect to the apps as well as the user perspective. In this study, we have
compared our proposed method with review level LDA and local LDA [26],
respectively. In review level LDA, each review is considered as a single document.
In local LDA, each sentence is considered as one document. In app level, reviews
received by each application is considered as one document while in user level,
reviews given by each user is one document. Figure 4 shows the word cloud
of app, user, review and local LDA corpus. Size of words in the word cloud
correspond to relative frequency of their occurrence. From the picture, it is clear
that many instances of words like time, level, update, load, freeze, player, etc.
are very frequent in all the corpus.

Herein, we aim to identify important aspects from large set of reviews using
LDA, an unsupervised text clustering technique. The metrics to evaluate the
quality of the topics generated have been discussed below.

– Perplexity

The standard assessment of topic models involves measuring how well the model
performs when unseen documents are predicted. More specifically, a model
trained on a set of documents should give high probability while testing on
held-out documents. One of the most common metric used in language models
to measure the predictive power is perplexity [27], which is the probability of
test set normalized by the number of words. It can be understood as the pre-
dicted number of equally likely words for a word position on average, and is a
monotonically decreasing function of the log-likelihood. Thus, a lower perplexity
over a held-out document is equivalent to a higher log-likelihood, which indicates
better predictive performance. For a test data or unseen set of M documents,
the per-word perplexity is defined as
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Fig. 4. Word cloud of app, local, user and review level LDA

Perplexity(test) = exp
(

−
M∑
d=1

log p(wd)∑M
d=1 Nd

)
(2)

where Nd is the number of words in document d.

– Word Intrusion

For measuring the quality of topics, the most important indicator is the semantic
coherence of words present in each topic. For a topic, semantic coherence can be
understood as how well a topic is represented by a set of words and understood
by human subject. In order to measure the semantic coherence quantitatively,
word intrusion task designed by Chang and Chien [28] is used. In the word
intrusion task, the subject is provided with six randomly ordered words with
an intruder word not present in the topic. The task of subject is to identify the
intruder word. An intruder word is selected at random from a pool of words with
low probability in the current topic but high probability in some other topic so
as to ensure that the intruder is not rejected solely due to rarity. All six words
are then shuffled and presented to the subjects. The model precision MP k

m of the
kth topic inferred by model m in word intrusion task is defined as the fraction
of subjects agreeing with model

MP k
m =

1
S

∑
s

I(imk,s = wm
k ) (3)

where imk,s is the intruder word selected by subject s among S subjects, wm
k is

the actual intruder word, and I(·) is an indicator function. I(·) = 1 if condition
holds true and 0 otherwise.
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Fig. 5. Model precision for word intrusion

Selecting Topic Number: In order to
identify the key aspects from the
reviews, we are using LDA which is
parametric and topic number should
be given. The most challenging part
in unsupervised learning is determin-
ing the number of clusters (here, top-
ics). Though there are methods which
automatically identify the number of
clusters using statistical fit like per-
plexity, multiple studies [28,29] show
that, statistical fit alone is not an ideal
choice and rather suggested to take in
account both statistical as well as sub-
stantiate fit (semantic coherence). Choosing topic number by perplexity relies
solely on the predictive power alone of the model, but our goal is to identify the
latent aspects which are semantically relevant. For this task, we use substantiate
fit which involves human judgment. Since measuring the substantiate fit is time
consuming, we have used perplexity value to limit the number of models to be
evaluated. Herein, we have measured the perplexity values of held-out documents
and used those values to reduce the set of models that needs to be evaluated for
semantic coherence. Figure 6 shows the perplexity value of held-out documents
with different topic number for each LDA models. For all of the models, change
in the perplexity values are very minimal after topics 15. Hence, we perform sub-
stantiate fit for numbers in the range of 15 to 30 as perplexity value is almost
steady after topic 30.

Figure 5 shows box-plots of four model’s (Local, User level, App Level and
Review Level LDA ) precision with different topics. It is clear from the plot that
User Level LDA which has each user’s review combined and the Aapp level LDA
where reviews received by each app aggregated separately perform better than
Local LDA and Review Level LDA with 25 and 30 topics respectively.

Aspects are identified using User and App level LDA. Aspects identified from
App Level LDA is further used to measure the sentiment polarity with respect
to each of them.

Figures 7 and 8 shows random 4 aspects identified using User and App Level
LDA, respectively. Each aspect is represented by list of words in the barchart.
One can easily note that many of them are common. While User Level LDA
renders the key preferences by user, App Level LDA delineates general opinion
of all the users using that app. For example, the aspect ‘Graphics & Control’
in User Level LDA shows that some users are concerned about the particular
feature which can be inferred from the topic probability distribution. On the
other hand, ‘Graphics & Control’ in App level LDA indicates a large number of
users is discussing about that feature. To know the sentiment associated with
this aspect, polarity aggregation step has been performed as discussed below.
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Fig. 6. Held-out per-word perplexity vs number of topics of (a) app level, (b) user
level, (c) review level and (d) local LDA

Fig. 7. User level - topics Fig. 8. App level - topics

Polarity Aggregation. Aspects of App level LDA is further processed to
identify the sentiment polarity. For measuring the sentiment of the review sen-
tence, we have used a dictionary based sentiment classifier implementation of
TextBlob [24]. Polarity is identified for each sentence of the review. After identi-
fying the polarity, we have associated it with the closest aspect. Table 5 shows a
sample result of app level polarity aggregated matrix normalized to the number
of sentences in the reviews. It shows the sentiment distribution for 5 random
topics which are selected from the available 30 aspects. Each row in the table
shows sentiment polarity distribution of aspects for individual app. The value
in the parenthesis represent the positive and negative sentiment for each aspect,
respectively. For example, the third review in Table 5 discusses about the annoy-
ing advertisements in a game app. It is evident from the review text that the
users of the app are dissatisfied with this particular aspect which is captured in
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the polarity aggregation technique with negative sentiment score = 0.18. It can
be explained similarly for the other two reviews.

Table 5. Sample of app polarity matrix normalized by number of sentences

No: Review snippet Topics

Force close Game version Sound effects Advertisement

1 App frequently
exits without any
error message on
my device,
frustrating.
Tablet running
the latest version
of the original
rom. Please fix
this in next
update...

(0.01, 0.15) (0.15, 0.18) (0.00, 0.00) (0.00, 0.00)

2 Screwed up my
sound card, now
bad touchscreen
sounds. Poor
volume...

(0.01, 0.07) (0.02, 0.05) (0.04, 0.15) (0.01, 0.06)

3 Too many seizure
triggering
flashing advert.
The adds are
very annoying i
don’t want to
keep winning
each game...

(0.00, 0.00) (0.00, 0.07) (0.00, 0.00) (0.01, 0.18)

7 Conclusion and Future Work

Considering the vast amount of reviews available in the app marketplace, both
users and app require personalized profiles. Prior works on app profiling have
mainly constructed models on single app which lacks generalizability and appli-
cability in practical scenarios. In this work we proposed an Aggregated LDA
(ALDA) for apps (SALDA) and users (ULDA), separately. Unlike local LDA
model which considers topic modeling at sentence level, this approach aggre-
gates reviews for an app as a single document in ALDA and groups reviews for
users as a single document in SALDA. Moreover, sentiment has been associated
at aspect level for mobile apps. This in turn improves the interpretability of the
identified topics. Experimental findings on a mobile app review dataset collected
from Android app store demonstrate that SALDA and ULDA can effectively
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identify the latent topics. In future work, we plan to apply the user and app pro-
files to improve the personalized app recommendations. The model will further
be applied on different app categories to understand how user requirements vary
across popular categories in app store.
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Abstract. Rapidly changing environments and customer demands force com-
panies to transform their business models in ever shorter periods of time.
However, existing approaches like the business model canvas and correspond-
ing tools mainly focus on documentation on a strategic level and do not actively
support the business model transformation process from a current state towards a
target state. To address this problem, we derive requirements for a business
model transformation tool. We translate these requirements into design princi-
ples and present a toolset for data-driven business model transformation. This
toolset enables companies to extract status quo business models from existing
operational information systems. Furthermore, it allows the representation of
explicit relationships between the different value dimensions of a business
model and enables quantifying the impact of changes. The result of this paper is
a set of requirements, design principles as well as a tool instantiation, which can
actively support the business model transformation process.

Keywords: Business model � Transformation � Design science

1 Introduction

Increasing global competition and new challenges driven by a growing number of
services and digitalization force companies to adjust their business models
(BM) steadily to the new environment. The combination of traditional products with
(digital) services becomes more and more important for companies. As consumers are
more than ever able to compare products and services on the markets, companies have
to rethink their traditional way of doing business [1]. Thus, companies increasingly
redesign their BMs and focus on digital services [2]. To support business modelling in
general, several methods, techniques and tools exist [3]. The most well-known is the
Business Model Canvas (BMC) by Osterwalder [4].

Although BMs have been intensively investigated in the information systems
discipline as well as strategic management, entrepreneurship and marketing, there is
still a gap with regards to the question how actual transformation of BMs can be better
supported [5]. Having a closer look at the often cited BMC by Osterwalder, it becomes
obvious that the focus of the concept is rather strategic and less focused on the
operationalization of the defined BMs [4]. Thus, different advancements and frame-
works have been suggested to make the concept more operational [3, 6]. Zott et al. [7]
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further mention the need of an increased flexibility in BMs to improve the support for
transformation processes. As a result, the knowledge of BM transformation (BMT) can
be used by practitioners. This knowledge can be used to extend the current BM
concepts from the strategic level to the operational level. This is because current BM
concepts like the BM canvas [8] or the BM cube [6] are inflexible in the way that these
concepts focus mainly on the strategic view of a company [8]. In sum, most of these
models provide guidance rather on a higher abstraction level, like the BMC as a first
outline of the planned value creation in a start-up phase. IS research started to link the
operational level to the rather strategic BM level and emphasizes the importance of
making BMs more operational for example through considering the dependencies of
lower levels [9, 10]. Implementing a higher degree of operationalization in existing BM
concepts would support a better comprehension of the transformation process [5].
Having a look at strategy execution research, Richardson [11] stresses the need of
supporting the execution of strategic frameworks. He further claims, that a BM is
neither a strategy nor a table of actions to execute the strategy (see also [9, 12]). The
key question is, how to make BMs more executable, considering operational levels in
organizations to emphasize the path from strategy to execution [7, 13]. In particular,
there is a need to develop a framework, which supports a transformation through clear
rules. So, in this work we want to answer the question:

What are relevant meta-requirements and design principles for business model
transformation tools and how can they be instantiated?

To answer this question, we follow a design science research (DSR) approach. In
this paper, we first describe conceptual foundations (Sect. 2). In Sect. 3, we elaborate
on the underlying DSR methodology and specifically describe the activities performed
in cycle 1 of the entire DSR project. Sect. 4 presents the meta-requirements and design
principles. Subsequently, we give an overview about the instantiation of the design
principles in a concrete business transformation toolset (Sect. 5) and provide an out-
look and a final conclusion (Sect. 6).

2 Conceptual Foundations

2.1 Business Model Tools

Business models (BM) focus on providing a transparent representation of how a
company actually creates value [16]. For Timmers [17], a BM is “an architecture for
the product, service and information flows, including a description of the various
business actors and their roles; and a description of the potential benefits for the various
actors; and description of the sources of revenue”. Facing disruptive changes, com-
panies can influence such changes through extensive adjustments of their BMs [17].
Existing approaches try to support this through a representation of the value creation
process of a company [16] and facilitating a mediation between strategic and opera-
tional levels [9]. However, actual support for this mediation process is lacking [3].
Contemporary business model research focuses on the challenge by adapting business
models according to disruptive situations [18]. Both in practice and theory, the aim is to
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demonstrate the interaction of business model components and the development of the
entire business model so that changes in the environment and the associated devel-
opment can be viewed better [15].

Osterwalder’s ontology for BMs [4] and the related book [8] is most likely the most
visible framework in research and practice. Today, more than twenty BM frameworks
with various purposes of use and field of study exist [15]. Specifically, scholars added
further dimensions to transform the one-dimensional BMC to a multidimensional cube.
In this cube concept, the categories of the BMC are reorganized in a way, that they
show relations and support BM implementations [6]. A practical tool, which is using
this BM cube, is for example the “NEFFICS platform” [19]. This reflects the logic, how
value is created in more detail, but also requiring higher modelling effort [6]. The basic
idea of this tool is to make the entire model more operational and allow connections
between the different elements of the model [20]. However, these extensions and
improvements come at the expense of simplicity, which is provided through the
established BM canvas [8]. An adequate tool should therefore consider the principles of
operationalization as well as simplicity.

2.2 Business Model Transformation

In general, we define business model transformation (BMT) as a transformation process
of the value creation caused by external or internal changes [18]. Especially, disruptive
changes can affect companies in a way that they have to adapt and change their BMs
significantly [15]. For this definition of BMT, we adapt the definition of Lindgardt et al.
[21] for BM innovation (BMI): “A business model consists of two essential elements –
the value proposition and the operating model – each of which has three sub-elements.
[…] Innovation becomes BMI when two or more elements of a business model are
reinvented”. However, if at least one element changes, one has to adapt the BM, which
we define as BMT. Consequently, BMI is part of BMT when the value creation
changes tremendously [22].

Three kinds of resource flows in BMs are considered: Flow of goods, representing
the way of products, ownership and risk; flow of information as well as flow of funds
[23, 24]. In the BMC, the categories “Key Activities” and “Key Resources” build
partial models, which have interlinks between each other, because the resources are
used in the activities or at least address the same questions of customer relationship and
revenue streams [8]. The intention in practice as well as in theory is to show the
interaction of BM parts and the development of the whole BM, so changes in the
environment and the related development can be understood better [15]. This means for
BMT, that the user should not only have an idea of the value creation process, but also
should understands the individual partial models. This understanding is not only
necessary at one single point of time, but during the entire transformation process.
Scholars in BMI are aware of this requirement: They propose information about the
flow of goods, information and funds as design elements and consider effects of the
corresponding activities in the business model innovation process [18, 26]. As a result,
the implementation of BMI using a transformation tool should follow a systematic
management process [18, 22]. Thus, business model comprehension should be enabled
for the corresponding users of the BMT tool during the whole transformation process.
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Existing approaches try to provide a clear and transparent representation of how a
company creates value [16, 27, 28]. However, they come with limitations with regards
to the end-to-end perspective. An advanced BM tool should take into account the
current and target state of a company and orientate itself on the processes at the
operational level [3].

3 Methodology

We follow the Design Science Research framework suggested by Vaishnavi and
Kuechler [29]. The overall DSR project consists of two design cycles as depicted in
Fig. 1. In our research we specifically target real-world-challenges of companies in the
manufacturing industries. In particular, we put a specific focus on the implementation
of strategic changes of their organization triggered by changes in the BM. We tightly
cooperate with industry partners in this DSR project. Each design cycle consists of a
problem awareness phase to determine the needs for a comprehensive BMT tool to
overcome the weaknesses of current approaches. In this paper, we specifically focus on
the first design cycle and discover requirements and design principles for a BMT tool
through the analysis of real-world cases research complemented with a literature study.
The second design cycle will build on the first design cycle and deliver a complete
software artefact for BMT.

We suggest meta-requirements and design principles based on existing literature
and interviews with industry partners. Furthermore, we perform a qualitative validation
of the identified design principles by investigating real-world- transformation cases.

Fig. 1. DSR cycles based on Vaishnavi and Kuechler [29]
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Case studies are investigations of “contemporary real-life phenomenon through
detailed contextual analysis of a limited number of events or conditions, and their
relationships” [30]. Studying companies, for instance by means of a customer database,
and generalizing the results is a common approach. Specifically, we leverage real-world
cases to validate our identified design principles. Focus of these cases is the trans-
formation of an existing BM. We select a wide range of cases from the manufacturing
sector. We focus on this sector, because for us the comparability between companies of
the same sector is higher than across different sectors. The main information of the
transformation in the cases is derived from public available reports [31–37]. Addi-
tionally, information is derived from public Web pages, publications of the companies
and business performance reports. The companies are located all over the world, e.g.
United States, India or Europe. A majority of the cases is from the automotive sector,
but the rest is spread in other fields of manufacturing. Therefore, we want to guarantee
a higher generalizability of the results.

4 Suggestion Phase

In this section we describe the meta-requirements and design principles for a BMT tool.
As mentioned above, a BMT tool in general should demand the two mentioned main
needs: Getting an objective overview of the current situation and supporting users
throughout the entire transformation process.

4.1 Requirements for BM Transformation Tools

We proposed five requirements (RQ) for business model transformation tools. Three
requirements focus on extracting the status quo business models from existing orga-
nizational information systems and two for supporting the actual BMT process. As
mentioned earlier the use of the BMC is quite common in companies. However,
BMC’s are created top-down and therefore contain subjective data. This is because the
BM is depending on the involved people and their actual knowledge about the value
creation process. Existing literature addresses such challenges as the formation and
adaption of BMs [5]. As a result, there is no evaluation step included and people
involved in the transformation do not know, if they start with a complete and correct
capturing of the initial situation.

A possible solution can be the use of company data from organizational informa-
tion systems. In particular, information systems such as enterprise resource planning
(ERP) systems can be leveraged. They provide a huge amount of data follow a more
objective data-driven BM approach. Thereby, one has to take care, that relevant data is
used, which provides detailed information about the current value creation process. The
key challenge hereby is to identify appropriate data sources containing the relevant
information of the company’s BM. This, we articulate the first meta-requirement:
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RQ 1.1: To enable bottom-up creation of a business model leverage existing data.
The results of this bottom-up approach have to be compared and rated towards the
top-down approach. Therefore, the extracted data should be structured in some way.
With that, not only a comparison between the top-down approach, but also with other
BMs is important. In BMT, one typically compares the initial situation with the target
state. Current BM approaches like the BMC [8] or the BM cube [6] are able to provide
such a structure. Furthermore, a defined structure of the extracted data is also con-
tributing to the comprehension for its users. Thus, we articulate

RQ 1.2: To guarantee comparability of top-down and bottom-up business model
creation approaches, the extracted data should be structured in a unified way.
Not only a easy-to-understand structure of the business model is important. Too much
information can negatively influence business model comprehension of a user. For
example, the BMC is kept easy to fill in and to understand, so that users are more likely
to use it [8]. This is in contrast to the BM cube, which is a more dimensional BM
representation. Nevertheless, in this representation also the information is aggregated
[6]. In general, to reduce an overload of information, the given data should be provided
in a way such that the user has the necessary information in an aggregated form:

RQ 1.3: To report relevant information, the collected data should be aggregated.
Existing BM research deals with challenges such as the formation and adaptation of
BMs in different business areas [5]. It is relatively easy to model the current state and a
target state that represents the future to-be situation of the company [8]. However, there
are specific challenges in the transformation process. For example, when mapping the
actual and target situation, some elements in their context cannot be reused or are
outdated. This results in a number of gaps that force decisions, e.g. by means of
leveraging internal or external capacities [21]. Thus, we articulate the following
requirement:

RQ 2.1: In order to increase the executability, the status quo of a companies’ business
model(s) should be explicitly interconnected to the target business model(s).
Mapping is difficult because the focus is mainly on the logic of value creation [4, 17].
However, the mapping of the current BM with the target BM is important because one
can quickly see which elements are not mapped. We understand the “as-is state” BM to
be representative of the current operational level of a company, since it represents the
existing value creation logic. For us, the target state model is a representation of the
company’s goals. Consequently, mapping the elements means linking the different
levels of an enterprise as required by a BM. Thus it is possible to mediate between
these levels and to show how the different levels interact [4, 17]. For example, a
company can choose between an internal or external resource with different effects on
revenues and costs. After the mapping of the elements, it should be possible to carry
out a gap analysis, which shows the need for action to transform towards the target
state:

RQ 2.2: In order to increase mediation of different business levels, business model
configuration should explicitly show the consequences of alternatives (Table 1).

An overview on the described requirements is listed in Table 1.
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4.2 Design Principles for BM Transformation Tools

After the derivation of the requirements we propose design principles. The require-
ments (RQs) 1.1–3 will be factored in the design principles (DP) 1.1–4 and analogously
RQ 2.1 and 2.2 will be translated in DP 1.1–3.

For the RQs focusing on data-driven status quo capturing of business models, it is
of particular importance to use suitable data that reflects the logic of a company’s value
creation process. It is also important that the data is correct and complete. In order to
meet the requirement RQ 1.1, we suggest for DP 1.1 that data from existing organi-
zational information system (IS) is used. This data is typically based on transactions
and represents an unbiased view from the real world. In addition to the use of the
corresponding data, the way in which they it is structured is important, as articulated in
RQ1.2. Since the BMC is frequently used in practice and is often quoted [34], we
consider the BMC categories as an adequate structure. This structure enables users to
find relevant information according to the established BMC concept (DP 1.2).

Next to this, the consolidation of data is important to avoid a information overload
for users. In addition, not all data can be captured by the model. Since the goal of the
BMT tool is to give the user a quick and comprehensive overview of the BM [10], the
extracted data should be consolidated. As a criterion for this consolidation, the various
categories of BMC should be automatically populated in with aggregated information.
This information can be obtained by using calculation and aggregation methods within
business model extraction process. For example, important customer segments can be
defined as a segment with which a company generates the majority of its sales. That is
why we articulate DP 1.3. In addition, business-model-related data is distributed across
different storage locations within organizational information systems. The artifact must
therefore know which different tables need to be merged in order to obtain relevant
information about the business model. DP 1.4 therefore requires the artifact to provide
proxies on how to retrieve the dimensions of a business model, and to know from
which data sources and tables in the enterprise system the information can be retrieved.
These four DPs contribute to the automatic creation of a BM. Reducing effort and
increasing accuracy are the two main advantages of this approach. These principles
build the first part of the BMT tool. It guarantees, that the user does not have to rely on
his or her feelings and knowledge, but is supported by mining algorithms.

Table 1. Requirements for business model transformation tools

RQ Description

1.1 To enable bottom-up creation of a business model leverage existing data
1.2 To guarantee comparability of top-down and bottom-up business model creation

approaches, the extracted data should be structured in a unified way
1.3 To report relevant information, the collected data should be aggregated
2.1 In order to increase the executability, the status quo of a companies’ business model(s)

should be explicitly interconnected to the target business model(s)
2.2 In order to increase mediation of different business levels, business model

configuration should explicitly show the consequences of alternatives
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In order to support responsible people involved in the BMT process, the target BM
and the current state of the value creation should be comparable. Additionally, users
should be able to work with both BMs in parallel. One possibility is the use of a
semantic relationship model, as it contains the relationships between the elements and a
base for comparison of different BMs. Based on a semantic relationship model for the
current and the target BM, one can also support different configurations (DP 2.1). In
general, the semantic models enable a more precise representation of how a company
performs its business today and in the future. Subsequently, the various elements (e.g.
common elements) and their categorization as well as other relevant aspects have to be
considered [6]. In addition, it represents also a basis for a gap analysis if the elements of
different BMs are represented. The two semantic graphs of the current and target state
can then be compared with each other. This means that the same notes are recognized
in both graphs. So, one can quickly see where adjustments need to be made in the target
state. This should also lead to a better understanding of the transformation depen-
dencies (DP 2.2). The mapping of the different situations allow a better comparison of
existing, obsolete and missing elements in different situations. Based on a comparison
between an actual and a target state, it shows the need for action. In particular, a gap
analysis could show that there is a need for action in designing the implementation of
the target state. If there are different alternatives to the implementation of the model, it
would be helpful to see the effects of the individual alternatives on the selected KPIs
[5]. This demand for DP 2.3 enables changes in the BM to be detected quickly. For a
transformation and long-term observation of BMs it is very helpful, but requires that
each element is linked to at least one KPI, so that the meaning of an element is visible
in the model [15]. All in all, these three DPs build the second part and should consider
the support of the user during the BMT process. All DPs and their related requirements
are shown in Table 2.

Table 2. Design Principles and the related Requirements

RQ DP Description

1.1 1.1 In order to satisfy the demand for suitable data, existing raw data should be
extracted from organizational information systems

1.2 1.2 In order to meet the requirement for a uniform structure, the business model
canvas structure should be used

1.3 1.3 In order to meet the need for relevant information, calculation and consolidation
functions must be provided

1.4 1.4 To meet the demand for relevant business model data, the artifact requires a
knowledge base of the sources of business model information and a merge logic
to recombine existing the information

2.1 2.1 Status quo and target business models should be captured using semantic
models to allow different configurations

2.1 2.2 A mapping between status quo and target business models should be enabled to
understand transformation dependencies

2.2 2.3 Business implications of changes performed within the transformation should
be reflected in KPIs referring to the corresponding business model elements
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We performed a qualitative validation of the proposed design principles on the
basis of real-world transformation cases. Selected results of the case analysis are
depicted in Fig. 2. The basic idea is that we analyzed the cases with regards to the
relevance of the proposed design principles. We rated each case from 1 (low), 2
(medium) to 3 (high) if some reference was mentioned and “X” if it is not mentioned.
These proposed numbers should not be considered as formal measures, but rather
reflect the tendency of the relevancy of the proposed design principles in the specific
cases.

Getting relevant data to actually model the current state seems to be possible and
relevant in all cases. However, the degree of structuration of the data is varying. For the
underlying knowledge base, there are some potentials for improvement. The data
quality varies across the cases. However, nearly all information is spread over different
sources and is typically provided in spreadsheets or PDF-based documents.

Many limitations exist with regards to the ability to actually perform business
model transformation (2.1–2.3). In many cases it remains questionable whether a
structured business model transformation process has taken place at all. Looking at the
changes (2.3), a partly high potential for impact monitoring with KPIs is existing. This
relates also to our assumption, that some measures for transformation were not eval-
uated and not observed with KPIs.

Overall, the analyzed cases provide evidence for the suggested design principles.
Enough data (besides KPIs for supervising the transformation) is available and pro-
vided. However, this data is often unstructured, unconsolidated and spread across
different data media as Excel, PDFs etc. The BMT tool should help here, to get a
complete and structured overview about the current situation. Furthermore, the BMC

Fig. 2. Aggregated results of case analysis
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seems to provide an accepted structure, which can be used as a base for a transfor-
mation. Furthermore, configuration, mapping and continuous evaluation of changes is
not done and supported enough.

5 Instantiation

As mentioned earlier, a BMT tool in general should (i) support users in getting an
objective and complete overview of the current business model and (ii) empower users
to execute the business model transformation process. Our overall BMT tool instan-
tiation is implemented in a toolset that currently consists of two loosely coupled tools.
First, a business model mining tool implementing DP 1.1–1.3. We do not further
elaborate here on this instantiation, as it has been introduced and described in
Augenstein and Fleig [38]. Second, a Business Model Analyzer tool that builds up the
business model mining results and supports users in actually running the transformation
process. With regards to DP 2.1 and DP 2.2. the tool explicitly captures and depicts
semantic relations between the different elements following a hyperlink approach in
order to allow for mapping and configuration. Through the linkage between the ele-
ments, one established a semantic relationship network, which can also be mapped to
other BMs. Clicking on one element shows the predecessors and successors of this
element in the semantic relationship network. Furthermore, this builds also the foun-
dation for configuration features.

Furthermore, a dedicated KPI category based on DP 2.3 is introduced. In this
category, the user can include further KPIs in order to explicitly capture changes in the
transformation activities. Leveraging this KPI category, changes can be captured more
accurately than with the existing value capturing dimensions of the BMC. Figure 2
depicts a screenshot of the Business Model Analyzer (Fig. 3).

Fig. 3. Business model analyzer tool
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6 Conclusion

Companies have to adapt their business models in ever shorter time intervals. Existing
tools do not fully unleash the potential for a comprehensive support of such trans-
formation processes. In this paper, the requirements and design principles for a BMT
toolset have been identified and described. We present our implemented BMT toolset
and specifically describe advanced mapping and evaluation features. Future work will
include the evaluation of this toolset as well as advancing configuration functions as
well as analytical features with regards to prognostic functions for the KPIs category
and extended business model mining algorithm.

Our work in its present form comes with several limitations. First, the data required
for the tool must be consistent. While downloading and consolidating data from
organizational information system is a minor challenge in tool development, the real
challenge is to identify business model relevant data within the various source systems.
In order to “compute” business models from data, our approach must “proxy” the
elements and dimensions of a business model from data. Furthermore, several business
models can coexist within an organization. In addition, the current status of the pro-
totype is not able to distinguish between the different business models in an information
system and to merge business models from different source systems. A challenge will
therefore be to find a way to choose and differentiate between different business models
and to merge several sub-business models from several information systems.

To conclude, we believe the presented DPs for BMT tools contribute to the
organizational capability to generate knowledge about the organization itself, and offer
a solid base for improving transformation decisions by providing an alternative to “de
jure”, top-down models in “de facto” and bottom-up models. Practitioners as well as
scholars can build on the presented design knowledge in order to build corresponding
BMT tools addressing their challenges.
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Abstract. The last years have witnessed an increasing shortage of data experts
capable of analyzing the omnipresent data and producing meaningful insights.
Furthermore, some data scientists mention data preprocessing to take up to 80%
of the whole project time. This paper proposes a method for collaborative data
analysis that involves a crowd without data analysis expertise. Orchestrated by
an expert, the team of novices conducts data analysis through iterative refine-
ment of results up to its successful completion. To evaluate the proposed
method, we implemented a tool that supports collaborative data analysis for
teams with mixed level of expertise. Our evaluation demonstrates that with
proper guidance data analysis tasks, especially preprocessing, can be distributed
and successfully accomplished by non-experts. Using the design science
approach, iterative development also revealed some important features for the
collaboration tool, such as support for dynamic development, code deliberation,
and project journal. As such we pave the way for building tools that can leverage
the crowd to address the shortage of data analysts.

Keywords: Collaborative data analysis � Crowdsourcing � Design science

1 Introduction

Data analysis is a complex task that touches on many skills. Experts conducting data
analysis are, therefore, expected to be proficient not only in the domain of their interest,
but also in other disciplines such as statistics, computing, software engineering, and
algorithms [1]. These high expectations make data scientist scarce, leaving their
valuable services out-of-reach for a big share of public. This also means that the way to
become data analysis expert is extremely complex and the specialization cannot be
easily gained.

In this paper, we introduce an approach for collaborative data analysis to allow non-
experts to cooperate on data analysis projects. In contrast to the lack of data scientists,
there are many freelancers or enthusiasts that have some basic coding skills obtained
either in introductory classes during their studies or self-acquired throughout the course
of their life. While those non-experts do not have all necessary skills to perform
end-to-end data analysis projects, they can be involved in some parts where their skills
are sufficient. Specifically, we argue that non-experts with some coding skills can be
especially helpful in the data preprocessing stage of data analysis. In this step data
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scientist transforms raw data into a data suitable for statistical modelling, as it is often
inconsistent, incomplete and contains many errors. It is, therefore, likely that prior to
statistical modelling, which requires significant knowledge in statistics and computer
science, there is a need in “data wrangling” – transforming and editing raw data until it
is suitable for data analysis [2].

At the same time, data preprocessing and the following statistical analysis cannot
be decoupled. Often, in order to apply certain statistical approaches, the data has to be
previously transformed and organized accordingly. For instance, to apply a statistical
model that assumes linearity the dependent variable often has to be transformed first.
Moreover, data analysis is an iterative process where data preprocessing and modelling
are intertwined: the results of data analysis lead to new ideas on how better to analyze
data, which in turn leads to additional data preprocessing. Therefore, it is important that
experts and non-experts cooperate and efficiently coordinate tasks. Following these
considerations, we propose a process where data analysis projects are divided into
sub-tasks and each is assigned to a freelancer with limited knowledge in data analysis
and (some basic) coding skills. While the participants are assigned to different tasks,
they interact through various communication channels in order to draw on their col-
lective knowledge [3], and thus, reach the desired results. Dividing the project into
several simple tasks allows project manager – a data analysis expert responsible for the
whole data analysis project – to distribute and coordinate the tasks. This way the
manager can take advantage of various workers’ abilities in order to conduct data
analysis. In our experiments, we explore whether the results of non-expert teams
orchestrated by manager are comparable to the results produced by experts handling the
whole project. Therefore, our goal is to propose a practical solution to the problem of
shortage of data scientists and allow non-experts to take part in the process of data
analysis.

Our contributions are as follows: First, we present a method for collaborative data
analysis in online freelance setting. Second, through a set of experiments, we show that
the proposed approach is both cost-effective and can produce results with equivalent
quality to those produced by data scientists. Finally, following a design-science
approach, we develop a platform that supports collaborative data analysis with
mixed-level expertise.

2 Literature Review

In the following section, we introduce prior work on which we based our study. Its
subsections review the success factors of online collaboration, describe the existing
solutions for collaborative data analysis, and discuss the theoretical underpinnings that
informed our method.

Online Collaboration: The advances of communication technology as well as a spread
of sociotechnical systems made it possible for workers effectively collaborate within a
distributed environment. Rather than meeting face-to-face, workers can rely on various
communication channels such as emails, teleconference software or chat tools to
cooperate in various tasks [4]. Many domains adopted computer mediated collaboration
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as a useful tool for reaching goals. Scientists use different online tools to engage in
research discussions and activities [5]. Educators take advantage of online collaborative
learning techniques to support students in achieving competence and foster skills like
team working and group decision making [6]. Moreover, online collaborative tools
facilitate marketing and decision making activities by, for instance, allowing better
understanding of shopping behavior and predicting demand for products [7]. Previous
research has identified multiple factors that impact successful online collaboration. First,
a team has to be supported by senior member or manager who is facilitating the progress
of the task and provides feedback [8]. Second, the members have to make themselves
familiar with each other, which in turn should lower the psychological barrier of
estrangement and promote cooperation over time [9]. Third, well-established commu-
nication is essential to avoid disagreements about the priorities and strategy to achieve
pre-set tasks [10]. Fourth, trust along the group members supports the feeling that all
members work towards the same goal and make every effort to achieve the best possible
outcome in order to earn trust among team members. Finally, the last element is well
established organization of the team. A competent leader will support the team in the
process of developing manageable and effective workflow to accomplish the task in
short time end with reasonable efforts [8, 9]. We considered all these factors during the
design of the artifacts that will support collaborative data analysis with non-experts.

In crowdsourcing literature, a few notable methods to support crowd-collaboration
have been proposed. For instance, Turkomatic is a tool that utilizes crowdworkers to
plan and execute complex tasks. Requesters can watch workers decomposing and
solving tasks in real time, either collaboratively or independently. Requesters can
intervene to modify tasks or request new solutions to subtasks as needed [11]. Another
framework, CrowdForge, introduces a map-reduce paradigm to split complex work into
small parts and solve it in crowdsourcing setting. The task is broken into multiple
subtasks that are concurrently solved and verified by other workers, and eventually
merged into a cumulative output. However, although the framework relies on a pow-
erful paradigm of parallel work execution, it assumes that complex work can be
decomposed into lots of merely dependent micro tasks – an assumption that is often
violated [12]. Other notable examples of online collaboration in crowdsourcing are
CrowdWeaver – supporting with visual interface for real-time managing both human
and machine crowdtasks within an integrated workflow [13], and Soylent – a word
processing interface, implementing the Find-Fix-Verify crowd programming pattern,
which splits tasks into a series of generation and review stages and utilize the col-
laboration among crowdworkers through independent voting and agreement to produce
reliable results [14].

Existing Solutions for Collaborative Data Analysis: One of the most well-known
examples of collaborative data analysis is Kaggle [15]. Kaggle is a web platform for
data analysis that allows organizations to post their data projects and invite enthusiasts
all around the world to participate in contests. Participants experiment with different
techniques and compete against each other to produce the best models. For most
competitions, submissions are scored immediately, based on their predictive accuracy
relative to a withhold test-set of data, and summarized on a live leader-board. Once the
deadline is over, the competition host pays prize money in exchange for the winning
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model [16]. Participants are allowed to team up together to collaborate on projects, and
thus improve their chances to win the contest. Other solutions, such as Sense.us [17] or
Many Eyes [18], have been proposed for collective data analysis by enabling crowds
visually inspect data. For example, [19] presented CommentSpace, a collaborative tool
for visual analysis that allows to annotate graphic content with tags and links that
reflect the relationship between comments and visualizations. Wisteria and Wrangler
are example of two human-in-the-loop systems that involve crowds in data cleaning by
inferring the operations performed manually by crowds and extrapolating them to the
whole dataset [2, 20]. Collaborative data analysis can be seen as an offshoot of dis-
tributed software projects. However, despite the evolution of advanced collaboration
and software engineering tools (e.g., GitHub, Jira), software development is still mostly
a prerogative of experts and does not involve laymen.

All mentioned solutions fall short on supporting collaborative data analysis by
relying on crowds with mixed expertise. While platforms such as Many Eyes or
Wrangler appeal to crowds without any prior expertise, platforms like GitHub require
substantial skills in order to be able efficiently collaborate using their functionalities.
Moreover, web-portals for crowdsourced data science such as Kaggle or TopCoder are
rather a meeting point for data scientists and customers and, by and large, do not
support the teams with any functionalities throughout data analysis.

Theoretical Underpinnings: Tasks can be complex and may involve the coordination
of a large number of participants with different capabilities. Therefore, different sci-
entific communities have made efforts to associate tasks by decomposing them into the
sub-tasks required to complete the full task [21, 22]. For instance, within the AI
community, Chandrasekaran et al. [23] proposed a hierarchical task-method decom-
position, which recursively links a task to alternative methods and their subtasks. This
method emphasizes modeling of domain knowledge by utilizing tasks and methods as
mediating concepts and, therefore fits our scope of the data analysis domain. Stefik [24]
proposed an approach of constraint hierarchical planning where the constraints are
dynamically formulated and propagated as the process proceeds. Subsequently, these
constraints are used to coordinate the solutions of defined sub-tasks. The organizational
approach, as presented in the Handbook of Organizational Processes of Malone et al.
[25], in contrast, introduces methodologies to represent and codify organizational
processes and provides different perspectives on how business processes might be
decomposed into sub-activities. A difference between these two approaches lies in their
different purposes: while AI is focused on building computer systems that automati-
cally execute processes, the organizational approach advocates building systems to
support people to plan and execute processes. Howison and Crowston [26] propose a
theory of collaboration through open superposition. Developed in the context of open
source software development, this theory emphasizes that tasks that appear too large for
individual are likely to be postponed until they redefined such that they can be per-
formed by single member, and that most of the tasks are indeed accomplished with
only a single programmer.

These theories inform our solution in a few ways. (A) decomposition of ill-defined
task has to be tied into domain knowledge. (B) the envisioned system should enable
experts to decompose the task in efficient manner (e.g. through taxonomy or by
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utilizing expert’s knowledge). (C) There is a need for efficient coordination and
communication in order to enable unimpeded process of data analysis (D) data analysts
working on a well-defined task will prefer to work on their own rather than collabo-
ratively in an online team. However, they will be interested to coordinate the outputs of
their task, to discuss possible solutions, and to receive feedback to their job. (E) every
task assigned to a worker should be well adapted to the skills and needs of the worker,
with a clear specifications and task manager that can supervise and help with advice
and guidance.

3 Research Design

The research design presented here follows a design-science research approach in
information systems as presented by Hevner et al. [27]. The authors describe
design-science process as a sequence of expert activities that produces a set of artefacts
with the following evaluation and feedback in order to improve both the quality of the
artefacts and the design process. According to the theory taxonomy proposed by
Gregor [28], the proposed research resides within the theory for design and action by
contributing to knowledge via addressing the considerations of (a) the utility to a
community of users, (b) the novelty of the artefact, and (c) the persuasiveness of claims
that it is effective. As the goal to define and develop artefact that supports a novel
approach of collaborative data analysis with mixed-expertise crowds, design can be
seen as a search process involving an iterative evaluation and refinement of artefacts
[27, 29]. The research methodology we adopted follows Peffers et al. [30] and includes
six steps: problem identification and motivation, definition of the objectives for a
solution, design and development, demonstration, evaluation, and communication (see
also Fig. 1).

Following the figure, we start by laying out the research motivation: (a) to enable
collaborative data analysis by crowds with different expertise, (b) the lack of platforms
that support an efficient environment for data analysis for non-experts in a dynamic
manner, and (c) to leverage the crowdsourcing and citizen science phenomena of

Fig. 1. Research methodology (Following Peffers et al. [35])
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harvesting knowledge that is hard to reach. We then define objectives of the solution:
(a) to enable collaboration on data analysis tasks on web, (b) to provide communities of
interest with means to conduct collaborative data exploration, and (c) to propose a web
environment for online collaboration. At the design stage, to the best of our knowledge,
no dominant method has been identified so far to incorporate people with diverse skills
into data analysis. Hence, the major challenge of this paper is defining and evaluating
the needs for collaborative data analysis, accounting for the diverse nature of crowd
workers. To do so, we start with the top-down approach of expert managing the
novices and gradually explore the predominant factors for successful collaboration and
tasks’ coordination. The results will be demonstrated through the web application
prototype built based on the discussed artefacts and set of experiments in which we
evaluate the crowd’s performance on a series of data analysis projects to check whether
the designed prototype satisfies the prerequisites.

4 Conceptualization of the Artefact (Data Analysis Tool)

In this study we present a framework that allows non-experts to work on data analysis
projects. Our framework (i) supports a project manager in decomposing complex tasks
into small and facile sub-tasks, (ii) supports coordination and supervision by project
manager, and (iii) enables an iterative development of the data analysis project. The
methodology we propose implies that the project manager defines a project and dis-
tributes assignments to workers in a top-down approach. A top-down approach is
considered as more appropriate for well-specified, rather than ill-defined problems [31].
However, we decided in favour of this method, as the scenario we envision is of
non-experts that are competent to perform preprocessing tasks only with the appro-
priate supervision. It is, therefore, necessary to impose task decomposition hierarchy to
be able to manage the complexity of task on the expense of its flexibility. In addition, as
our approach implies iterative exploring of the success factors for the scenario we
investigate, the top-down approach is better suited for understanding how strictly
hierarchical approach can transition into more collaborative one. For instance, it allows
to see throughout the iterative development and evaluation, where the expert oversight
can be replaced with peer-review of other novices, how decisions made throughout data
analysis can be informed by the broad knowledge of the crowd to enrich expert’s
decisions, or how to establish effective communication to unleash the untapped
knowledge of project members. Following the design science approach, we conducted
two iterations of prototype development with consequent evaluations. In the following
we first describe the general workflow and then the evolvement of the prototype and of
the methodology after each iteration.

Figure 2 describes the workflow of the envisioned collaborative data analysis
project. The figure presents both schematic workflow of the process on the top and the
corresponding print-screens of the prototype on the bottom. The first part of the
workflow is focused on the project definition, task decomposition and sub-tasks
assignment processes done by the project manager. The second part focuses on the
iterative collaboration on the project, enabling the manager and team to refine the
implementation and output through multiple iterations.
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Next, we go through each of the workflow steps and explain them. First, the project
manager defines the project by entering all relevant details, such as the software lan-
guage to be used, the project name, and the project description. This step also provides
some validations, ensuring that all necessary information is present. Next, the manager
lists and defines the actions that need to be done. An action is the smallest unit of
sub-task and an assignment is a composition of actions assigned to a worker. An
example of an action would be loadFromCSV, which receives as input the path of the
CSV file and returns a data-frame. Splitting assignments into small actions, especially
in the preprocessing part, allows the project manager to distribute them to non-expert
workers and supervise their execution throughout the assignment. Further, tasks are
assigned to suitable workers. The assignment of tasks to workers follows a top-down
approach and can be done on the basis of different criteria such as worker or task
attributes, or by taking into consideration external factors such project deadlines or
budget. The tasks are then distributed among the workers by virtue of email invi-
tation to the IPython (or Jupyter) Notebooks that are created and contain all the
required information. At this point the workers can work on their personal notebooks
stored on their personal cloud storage (Google Drive) and interact with each other
through the shared notes-board. They can also review others notebooks and comment
on the relevant code using side-comments. All throughout the project, manager can
monitor the progress of the workers and guide them towards the desired output.
Finally, the tasks are merged into one notebook which allows a manager to run the
end-to-end implementation. Project managers can then verify that the output meets
their expectations and that the interaction between different assignments works prop-
erly. Otherwise, if the goal has not been reached, the implementation of the tasks will
be changed or new tasks will be redistributed and the project will enter a new
iteration.

Fig. 2. Process workflow
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5 Iterative Development-Demonstration-Evaluation

The proposed solution has been developed in two iterations by improving the method
and the web-prototype for collaborative data analysis in a consecutive manner. Based
on the evaluation of each iteration, we focused on advancing the artifact with respect to
the following two criteria:

First, the proposed methodology and web-prototype should enable coordination
and successful completion of data analysis projects with diverse crowds. Specifically,
typical data analysis projects should be decomposed into subtasks such that they will be
simple enough to be performed by non-experts. We evaluate these criteria qualitatively,
through a user study by answering the following hypothesis:

H1: It is possible to decompose typical data analysis projects into small enough tasks such that
the complexity of these tasks is substantially reduced.

Second, the proposed solution has to be comparable in quality to traditional
expert-based data science projects. To answer whether the proposed methodology is
feasible and can reach the desired output of collaborative data analysis with
mixed-level expertise teams, we propose the following hypothesis:

H2: The quality of the results produced by a team of non-non experts is comparable to the one
achieved by experts.

In the following we will present three versions of the prototype and discuss their
performance according to these measures. Note that we tested all iterations on
real-world examples chosen from Kaggle based on the following criteria: (a) the
projects should be implemented either in R or Python, as these are the most popular
languages in data analysis, (b) the projects should contain a relatively large prepro-
cessing part, as that has been found to be a major part of data [32], (c) the projects
should encompass various types of data analysis such as descriptive statistics, visual-
ization, and prediction, (d) the projects should be conducted by individuals that can be
considered as experts, either based on their verified biography or because of their high
ranking on Kaggle, and (e) the projects should not be trivial (i.e., we limited the
minimal size of the project to be about 150 lines of code, chose projects with significant
number of up-votes, and history of comments such that it can be assumed that the code
went through a substantial public review).

5.1 The Pilot Study

Following to literature review we designed the first prototype of our tool. The
web-platform is based on the Jupyter Notebook (colloquially known as IPython
notebook) and available online. Jupyter is a command shell for interactive computing
in multiple programming languages that offers enhanced introspection, media, addi-
tional shell syntax, tab completion, and rich history. Using Jupyter, researchers can
capture data-driven workflows that combine code, equations, text and visualizations
and share them with others. We decided in favor of this platform due to the following
reasons. First, it is a browser-based notebook with support for code, text, mathematical
expressions, inline plots, and other rich media. These functionalities are essential for
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collaborative data analysis as they allow participants to exchange results and easily
communicate their findings and difficulties. Second, although initially designed for
Python, the platform is language agnostic and provides the ability to be extended with
additional interpreters such as R and Ruby. Third, this platform supports an interactive
data visualization toolkit, often required in data analysis.

To better understand the requirements of the proposed solution, we conducted a
user-study with three graduate students supervised by a Ph.D. student. As part of their
course work, the students conducted data analysis project that involved substantial data
preprocessing followed by network analysis. The supervisor was managing the task
decomposition and divided the project among the group members with further coor-
dination of the process up to its successful accomplishment (following the process
presented in Fig. 2).

The goal of pilot study was twofold. First we wanted to reach a proof-of-concept,
showing that our approach is feasible and data analysis projects can be successfully
accomplished with non-experts. Therefore, we alleviated some constrains such as
performing the experiment in real-world setting using freelancers/crowdworkers or
assuring that the analysis has been performed exclusively on our platform. Second, we
aggregated the feedback to better understand the requirements of the proposed tool and
to evaluate the workflow. In addition, the feedback received from this iteration helped
us to simplify the coordination process and to resolve some technical issues.

Conclusions/Requirements Drawn from Pilot Study and Their Addressing: First,
all participants pointed to the need for collaboration and communication tools. While
some can be externally used (e.g., forums, video chats), some tools have to be
embedded into the platform to support effective coordination between team members.
Especially, since the assignments distributed to workers are often interdependent, it is
important to allow team members to comment on the relevant code-blocks of their
peers. To address this need, we developed features that allow workers better to col-
laborate. For instance, we presented “sticky notes” – a note that every team member
can leave next to the code-box of a Notebook. Second, another point, raised by the
manager, is to improve the control over the project by enabling easy access to the
notebooks, evaluating the current results, and (re)distributing the tasks. We, therefore,
added a functionality to automatically merge the notebooks into a master notebook that
includes all notebooks in predefined order. This allows to run all distributed assign-
ments at one run and quickly identify bugs and inconsistencies. To redistribute the
tasks with new instructions, we implemented a feedback loop (see Fig. 2) that allows
easily to redistribute the tasks to team members with new instructions and based on the
previously submitted code. Third, to improve the collaboration, team members pointed
to the need to have access to the instructions every team member received from the
manager as well as have the opportunity to intervene in order to clarify what in their
opinion has to be done. To address this, we added a project journal, where all project
participants can add their comments.

Note, while such functionalities exist in professional software development plat-
forms such as GitHub, our goal is to enable non-experts to collaborate instantly on data
analysis projects in easy and interactive way with no knowledge on the principles of
distributed software development. In the following iterations, we qualitatively
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evaluated the proposed features and extend our platform according to the additional
feedback provided by crowdworkers in the real-world setting. Most of the attention in
the following two iterations though, is devoted to testing the postulated hypotheses.

5.2 First Iteration - Three Data Analysis Projects

For a real-world evaluation, we selected three data analysis projects that represent
various types of data analysis. Projects were taken from a large crowdsourcing data
science platform, Kaggle. In these experiments, a data analysis expert (also a co-author)
assumed the role of the project manager and the workers are recruited through the
Upwork1 platform. As of today, Upwork is the biggest online labor market and con-
tains online freelancers in different domains. Data analysis is one of its most common
domains and has a large pool of freelancers with different level of expertise willing to
work on data analysis projects [33]. These tasks can be classified as of moderate
complexity as they involved mainly data preprocessing and visualization, and did not
require any advanced knowledge in data analysis.
Task #1: Earnings Chart by Occupation and Sex2: The aim of the first project is to
create a chart showing the earnings of the population by occupation and gender, using
the data of the latest US census from 2014. The original Kaggle project analyzes 24
occupation categories, while in our project we randomly selected 11 categories. The
workers had to classify the list of the professions into these 11 job categories (e.g.,
management, science, military) and plot a chart of the earnings for each occupation
with respect to the gender. This project is the easiest and was accomplished in two
days.

We split the project into three assignments. The first assignment involved data
loading and cleaning with the primary goal of identifying the correct industry code
ranges and sub-setting the data. It consisted of five actions. The first was to Identify
Occupation Industry Codes, and Subset data and the output of this task was a file
containing the information about the population working in the 11 industries relevant
for our chart. The second task focused on the data transformation and had only two
actions –Mean and Save results. The output of this task was an aggregated data set
containing the mean earnings of men and women per industry. In the last task, the
crowdworker had to plot the data as a bar chart diagram in descending order, showing
the distribution of men and women per industry and their average earnings. It consists
only of one action – Bar Chart, and produced as output a bar-chart similar to the one in
the Kaggle project.

The main focus of this project was to find the right occupation categories and to
subset the data accordingly. The project used a random 1% sample of the US census
data from 2014. In order to compare the results, we evaluated both implementations
(Kaggle’s and non-experts’ team) on the same data (Fig. 3). The team of non-experts
managed successfully to finish the project and their results were similar to those
published on Kaggle, resulting in the Pearson correlation coefficient q = 0.8.

1 www.upwork.com/.
2 www.kaggle.com/wikunia/d/census/2013-americancommunity-survey/earnings-by-occupation-sex/.
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The differences in the results can be traced back to the nuance that two imple-
mentations perform the data subsetting in different way. Each occupation in the data set
is identified by a code. The 11 categories used in the project are quite generic, so it is
user’s responsibility to find the occupations which belong to the respective category.
While Kaggle solution identifies only one occupation for each category, the Upwork
team’s implementation aggregates multiple occupation codes under the same category.

Task #2: Hillary Clinton’s Emails3: This project explores the content of Hillary
Clintons emails which were released by her in response to a Freedom of Information
Act (FOIA) request, and produces a heat-map of the countries that often appear in the
emails. The dataset for this project is available on Kaggle. This project was also split
into three assignments. The first assignment focused on data loading and cleaning, and
consisted of three actions. The output of this task was a cleansed subset containing only
the emails sent by Hillary Clinton and a list of all the countries in the world and their
alternative spellings and abbreviations. The second task focused on identifying coun-
tries in the email data set and contained two actions – Subset and Calculate occur-
rences. The output of this task was a country occurrence list, containing the number of
times each country is mentioned. The last task focused on the visualization part and
consisted of two actions. The output was a sorted histogram and a heat-map in form of
a world map, similar to the output of the Kaggle project.

The team of non-experts managed successfully to finish the project and the output
of their work was similar to the results published on Kaggle (see Fig. 4). In both
implementations, the heat-map is based on a country occurrence list. We compared the
results by calculating the Pearson correlation coefficient between the two lists with
country occurrences which resulted in q = 0.72.

Similar to the previous project, the difference in the results is caused by the way
two implementations identify the countries mentioned in the emails. The project on
Kaggle and the team of non-experts use different approaches to identify countries
abbreviations which lead to difference in the results.

Fig. 3. Pearson correlation coefficient q = 0.8

3 https://www.kaggle.com/ampaho/d/kaggle/hillary-clinton-emails/foreign-policy-map-through-hrc-s-
emails/code.
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Task #3: Reddit Sentiment Analysis4: The purpose of this project was to create a chart
showing which Reddit comments receive the highest scores, based on the sentiment of
the comment. Reddit is a large social network where users can submit content. The
dynamics of this website is solely dependent on the number of up/down votes that the
content receives. The content or comment with the highest number of votes is shown at
the top. The categorization into three sentiment categories – objective, negative, and
positive – was performed using the designated software package. The initial dataset
includes Reddit comments from May 2015 and available on Kaggle.

The goal of Reddit Sentiment Analysis is to create a chart showing which Reddit
comments receive the highest scores, based on the sentiment of the comment. Three
sentiment categories were defined – objective, positive and negative. As in the previous
project, we used a random sample of the May 2015 dataset. Both implementations were
tested and evaluated using the same dataset. As it can be seen in Fig. 5, the results are
very similar – the average ranking scores for the positive, negative and objective
comment categories are 6.18, 6,78, and 5.96 in the Kaggle project, and 5.75, 6.22, and
6.34 in the Upwork project performed by non-expert team.

We also compared the ranking values in each sentiment category by performing
equivalence tests on the results of the two projects [34]. The goal of equivalence tests is
to statistically test the equivalence of the variables. This was achieved by setting the

Fig. 4. Pearson correlation coefficient q = 0.72

Fig. 5. Equivalence tests: comparison of Kaggle with non-experts results

4 https://www.kaggle.com/lplewa/d/reddit/reddit-comments-may-2015/communication-styles-vs-
ranks/code.
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equivalency region d and testing whether the calculated confidence intervals for the
differences between the two variables are within this region. For each sentiment cat-
egory, we set the d to be the average standard deviation of the Kaggle and the team of
non-experts results. All the intervals are calculated with 95% confidence:

• Positive: CIposs (−0.21, 1.07) � (−S.D.poss, S.D.poss)
• Objective: CIobj ( −1.16, 0.4) � (−S.D.obj, S.D.obj)
• Negative: CIneg (−0.17, 1.29) � (−S.D.neg, S.D.neg).

In all cases the confidence intervals are contained within the equivalency region,
meaning that there is no difference between the ranking means in each sentiment category.

Note that the implementation, the classification of the comments into one of the
three sentiment categories was done differently. In Kaggle project, the comments are
classified by selecting only the comments with values above average (top quartile or
top 3/8) for each sentiment, while the in project done by the non-expert team, sentiment
scores are first normalized (through division by mean), and only then the comments are
classified. Nevertheless, the results are almost identical.

Conclusions: At the end of this iteration, we qualitatively evaluated the features
previously developed via a questionnaire, where we asked the participants open-end
questions related to the use of the system. Specifically, we asked them to describe the
features they found useful, difficulties they experienced in using the platform, and what
are the functionalities that are missing or insufficient. We used the feedback received in
this iteration to improve our prototype and to add missing functionalities. For example,
we added a notification that the worker has finished his part such that the manager can
review the output and the worker responsible for the next step can start working with
the provisional results. We also added a notification to inform the owner of the
notebook via email every time a “sticky-note” is attached.

Regarding H2, all three experiments present substantial similarity between the
experts’ and non-experts’ results. The similarity in the results of task #1 and task #2 is
shown through significantly high correlation between the results – 0.8 and 0.72 cor-
respondingly. Similarly, the results of task #3, compared using equivalence tests,
indicate equivalence of the results. Altogether, the results of experiments support our
hypothesis that crowds with mixed expertise are able to produce outputs comparable
with the results produced by experts.

5.3 Third Iteration – Fully Autonomous Data Analysis Project

The last experiment we conducted was Prediction in the Republican Primaries5. The
goal of this evaluation was to predict the results of the Republican Primaries 2015 in
different counties. This experiment can be seen as full end-to-end data analysis project
that includes all elements of data analysis, starting with data preprocessing, visual-
ization, and up to building prediction models. The manager in this project, an expert
worker from the crowd, was also responsible for building the prediction model. This

5 https://www.kaggle.com/apapiu/d/benhamner/2016-us-election/predictions-in-the-republican-
primary.

230 M. Feldman et al.

https://www.kaggle.com/apapiu/d/benhamner/2016-us-election/predictions-in-the-republican-primary
https://www.kaggle.com/apapiu/d/benhamner/2016-us-election/predictions-in-the-republican-primary


setting allows the expert to better define the requirements of the activities, as he will use
the processed data to build prediction models. In this project the manager was
responsible both for hiring the crowdworkers and defining assignments without
intervention. Eventually, the project was split into three assignments performed by
manager and two crowdworkers.

The first assignment focused on activities of data loading, subsetting, and aggre-
gating data from different sources, such that the resulting data can be used for further
analysis. The output of this task was a data-frame that included information about the
primaries winner in every county and state as well as the demographic data of regions
extracted from different data sources. This task required significant efforts and took
about 5–7 h of work. The second assignment was mainly about visualization of the
data and descriptive statistics and resulted in various visualizations describing the
relationship between population features of counties (e.g., residents’ ethnicity or
education, population density) and candidates’ voting patterns. The duration of this task
was about two hours. The last assignment was to build models predicting vote rates of
each candidate. This task included training prediction models and testing them, simi-
larly to Kaggle solution, on the test-set with reporting prediction qualities, such as
Mean Absolute Error (MAE) and Root Mean Square Error (RMSE).

The overall results of the prediction errors of the crowd and the experts are very
similar. The mean absolute error of the Kaggle solution is MAEKaggle = 6.5% while the
solution of the non-experts team yields MAEUpwork = 6%. The root mean square errors
of both solutions are almost identical with RMSEKaggle = 8% in the Kaggle solution
and RMSEUpwork = 7.7% in the model produced by crowdworkers.

Regarding H2 we can, hence, again conclude that the results produced by
non-experts are comparable in their quality to those produced by data scientists.

5.4 Summary and Discussion of Results

Evaluation of H1: We tested the first hypothesis by reviewing the task decomposition
output. Specifically, we aimed to ascertain whether it is possible to decompose the
selected data analysis projects into sub-tasks such that the complexity of the sub-tasks
is reduced compared to the overall complexity of the project. We asked the crowd-
workers to report about the perceived complexity of the project and the sub-tasks.
Following, we aggregated the results and analyzed them.

It was possible to split all projects into actions. Also, all of the workers were able to
successfully complete their assignments. They rated the complexity of their assignment
with an average of 2.25 (S.D. = 0.96) out of 5. The project, on the other hand, was
rated higher than the assignment complexity, with 2.42 out of 5 (S.D. = 0.67). Despite
the lack of significance (possibly due to the small sample size), we believe the results
indicate a trend, that the method might work. Based on our evaluation and echoed by
the literature review, we conclude that data analysis can be split into less complicated
sub-tasks and accomplished by non-experts.

Evaluation of H2: To test the second hypothesis, we statistically compared the results
of the projects conducted by experts with the results of non-experts that used our
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platform. As the data analysis projects we used for evaluation are publicly available on
Kaggle, we explicitly asked the participants to not search and browse for the solutions on
Kaggle. We also compared the code and the solutions’ logic to assure that the code has
not been inspired by the original solution. As already described in the iterations above,
we attempted to cover a range of typical data analysis projects with complexity that meets
real-world scenarios. Moreover, in order to ensure that the similarity is not a result of
naturally limited space of solutions (which could lead to highly correlated results), we
compared the results of other authors to see whether there is a natural variance in results.

Discussion: Both hypotheses have been empirically supported, meaning that data
analysis projects can be effectively decomposed and accomplished with good quality.
However, we found that the success of a project also greatly depends on other factors.
The decomposed-tasks have to be effectively coordinated and timely adapted for the
changing needs of data analysis. This is due to the dynamic/iterative nature of data
analysis, where new insights, resulting from intermediate results, inspire new ideas on
how to proceed with analysis. This, in turn, often requires additional data wrangling
and sparks new iterations of work. While this work is performed in distributed way by
non-experts, there is a need to support such process with appropriate coordination tool
that will facilitate the process.

Moreover, the total cost of the experiments excluding manger was about 120 USD
per project (the projects were split between three crowdworkers), where every worker
has been paid 40 USD to accomplish her part, and each project required on average
about 12 h of work. In the project that involved the freelance manager, additional cost
of 100 USD was paid for about 8 h of manager’s work. This makes the projects
economically competitive, especially in the light of the soaring data scientists’ wage.

We also collected information about the background and skills of the crowdworkers
that participated in our experiments. Most of them are bachelor or master students in
their twenties, studying IT, computer or exact sciences and working part-time as
freelancers (13 h per week on average). The workers perceive themselves mildly
proficient in coding (self-rated with 3.2 out 5) and have basic background in data
analysis, usually limited to introductory class in statistics or online course. Even though
we have not conducted in-depth study on the demographics of online freelancers
working in data analysis, our strong impression was that most of them can be char-
acterized as part-time workers with average coding skills and very limited
statistical/data analysis education with expected remuneration similar to the one in our
experiments. This can be seen as evidence for the existence of sufficient talent to
support the scenario we propose.

6 Limitations and Future Work

The proposed methodology has the following limitations. First the proposed top-down
approach is not necessarily the optimal structure and other alternatives might be
explored. For example, to allow workers to pick a task they want to work on in a
self-managed manner and accompany the execution with managerial oversight. Second,
we showed that the tasks can be decomposed into multiple simple sub-tasks. However,

232 M. Feldman et al.



were not able to confirm this statistically. It is unclear whether this is due to a small
sample of respondents (12). Future work might explore this by increasing the sample
size and with recording additional data indicating the complexity of tasks. Third, to
better evaluate the proposed platform, additional evaluation of the proposed scenario
with other systems can be performed. For instance, the experiment where the coordi-
nation is done through a version control system that is used for software development
such as GitHub6. Lastly, further research is needed to better understand the trade-off
between the managerial overhead and saved costs due to outsourcing to non-experts.

7 Conclusion

This paper presents an approach of collaborative data analysis that involves data anal-
ysis novices with initial coding skills to participate in the process. We propose and
evaluate the scenario where teams of non-experts are guided by expert throughout the
process of data exploration and preprocessing. The proposed framework was evaluated
with an especially data designed tool and by virtue of multiple experiments, where the
constraints are gradually released: first a pilot study where we control for both the
workers and the manager, then three experiments, where only the project manager is
controlled, and ultimately, a data analysis project, where both the project manager and
the workers are hired and perform the task without any external interference. The results
demonstrate the feasibility of the proposed approach and support the hypothesis that the
output of teams with mixed-level expertise is equivalent to the results achieved by
experts. Moreover, through various data analysis projects we show that it is possible to
decompose them into simpler sub-tasks that can be then successfully accomplished by
non-experts. Additionally, we found that the following features were valuable for col-
laborative data analysis with crowd workers: support for dynamic development, code
deliberation, communication, and a journal with decisions made throughout the project.

In summary, we believe that our study paves the way for including non-expert
crowd workers in data analysis tasks. As such, we hope to contribute to the research
studying the requirements for building tools that can leverage the crowd to address the
shortage of data analysts.
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Abstract. Despite the advancement of artificial intelligence there are still some
problems which are beyond current computing capabilities including some high
dimensional pattern recognition tasks and those that require creativity or intu-
ition. These problems are often delegated to interested participants through
carefully engineered human computation systems, crowdsourcing systems or
collective intelligence systems. However, all these systems require a
fore-planned platform to coordinate the production of the intellectual product
such as a vote or a statement from the human participants. Outside of these
platforms, however, there is a vast amount of independently created intellectual
products, for example in tweets, YouTube comments, online articles, internal
company reports and minutes. These are largely untapped due to a lack of
awareness of the potential that exists within them and the inaptness of the tools
and techniques that would be required exploit the data. In this paper we propose
Post-Hoc Collective Intelligence (PHCI) as a novel research and argue that it has
important distinctions from the closely related research areas. In so doing we
present an informed argument for the PHCI framework having 5 components
which give structure to implementation and research pursuits.

Keywords: Post-Hoc Collective Intelligence � PHCI � Collective Intelligence
Natural language processing � Cognitive biases

1 Introduction

Humans are incredible creatures who are uniquely adept at problem-solving and,
unsurprisingly, considered amongst the most successful species on our planet. How-
ever, humans have limitations in their cognitive resources such as memory, speed, etc.,
and in a demonstration of their problem-solving prowess devised mechanisms to del-
egate specific tasks. In the 1700s human computers were used to undertake computing
tasks [1] until the advent of the ‘automatic computer’ in the 1900s [2], with the latter
being so designated to distinguish it from the human computers. The ‘automatic
computers’, now known as just computers, have since become astronomically more
advanced and are able to tackle a wide variety of problems with great speed, efficiency
and reliability and retain vast amounts of knowledge. Nonetheless, there are many
problems which are easy for humans but are difficult for even the most advanced
computers and computer algorithms [3]. These problems include tasks such as
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perceptual tasks, natural language analysis and cognitive tasks such as planning and
reasoning [3]. Humans have exploited this ability by including other humans in Human
Computation systems such that the parts that are suited to the digital computer is done
by it and the human-suited parts are done by the human. Humans have further exploited
their problem-solving ability through the development of Crowdsourcing and Collec-
tive Intelligence systems that allow them to exchange ideas and collaborate towards
solving problems. Spreading the load across many humans in this way enables many of
their limitations to be mitigated. However, these systems require careful engineering to
pull the humans in and channel their efforts towards a task so expressions of human
intellect that fall outside of these systems remain largely untapped, presenting an
opportunity for a new era of advancement in problem-solving capabilities.

In this research we describe how the intellect of humans that are embedded in
various expressions and scattered across different sources can be exploited in a process
we call Post-Hoc Collective Intelligence (PHCI) and present an argument for consid-
ering it as a distinct research area. We demonstrate this by describing closely related
research areas and illustrating the differences between what exists and what is being
proposed. In particular, we show that the characteristics of crowd control and the nature
of the aggregation are critical differences which have significant implications for the
applicability of existing theories. This framework is a useful start towards the under-
standing of this nuanced type of Collective Intelligence (CI) and by putting the spot-
light on it we hope to further direct interest into the problem for the benefit of
researchers, practitioners, businesses and the wider public.

The paper is organized as follows. First, we explore relevant literature on Collective
Intelligence and its related areas. Next we provide an overview of Design Science
Research Methodology used to develop an artifact. We then present the PHCI
framework and evaluate the artifact by using informed arguments and, finally draw
conclusions.

2 Background

The subject of this research cross-cuts several research areas. The body of research on
Big Data is relevant as it describes the opportunities that are waiting to be exploited and
the challenges surrounding them. The production of Big Data is trending upwards [4].
Big Data in the unstructured form is difficult to analyze and techniques are “relatively
experimental” [4] and the skills to utilize them are “in short supply” [5].

Collective Intelligence (CI), and closely related research areas, are of great
importance because they describe how the intellect of humans are applied to problems.
Understanding them is a prerequisite to understanding their limitations which warrant
this work. CI, has been described and defined by several over the years [1, 5–8].
Malone et al. [9] defined CI simply as “groups of individuals doing things collectively
that seem intelligent”. It is an emergent phenomenon where the overall judgement of a
group of people is more accurate than that of individuals alone [9]. The chief moti-
vation behind exploiting CI comes from the premise that “no one knows everything,
everyone knows something, all knowledge resides in humanity” [8].
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The other closely related but distinct ideas related to the broader concept of CI are
Social Computing, Crowdsourcing, Crowd Intelligence and Human Computation.
Figure 1 [10] shows the relationships between the concepts. The descriptions and
examples described show that there are overlaps between each of the concepts.

Social computing is “a sort of collective intelligence, which provides users a way to
gain knowledge through collective efforts in a social interactive environment” [10].
Online forums and Community Question and Answer sites Stack Exchange (http://www.
stackexchange.com) are instances of such social environments that allow users to con-
tribute their ideas towards answering users’ questions or rank other proposed answers.

Crowdsourcing is “the act of taking a task traditionally performed by a designated
agent (such as an employee or a contractor) and outsourcing it by making an open call
to an undefined but large group of people” [11]. Wikipedia (http://wikipedia.org) is the
most popular example within this category. It allows individuals to contribute his/her
ideas and editing skills towards encyclopedia articles by submitting new content or
content supplied by someone else. Github (http://www.github.com) allows individuals
to contribute their programming skills towards software projects.

Crowd intelligence “emerges from the collective intelligent efforts of massive
numbers of autonomous individuals, who are motivated to carry out the challenging
computational tasks under a certain Internet-based organizational structure” [10].
Amazon Mechanical Turk (AMT) and reCAPTCHA are two well-known platforms that
implement crowd intelligence.

Human computation is “harnessing human intelligence to solve computational
problems that are beyond the scope of existing Artificial Intelligence (AI) algorithms”

Fig. 1. Collective Intelligence and related areas [10]
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[3]. It involves breaking the task into well-defined, much smaller ‘microtasks’ that do
not require much time on the part of each ‘worker.’ Amazon Mechanical Turk
(AMT) and reCAPTCHA are two notable examples. In AMT humans offer their time in
exchange for monetary reward to complete tasks such as tagging images, transcribing
audio and completing surveys [3]. reCAPTCHA is used to get humans to label char-
acters that are difficult for optical character recognition (OCR) algorithms [3, 9].
Humans are typically presented with a known Completely Automated Public Turing
test to tell Computers and Humans Apart (CAPTCHA) challenge alongside an image
requiring labelling. The humans label the unknown image, and may not know that they
are contributing to a larger task. Google Search relies on decisions made by users to
construct future search results [9]. Here, again, the user is likely unaware of the effect
that they have on influencing the larger outcome.

When faced with abundance of information humans will employ cognitive
heuristics which have the potential to cause biases and errors in judgement [6, 12, 13].
This is humans’ significant limitation and it affects the creation and evaluation of ideas
[14]. There are CI techniques to mitigate these biases – outreach, additive aggregation
and self-organization. Outreach speaks to the inclusion of persons from diverse areas
that typically would not be likely sources to be considered for generating ideas or
evaluating/deciding on them. Additive aggregation speaks to collecting information
from a large number of sources and taking the average of the responses. This only
succeeds with the right balance between expertise and diversity, and its effect is ren-
dered null if all members are ignorant and the results may be affected if distribution of
perspectives are skewed in some way [14]. Diversity has the potential of to mitigate the
effects of self-serving and belief perseverance biases [14]. Self Organization is the third
mechanism that allows for interaction in the form of adding to or subtracting from the
ideas of others in the group. This is potentially problematic when the effect of
groupthink comes into play [14].

The literature to date have explored factors needed for traditional CI ecosystems to
work and what problems they can be applied to [10, 14]. In Crowd Intelligence the
following are the chief research concerns [10]:

1. How can the crowd be effectively organized? This problem is concerned with the
interaction patterns such collaboration, coordination and competition.

2. How can the crowd be effectively incentivized to drive predictable emergence of CI.
3. How can the quality of the output be assured? This problem is mainly concerned

with assessment and treatment of the submissions by individuals.

Previous research [14] have put forward applications of CI and the factors needed
for collective intelligence ecosystems to work. The overarching gap is that none of
these theories answer address these concerns for data that resides outside the CI
platforms. This is the gap that this research seeks to fill.

3 Research Methodology

This work is based on the Design Science Research Methodology (DSRM). It is
primarily about solving a problem within the Information Technology and Information
Systems disciplines. It seeks to address the problem through research activity that
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culminates in the creation of some artifact as the solution. An artifact is “any designed
object with an embedded solution to an understood research problem” [15]. It may be
constructs, models, methods or instantiations [16] or “new properties of technical,
social, and/or informational resources” [17]. The DSRM guides the research process
through conceptualization and representation of the problem, selection and application
of appropriate methods to search for a solution and, finally, evaluation of the solutions
using appropriate means [18]. This process involves six activities [15]: (1) Problem
identification and motivation, (2) Definition of the objectives for a solution, (3) Design
and Development, (4) Demonstration, (5) Evaluation, (6) Communication. For a full
description of the methodology see [15, 16].

The use of appropriate methods to evaluate research artifacts is an integral part of
rigorous scientific research [19], the absence of which is a common weakness of
Information Systems research [19]. In this work we therefore endeavoured to introduce
this rigor through careful selection of our evaluation methods. The presentation of the
framework in Sect. 4 employs the informed argument [16] evaluation method to show
the goodness of the PHCI framework, whose primary utility centers around developing
the understanding of this nuanced type of CI and prompting further research. This is a
descriptive method that is appropriate in cases where the innovative nature and form of
the artifact makes it infeasible to use other methods [16], such as this. We compare the
framework to similar frameworks and show how they are incompatible with the fea-
tures of the problem that PHCI solves and the solutions that are based on them. Indeed,
the other artifacts created are prompted by questions that emerged from this PHCI
framework.

4 The Post-Hoc Collective Intelligence Framework

4.1 Distinctions Between PHCI and Related Concepts

In background section we described the related concepts such as Social Computing,
Crowd Sourcing, Crowd Intelligence and Human Computation. While PHCI shares
characteristics of each of these there are key differences that make it distinct from each
of them. Figure 1 illustrates the defining characteristics (with a highlighted cell) and
shows where the characteristics overlap or are incompatible.

Crowd Intelligence [10], for instance, requires massive numbers of independent
persons working towards some goal. It requires AI to integrate with human intelligence
in some way such as (1) the human helping to improve the AI or (2) AI helping the
crowd by coordinating and mediating it. Resultantly, research topics for this area will
therefore include: determining how to dynamically assign members to the crowd;
dynamic adjustments of the monetary incentives; quality control [10]. PHCI does not
require this coordination between the humans and AI and therefore these concerns do
not apply.

PHCI bears a similarity to Crowd Sourcing’s defining feature of being a technique
for using a crowd to perform an activity that would traditionally be done by a specific
individual or group of individuals [11]. In many cases, what would have been done by
individuals within an organization is being issued to the wider public. In PHCI the
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crowd can be any group of persons having sufficiently diverse perspectives. It could be
members of the board or committee, or a group of experts who have communicated
their thoughts about a subject matter. It could also be a broader group of internet users
who have independently offered their thoughts on the same matter (Table 1).

Table 1. Defining features of PHCI and CI-related concepts

Feature/Concern PHCI Collective In-
telligence 

Crowd Intelli-
gence 

Crowd Sourc-
ing 

Human Com-
putation 

Social Com-
puting 

Intelligent outcome result-
ing from the group of indi-
viduals  

Yes Yes
[9] Yes Yes Yes Not necessarily 

Technology/Human Relationship: 
Integration of human intel-
ligence with computing in-
telligence 

Yes
[10] 

Who performs the task: 
Activity shifted from spe-
cific person having that 
role to a large undefined 
group of persons 

Yes
[11] 

Crowd Characteristics: 
The crowd consists of large 
numbers of people  

Yes  
[10] 

Not necessarily 
[3] 

Members of the crowd may 
not know each other  Yes Yes Yes

[10] 
Yes
[3] Yes

Crowd Control: 

There is control over what 
ideas are created No Yes Yes Yes

Yes – strong 
control 

[3] 
Yes

There is control over the 
how the ideas are created No Yes Yes Yes

Yes, strong 
control 

[3] 
Yes

There is control over how 
the human intelligence is 
captured

No Yes Yes Yes
Yes, strong 

control 
[3] 

Yes

There is control over who 
creates the ideas No* Yes Yes Yes

Yes, strong 
control 

[3] 
Yes

Human-Human Interaction Characteristics: 
Members of the crowd in-
teract/communicate with 
each other to produce the 
output 

No Not necessarily Yes Not necessarily Not necessarily Yes 

Platform: 
Some Platform is used to 
facilitate the communica-
tion between the partici-
pants 

No Yes Yes Yes

Platform must be internet 
based  

Yes
[10] 

A computer based interac-
tive environment is used Yes Yes

[10] 
Task Type: 
Centered around goal of 
having humans perform 
tasks that are difficult for 
computers  

Yes
[3] 

Aggregation: 
Humans will coordinate, 
aggregate the ideas No Yes
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Social Computing is a “broad concept that covers everything to do with social
behavior and computing” [3]. Therefore, any interaction by humans that involve a
virtual platform can be classified as a Social Computing System. Unlike CI, there is no
requirement on the characteristics of the process or the outcome. Therefore, some Social
Computing systems can be CI systems but this is not necessarily so. Social Computing
differs from PHCI firstly in that CI needs to be achieved in the outcome. Secondly, in
Social Computing there is interaction between the human participants while in PHCI
there is none. While many Social Computing platforms are not designed for and do not
produce an intelligent collective output in that platform PHCI can combine the KNs
from many of these platforms to artificially produce CI. Research applicable to Social
Computing such as group dynamics and platform design therefore do not apply to PHCI.

Human Computation is the process in which humans perform computation, defined
as the “mapping of some input representation to some output representation using an
explicit, finite set of instructions” [3]. Human computation systems are “intelligent
systems that organize humans to carry out the process of computation” [3]. It is
concerned with integrating a computational task with humans who perform some step
that is presently difficult for computers. Computers are good at processing large vol-
umes of data. They can also accurately and consistently sense the world through
various sensors. For example, they can measure temperature, wind speed, and
humidity, count the cars on a highway and record their registration numbers, detect
changes in ambient lighting and sound levels. In many cases, however, human intellect
is often required for the higher level task of perceiving what is taking place and making
decisions based on them. Humans will use their knowledge, past experiences and
expectations – for better or worse – to ascribe meaning to stimuli. It is this unique
capability of humans that PHCI, like human computation aims to exploit. However, in
human computation there is strong and explicit control over the process that allows the
humans to generate their knowledge [3] while in PHCI there is only control in the
selection and use of the existing information. Open problems in HC include how to
determine which tasks will benefit from human intellect, how to develop and assign
tasks to the human participants and how to keep them sufficiently motivated to continue
to perform [3]. A common problem between Human Computation and PHCI includes
the question of determining how to aggregate knowledge in the absence of ground truth
and how to model the expertise of the humans.

4.2 What is PHCI?

CI is characterized by there being groups of individuals doing things collectively that
seem intelligent [9]. Extending this generalized definition, we define Post-Hoc CI as:

the output of a computational process in which multiple, diverse, stored representations of
human intellect are used outside the context which it was originally captured for and combined
in some way to produce output which seems intelligent with respect of the task being performed.

The diversity may be achieved from multiple humans, from the perspectives of a
human taken over time, or a combination of both. Using a PHCI process, the KN is made
to perform some secondary function beyond what it was originally supplied and stored
for. For example, in an automatic witness report processing system the report (which
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embodies human intellect used in perceiving an event) would have been submitted
simply as a capture of the experiences of the witness for later use by an investigator or to
be heard by jurors – its primary purpose. However, with PHCI, multiple witness per-
spectives can be combined and used to highlight false statements – a secondary purpose.

4.3 The Components of the PHCI Framework

Text produced by humans embody their knowledge and views about a particular
subject matter. Given the abundance of data in this form it is a worthwhile place to start
the exploration of PHCI. Our framework is focused on this type of data source and on
arriving at reliable output from multiple natural language sources that may each have
questionable veracity. In future research we will extend and adapt it to other uncon-
ventional forms of knowledge.

Our framework, summarized in Fig. 2, structures PHCI design considerations into:
Goal, Knowledge Retrieval, Knowledge Representation, Data Aggregation, Output and
Feedback. We elaborate on each below and use informed arguments to evaluate the
need for the different components in the framework.

Goal. There are two key concerns within the Goal component of the framework that
has implications for research and praxis. Firstly, the goals that the PHCI can be suc-
cessfully applied to must be determined and, secondly, the goal will determine
implementation choices for the solution. There are many potential goals that PHCI may
be applied to but in its infancy as a research area these goals have not yet been well
defined and verified. Computers and computer systems promise extending human
capabilities so that they may be more effective at solving various problems that they
face. The decision making process [20], which is embedded within the larger
problem-solving process, consists of three phases – research1, design and choice.

Fig. 2. A framework for PHCI

1 The first stage of the decision making process is generally referred to as “intelligence” but it is
generally accepted that in that context it refers to process of gathering information about the
environment and the problem. Thus, to avoid confusion with the use of “intelligence” in this work
we refer to this step as “research”.
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The research phase involves collecting information about the environment so serve as a
basis of identifying a problem or possible solutions. The design phase involves
identifying/creating alternative solutions. Lastly, the choice phase involves selecting
the best of the proposed solutions. Implementation and monitoring generally follow the
decision making process. Other forms of CI, having been around for some time, have
been tested against various problems establishing theories that can be applied in the real
world. Crowdsourcing, for instance, has been successfully applied to the different
phases of the process [20].

It is then worth exploring how effective PHCI can be at the stages within the
decision making process. PHCI aims to collect and concentrate the intellect that is
scattered across different sources and direct it towards the task at hand. This prompts
questions such as:

• What types of activities is this type of CI applicable to?
• Can PHCI be successfully applied to idea creation task (as opposed to decision)?
• How effective is PHCI in improving decision-making?
• Can PHCI provide useful output in the absence of ‘ground truth’?

Some of the literature surveyed in section have demonstrated that CI can be applied
to choice. The works by [21–23], in particular, use the individual solutions provided by
members of the crowd to choose the best answer. These we retrospectively classify as
PHCI, given that individual solutions provided by the crowd have no explicit choice
being made by the humans who supplied the information originally (but is instead done
by the aggregation functions) and the final output of their process is intelligent. The
research and design decision-making phases also require exploration. To date, it has
been a challenge for computers to generate solutions beyond what is explicitly selected
from the pool human solutions [21].

The goals or tasks that PHCI is used for will dictate how the solution is imple-
mented. Two possible tasks are Question Answering and Knowledge Exploration. For
Question Answering the process may start with a user’s query which may be in a
structured format or in Natural Language. The query may then be expanded to broaden
the search scope. If the goal of PHCI is Knowledge Exploration then the user may not
have a specific question to be answered. Instead, they may be interested in mining
insights from some Knowledge Source which they will supply.

Knowledge Retrieval. Data must be retrieved from some Knowledge Source using
some means. The Knowledge Source may be supplied by the user in the form of
collections of natural language texts or some structured database. The information may
also be sourced from the open internet using appropriate information retrieval tech-
niques [24].

In traditional question answering of factoid information the information retrieval
process often needs to only identify a single, ‘good’ source that provides the information
being sought. Once the knowledge source is considered to be reputable the search can
terminate here. However, in seeking the answers from a crowd with unknown reliability
the system must sample a myriad of independent sources. For CI to manifest it is
important that a diverse and well informed information source is used [14]. Therefore, at
this stage it is important that the knowledge source contains metadata such as those
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indicating the source data’s creation time and characteristics about the author. Temporal
metadata is used to determine temporal diversity. Characteristics about the author can
help to determine characteristics of the individuals within the source. It is also important,
especially where data is sourced from the internet, that the system is able to identify
copies of information originating from the same source so as not to introduce a skew
towards the same, regularly sampled information. ‘Source Insights’ are used at this stage
to determine what sources are to be included or excluded in further processing. The
insights may be in the form of preprogrammed or learned heuristics for distinguishing
between low and high quality sources. It may also be supplied by the user of the system
who manually labels a source as good or bad by interacting with the system’s initial or
previous output using some interface of the PHCI system.

It is important to note that we do not expect that the average, or the middle ground
between stupid and intelligent contributions to be the intelligent collective solution.
Collective stupidity is likely to result from a crowd that is completely ignorant [14].
However, outright exclusion of poor-quality sources may not always be the right
method. Even poor quality submissions can add value to the solution and in cases
where only low-quality data is available mechanisms must be put in place to extract
useful information from that [10]. For example, Prelec et al. [7] used low quality
contributions in their “Surprisingly Popular” algorithm to improve their selection of the
correct solution. In other words, the low-quality contributions helped to identify the
high-quality ones. It is the responsibility of the aggregation step further in the process
to determine how these will be used to arrive at the intelligent output. This component
overlaps the ‘who’ and ‘why’ genes in [9] as well as the crowd category in [20] such as
motive and trust of the participants.

In all other forms of CI those in charge can structure the task to control the crowd
and their tasks, albeit more strictly in some than in others. In human computation this is
precisely engineered while in social computing control is often more relaxed. For PHCI
there is no possibility to control what ideas are created, who creates them, how they are
created or how they are stored. Instead, this control must be concentrated in the
selection and retrieval of the ideas. This results in research problems centered around
adapting to these limitations. The following questions result:

• What criteria can be used to determine which participants and perspectives are to be
included?

• Given that the system has no control over the selection of the crowd participants or
how they provide their information before-hand how can characteristics of the
participants be identified from the source?

Knowledge Representation. The Knowledge Nugget (KN) to be used in further
processing must be in a form that may be processed by the computer. We consider the
Knowledge Nugget to be the result of the intellect of a human. Examples include: a
number (e.g. 1337) or sentence (e.g. “Over ten thousand as of 2016.”) submitted to
answer a question (e.g. “How many satellites are in the sky?”); a single vote cast to
up-vote or down-vote an answer in a CQA system; a line of code to implement a
feature. Numeric information can be easily processed by a computer but knowledge
embedded in text requires advanced NLP to convert the idea into various forms such as
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formal logic or as assertions. It is important for metadata to be captured with the KN
itself to preserve the context of the knowledge and to capture the characteristics of the
participants as these will be needed in the aggregation step.

Knowledge Aggregation. In other forms of CI, aggregation can be pre-engineered or
be designed to occur ‘naturally’ through human interaction. Much research has gone
into designing and controlling the interactions to allow a constructive feedback to occur
between motivated humans while mitigating the side-effects of group interactions such
as groupthink, human biases and cheating in the crowdsourcing processes [20] until
some final aggregate output is reached. For example, in human computation a
reCAPTCHA task could simply count the number of persons that identify an unknown
character until some predefined threshold of certainty is reached, and no person to
person interaction is needed. In social computing and crowd sourcing the crowd,
possibly supported by some hierarchy of persons, will interact back and forth until they
agree on the final result as a group.

In the PHCI aggregation process the side-effects that can result from
human-interaction are non-existent since all interactions are managed by the system
itself. It is the system that is organizing the ideas of the crowd, as opposed to orga-
nizing the crowd so that they can provide and refine ideas organically. For example, in
the voting system of Yelp the KN is the rating submitted by a user; in a public Github
repository the KN is the line of code that adds to the feature set of a software being
developed; in Wikipedia the KN is a paragraph or citation added to an article which
improves its quality. In some cases it may require the KN be enhanced over several
iterations or enhancements over time before it reaches what could be considered
intelligent. A Wikipedia article may start as a ‘stub’ containing a single paragraph.
After a series of revisions are made the article will eventually cross a threshold beyond
which one would consider it a good article, at some time tint. Figure 3 depicts a CI
system in which KNs (represented by a square, circle, triangle, and diamond) are
supplied over time t0 to tn. The KNs interact in some way, reinforcing or cancelling out
each other. After sufficient KNs have been supplied the KNs remaining at tn will,
collectively, represent the intelligent output of the system. That is, tint = tn. This is akin
to how the first of a series of fair coin-flips may be biased in one direction but once
sufficiently large numbers of flips are done the average will converge on the unbiased
expected result. In other cases all the KNs are available at the same instant and their
aggregate represents the intelligent output. In this case tint = t0. It is here that novel
techniques are needed to combine the ideas.

In cases such as independent accounts of some event temporality may be of no
significance and all KNs can be assumed to have time of t0. It can be important in other
cases where a newer source could invalidate an older source either because new
information was received, giving a clearer or more accurate view, because the state of
the world has changed or because the original information was incorrect. For example:
in a Github project, code implementing a newly established best-practice can warrant
new code to replace it; a reviewer in a forum changes his opinion after learning the
correct operation of the item bought; in a Wikipedia article a false fact may be replaced
by someone more knowledgeable. A successful PHCI system must account for both
independent and related knowledge.
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With Natural Language data sources the ideas expressed in the text are the KNs to
be aggregated. Yi, Steyvers [21] identified two aggregation methods that can be used
on non-discrete information – Local Decomposition Aggregation (LDA) and Global
Similarity Aggregation (GSA). This framework component overlaps with the consid-
erations of the ‘how’ gene in [9] and the process category in [20].

In PHCI this aggregation must be engineered using the preexisting information.
Important problems that arise are as follows:

• How can the ideas of the humans be represented so that they can be evaluated
against each other?

• In what ways can the information be combined to yield output relevant to the task
and should some carry greater weight than others?

• How can the technical challenges associated with this type of processing be
overcome in this type of processing?

• How do characteristics of the crowd relate to the appropriateness of aggregation
method?

• How do characteristics of the task relate to the appropriateness of the aggregation
method?

Output and Feedback. After going through the processes above the system will yield
its output. A researcher or practitioner must therefore give consideration to the
appropriateness of the output format. This is as important as in crowdsourcing [20] and
human computation systems [3]. In some cases, a command line application may
produce an effective output while in others a sophisticated, interactive user interface

Fig. 3. Depiction of changes in collective knowledge over time
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may be needed to adequately communicate the output of the system. This output can be
used to identify good/bad individual Knowledge Nuggets or Knowledge Sources. This
can itself be the output of the system or this insight can be used as feedback to the data
aggregation or source data retrieval procedures above for subsequent iterations of the
process. This may cue the system to expand its search of the Knowledge Source for
further information. The user of the system may also have knowledge about the
information nuggets or data sources that they can introduce to the process as insights.
For example, in evaluating witness reports the investigator may mark a fact reported as
false if he/she has first-hand/ground-truth knowledge of its falsehood. Excluding this
false information nugget could allow other nuggets to emerge in the output. It could
also be used to identify and exclude sources that are bad overall and their exclusion in
the subsequent iterations could remove any skew they may have caused.

5 Conclusion

In this work, we proposed a framework for extracting CI from stored information in the
form of natural language. This framework, called PHCI, was created from a synthesis
of existing CI frameworks and other areas of study. We showed by analysis of these
areas which concepts are adaptable and which areas are incompatible with the char-
acteristics of PHCI, thereby justifying its creation. The framework proposed may be
used by practitioners and researchers for implementing an end to end PHCI process.
The framework highlights the categories of technical capabilities that are likely needed
to implement PHCI successfully.

One emerging research question seeks to determine the goals that PHCI can be used
to achieve. To further evaluate our framework we plan on applying this framework to
witness statements for an event in Jamaica. The experiment will demonstrate how
PHCI could be used to perform the functions of humans or to aid them. Initial results
have shown that PHCI can be successfully applied to the task. We hope the work here
will catalyze future research into the area and spawn new types of solutions that can
leverage our collective human intelligence.
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Abstract. While the phenomenon of cybercrime remains a challenge for
governments worldwide, it is even more of a challenge for countries in an
ICT4D context since they possess limited technical skills and resources to
respond to, investigate and prosecute nefarious cyber activities. Despite the
challenges, governments have responded by establishing legal frameworks and
Computer Security Incident Response Teams. However, scholars argue that the
cybercrime phenomenon is still not well understood; which is compounded by
the lack of an accepted, uniform cybercrime classification scheme or ontology
with which to classify cybercrimes. While few classification schemes have been
published, same are limited in that they are not comprehensive; i.e., they are
unable to account for the range of and ever changing types of cybercrimes and,
the schemes are largely incompatible, focusing on different perspectives. This
makes holistic and consistent classification improbable. To address these gaps
we propose a formal cybercrime classification ontology, expressed in OWL
Ontology Language. In designing our ontology we were guided by the steps of
the design science research methodology. This paper contributes a formal
ontology of a ‘shared conceptualization’ of cybercrimes by police practitioners
and researchers. The ontology presented here is improved over prior works since
it incorporates multiple perspectives and its design is better able to handle
existing and future cybercrimes, a most salient feature given the dynamic nature
of cybercrimes. We demonstrate the ontology by applying it to an actual
cybercrime case. The designed ontology effectively classifies the cybercrime and
has the potential to improve cybercrime classification in ICT4D and developed
contexts.

Keywords: Cybercrime classification � Ontology � Developing country

1 Introduction

Cybercrime remains a fundamental concern for citizens, organizations and govern-
ments worldwide. With the increasing proliferation of integrated digital technology into
objects and the World Wide Web being the universal medium for conducting business
and for socialization, security issues such as unauthorized access to, interception of,
interference with data, computer related fraud and forgery, et al., are now major
challenges. Also, the financial consequences of cyber-related incidents are dire and is
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worsening. According to the Ponemon Institute and Accenture [1], cybercrimes cost
organizations, on average, US$11.7 million in 2017, representing a 23% increase over
2016.

An upsurge in cybercrime in some Commonwealth Caribbean countries has also
been reported. According to the Commonwealth Cybercrime Initiative, some reported
incidents in the region include the theft of US$150 million from the Bank of Nova
Scotia in Jamaica in 2014; individuals claiming to be local ISIS supporters hacked
government websites in 2015; and, in the same year, tax authorities in the region were
infected by ransomware, which blocked users from accessing their systems and
demanded money for users to regain access [2]. This trend in the Caribbean is even
more troubling than for developed nations as more and more governments increase the
use of Information and Communication Technologies (ICTs) to deliver services to its
people without the commensurate technical and administrative capabilities to combat
these emergent threats. Notwithstanding, the Caribbean counties have formally rec-
ognized that combatting cybercrimes and strengthening their cyber resilience are
imperatives to economic and social development; democratic governance, and national
and citizen security [3].

In response to cybercrimes, governments worldwide and in the Caribbean specif-
ically, have in recent years developed legal frameworks and established Computer
Security Incident Response Teams (CSIRTs also commonly referred to as CERTs or
CIRTs) to better respond to, investigate, and prosecute nefarious cyber activities or
crimes involving the use of ICTs [3]. However, scholars argue that the phenomenon of
cybercrime is still not well understood. In fact, they posit that a better understanding of
cybercrimes is necessary: (1) to develop appropriate legal and policy responses; (2) to
develop better estimates of the economic costs of cybercrimes on society; and (3) for
educating the public about the types of cybercrimes [4]. Researchers argue further that
the problem is compounded by the lack of an accepted, uniform cybercrime classifi-
cation scheme or ontology with which to classify cybercrimes. According to Ngo and
Jaishankar [5], a universally agreed-upon classification scheme is necessary to advance
our knowledge and the scholarship of cybercrime. Other scholars [6] posit that a
consistent classification scheme is needed for cross jurisdictional cooperation, infor-
mation sharing and for the successful prosecution of cybercriminals.

Despite the magnitude of the cybercrime phenomenon, there is a dearth of research
focusing on a cybercrime classification scheme [see 4, 7–9] and even fewer yet on a
cybercrime ontology [see 4]. Albeit, the published classification schemes are limited in
that they are not comprehensive; i.e., they are unable to account for the range of and
ever changing types of cybercrimes. Further, these classification schemes are incom-
patible, focusing on different perspectives and/or using varying terminologies inter-
changeably, even though they refer to the same thing. This makes consistent and
repeatable cybercrime classification difficult. However, consistent and repeatable
classification is salient to the area. Arguably, it can enable researchers and practitioners
to predict the direction of future cybercrimes as well as formulate novel and timely
solutions [5]. To achieve repeatable and consistent classifications, their needs to be a
shared conceptualization of cybercrimes. This shared conceptualization provides a
common, consistent language that can be used by all cybercrime stakeholders.
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To address these research gaps, we develop a comprehensive cybercrime classifi-
cation ontology, expressed in OWL ontology language. Furthermore, this work is part
of a larger project that aims to develop a cybercrime reporting tool for a police
organization in a Caribbean country. The objective is that the cybercrime tool will be
able to collect, classify and provide trending information about cybercrimes. This
ontology then, is an initial step towards such an effort; and aims to provide a ‘shared
conceptualization’ of cybercrimes by police practitioners and researchers. A concep-
tualization has been described by Gruber [10] as an abstract, simplified view or model
of a domain of interest.

An ontology is described as an “an explicit specification of a conceptualization”
[10] which captures objects, concepts, entities and the relationships that hold among
them. Some advantages presented in the literature [11] for adopting an ontology are:
(1) Common vocabulary - it defines a common vocabulary for stakeholders who need
to share information in a domain. (2) Sharing – facilitates the sharing of a common
understanding of the structure of information among stakeholders in a domain or
software agents; (3) Reuse – enables the reuse of domain knowledge; and (4) facilitates
the analysis of domain knowledge.

The remainder of this paper is organized as follows: in Sect. 2 we present our
research approach and works related to our study. Section 3 describes the research
methodology and in Sect. 4 we present the conceptual model of our ontology, repre-
sented as an entity relationship diagram (ERD). In Sect. 5 we then present our
ontology, expressed on Protégé OWL and demonstrate the efficacy of our ontology by
using it to classify an actual cybercrime. We present concluding remarks and future
research plans in Sect. 6.

2 Research Approach and Related Work

2.1 Research Approach

Our cybercrime classification ontology is based primarily on the taxonomy presented
by Donalds and Osei-Bryson [7], hereafter referred to as the base taxonomy. That is we
adopt/adapt the taxonomic characteristics proposed by [7]. Notably, in this study other
related works augment our proposed ontology. We believe that the base taxonomy is a
good starting point for several reasons: (1) during its development the authors incor-
porated properties of a sufficient and acceptable taxonomy in its design (such as
‘useful’, ‘accepted’, ‘unambiguous’, ‘established terminologies’, ‘complete’, et al.);
(2) it incorporates several perspectives to more holistically classify cybercrimes (such
as ‘attacker’, ‘victim’, ‘offense’, ‘objective’, ‘tactic and tool’, ‘impact’, et al.); (3) its
uses the concept of characteristic structure, i.e., it classifies properties about that which
is being classified and not the object itself, making it easily extendable.

The approach in grounding our work on a taxonomic structure is acceptable and is
also described as an important step in the ontology development process. For instance,
researchers [12] indicate that a “baseline taxonomy” forms the basis of the “seed
ontology” (i.e., the initial ontology) in the ontology development process. Other
researchers [13, p. 2] note that “an ontology subsumes a taxonomy” and Noy and
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McGuinness [11, p. 3] indicate that building an ontology includes “arranging the
classes in a taxonomic (subclass – superclass) hierarchy”. Further, this approach has
also been used in other works [see for example 4, 14].

2.2 Related Work

While there is a growing body of literature about cybercrimes, not much focus has been
given to the use of ontologies for the classification of such crimes. However, some
prior works have been done in the area of network and computer related attacks, which
we think are pertinent and are therefore included in this review. Network and computer
attacks are relevant to this area since they too are described as types of cybercrimes. For
instance, in the Convention on Cybercrime [15] these types of cybercrimes are
described as attacks against computer systems, networks and infrastructure.

Donalds and Osei-Bryson [7] proposed a taxonomy with nine characteristics, which
arguably provides a more holistic classification scheme for cybercrimes. This taxon-
omy provides assistance in improving the classification of cybercrimes as well as
consistency in language with regards to cybercrime events. Specifically, Victim,
Attacker, Objective, Tool & Tactic, Impact, Result, Relationship, Target and Offence
are the proposed taxonomic characteristics. While improved, the taxonomy is still
limited. For instance, it does not address vulnerabilities via which the cybercrimes may
occur nor identify the types of impacts that may affect a victim.

van Herdeen et al. [14] presented a computer network attack taxonomy and
ontology with Attack Scenario as the core class to characterize and classify network
attacks. Other taxonomy and ontology classes include, Actor, Actor Location, Moti-
vation, Target, Aggressor, Vulnerability, Phase, Attack Goal, Automation Level, Attack
Mechanism, Effects, Sabotage, Scope and Scope Size. Some classes also had
sub-classes; for instance, the Actor class was divided into subclasses: Group Actor,
Hacker, Insider and Unknown Actor and the Aggressor class: State, Commercial
Aggressor, Individual Aggressor, Self Instigator and Unknown Aggressor. This net-
work attack taxonomy and ontology is useful in that additional classes not previously
identified for cybercrimes can now be incorporated in future works. For instance, in our
ontology we incorporate Vulnerability and our Attack_Event is analogous to Attack
Scenario. Notwithstanding, this ontology also has limitations. For instance, it is not
able to classify cybercrimes against individuals and therefore lacks pertinent infor-
mation that would be beneficial for knowledge bodies such as CSIRTs that classify
cybercrimes on a day-to-day basis, and for the type of organization that our ontology is
being developed for.

Using facet theory and multidimensional scaling (MDS) Kjaerland [16] analyzed
cyber-intrusions reported to a CERT and identified a four faucet cyber incident tax-
onomy. The four facets are: Source, Impact, Target and Method of Operation. Using
the four facets, Kjaerland analyzed government incidents vis-à-vis commercial. This
taxonomy is useful in several ways: (1) it identifies new concepts that improve or
knowledge and that which can also be incorporated in future works on cybercrime
classification; and (2) it attempts to classify cybercrimes based on characteristics.
However, the taxonomy is limited. Like most other cybercrime classification
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taxonomies, it too focuses on only few areas via which to classify cybercrimes, thus it
is lacking the details needed for thorough insight into and complete classification of
cybercrimes.

Barn and Barn [4] presented a taxonomy for cybercrimes, which formed the basis
of their proposed cybercrime classification ontology. The ontology presented the fol-
lowing classes: Agent, Action, Contact, External Observer, Impact, Location, Moti-
vation, Target, Technology Role and Viewpoint. To evaluate their proposed ontology,
the authors used two well-known cybercrime examples: the Nigerian 419 scam and the
CryptoLocker malware. The authors present an informative ontology which uses
several perspectives with which to classify cybercrimes. Additionally, it identifies
additional concepts that improves our understanding about cybercrimes. Notwith-
standing, this ontology is limited; it lacks the details needed for thorough insights into
cybercrimes. For instance, it does not capture the various types of attackers (e.g.,
blackhat, script kiddies, et al.) nor does it distinguish between a target and the victim;
both are not necessarily one and the same. Additionally, the authors present a high level
view of Viewpoint without providing enough detail about Action_View and CrimeView,
subclasses of Viewpoint.

Our ontology is improved over existing works in several areas: (1) it incorporates
varying and multiple cybercrime perspectives and therefore should provide a more
holistic and complete scheme with which to classify cybercrimes; (2) its’ structure is
flexible, i.e., our ontology classifies cybercrimes based on properties of the cybercrime
and not the actual cybercrime itself. Therefore, it is arguably better able to handle
existing and future cybercrimes, a most salient feature given the dynamic nature of
cybercrimes; and (3) it is adaptable, i.e., it can be easily extended in terms of new
concepts and new types of cybercrimes.

3 Methodology

In this research we adopt a design science (DS) approach in designing our cybercrime
classification ontology (CCO). DS, as conceptualized by Simon [17], is a research
paradigm that produces innovative artifacts to solve real-world problems. Additionally,
DS involves a rigorous process to design artifacts to solve observed problems, to make
research contributions, to evaluate the designs, and to communicate the results to
appropriate audiences [18]. Artifacts can take several forms and may include con-
structs, models, methods and instantiations [18, 19]. In this research, the artifact is the
cybercrime classification ontology expressed in the OWL Ontology Language (OWL).

We applied the design science research methodology (DSRM) proposed by Peffers
et al. [19] in developing our artifact. We chose the DSRM since: (1) it builds upon the
strengths of prior efforts that proposed guidelines for conducting DS research; and
(2) we concur with others [20] that it provides a useful synthesized general model. In
Table 1 we indicate the steps of the DSRM and discuss how it is applied to this
research.
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4 Conceptual Model

In this section we present the conceptual model of our cybercrime classification
ontology. Figure 1 provides a general overview of the ontology with the main concepts
and the relationships between them. Below, each concept in the conceptual model is
discussed.

Table 1. DSRM steps and application.

DSRM Step Research application

Problem identification
and motivation

In Sects. 1 and 2 we have established the importance and
relevance of our research problem

Define solution
objectives

The objectives of the solution have been inferred from the
problem definition, which seeks to explain how the artifact
would address the stated problem(s). The objectives of the study
addresses current research gaps by proposing a more
comprehensive artifact with which to classify cybercrimes; and,
is more adaptive in that new terms and concepts can be easily
added

Design and development In Sects. 4 and 5 we have presented the conceptual design as
well as the cybercrime artifact, respectively

Demonstration In Sect. 5 we have demonstrated the use of the artifact by
classifying an actual cybercrime.

Evaluation Evaluation of the effectiveness of the artifact and possible
redesign will be conducted in our next step after the artifact is
implemented in a developing country police organization and
used by cybercrime investigators to classify cybercrimes

Communication This paper represents an attempt to communicate the problem
and its importance, the artifacts’ design and its effectiveness to
the research community

Fig. 1. Cybercrime classification conceptual model.
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4.1 Attack_Event

The Attack_Event is central to our conceptual model and is used to capture the type of
cybercrime/action that has been perpetrated by an Attacker. Examples of Attack_Events
are: virtual sit-ins, hacking of email servers, denial of service (DoS), website deface-
ment, site redirects, et al. Properties about the Attack_Event such as the start and end
dates of the attack event will be captured, if known. This type of meta-data could aid in
the identification of trends and patterns by police investigators overtime.

4.2 Attacker

An Attacker is an entity that attempts to or commits a cyber Attack_Event to achieve an
Objective. Donalds and Osei-Bryson [7] classified Attackers into the following groups:
Corporate Raider; Hacktivist, Political Activist; Script Kiddie, Newbie, Novice; Cyber-
punk, Coder, Writer; Insider, User Malcontent; White Hat Hacker, Old Guard,
Sneaker; Black Hat Hacker, Professional, Elite; Cyber Terrorist, Cyber Warrior,
Information Warrior; Digital Pirate, Copyright Infringer; Online Sex Offender, Cyber
Predator, Pedophile. We have mostly adopted this classification and have also
extended same to include Unknown Attacker and Group Attacker. The Attacker in a
cyber Attack_Event may be unknown to the Victim and the Attack_Event may also be
committed by a group, therefore their inclusion. Attack_Events committed by indi-
viduals are accounted for in the other adopted categories [7].

4.3 Objective

An Objective can be considered as the primary driving force why an Attacker commits
the cyber Attack_Event. We have adopted/adapted and extended prior works on the
classification of Objective [7] to include the following: Curiosity, Challenge, Thrill;
Political, Ideological, Moral; Status, Fame-seeking, Self-aggrandizement; Financial
Gain; Anger, Revenge; Sexual Impulses.

4.4 Victim

A Victim is an entity that is affected in some way by a cyber Attack_Event. Victims
could be individuals, groups, organizations and government entities. A Victim may be
the same as or differ from a Target. A Victim could be specifically targeted, and, would
be the same as the Target in such an instance. However, when a Victim is affected by a
virus that is mass distributed, for example, the Victim is not necessarily the specific
Target but is affected due to a weakness or weaknesses exploited in the system.

4.5 Target

A Target can be described as an entity towards which the cyber Attack_Event is
directed. Infrastructure, organization, state, target individual [4], personal computer,
network infrastructure device, server and industrial equipment [14] are proposed as
types of Target. In this study a Target can be of type Infrastructure, Personal Device,
Network Device, Site, Organization, Government, Group and TargetIndividual.
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4.6 Impact

An Impact can be described as the direct effect of a cyber Attack_Event on a Victim.
Researchers propose differing categories for Impact. For instance Kjaerland [16] clas-
sifies Impact as Disrupt, Distort, Destrust, Disclosure and Unknown while Simmons
et al. [9] propose two broad categories: Operational Impact and Informational Impact.

They further sub-divide Informational Impact into categories Distort, Disrupt,
Destruct, Disclosure and Discovery, while Operational Impact is subdivided into
categories such as Installed Malware, Denial of Service and Web Compromise. In this
study we adopt the Informational Impact category proposed by Simmons et al. [9] with
the values proposed by Kjaerland [16], which we also extend to include Discovery and
UnknownImpact. Since Simmons et al.’s [9] Operational Impact values, in general,
identify actions perpetrated in a cybercrime and is covered by our Attack_Event con-
cept, we exclude this category. We also include the class Psychological Impact [4].
Examples of Psychological Impact are fear, reputational damage, anxiety, depression
and loss of trust.

4.7 Location

Location refers to where (i.e., country generally or specific address) the cyber
Attack_Event occurs. Location has been classified as either Physical Location or
Cyberspace [4]. Additionally, Location refers to the country or specific address of the
Victim that experiences the cyber Attack_Event. We note however, that while it may be
possible to identify the Location from where a cyber Attack_Event occurs, this may not
correspond to the actual Location of the Attacker and that a cyber Attack_Event via the
Internet could be launched from multiple sources.

4.8 Tool and Technique

Tool and Technique can be thought of as the method(s) employed by the Attacker in a
cyber Attack_Event. The categories proposed by Donalds and Osei-Bryson [7] are
adopted in this study and are: Attack Vector (such as viruses, worms and malware);
Tool (such as packet sniffers/injectors, password generators and key loggers); Illicit
Collusion (a term used to describe parties willing to exploit network technology for
illicit activities such as communication or data distribution and could include
peer-to-peer data sharing, email and Internet Relay Chat (IRC)); and Social Engi-
neering (such as impersonation, email and phising). We note that an Attacker may use
multiple methods in a cyber Attack_Event.

4.9 Vulnerability

A Vulnerability can be described as a weakness or weaknesses in the system exploited
by an Attacker in a cyber Attack_Event. Therefore, Vulnerability is only applicable to
Attack_Events committed against ICTs. We adopt the categories of Vulnerability
proposed by Howard [21]: Implementation Vulnerability, Design Vulnerability and
Configuration Vulnerability.
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4.10 Offence

An Offence can be described as a cyber Attack _Event that has been perpetrated by an
Attacker against a Victim that is punishable by law. Offence often vary by jurisdiction;
examples of Offence in the developing country for which this ontology is being
developed include: Access with intent to commit or facilitate commission of offence;
Computer related fraud or forgery; and, Unlawfully making available devices or data
for commission of offence.

5 Ontological Representation and Cybercrime Classification

In this section we present our cybercrime classification ontology (CCO), implemented
in Protégé OWL, as well as demonstrate the CCO by using it to classify an actual
cybercrime event.

Fig. 2. Classes and properties in the cybercrime classification ontology.
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Figure 2 shows the ontological representation of our CCO. This step translates the
conceptual model developed from the previous stage (see Fig. 1) to an ontology– based
representation using Protégé OWL. Protégé OWL (http://protege.stanford.edu/) is a
tool that supports the development of a formal ontology and can be used to model
domain concepts as well as the construction of a knowledge-based application, one of
our future goals. The OWL ontology typically includes classes along with their
descriptions, properties, instances as well as role restrictions. Examples of classes in
our CCO includes Attack_Event, Attacker, Victim, Tool_and_Technique. Object
properties are used to link two instances together. For instance the property is Charged
With links Ronald Oates the instance unauthorised access. Our CCO then is the explicit
formal specification of the terms for cybercrime classification (respresented as classes)
and the relationships among them.

To demonstrate the artifact, we classify an actual cybercrime using our CCO. The
actual cybercrime information is obtained from the print media in a developing country,
Jamaica. The case scenario, outlined below, is a synopsis of the cybercrime details
printed in two newspapers. Using said details, we instantiate our ontology by adding
individuals or instances of classes as appropriate. Subsequently, we demonstrate how
the ontology is applied to classify the actual cybercrime. Lastly, we use the DL Query
tool in Protégé OWL to query the ontology.

5.1 Actual Cybercrime Synopsis: – Emails Hacked: Nude Photographs
Uploaded [22, 23]

The police, on Monday August 27, 2012 arrested and charged a 27-year-old man,
Ronald Oates, of a Kingston address, with unauthorised access, unauthorised
obstruction and unlawfully making available data for the commission of an offence, all
under the Jamaican Cyber Crime Act.

It is alleged that Mr. Oates hacked into the email accounts of his victims, gaining
access to their nude photographs. He would then contact the women threatening to
upload the photographs to a local website, if he is not paid a certain sum of money, or
he would upload the photos and then demand money for them to be removed from the
website.

According to the police, Mr. Oates often demanded between $10,000 and $20,000
from his victims, which has amounted to some $150,000 in total. Police say those
targeted were mainly from Kingston and St. Andrew and St. Catherine, but the crime
also stretched as far as Manchester.

The arrest of alleged computer hacker Ronald Oates has provided some measure of
relief for popular entertainer Denyque. Denyque, who was one of the first women to
come forward with claims that she was being extorted by the operators of a website that
had obtained nude pictures of her, is also appealing to other victims to come forward.

Bianca Bartley owner and designer of a popular jewelry line Peace-is-of-Bianca, is
one of the complainants in the matter involving Ronald Oates. Bianca reported that the
passwords to her two email accounts were changed without her consent, preventing her
from accessing same. Her nude photographs were published on the sites: “Jamiaca-
girlsexposed.blogspot.com” (created by the accused), “myfreeblack.com” and “jcan-
girls.blogspot.com”.
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5.2 Applying CCO to Classify an Actual Cybercrime

How can the CCO shown in Fig. 2 be used to classify the cybercrime presented in the
scenario above? To do this we ask a series of questions and create individuals/instances
of the appropriate class/classes. Table 2 illustrates the questions and the individuals
created along with their classes. Further, we use the class hierarchical structure in our
ontology model in Protégé and the conceptual model together to classify and store the
cybercrime.

5.3 Querying and Searching the CCO

An important feature of the ontology is the retrieval of results. The DL Query tab in
Protégé provides an interface for searching and querying the ontology. Of note, the
ontology must be classified by a reasoner before it can be queried in the DL Query tab.
Below are examples of queries that can be performed on the CCO.

Q1: “Which attackers used social engineering as a tool/technique in committing a
cybercrime?” The result is shown in Fig. 3.

Q2: “Which cybercrimes were committed and resulted in offence(s) being brought
against an attacker?” The result is shown in Fig. 4.

Table 2. Cybercrime classification questions and individuals.

Question Instance Class/subclass

What action/cybercrime has been
committed?

Emails hacked: nude
photos uploaded

Attack_Event

What entity perpetrated the
action/cybercrime?

Ronald Oates Attacker

What is the main motive of the perpetrator? Financial gain Objective
How is the perpetrator classified? Black hat,

professional, elite
Classification

What entity was affected by the
action/cybercrime?

Bianca Bartley and
Denyque

Victim

What is the type of entity affected by the
action/cybercrime?

Bianca Bartley and
Denyque

IndividualVictim

What entity was the action/cybercrime
directed at?

Bianca Bartley and
Denyque

Target

What is the type of entity that the
action/cybercrime was directed at?

Bianca Bartley and
Denyque

TargetIndividual

What effect did the action/cybercrime have
on the entity?

Reputational damage
Disclosure

PsychologicalImpact
InformationalImpact

Where did the action/cybercrime take place
as reported by the affected entity?

Social networking
site

Cyberspace

What method did the perpetrator use in the
action/cybercrime?

Social networking SocialEngineering
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Q3: “Which victim was affected by a specific cybercrime [for instance “Emails
Hacked: Nude Photos Uploaded”] and has been impacted by same?” The result
is shown in Fig. 5.

Q4: “Which cybercrime and attacker are motivated by financial gain?” The result is
shown in Fig. 6.

Fig. 3. Attacker using social engineering technique.

Fig. 4. Cybercrime resulting in offences brought against an attacker.
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6 Conclusion and Future Work

While few cybercrime classification schemes exist, they are largely incompatible.
Further, their focus is generally narrow, concentrating on a single perspective, such as
attacker, defender or role of the computer, or they use different terminologies, even
though they refer to the same thing. This makes consistent and holistic classification
unlikely.

To achieve repeatable and consistent classifications, their needs to be a shared
conceptualization of cybercrimes, i.e., an ontology for cybercrime classification. This
ontology will provide a common, consistent language that can be used by all cyber-
crime stakeholders. Without which, the same cybercrime may be classified differently
by investigators and can result in inaccurate identification of cybercrime trends and
patterns; prerequisites for better allocation of resources to combat cybercrimes. A most
salient consideration, especially given the resource constraints that generally confront
developing countries.

Fig. 5. Victim impacted by specific cybercrime.

Fig. 6. Cybercrime and attacker motivated by financial gain.
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In this paper we propose an ontology to improve the classification of cybercrimes,
CCO. This ontology is an improvement over existing works in several areas: (1) it
utilizes a characteristic structure with which to classify cybercrimes; i.e., it classifies
properties about cybercrime and not the cybercrime itself; (2) because of its classifi-
cation structure, it is easily extendable with new terms and concepts and is better able
to handle existing and future cybercrimes; and (3) it incorporates varying cybercrime
perspectives, enabling a more holistic scheme with which to classify cybercrimes. The
demonstration of our ontology also supports the claim that it is an improved classifi-
cation scheme; we showed how it can be applied to classify a cybercrime from multiple
perspectives (including Attacker, Victim, Impact, Objective, et al.).

While the artifact is designed to address cybercrime classification in a developing
context, we note that it can also be applied to the developed context. Generally, there
are many country specific reporting mechanisms of cyber incidents and not enough
coordination between them [16]. Our study has, however, provided a formal ontology
that may enable improved cybercrime threat assessments if cybercrime information is
standardized and shared across jurisdictions. In future we intend to formally evaluate
the artifact by implementing same in a developing country police organization. The
evaluation would be mainly based on testing the functionality of the artifact to ade-
quately classify cybercrimes reported to the police organization’s CSIRT.
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Abstract. Still a large percentage of the world population, especially in
developing countries are depending on agriculture for their livelihood. The
agriculture domain in many developing countries is not well coordinated leading
to over and under production of crops resulting in widely fluctuating market
prices, waste and economic hardship for farmers. Rapidly growing Smartphone
usage among farming community has opened new possibilities to develop a
mobile based artefact to coordinate the agriculture production. We have
developed an overall artefact; a Digital Knowledge Ecosystem using Design
Science Research (DSR) methodology to solve this complex problem. The main
project had many research challenges to solve and they were assigned to several
sub-projects to address. The outputs of sub-projects created several artefacts.
They were integrated to develop the overall artefact to achieve the main goal of
the overall project. Managing the complexity of the overall project was a
challenge. For this, we had to split three main cycles of DSR: Relevance, Design
and Rigor into 6 DSR sub-cycles; Relevance – Problem Understanding and
Relevance – Suitability Validation, Rigor – Learning and Rigor –Contribution,
Design - Heuristic Search and Design - Functional Validation. This split enabled
us to better coordinate the activities to address different aspects of the problem
performed by different researchers, often in parallel at multiple geographical
locations. The resulted mobile based Digital Knowledge Ecosystem initially
developed for farmers in Sri Lanka is now being trialled in India and adapted to
develop a Mobile based Information System for Nutrition Driven Agriculture for
African Countries.
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1 Introduction

World population grew to 7.06 billion in mid-2012. Developing countries accounted
for 97% of this growth. At present, about 60% of these people are classed as rural; of
whom around 85% are agricultural. It is estimated that across the developing world, a
total of 1.2 billion people live in poverty. The evidence is clear that broad-based
agricultural development provides an effective means of both reducing poverty and
accelerating economic growth [1].

In Sri Lanka, agriculture is one of the important sectors and approximately 33% of
the total labour force is engaged in agriculture [2]. Coordinating the agriculture pro-
duction characterized by a large number of small land holdings is a major problem. One
major symptom of an uncoordinated agriculture domain is over production of some
crops while some others are in short supply, leading to widely fluctuating market
prices. A deeper analysis of the problem revealed that the root cause of the problem
was farmers and many other stakeholders in the domain not receiving correct,
up-to-date, complete information in a suitable modality on time. Inspired by the rapid
growth of mobile phone usage in Sri Lanka [3] including among the farming com-
munities, a mobile-based solution was sought to overcome this information
gap. Farmers need published information (quasi static) about crops, pests, diseases,
land preparation, growing and harvesting methods, and real-time situational informa-
tion (dynamic) such as current crop production and market prices. This situational
information is also needed by agriculture department, agro-chemical companies, buyers
and various government agencies to ensure food security through effective supply chain
planning whilst minimising waste.

In 2011, an international collaborative research team with members from Sri Lanka,
Australia, Italy and United States, embarked on a project to address this problem by
developing a mobile-based artefact to enhance the flow of information among stake-
holders in the agriculture domain. This was a complex problem with many research
challenges. We had to divide the main project into many sub projects to address each of
these challenges. We used Design Science Research (DSR) to discover a suitable
artefact. Due to complexity of factors that affect supply and demand in the agriculture
domain it was very difficult to identify the deeper requirements an artefact should
address to achieve a good coordination between the two. Thus we used an iterative
process building many functional prototypes and validating the relevance of these
artefacts to address certain symptoms of the problem to finally discover the require-
ments the overall artefact should fulfil and build the artefact [4].

This research was carried out by five higher degree research students (4 PhDs and 1
Master) from Sri Lanka, Australia and Italy. Each investigated a different research
challenge that produced several new artefacts. These new artefacts were integrated to
create a new mobile-based solution that was later conceptualised as a Digital Knowl-
edge Ecosystem [5]. This system can now predict current production situation in near
real time enabling government agencies to dynamically adjust the incentives offered to
farmers for growing different types of crops to achieve sustainable agriculture pro-
duction through crop diversification [6]. In 2016, the Sri Lankan Government
announced this as a National Project in that year’s Budget Speech. The system that was
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originally developed for farmers in Sri Lanka is now being trialled by 5000 farmers in
India and also adapted by South Africa, Kenya and Nigeria to combat “Hidden Hunger
Problem” by developing a Mobile based Information System for Nutrition driven
Agriculture.

This paper describes how we had to extend the DSR with sub-cycles to manage the
complexity of the research process. The emphasis is on the process rather than the two
major tightly coupled artefacts that resulted from the process; the mobile based artefact
to empower farmers and Digital Knowledge Ecosystem that connect all stakeholders in
the domain including farmers via the mobile based artefact. This Digital Knowledge
Ecosystem provides a mechanism for effective exchange of actionable information in
real time [7]. As the project activities were carried out in different countries by multiple
researchers, reflecting on the overall process provided very valuable insights on how to
develop artefacts using DSR methodology for very complex problems by a geo-
graphically dispersed team working on different sub projects.

2 Literature Review

Design Science research is a constructive research method in that it produces an
innovative artefact as its constitutive and distinctive research output [8, 9]. Design
Science research has been defined as a research paradigm in which a designer answers
questions relevant to human problems via the creation of innovative artefacts, thereby
contributing new knowledge to the body of scientific evidence. The designed artefacts
are both useful and fundamental in understanding that problem [8].

Design Science Research is said to stem from a desire to complement mainstream
behavioural orientation of information systems research with a more design-oriented
approach. It is fundamentally a problem-solving paradigm. Design Science Research
encompasses the idea that doing innovative design that results in clear contributions to
the knowledge base constitutes research. Design science research projects are often
performed in a specific application context and the resulting designs and design
research contributions may be clearly influenced by the opportunities and constraints of
the application domain.

The fundamental principle of design science research is therefore that knowledge
and understanding of a design problem and its solution are acquired in the building and
application of an artefact. The term artefact is central to design science research and is
used to describe something that is artificial, or constructed by humans, as opposed to
something that occurs naturally. In design science, as a research activity, the interest is
on artefacts that improve upon existing solutions to a problem or perhaps provide a first
solution to an important problem. At least five types of artefacts are typically identified
[8]; Constructs (vocabulary and symbols), Models (abstractions and representations),
Methods (algorithms and practices), Instantiations (implemented and prototype sys-
tems) and Design theories (improved models of design, or design processes).

DSR framework is bounded by the practical environment and the available
knowledge base at that point in time. The environment defines the problem space in
which the phenomena of interest reside. In information systems research, the envi-
ronment is comprised at least of people, organisational structures, and technologies. It
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thereby establishes the relevance of design science research. The knowledge base
provides the materials from and through which design science research is accom-
plished. That is, prior research and results from relevant disciplines provide founda-
tional theories, frameworks, instruments, constructs, models, methods, and
instantiations that can be used in the design phase. The knowledge base therefore
assists the design science in achieving rigor. Design science research is comprised of
activities related to building and evaluating artefacts designed to meet the identified
business needs. Thus DSR framework can be depicted by 3 cycles.

The relevance cycle bridges the contextual environment of the research project with
the design science activities. The rigor cycle connects the design science activities with
the knowledge base of scientific foundations, experience, and expertise that informs the
research project. The central design cycle iterates between the core activities of building
and evaluating the design artefacts and processes of the research. In a design science
research project, these three cycles must be present and clearly identifiable [9].

3 Conceptual Solution and Formulation of Sub Research
Projects

As explained in the introduction, in our initial investigation, we identified the root
cause for uncoordinated agriculture sector in developing countries is lack of timely
access to context specific information that can assist in making informed decisions. We
started our research project to discover a suitable mobile artefact to address this root
cause with the 1st Relevance Cycle. We conducted surveys and interviews with farmers
and agriculture extension officers to find out how farmers decide what crops to grow.
From the information that we gathered, we identified the factors that influence farmers
when deciding crops to grow, with an aim of achieving their final goal of a larger
revenue. To better depict the problem domain we also created a set of typical scenarios
and personas of actors based on data gathered from the surveys [19].

In the 1st Design Cycle we used the scenario transformation approach of Rosson
and Carrol to design the first set of interfaces [10]. We investigated how information
deficiencies in the earlier identified scenarios can be mitigated by providing missing
information and created a set of transformed scenarios. Based on original scenarios and
personas, we also identified the usability requirements. Next, we used transformed
scenarios and usability requirements to develop the first set of user interfaces. Trans-
formed scenarios indicated that farmers need to know what crops will grow in their
farm in that season and current production level of each crop. That way they can decide
on suitable crops to grow while avoiding an overproduction situation and selecting
crops that are in undersupply. Figure 1 shows the mobile screen of the crop catalogue
listing crops that will grow in their farm. Icons were used to describe crops and a
coloured background to indicate the approximate quantity of each crop already in
production. The colour scale ranges from white indicating no data, green indicating
low, yellow indicating medium and red indicating intensive production.

After selecting a crop, users can navigate to the next interface (Fig. 2) to obtain a
more detailed description of the selected crop. It also had a mechanism to indicate the
quantity of crop that they wanted to cultivate. This information could then be aggregated
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to derive the current production levels of a crop in real time and display it in the crop
catalogue using the colour codes. This design gave the research team a clearer and better
idea about how user input can be captured and aggregated information can be displayed.

In the 2nd Relevance Cycle we first evaluated the suitability of the solution by
showing it to sample of potential users. We realised that it is very effective to use
colour to communicate the current production levels to the farmers. If farmers use the
current production levels in their decision-making process, it may lead to diversifica-
tion of crops being grown, thus achieving some degree of coordination of the agri-
culture domain and stability in market prices. Having established the suitability of the
developed conceptual solution to better coordinate the agriculture domain and avoid
symptoms such as overproduction, we next wanted to find out how this conceptual
solution can be realised in practice. This led to formulation of 3 sub research questions.

1. What are the information needs of a farmer throughout the crop life cycle, when do
they need them (in what context) and what are the effective formats to present the
information?

2. How can we obtain or generate the information that farmers need?
3. How can we motivate farmers to act on this information?

To address these research questions three different yet integrated research projects
were formulated that directly resulted in 3 successful PhD completions in 2016.

• Project A - Holistic Information Flow Model to Enhance Livelihood Activities of
Sri Lankan Farmers

• Project B - User Centered Agriculture Ontology for Sri Lankan farmers
• Project C - An Empowerment Framework for Developing Mobile-based Applica-

tions: Empowering Sri Lankan farmers in their Livelihood Activities

Fig. 1. Crop catalogue (Color figure online) Fig. 2. Details of the crop selected
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4 Creation of DSR Sub-cycles

From the aspect of research process, we had two major challenges to tackle.

1. This was an ill-structured problem with unclear and undefined user requirements.
Therefore, each investigation had to iterate through several cycles of learning
established theory, understanding the problem, designing and building prototypes,
validating its functionality and field testing them to validate its suitability in the
environment.

2. There were 3 sub research projects that were carried out in 3 different geo-locations
which shared much of the problem understanding activities and needed to con-
tribute to an integrated artefact at the end. To establish the suitability of the artefact,
during intermediate stages and at the end, the artefact had to undergo through
Relevance Cycles that involved farmers in Sri Lanka (i.e. in a Single geo-location
which gave rise to some logistical challenges).

It became clearer to us that we require a more granular structure to the DSR cycles
to better manage and coordinate activities that are happening across multiple sub
projects. For this we divided each of the main DSR cycles in to two sub-cycles.

As shown in Fig. 3, the Relevance cycle was divided into two sub cycles: Rele-
vance – Problem Understanding (RePU) and Relevance – Suitability Validation
(ReSV). In Relevance – Problem Understanding (RePU) sub-cycle, the problem,
opportunities and obstacles that existed in the agriculture domain were clearly identi-
fied. When a solution was designed and tested for an immediate goal, its suitability was
validated in the environment in Relevance – Suitability Validation (ReSV) sub-cycle.

The Rigor cycle was split in to Rigor – Learning (RiLE) and Rigor –Contribution
(RiCO) sub-cycles. When in (RePU) sub-cycle trying to understand the problem, it is
important to refer to the past knowledge base of theories, existing artefacts, foundations
and methodologies. This happens in the Rigor – Learning (RiLE)sub-cycle. After
suitability validation (ReSV) sub cycle, all new knowledge gained is contributed back
to the knowledge-base in the Rigor –Contribution (RiCO) sub-cycle.

The Design cycle too was split into two sub-cycles: Design - Heuristic Search
(DeHS) and Design - Functional Validation (DeFV). In Design-Heuristic Search
(DeHS) sub-cycle, when a suitable design for an immediate goal was identified, it was
designed and implemented. In this sub-cycle, various heuristic search methods were
applied to design this artefact. In Design - Functional Validation (DeFV) sub-cycle, the
research team evaluated its functional validity. The constructed artefact was iterated
many times between these two sub-cycles to confirm its functional validity and to
produce an error free artefact. Then only the research process moved to Relevance –

Suitability Validation (ReSV) sub-cycle to establish the relevance of the designed
artefact as a means to solve the problem at hand. When the designed artefact has no
functional aspects such as conceptual models or paper prototypes of User Interfaces
there is no need for a Design - Functional Validation sub-cycle. After Design -
Heuristic Search (DeHS) sub cycle the research process can move onto a Relevance –
Suitability Validation (ReSV) sub-cycle.
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4.1 Application of DSR Sub-cycles to Sub Research Projects

This section describes how we carried out the 3 integrated research projects identified
above to discover an artefact that can be used to effectively coordinate the agriculture
domain in developing countries. First a brief description of the research that was carried
out in each project is given and how each of the sub research questions were inves-
tigated using set of DSR sub-cycles is explained in a tabular form.

4.2 Project A – Holistic Information Flow Model to Enhance Livelihood
Activities of Sri Lankan Farmers

In project A, a detailed investigation was carried out to understand what information
farmers need, when they need them, how do they currently receive information and in
which format, and the currency and relevance of the information. This resulted in
discovering open-ended and inefficient information flow model with limited collabo-
ration among stakeholders [11, 12]. Further it revealed that farmers were not receiving
current, accurate, complete and relevant information to make informed decisions in all
stages of a crop cycle [13]. This led to another investigation that resulted in discovering
all the stakeholders involved in agriculture domain, what type of information they need
to carry out their tasks and what type of information they produce while carrying out
their tasks. This resulted in creating a farmer-centric information flow model for the
farmers [14]. Table 1 below shows how DSR sub-cycles were used to achieve the goals
in project A.

Fig. 3. Design science research (DSR) sub-cycles and interactions among them
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Table 1. Research questions of Project A and relevant DSR sub-cycles

Research question Relevant DSR sub-cycle

RQ1: How do farmers currently
receive information and how
this information flow can be
enhanced?

� RePU1(A) – Application domain was analysed in detail to
investigate how farmers currently receive information and
current information flow among farmers in Sri Lanka
� DeHS1(A) – A farmer-centric information flow model was
derived to enhance the flow of information to farmers from
officials and other sources within the agriculture domain

RQ2: How to structure and
provide relevant information
using mobile technology?

� RePU2(A) – Agriculture domain was further studied to
understand which information is needed in different stages of
a farming cycle. This information was categorized and
structured to meet the exact needs of farmers
� DeHS2(A) – Initial set of interfaces of the mobile artefact
were designed
� DeFV1(A) – The correct functionality of the first prototype
of the mobile artefact was validated by the research team
� ReSV1(A) – First prototype of the mobile artefact was field
tested with 32 farmers in Sri Lanka in Dec 2012
� RePU3(A) – Learning from 2012 field trails
� DeHS3(A) – From the feedback from 2012 field trials, the
design and the functionality of the mobile artefact was
enhanced
� DeFV2(A) – The new functionality of the mobile artefact
was validated by the research team
� ReSV2(A) – The enhanced mobile artefact and additional
paper-based mobile interfaces (paper prototype) were field
tested with 50 farmers in Sri Lanka in Dec 2013
� RePU4(A) – Learning from 2013 field trails
� DeHS4(A) – From the feedback from 2013 field trials, the
overall design and the functionality of the mobile artefact was
enhanced
� DeFV3(A) – The correct functionality of the mobile artefact
was validated by the research team

RQ3: How to achieve a
sustainable flow of information
within the agriculture domain?

� RePU5(A) – Agriculture domain was further studied via
interviews and surveys to investigate ways to increase the
sustainability of the current information flow model
� DeHS5(A) – A stakeholder centric information flow model
was designed to increase the efficient information sharing
among all stakeholders. It was discovered by using
mathematical and logical operators, “aggregation” and
“disaggregation” from the information produced by some
stakeholders the information needs of some others can be
fulfilled
� ReSV3(A) – The stakeholder centric information model was
validated with 20 stakeholders
� ReSV4(A) – The fully developed mobile artefact was
deployed in March 2015 with 30 farmers. Data was collected
in March and October for evaluation purposes of Project A
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4.3 Project B – User-Centered Ontology for the Sri Lankan Farmers

The advantage of a farmer-centric information flow model can only be fully realised if
it can be used to deliver the context specific information that a farmer needs. Therefore,
the researchers in project B first gained an understanding of domain-specific infor-
mation needs of farmers in context. For example, a typical question often asked is:
“what crops will grow in my farm”. “My farm” can be characterised by climatic
conditions for the planned season, type of soil and water availability at the location.
This forms the context for the query. The Agriculture Department: a major stakeholder
in the domain has published how to grow various crops, required climatic conditions,
suitable soil type, watering methods, fertilizer and pesticides to be used as documents
on their website and booklets [2]. Since this knowledge is scattered and in document
form, it is not possible to query it in context. Therefore, it has to be extracted and
organized into a suitable granular representation so that one can query this information
in context. For this, user-centered ontological knowledge base was developed [15, 16].
Now when the question “what crops will grow in my farm” is asked via a mobile
phone, first it is necessary to capture the geo-coordinates of the farm, and using these
geo-coordinates to find the corresponding agro-ecological zone that farm belongs to.
Next “my farm” has to expand with corresponding climatic and soil parameters stored
in the context model for that agro-ecological zone. With this expanded information
ontological knowledgebase can be queried to obtain a list of crops that will grow in that
farm. Table 2 shows how DSR sub-cycles were used to achieve the goals of Project B.

Table 2. Research questions of Project B and relevant DSR sub-cycles

Research question Relevant DSR sub-cycle

RQ1: How to model a
user’s context with respect
to the domain of
agriculture?

� RePU1(B) – An understanding of needs of farmers in
context and domain specific knowledge were gathered from a
variety of reliable sources
� DeHS1(B) – Required information for each stage of a crop
cycle was broadly categorized into two types: published
literature (quasi-static) and situational knowledge required to
generate in real time (dynamic). From this analysis,
information important to the farmers was identified as a set of
questions

RQ2: How to represent
agricultural information and
relevant knowledge in
context

� RePU2(B) – A deeper understanding of Ontology and its
development process were gained
� DeHS2(B) – A user-centred Ontology to organise domain
knowledge and events of a crop life cycle was developed

RQ3: How to evaluate the
artefact developed in RQ2?

� RePU3(B) – An understanding of ontology validation and
evaluation methods were gained
� DeFV1(B) – The Ontology created was internally evaluated
for its validity, correctness and user satisfaction using Delphi
method
� ReSV1(B) – The Ontology was externally field tested with
32 farmers in 2012 for one major event called Crop Selection

(continued)
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4.4 Project C – an Empowerment Framework for Developing
Mobile-Based Applications: Empowering Sri Lankan Farmers
in Their Livelihood Activities

In this project, we investigated how to motivate the stakeholders to act on the infor-
mation to generate transaction data. The rapid growth of Social Networks is a result of
user empowerment due to symmetric information flow and the associated communi-
cation and collaboration patterns. This led us to carry out a detailed study of psy-
chological empowerment to understand the various components of psychological
empowerment, key drivers and influences of empowerment and their relationships to
each other [17–19]. The objective of Project C was to create an artefact that would
empower farmers to achieve their meaningful goals. This led us to first understand and
learn about the meaningful goals of farmers, the issues and challenges they face in their
livelihood activities, and how they have been using technology in their daily activities
in detail [20]. With these insights and the knowledge gained from empowerment
theory, we have implemented empowerment-oriented processes in the mobile artefact
that are closely aligned with the meaningful goals of the farmers [21]. Further, these
processes were embedded with choices, supported with relevant, accurate and timely
knowledge, to make informed decisions. The goals achieved in Projects A and B were
necessary to achieve the goals in Project C. Table 3 below shows how goals of Pro-
ject C were achieved via DSR sub-cycles.

Table 2. (continued)

Research question Relevant DSR sub-cycle

� RePU(4) – Learning from 2012 field trails
� DeHS3(B) – From the feedback from the field trial, the
Ontology was enhanced to accommodate more events
� DeFV2(B) – The enhanced Ontology was internally
evaluated for functional correctness
� ReSV2(B) – The Ontology was externally field tested with
50 farmers in 2013 to assess user satisfaction for information
provided
� RePU5(B) – Learning from 2013 field trails
� DeHS4(B) – From the feedback from the field trial, the
Ontology was further enhanced
� DeFV2(B) – The Ontology was internally evaluated for its
validity and correctness

RQ4: How to maintain the
artefact developed in
sub-question Q2?

� RePU6(B) – An understanding of how to manage a large,
user-centered ontology was gained
� DeHS5(B) – An architecture of an ontology management
system was designed
� ReSV3(B) – The fully developed mobile artefact in which
the Ontology is a part of was deployed in March 2015 with 30
farmers. Data was collected in March and October for
evaluation purposes of Project B
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Table 3. Research questions of Project C and relevant DSR sub-cycles

Research question Relevant DSR sub-cycle

RQ1: How can farmers
be empowered in their
livelihood activities?

� RePU1(C) – An understanding of the agriculture domain
knowledge, issues of farmers, their technology usage and
empowerment theory were gained
� DeHS1(C) – From the information gathered, a conceptual
empowerment model for the Sri Lankan farmers was developed.
A web based profit calculator was designed to ascertain
technology usage of farmers and how it might help in their
decision-making process
� DeFV1(C) – The functionality of the profit calculator was
validated by the research team
� ReSV1(C) – Profit calculator implemented as a mobile artefact
was field tested with 32 farmers in Sri Lanka in Dec 2012. In
addition, data was collected to understand how farmers make
decisions, their new user requirements and feedback on the
interfaces of the mobile artefact
� RePU2(C) – Learning from 2012 field trial
� DeHS2(C) – An enhanced empowerment model and a
cultivation planning application were designed. The cultivation
planning application incorporates new user requirements and has
processes to support all stages of a crop cycle
� ReSV2(C) – An enhanced mobile artefact with cultivation
planning application was validated with 50 farmers in Sri Lanka in
Dec 2013

RQ2: How to design a
suitable mobile-based
information system
(artefact) to empower
farmers?

� RePU3(C) – An understanding of how to design
empowerment-oriented processes of the mobile artefact,
supported with different types of knowledge required to enhance
decision making were gained
� DeHS3(C) – The empowerment processes embedded with
choices, and personalised, factual and procedural knowledge for
the mobile artefact were designed (Empowerment framework).
The mobile artefact was implemented fully with enhanced
interfaces to support HCI principles
� DeFV2(C) – The functionality of the artefact with
empowerment processes was validated by the research team

RQ3: How to evaluate
the effectiveness of the
empowerment
framework?

� RePU4(C) – An understanding of how to measure
empowerment and suitable instruments were gained
� DeHS4(C) – The instruments to measure empowerment were
designed
� ReSV3(C) – The fully developed mobile artefact implemented
based on empowerment framework was deployed in March 2015
with 30 farmers. Data was collected in March and October for
evaluation purposes of Project C
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Figure 4 shows the DSR sub-cycles of the three projects and their integration to
create the final artefact – Digital Knowledge Ecosystem. As explained in Sect. 3, at the
beginning of our investigation, we created a conceptual solution for the main project.
This initial investigation consists of 1st Relevance Cycle, 1st Design Cycle and 2nd

Relevance Cycle. In Fig. 4 they are shown as Relevance Understanding 1 (Main),
Design Heuristic Search 1 (Main) and Relevance Suitability 1(Main). The three indi-
vidual projects denoted using A, B and C, progressed through the DSR sub-cycles to
achieve their individual yet connected goals of the Main project. The outcomes of one
project became important inputs to another.

In 2012 and 2013 field trials, each sub project validated their designs and imple-
mentations independently for suitability and gathered information to learn and improve
the design of the artefacts. (at ReSV DSR sub-cycle). At the 2nd Design Heuristic cycle
of the Main project, all the outputs of three sub projects were integrated to create the
final artefact: Digital Knowledge Ecosystem. This was deployed in March 2015 among
30 farmers and survey instruments were used to collect data required to establish their
current level of empowerment and knowledge about crops and agriculture practices. In
Oct 2015, 6 months after initial deployment, similar survey was carried out to ascertain
the effectiveness of the developed artefact.

Fig. 4. DSR sub-cycles of the project and their integration to create the final artefact
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Throughout this investigation, the research team referred to the existing knowledge
base to learn and gather relevant knowledge (RiLE DSR sub-cycle). Similarly, new
knowledge was created by the research team as they progressed through the investi-
gation and that was contributed to the knowledgebase via 4 PhD theses, 1 Master’s
thesis, and 26 book chapters, journal and conference publications (RiCO DSR sub-
cycle). However, RiLE and RiCO DSR sub-cycles are not shown in Fig. 4 as it was
necessary to maintain clarity in the diagram.

5 Integrated Artefact and Impact

Some user interfaces of the Mobile based Information System are shown in Fig. 5.
Farmers can log into the system and from the main menu they can navigate to different
functions provided. In the login screen user can select the language. If farmer selects
“Crop Selection”, the crops that will grow in that farm (previously registered – these UI
are not shown) will be listed with colour coding. There are UIs (not shown below) for
them to obtain the varieties and the cost of production by providing the planed cultivation
extent. The UI showing the summery cost based on planned extent is shown below. This
planned extent of farming is used to predict the current production level of a crop.

The results of post deployment assessments were very positive. The evaluation
results of Project A showed that the average knowledge of farmers on suitable crops
that can be grown in one’s farm was increased by 21%. About 61% of the farmers
reported that they would like to receive information via the mobile. Farmers reported
98%, 70%, 68% and 98% for usefulness, ease of use, ease of learning and user
satisfaction respectively for overall utility of the artefact. In project C, evaluation
results showed a relative positive change of 11%, 6% and 25% for empowerment
outcomes such as sense of control, motivation and self-efficacy respectively for the
farmer group. Further, September 2015 data, showed a significant correlation among
empowerment outcomes. These results are consistent with the growing evidence that
self-efficacy influences motivation [17, 22–25]. The successful evaluation results of
projects A and C also validated the suitability of the User-Centered Ontology devel-
oped in project B, as Projects A and C utilised the information provided by Project B.

Login Screen Main Menu Crops that will grow in 
“My Farm”

Summary of Costs

Fig. 5. Selected screens of the mobile artefact
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6 Conclusions

In this paper, we have shown how an artefact can be developed using DSR to solve a
complex problem. The main problem had many research challenges and they were
assigned to several sub projects to address. The outputs of individual projects were
integrated to achieve the main goal of the larger project. For this purpose, we had to
split three main cycles of DSR: Relevance, Design and Rigor into 6 DSR sub-cycles.
This split enabled us to perform the necessary activities to address different aspects of
the problem by different researchers, often in parallel, at multiple geographical
locations.

Having a well-coordinated effective agriculture production system is a key
requirement for achieving at least 3 of the United Nations Sustainable Development
Goals; No Hunger, Zero Poverty and No Malnutrition. Finding solutions to these
problems require multi nation, multi-disciplinary approaches. The work presented in
this paper highlights the suitability of extended DSR methodology for discovering
artefacts to address such complex and challenging problems and finding possible
solutions can make an immense contribution to humanity.
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Abstract. Management of information systems (IS) security in organizations
has been hampered by the apparent lack of inclusion of organizational security
objectives in the traditional strategic planning process. In order to improve IS
security strategic planning, we argue that there should be a renewed emphasis on
security planning objectives. In this paper we present two sets of objectives –
fundamental and means. We then define an evaluation mechanism for assessing
the security posture of a firm. Based on case work in healthcare, we illustrate the
usefulness of the security evaluation method for designing enterprise security.
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1 Introduction

Strategic planning has long been considered as an important activity in management of
organizations [4]. The Information Systems (IS) literature has recognized that strategic
planning helps in reducing uncertainty [2], ensuring co-ordination [39], maintaining
business process integrity [30] and facilitating good communication among stakeholders
[21]. While the need to undertake strategic planning in the context of IS has been well
appreciated, the same strategic planning focus has not been extended to IS security. This
absence of inclusion of security planning has occurred in spite of the fact that security
has been considered as a key enabler in the management of organizations [16, 63].

It is possible that the increased organizational reliance on information technology
combined with realistic security concerns has resulted in a more immediate techno-
centric security orientation by management. Instead, organizations would be better
served with the adoption of a long-term strategic vision for this important aspect of IS
management. The attention that has traditionally been rendered to IS security has
largely focused on specifying requirements (i.e., confidentiality, integrity, availability
of information) rather than larger security objectives that serve the organization as a
whole. Dominant IS security research has also largely been technical in nature, with
limited consideration of people and organizational objectives.

One of the main reasons for the lack of a strategic planning focus in managing IS
security is that security has often been considered as an ‘afterthought’. Baskerville [6]
terms this as ‘developmental duality’ when design of systems and security are not
integrated and follow independent paths. Furthermore, security breaches trigger
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implementation of remedial measures in a reactive manner, not necessarily aligned with
the overall strategic plan. There is no doubt that security breaches can cause huge
monetary losses and disrupt critical business processes. Nevertheless, it is also prudent
to proactively consider IS security that facilitates smooth operation of the organization.
This necessitates not only the need for strategic planning and definition of a set of
strategic objectives [3], but also the need to establish a strategic security planning
process to identify corresponding IS security objectives and mechanisms to ensure
realization of security measures within organizations.

In this paper, we call for strategic planning for IS security in organizations. Based
on research from Dhillon and Torkzadeh [20], we design a conceptual artifact to
undertake a security posture assessment of a firm. The output of the assessment
framework allows us to comment on the discrepancies and hence suggest security
strategic planning opportunities.

2 Literature Review

The major focus within the strategic management literature has been to conceptualize
dimensions of the planning process and then define the associated effectiveness mea-
sures [34]. However, Lederer and Sethi [36] and Grover and Segars [25] noted that in
the IS literature, focus has been more on the development of tools and methodologies
for undertaking strategic planning. Although it has been argued that IS strategic
planning and organizational strategic planning is largely similar (e.g. [26]) and should
be conceptualized in the same way, some researchers would however contend that this
has not been the case [50]. Despite repeated calls for strategic planning for IS security
(e.g. see [1, 11, 26]), there has been little progress in conceptualizing and developing
tools and methodologies for the strategic IS security planning processes.

In fact, the majority of IS security research has focused on security policies as a
proxy for IS security strategy. For example, Baskerville and Siponen [9] call for
information security meta-policies, essential for thinking strategically about IS Secu-
rity. Siponen and Iivari [52] also propose theories for developing security policies and
guidelines. Although policy formulation is an important aspect of IS security, it needs
to be undertaken within the context of strategic planning. As Baskerville and Dhillon
[8] note, “we can have a strategy for creating organizational security policies, and we
can have a strategy for implementing security policies. This means that organizational
strategy will help determine the security policies, and these policies may in turn
embody a determination for the strategy for carrying out the security policies.” Simi-
larly, Anderson and Choobineh [1] make a call for security “actions and tactics” to be
bounded by the enterprise security strategy.

In reviewing IS security research related to strategic aspects, we draw upon
strategic management and IS strategy literature to identify broad categories or schools
of thought. Opinions are divided as to the number and scope of schools of thought. The
strategic management field, for instance, considers anywhere between five and eleven
schools of thought (see [33]). In the IS strategy literature, Segars and Grover [50]
identify five planning philosophies, including design, planning, positioning (based on
[41]), learning, and political. Adapting from Mintzberg’s work, we classify IS security
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research into three essential schools of thought that includes the design school, plan-
ning school, and emergent positioning school, with the emergent position school of
thought incorporating the learning and political aspects. We discuss each of these
approaches to security planning below.

2.1 Design School of Thought

This category of research relates to the design of IS security and is largely technical in
nature. The emphasis here is on designing artifacts that help in ensuring security. The
very nature of this strand of research results in focusing more on identifying and
fulfilling requirements for ensuring IS Security. The design school that inspired IS
Security research can be traced back to the early 1970s when the US Department of
Defense (DoD) undertook proactive steps to define confidentiality requirements for
data residing in its systems. The DoD intention was to protect the unwanted exposure
of secure information within systems, which in turn would ensure overall information
security. The outcome of this early DoD work was the Bell-LaPadula model that
defined multilevel security in the form of a state transition model. Here, a set of access
control rules used security labels on objects and access clearances for subjects [10]. In
subsequent years, additional information security models were developed. For exam-
ple, the Biba Integrity Model [11] defined access control rules to ensure data integrity.
The Biba model groups data and subjects in ordered levels of integrity, i.e. subjects
may not corrupt or alter data that is at a level higher than the subject. At the heart of a
Biba Integrity Model are three goals: prevent data modification by unauthorized par-
ties; prevent unauthorized data modification by authorized subjects; and ensure that the
data reflects the real world. In addition to the confidentiality (Bell-LaPadula) and
integrity (Biba) security models, availability of data has also been considered closely.
Availability refers to ready accessibility to data existing in tables and files where it is
supposed to be and has not been inadvertently or purposefully deleted. Prominence of
availability as a requirement for security emerged following concerns for increased
processing power of computer systems and the corresponding reduction in access time
to disks (see [58]). Moreover, the DoD requirements called for timely availability of
data at all times while attempting to curtail denial of service attacks. The disaster
recovery planning process (DRP) and information assurance management, including
COBIT (ISACA model for Control Objectives for Information and related Technology)
also addresses various aspects of the design school of thought.

Undoubtedly requirements such as confidentiality, integrity, and availability
(CIA) have been considered as cornerstones for good IS security (see [12]). Numerous
products and services have attempted to incorporate these requirements into their
specifications (for instance IBMs System-managed storage model, Hewlett-Packard’s
DataMesh project, the RAID project at UC Berkley, among numerous others). However,
some have argued that an exclusive focus on CIA requirements has been considered as
limiting the ability to ensure good security. For example, Parker [42, 43] considers the
CIA model to be a rather limited list of requirements and suggests three additional
requirements - possession or control, authenticity, and utility. Additionally, for the past
several years, many researchers have highlighted the importance of possession as a
requirement because it connotes a senses of data stewardship (e.g. [29, 49]). Authenticity
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refers to the correct attribution or provenance of information while utility means use-
fulness, which suggests that while data may meet all other requirements, it still may not
be useful in that form.

While the IS security requirements that have emerged from the design school have
helped in developing good security artifacts, products and services, their relevance in
multiple contexts remains questionable. It is argued that the context of information use
can change the validity or worth of the formal security models [60]. Dhillon [17] notes,
“A challenge, however, exists when business organizations are using models based on
a different reality.” Further, Wing [59] argues that when large and complex software
systems are being specified, special care is needed to explicitly state the assumptions
about the context. Wing notes, “Unfortunately, when specifying a large system,
specifiers too often forget to explicitly state the circumstances under which the system
is expected to behave properly.” (p. 20). Hence, the literature supports the idea that the
design of IS security requirements has to be grounded in specific organizational
contexts.

2.2 Planning School of Thought

This category of research relates to the planning of IS security that treats formulation of
strategy as a formal process. The planning school of thought for IS security has largely
focused on identifying vulnerabilities, conducting risk analysis, and ensuring compli-
ance with internal and external standards. Such activities are typically undertaken both
at the system and organizational level. Interestingly, research in the planning school of
IS security has unquestionably drawn on the security requirements established by their
design school counterparts. This means that identification of security vulnerabilities,
security risk analysis, and compliance have all been centered around CIA and their
purported extensions. In many ways confidentiality, integrity, availability, possession,
authenticity, and utility requirements for ensuring IS security have taken the form of IS
security objectives for defining security programs in organizations. While one may
argue that such an approach is valid, researchers consider this to be atheoretical and
based on ill-formed constructs. In reference to the CIA constructs, Backhouse and
Dhillon [5] consider security programs based on such requirements to lack an under-
standing of substantive questions. Choobinen et al. [14] maintain, “Over the past
several decades, the field of information security management has suffered because of a
lack of theoretical conceptualizations. While many researchers have offered interesting
insights, there are as yet no well-established principles that define ‘good’ information
security management” (p. 963).

The preponderance of the requirement-centered orientations in IS security research
in both the design and planning school have been highlighted in major IS security
literature reviews (see [10, 19, 53]). Baskerville [7] terms it a general disconnect
between systems development methods and security design and calls for integrating
security considerations into systems development. Even after two decades, this call has
not been entirely heeded to. Dhillon and Backhouse [19] classify most of the current
approaches as ‘functionalist’ in nature and hence suggest that the context of use needs
to be adequately considered. Siponen [53] reiterates the need for a socio-organizational
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perspective and in developing deep insights into organizational situations for under-
standing security. Both the Dhillon and Backhouse [19] and Siponen [53] calls have
been partially heard, particularly in terms of understanding behavioral aspects of
security compliance [27] and awareness [44].

Both the design school and planning school categories of research ultimately aspire
to inform IS Security policy formulation, implementation, and strategic planning. In the
case of the design school, the center of attention is on eliciting the security require-
ments at a system level. The implicit assumption is that security of systems within an
organization will help in protecting the overall organization. Researchers in this cat-
egory therefore tend to take a technical requirements based mode of inquiry. On the
other hand, the planning school of thought reviews the requirements identified within
the design school and plans for security both at system and organizational level.
Researchers in this category tend to develop organizational security policies that help in
ensuring system security. Neither the design school nor the planning school rise above
the technical and operational level to address security needs at the strategic level.

2.3 Emergent Positioning School of Thought

Research in the emergent positioning category considers IS security plans to emerge
based on the context and the relative positioning of a range of issues and stakeholder
values. With the emergent positioning view, planning of IS security strategy is con-
sidered to be largely an analytical process. There have only been isolated attempts in
the literature that call for identifying and defining objectives or for strategizing about
security from the perspective of emergent positioning school of thought (cf. [41]). Rees
et al. [47], for instance express their frustration by stating that, “the prevalent model
within many organizations appears to be an ad hoc approach to security, where the
latest breach becomes the model for future occurrences” (p. 101). While Rees et al. [47]
present a policy framework and suggest that proper strategizing needs to be undertaken,
they fall short of actually presenting security objectives that organizations could adopt.
This they feel should be the focus of future research initiatives.

Baskerville and Siponen [9] also call for meta-strategizing about security policies.
Incorporating prior work undertaken at the US Department of Defense, they identify
various security policy requirements, which include identification and classification of
security subjects and objects, the need for a design process for development and
implementation of policies, and the need for implementation and testing processes.
Baskerville and Siponen [9] highlight the need for a process and the form a given
security strategy needs to take. However, they do not comment on the content of the
security strategy and/or the planning process.

Similarly, Straub and Welke [54] present a security planning approach. They argue
that the “scholarly and consulting literatures on security do not provide a commonly
agreed upon conceptual model for the security planning process” (p. 450). Even after a
decade of research efforts, the state of security planning has not significantly changed.
While many researchers have proposed one form of planning approach or the other,
they have usually fallen short of defining objectives that need to inform any kind of a
planning process.
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Given the need to establish objectives for IS security, we systematically identify
values, synthesize these and then present a consolidated set of fundamental and means
objectives. We found instilling a certain set of ethical values, assuring identity man-
agement, promoting positive attitude, and improving technology competency to be
fundamental objectives for any IS security strategy. We also identified elevating
awareness, honoring individuality, establishing censure, appreciating reciprocity, pro-
moting openness, encouraging compliance, reducing apathy, clarifying accountability,
and developing mutual understanding as means objectives for IS security. The com-
bination of the fundamental and means objectives forms the basis for an IS security
strategic plan.

3 Value-Focused Thinking Approach and IS Security
Objectives

In 2006, Dhillon and Torkzadeh [20] undertook an extensive study where 103 inter-
views were conducted to identify individual values for ensuring IS security. Their
systematic application of Keeney’s [31] methodology resulted in 430 values, which
were consolidated into 86 micro level objectives. These micro level objectives were
then clustered into 25 categories, which they termed “high-level objectives.” They then
classified these, based on the concept of Why Is This Important (WITI) test proposed
by Keeney, into 9 fundamental and 16 means objectives.

Dhillon and Torkzadeh [20] illustrate the usefulness of IS security objectives with
numerous examples. For instance, they identify “Enhancing integrity of business
processes” as a fundamental objective that helps in ensuring IS security. Integrity of
business processes can be enhanced if stakeholders: (1) understand the expected use of
available information; (2) are aware of the procedures and codes of conduct; and
(3) ensure that appropriate organizational controls are in place. They also call for
“enhanced management development practices”. By enhancing the competence of staff
and providing legitimate opportunities for financial gain, it is possible to ensure
security and curb internal threats. In a final synthesis, Dhillon and Torkzadeh [20]
suggest that their objectives and the associated sub-objectives form a good basis for
organizations to plan for security. Additionally, D’Aubeterre et al. [15] highlight the
importance of information and proper design of activities in enhancing business pro-
cess security. Launching from this research work, Kolkowska et al. [32] use the
objectives identified by Dhillon and Torkzadeh [20] to define a range of IS security
goals for Swedish hospitals. Herath and Rao [45] and Drevin and Steyn [22] use some
of the same concepts to study aspects of IS security policy.

The objectives described by Dhillon and Torkzadeh [20] provide a useful basis for
undertaking strategic planning for IS security. Value based objectives have been
extensively used to develop strategic plans for a number of areas. Merrick et al. [37] for
instance, define objectives for identifying and improving watershed needs leading to a
strategic plan for the Upham Brook Watershed in the Richmond, Virginia area.
Ramanujam et al. [46] present a multi-objective assessment of planning systems and
reassert the need for a multidimensional view of planning. While the mainstream IS
literature has made significant progress in defining multi-objective perspectives for IS
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planning, more research is clearly needed on strategic planning for IS security. Using
different terminology, many authors have made such calls (e.g. [9, 23, 51, 54, 57],
among others).

4 Strategic Planning Using IS Security Objectives

In this section, we illustrate an applied use of value-focused IS security objectives. The
main purpose of this section is to demonstrate the usefulness of the objectives in terms
of engaging in a strategic planning exercise. The illustrative example is drawn from the
healthcare sector. This sector has an overabundance of IS security issues that need
consideration. In the USA, for example, a “leak” of a HIV Positive diagnosis, alarmed
public and a series of public hearings culminated in the 1996 HIPAA (Health Insurance
Portability and Accountability Act) legislation. HIPAA incorporates within itself a
privacy rule, which addresses how and when patient records may be used or disclosed.

Healthcare organizations need to institute strong information security mechanisms.
IS security objectives are central to a security based IS strategic planning initiative.
Based on the parsimonious set of objectives from the Dhillon and Torkzadeh study, we
undertook an IS security assessment. We identified two organizations for the research
based, applied assessment - a US based Medical College (MC) and a US based Cancer
Institute (CI).

MC is constituted of 19 departments (ranging from Anesthesiology and Derma-
tology to Radiology and Surgery). We sampled 38 individuals across the departments
(1 physician and 1 nurse from each department). A total of 26 usable responses were
received. At CI a cross section of health care providers was identified and 14 usable
responses were received. The assessment instrument was the same for both sites and
was administered about a year after the first study. The 13 objectives were organized
into 2 categories - fundamental objectives (with 26 sub-objectives) and means objec-
tives (with 36 sub-objectives). Each objective was assessed on a 5 point Likert-type
scale where 1 indicates strongly disagree and 5 denotes strongly agree.

Figure 1 is a graphical representation of our findings from the MC and CI illus-
trative cases. Three profiles for fundamental and means objectives are presented
(original study sample responses, MC and CI data). The findings provide a useful basis
for strategic planning for IS security. To the extent that the large sample represents a
variety of industry from banking and insurance to healthcare to manufacturing, these
findings are generalizable. Follow up studies can focus specifically on a single industry
by collecting data from that industry. The intent for our healthcare specific data col-
lection is to provide an example of a single industry results and be able to interpret
those results relative to our results from the large sample.In collecting data, we asked
representatives of MC and CI to assess their organizations in terms of fundamental and
the means objectives based on the original survey. There were multiple respondents
from each organization and the collective view of the respondents is reflective of the
organization in general. In the literature typically a single informant is used to provide
an organizational view [35]. In our study however we had several informants who
provide an organizational view [56]. The following interpretations can be drawn.
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(1) If the employees conform to the general patterns (the study sample in our case),
then this might suggest that the organization is more or less performing satis-
factorily in relation to the given objective. With respect to improving technology
competency, the study sample and data from MC and CI seem to converge,
indicating that all constituents consider this objective to be of similar importance.
If the respective organizations do not have adequate mechanisms or programs in
place to improve technology competence, then they should proactively engage in
this effort. As previously discussed, we know that technology competency helps
in improving IS security.

(2) It is interesting to note how the responses differed for the establish censure objec-
tive. Censure ensures IS security by instilling fear, possible excommunication, and
prospects of losing one’s job. While our large sample showed somewhat average
importance of this objective, respondents from CI did not consider this objective to
be that important. The MC respondents felt this was more important compared with
CI. We feel (as have Herath and Rao [45] along similar lines) that ensuring censure
can possibly result in good IS security, particular in achieving objectives such as
promoting positive attitude and assuring identity management. Therefore a higher
score on censure is ideally needed. However it may just be that in healthcare,
establishing censure may not have high relevance. One could possibly explain this
based on what Mintzberg [38] terms as power residing in the system of expertise.
Mintzberg argues that in high expertise domains (viz. healthcare), by virtue of the
inherent expertise, some individuals and groups wield a lot of power. Both the MC

Fig. 1. An illustrative IS security profile
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and CI groups had a high concentration of experts, who were perhaps less worried
about censure relative to say compliance. Nevertheless, failure to address such
issues and understand potential impact of other means and fundamental objectives
could prove detrimental to the organization.

(3) In our original sample, we found reducing apathy to be an important objective.
While the average benchmark from the study sample was fairly high, both MC
and CI scored lower. Reducing apathy helps promote a positive attitude and instill
ethical values, which in turn helps in assuring good IS security. A low score on
apathy suggests that respondents are indifferent towards security violations, which
could have corresponding impact on compliance and censure. In a 2004 Global
Information Security Survey, Ernst & Young found that while management is
hesitant to assign priority to human capital, it was more than willing to invest on
various security technologies. The study also noted that management’s apathetic
attitude was resulting in pathetic consideration of IS security [62]. Certainly we
corroborated this view, and believe that it is therefore prudent to understand
apathy issues and their potential impact on other objectives and how strategic
planning could be undertaken.

In this illustrative example we see three most noticeable differences relative to the
large sample results in IS security means objectives - establish censure, promote
reciprocity, and reduce apathy. This research work indicates that perhaps healthcare
professionals consider these three objectives less important than security professionals
in our larger sample. We do not wish to impose any judgment with respect to the efficacy
of the value perception in the healthcare industry, but merely want to use the example to
demonstrate the usefulness of the two sets of objectives. The specific profile can provide
focus for firms in conducting their IS security strategic planning. In setting strategy for
IS security for healthcare industry, the sample results seem to suggest greater emphasis
on means objectives such as awareness and compliance and less emphasis on censure
and individuality. Comparison with subsequent profiles would offer evidence of the
effectiveness of implemented security measures for continuous improvements.

5 Discussion

On the Socio-Technical Nature of IS Security. It is interesting to observe that most of
the value-focused IS security objectives presented in this study span across technical
and social aspects of IS security. This research outcome is consistent with what
mainstream IS security literature has to say about the nature of IS security. While the
literature has long recognized the increasing importance of non-technical, people
related issues in ensuring IS security (e.g. see [28]), the objectives have not been
conceptualized). For instance, Rindfleisch [48] in the context of healthcare comments:

Technology can help to ensure that only health care personnel access information they have a
right and need to know, and that information gets from one place to another accurately and
securely. But technology can do very little to ensure the person receiving the information will
handle it according to confidentiality standards. That depends on ethics and an effective
supervisory and legal structure that provides sanctions against detected misuse (p. 99).
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While our study presents technically and organizationally/socially grounded IS
security objectives, these are not necessarily in contradiction with the traditional
exclusively technical world-view of IS security. Instead, it augments it with a fresh
dimension that stems from the social system and technical system interaction, rather
than just from the technical system. As Keeney [51] suggests, the best way to know the
real concerns of the users in order to arrive at good decisions is to ask them. Similarly
the best way to anchor user perception and to obtain their judgment is to focus on their
value-base. A value-based approach is expected to be stable with long lasting effects.
Clearly, some of the elements derived from a techno-centric orientation are essential in
the overall management of IS security, but it is important to begin thinking about the
values prior to discussing alternatives - for an exclusive techno-centric orientation only
allows identification of requirements for IS security.

We have argued earlier that a requirements based design orientation may result in
excellent and elegantly designed secure systems, but may not fulfill the need to think
strategically about IS security. We wish to emphasize that a broader socio-technical
perspective that includes the individual values, as well as the technical elements, is
necessary for forming long term strategic plans in an enterprise (see [13]). Ultimately, it
is the individuals that cause, and are affected by, the security threats [18]. The more we
understand an individuals’ value system, the better we might be at developing
responsive information systems security plans.

IS Security Objectives and the Content of Strategic Planning. Following Mintzberg
[41] we identified design, planning, and emergent position as three schools of thought
informing IS security research. While each school of thought offers interesting insights
for IS security, being aware of the pitfalls and adopting a user/stakeholder value-based
(c.f. Gregory and Keeney [24]) perspective allows for identifying IS security objectives
in a proactive manner.

As the health care example illustrates, results of an assessment using our objectives
can help in developing IS security profiles. Such profiles suggest the employee’s per-
ceived importance of these objectives. Strategic decisions can then be taken to address the
areas that need attention. Periodic collection of data with the same instrument would
provide information for evaluating the results of implemented IS security measures. Our
survey results can also serve as a baseline for comparison purposes. Various scholars of
strategic management, irrespective of their philosophical orientation, have considered
objectives as a useful basis to define strategic plans (e.g. see works of [2, 3, 40, 45, 61] to
name a few).

While the IS security objectives appear to be generic enough to guide strategic
planning, the balancing of the IS security objectives with other strategic opportunities/
threats, resources and organizational capabilities, may impact the values of individuals
and hence redefine the objectives over time [3]. Periodic reassessment of objectives
would be a useful exercise since values and objectives may change over a period of
time (similar observations are made by Tan and Hunter [55] and Keeney [51]). Ansoff
[3] summarizes the intricate relationship of objectives, resources, opportunities, and
capabilities succinctly when he notes:

The interaction between objectives and opportunities … shows the key variable which deter-
mines the strategy. The need to balance four variables against one another (the environmental
threats/opportunities, the firm’s objectives, its present capabilities, and its future resources)
during formulation of strategy explains much of the complexity (p. 179).
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Therefore, it is prudent to remain cognizant of not only the IS security objectives,
but their possible evolution over time. In the interim however, the IS security objectives
provide a useful basis to engage in discussions, undertake assessments and provide
guidelines for IS security strategic planning.

Is Security Objectives and the Structure of Strategic Planning. The security objec-
tives defined in the current research allow organizations to structure their security
related strategic planning. In this section we suggest possible ways in which the
objectives could be used to facilitate security strategic planning.

(1) Reconsideration of near term and long term IS security goals. The thirteen fun-
damental and means objectives, along with all the sub-objectives are a useful basis
for an organization to assess their current security policies and provide input for
future security policy conceptualization. Rather than begin with a clean slate, the
objectives are a reasonably good starting point to assess what is in place for a
given enterprise and what more needs to be done, especially in terms of formal
programs that should be initiated. While objectives are a useful starting point to
engage in strategic planning, this orientation has come under criticism from
emergent positioning school of thought researchers. Hence, the objectives need to
be considered in the context of a portfolio analysis of activities discussed next.

(2) Engage in a comparative portfolio analysis. The profiles developed for individual
organizations and their comparison with a baseline (see Fig. 1), are useful for
defining a portfolio of activities that any firm should have. For example, instilling
the importance of ethical values to IS security is one of the fundamental objec-
tives. One way to ensure that all employees in the organization have the same
understanding is to promote awareness. If this means objective is considered
lacking in an organization, one strategy could be to raise employee ethical value
with a variety of promotional campaigns. Resources would then be allocated to
design effective campaigns. One such campaign could aim at raising employee
awareness on the inappropriateness for sharing password among coworkers.
Additional policies and procedures may also be implemented to help reinforce or
maintain high level of ethical value in the organization. While we do suggest that
comparative portfolio analysis should be undertaken, presenting a detailed
strategic plan is beyond the scope of this paper.

(3) Engage in a IS security technology review. A clearer view of what an organization
may aspire to achieve helps in identification and subsequent realization of
mechanisms needed to achieve the objectives. This helps with a clear definition of
the kind of technical solutions that may be required for achieving the purpose. For
instance, implementing a biometric access control system should not determine
how identity management should be accomplished. On the other hand, focusing
on clarity of accountability structures helps in appropriately using access control
systems, for they do impact reporting and responsibility structures, which in turn
will help in assuring censure, thus leading to good identity management.

Limitations. Like any research, our study has some limitations. We are clearly
bounded by the conceptualization of fundamental and means objectives from Dhillon
and Torkzadeh [20]. It is possible that the value-focused thinking approach runs the
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risk of personal biases influencing the qualitative interpretations. However, Dhillon and
Torkzadeh [20] did note that they were cognizant of the limitations and that their
method helped in addressing some of the concerns.

The Dhillon and Torkzadeh [20] study offered 25 fundamental and means objec-
tives, which emerged into 13 (4 fundamental and 9 means) in this study. While sys-
tematic quantitative data analysis helped us in defining a more parsimonious list, we
may have lost some of the richness that was integral to the original set of objectives.
Nevertheless, a smaller statistically valid set of objectives would form a good basis for
further research.

While the development of the strategic planning for IS security assessment was
grounded in the responses of the IS security professionals, our illustrative application to
engage in strategic planning was based on data from non-IS security professional
perspective. Such an orientation is useful particularly since it provides insight into the
value gap between the IS security and non-IS security professionals.

6 Conclusions

We presented a set of 4 fundamental and 9 means objectives based on survey responses
by 253 security professionals. While fundamental objectives provide an overall picture
of what is important for IS security, means objectives offer suggestions on how to
accomplish those objectives. respondents’ profile suggests that these objectives are
applicable to most industries. Organizations can review existing IS security policies
and procedures against these objectives and identify areas where objectives were not
met. Strategies could then be formulated and actions taken to address the lacking
objectives.

Empirically grounded, comprehensive IS security objectives for planning have not
been proposed in the literature. At best, a number of requirements for IS security have
been established. A requirements based strategic planning seeks to only find alternative
based objectives. In this research and in line with Keeney [51], we presented the view
that a value-focused perspective in strategic planning helps in creating a richer and a
more robust set of objectives. We believe that the objectives presented in this research
will significantly help in IS security strategic planning, and have demonstrated the use
of these objectives in an applied case.
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Abstract. With the growing popularity of social network sites (SNS), organi-
zations have started to leverage them for encouraging both personal and pro-
fessional data sharing. However, inherent privacy problems in social networks
have become a concern for organizations deploying them. So companies have
started investing in systems for evaluating employees’ behaviors on SNSs. In
evaluating employees’ behaviors on SNSs, this study aims at developing a
mechanism for learning users’ behaviors on SNS and predicting their control of
privacy on SNS. Privacy prediction is based on the revelation of actual privacy
characteristics of users through the analysis of their SNS usage patterns. Using
the Design Science research methodology, this study presents the design and
instantiation of a prediction model that is trained using survey data and SNS data
of graduate students from a prominent Northeastern University in the United
States, which is used to generate class labels associated with their privacy
control. The prediction model provides a data analytics component for reliable
predictions of users’ privacy control using Machine Learning algorithm SVM
and a randomized ensemble of decision trees. The results suggest that the pre-
diction model represents a reliable method for predicting privacy control based
on user actions on SNS.

Keywords: Privacy control � Social networks � Prediction model
Machine learning � Design science

1 Introduction

Recent surveys indicate that a large majority of companies are actively using, or
evaluating the use of social networking sites (SNSs). According to a report from
September 2017, 52% of businesses say social media positively influences revenue and
sales. In addition, about 58% of business-to-consumer companies consider investing
time and money in social media1. These companies are viewing SNSs as “[…] a new
method of communication between colleagues, encouraging both personal and pro-
fessional sharing [of information]” (DiMicco et al. 2009, p. 711). SNSs offer many
benefits to both companies and their employees – create working relationships, provide

1 https://clutch.co/agencies/social-media-marketing/resources/social-media-survey-2017.
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social support, generate capital and foster corporate citizenship behaviors (DiMicco
et al. 2009; Skeels and Grudin 2009), and generate job satisfaction, allow work free-
dom and create an environment of fun (Koch et al. 2015; Tan et al. 2009). SNSs are
keeping employees engaged as well as companies efficient and effective (Wehner et al.
2017). Thus, by blurring of work and social boundaries, SNSs are paving the way for
companies to extend their efforts regarding “crowdsourcing, open innovation, or the
inclusion of external experts in internal processes” (Koch et al. 2015, p. 151).

Many researchers have focused on privacy issues in SNS use (Acquisti and
Grossklags 2004; Brandimarte et al. 2013; Gross and Acquisti 2005). SNS users share
all kinds of personal details about themselves (including their likes, dislikes, friends,
education, etc.). Some SNS users also share sensitive information such as their birth-
days, addresses and other location details (Dong et al. 2015). Wang et al. (2011) have
demonstrated empirically that SNS users often share something publicly, which they
later regret. This points to the fact that users fail to manage their privacy by failing to
control or restrict information from certain other users (Compano and Lusoli 2010).
Some of the users often avoid the hassle of controlling information altogether when
faced with numerous and complex privacy decisions. Such users that are negatively
predisposed towards controlling their information are considered to be more prone to
manifest privacy mishaps on the SNSs.

It is essential to assess users’ control on SNS in order to prevent privacy mishaps
that may threaten corporate reputation. Privacy researchers have often linked the
concepts of privacy and control (Laufer and Wolfe 1977). They state that control is a
key factor that shapes privacy. Margulis (2003a, b) has also pointed out that privacy is
a control-related phenomenon. Xu et al. (2011) state that “the element of control is
embedded in most privacy conceptual arguments and definitions, and has been used to
operationalize privacy in numerous studies (Culnan 1993; Malhotra et al. 2004;
Sheehan and Hoy 2000)” (p. 804). In this paper, we define “control” based in terms of
how well the users can control their information on the SNS (henceforth referred to as
“privacy control”).

Estimating users’ privacy control on SNS is a complex task, particularly because
privacy control is subjective. Subjective evaluation of privacy control requires exper-
iments or surveys with users (see Hoadley et al. 2010 and Xu 2007), which can be
affected by many factors such as experimental setting, subjects’ mood, and other
contextual elements. As a result, subjective evaluation of privacy control can be an
inconvenient, costly and time-consuming operation to perform, thereby making it
impractical for large-scale study or real-world applications. It will be more practical (as
well as considerable improvement) to design objective models that are able to predict
privacy control in a consistent manner and that can automate assessment of users’
privacy control on SNS.

Towards that end, we evaluate how accurately a machine learning model can
predict human judgment about privacy control (i.e. perceived privacy control) on SNS.
The main objective of this paper is to test whether the machine learning (objective)
model matches the privacy control perceived by the user (subjective) on SNS. The
contribution of this paper is a machine learning model (classifier) to classify users into
privacy control groups based on an analysis of their SNS usage. Such a classifier spells
out the actual privacy-related characteristics of users. It would allow organizations
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several benefits such as: studying users under the prism of predisposition towards
privacy mishaps, getting an evaluation of users’ privacy attitude, training users to
control information based on their professional activities, tailoring system designs to
respond to individual behavioral dynamics, and promoting privacy-conscious practices
in data-collecting environments.

Using the Design Science Research (DSR) methodology (Hevner et al. 2004;
Peffers et al. 2007), the machine learning classifier was devised in two phases: (1) a
survey to subjectively assess users’ perception of privacy control on SNS, and (2) a
theory-guided approach for feature selection to create a predictive function. In the
survey phase, SNS users identify their level of privacy control on SNS. In the feature
selection phase, we adapt Communication Privacy Management (CPM) theory for
selecting SNS interactions as feature vectors to a Support Vector Machine
(SVM) classifier. The SVM classifier is trained using the survey instrument and the
selected SNS interactions. The SVM classifier uses a predictive function that auto-
matically assigns privacy control labels for SNS users with an F-score of 71%.
The SNS usage-related features (visits and durations) are found to be more effective for
the objective (machine learning-based) model of privacy control.

In order to facilitate the direct observation of users’ actions, we developed an SNS.
We formed a community of SNS users involving graduate students in a prominent
Northeastern University in the United States, and collected traces of interactions among
them. Our results suggest that the machine learning classifier (objective) represents a
reliable method for predicting SNS users’ perception of privacy control (subjective)
based on their actions on the SNS usage. In accordance with McLaren (2011), the rest
of this paper loosely follows a structure prescribed as optimal for demonstrating design
science research work (Gregor and Hevner 2013). We look at the extant literature on
privacy control in the Literature Review section. Subsequently, we present the
description of the machine learning classifier in detail. Evaluation of this prediction
model is presented through a case study with a student population. The paper concludes
with remarks about limitations of the current state of the artifact and its evaluation so
far. We also highlight the potential for possible future research directions taking
advantage of the software setup designed for this paper.

2 Literature Review

In this section, we discuss the extant literature on privacy control. Then we provide the
theoretical underpinnings of the privacy profiling model.

2.1 Privacy Control

A control-centered privacy definition has its roots in Westin’s (1967) and Altman’s
(1975) theories of general privacy (as elaborated by Margulis (1977)). This definition
equates privacy with control. The later studies have focused on privacy as the ability to
control (Malhotra et al. 2004; Smith et al. 1996; Xu et al. 2011). Some scholars have
also linked privacy with control by positioning control as a key factor shaping privacy
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(Laufer and Wolfe 1977; Margulis 2003a, b). Margulis (2003a, b) has also pointed out
that very little research has focused on the nature of control in the privacy context.

The few research papers that are exceptions (to name a few, see Dinev and Hart
2004; Johnson 1974; Xu et al. 2011) have looked into the nature of control in the
privacy context through a psychological lens. Following this perspective, privacy
control has been interpreted as “a perceptual construct with emphasis on personal
information as the control target” (Xu et al. 2011, p. 804). Along these lines, it is
obvious that privacy control has been assessed through a subjective evaluation using
survey or experimental design focusing on perceptions of privacy control using
questions such as “I can control over my personal information” or “I have control over
what personal information is released” (Xu 2007).

As stated earlier, subjective evaluation of privacy control achieved in this way can
be inconvenient because it gets affected by the experimental setting, subjects’ mood,
and other contextual elements. It can also turn out to be a costly and time-consuming
operation to perform owing to the human-in-the-loop element, thereby making it
impractical for real-world applications. To best of our knowledge, there has been very
little research in predicting privacy control. Along this backdrop, we investigate the
nature of privacy control on SNS from a computational viewpoint that allows us to
interpret privacy control as an objective construct and emphasizes on users’ interactions
on SNS. In particular, we propose a machine learning model for predicting users’
privacy control based on their interactions on SNS.

In order to derive the features affecting users’ privacy control on SNS, it is
important to understand how SNS users manage private information. Communication
Privacy Management (CPM) Theory helps in understanding how users make decisions
about revealing and concealing their private information through the use of boundary
metaphor (Petronio 2002), as explained in next sub-section. In line with this discussion,
we resort to the literature on CPM Theory to create the machine learning model to
automate the subjective assessment of privacy control.

2.2 Communication Privacy Management (CPM) Theory

CPM theory aims to understand how users make decisions about controlling infor-
mation within interpersonal relationships. This theory uses the metaphor of boundaries
to define privacy as the process of opening and closing boundaries to others (Petronio
2002). When the boundary is open, information flows freely and when it is closed, the
information flow is restricted (Xu et al. 2011). CPM theory is based on two main
principles: ownership and control. Ownership suggests that people believe they own
their private information, and control suggests that they believe they have the right to
control it (Petronio 2002). Taken together, CPM theory proposes that individuals
develop information spaces with clearly defined boundaries around the information
spaces (Xu et al. 2011).

In constructing privacy boundaries, people develop privacy rules to impose control
by concealing or revealing their private information. Petronio (2002) argues that
individuals create and apply rules that effectively control information based on goals,
context, and attitudes. In particular, she has identified five factors – culture, gender,
motivation, context, and risk/benefit ratios – which have been shown to be responsible
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for the differences in the way people create privacy rules. Mullen and Hamilton (2016)
also state that “[privacy] rules are influenced by culture, context, and gender and are
driven by motivation that often applies a risk-benefit ratio” (p. 166). In addition to this,
Westin (2003) explicates the effect of social values in controlling information. Westin
states that at the social level, factors related to crowd capacity shape the opportunities
people have to claim control of information from observation of others (Westin 1967;
Westin 2003). Borrowing from Westin’s definition of control, we examine how social
factors play a role in setting privacy rules.

On SNSs, information can be controlled through several options. First, a user can
choose what information to control. Intuitively, people would be more likely to control
sensitive information. However, Brandimarte et al. (2013) show otherwise. Second, for
every piece of information, the user can select a specific audience. Kostakos et al.
(2011) suggest network structure may be used as a basis for predicting disclosures
amongst individuals. Wellman and Wortley (1990) also indicate that there is less
control of information for stronger ties. Finally, the user can also decide the frequency
of the SNS use. Staddon et al. (2012) suggest that avid users of SNSs are less likely to
control their personal information with others on the network. Kisekka et al. (2013)
also investigate this relationship and report an opposite finding that using more than
one SNS increases the likelihood of information control. Recently, SNSs have added
numerous mechanism to control information at social levels by restricting friends’ and
groups’ access to information. One such example is that of “circles” in Google+, which
have been added for social privacy control (Kairam et al. 2012). The various factors,
such as personal, social, environment, culture, context, setting, content, technology,
network and SNS use, can be instantiated through the use of privacy preferences and
settings through which users can create boundaries to control their information. Mar-
gulis (2003a, b) describes privacy control as regulating access to self through inter-
actions. In the context of this study, we conceptualize privacy control as the regulation
of the personal information within social circles through the capabilities afforded by the
technology. In essence, we consider three factors that influence privacy control on
SNSs: technology, information and network-related. Technology use is represented by
the SNS usage, information factors include profile fields, and network-related factors
account for features such as friends and groups.

3 Methodology

To create a machine learning model for predicting users’ privacy control based on their
interactions on SNS, the prediction model requires micro- and macro-level under-
standing of the users. We custom-built an SNS that captured two main sources of data –
SNS interactions and perceptions of privacy control. In this section, we discuss the data
collection methodology for assessing perception of privacy control on SNS. This
section also discusses the objective data in the form of SNS interactions.

304 R. Valecha et al.



3.1 Custom-Built SNS – HuddleUp

There are several existing SNSs available, such as Facebook, MySpace, etc., that can
be used to conduct a study on users’ privacy behaviors. However, they do not provide
flexibility in controlling the configuration settings. Furthermore, such systems also
have hefty restrictions on the level of access to the data. Consequently, in order to
achieve full control over the users’ social data, we custom built an SNS called Hud-
dleUp (details on the architecture of HuddleUp is available upon request).

HuddleUp was built upon an open-source website platform called WordPress. The
desired features in HuddleUp were obtained through WordPress’ add-ons (more pre-
cisely “plug-ins”). The fundamental social networking feature was enabled through a
popular plug-in called “BuddyPress”. However, the “BuddyPress” plug-in alone was
not sufficient to implement all the features, such as friending, liking, commenting, etc.
required for modern social networking experience. For this purpose, we relied upon
several BuddyPress-specific plugins.

Some of these plugins were from BuddyPress enthusiasts, while the rest were
commercial. A key plug-in was called “BuddyPress Activity Plus” that allowed the
website to have an “activity feed” the same way Facebook has a News Feed. This feed
kept users updated about the latest developments depending on the filter chosen (e.g.
activities of friends, public activities of non-friends, etc.). The “Like” button revolu-
tionized the concept of bookmarking user actions in social networking. “BuddyPress
Like” plug-in allowed for taking advantage of the same bookmarking feature.

The various plug-ins made it possible to record each and every social update from
the users and their visibility perimeter (public/private) of those updates within the
database. As with a multitude of SNSs, HuddleUp supported the various social features
like “friending” of other people, individual profile page for each user, media sharing in
the form of photo and list sharing, and an updating news feeds page (Geyer et al. 2008).
Some of the features of HuddleUp are shown in Fig. 1.

Fig. 1. Activity page of a signed in HuddleUp user
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3.2 SNS Interaction Data

We formed a community of SNS users involving graduate students in a prominent
Northeastern University in the United States. There were a total of 84 students who
participated in this study. The participating students created online accounts and
developed friendships amongst themselves. From the launch of the website, they
interacted with the SNS and each other for about one semester. Any activity beyond the
end of the semester was not considered for analysis, even though many of the students
had got used to the SNS as part of their daily routine. After the SNS was deployed, the
next step was to collect and aggregate the data on their interactions to create the
objective method for assessment of privacy control on SNS.

We collected various facets of user data: (1) user data that contained the
user-specific and profile-related information (such as profile picture), (2) site data that
generated all the information regarding interactions of SNS users with HuddleUp (for
e.g. visit duration), (3) friends’ data that consisted of information about the users’
friends, (4) activity data that consisted of the information that users shared or created on
the website (for example friend requests), (5) group data that includes information
about all the groups the user forms and takes part in (such as group participation). One
of the authors of this paper, who was handling HuddleUp, at the time of data collection
was a Ph.D. student. No faculty members had access to HuddleUp. Given that Hud-
dleUp was devoid of any faculty participation, the class students freely communicated
on HuddleUp. A perusal of the content shows that information sharing was freely
practiced.

3.3 Privacy Control Data

In machine learning applications, one or more experts assign labels to training data
points. However, this method is not scalable if each data point pertains to an individual
user. So, we asked the users to rate themselves regarding their privacy control, i.e. the
extent of control the participants had on their information in the context of Hud-
dleUp. For this purpose, we utilized survey instruments published in Information
Systems literature (Xu et al. 2011) to measure it. The privacy control survey consisted
of four questions on a 5-point Likert scale: I have control over – (1) who can get access
to my personal information collected by this SNS, (2) what personal information is
released by this SNS, (3) how my personal information is used by this SNS, and (4) my
personal information provided to this SNS.

In order to create labels for privacy control based on the responses to the four
questions, we resorted to z-transformation. It makes mean and variance equal for all
respondents making it possible to compare their perception of privacy control on the
SNS (Mohammadi et al. 2014). The z-transformation standardizes the privacy control
scores in a way that the value 0 denotes the mean and the difference from the mean
signifies the standard deviation from the mean. We dichotomize the users’ responses
into two labels: “high” privacy control where the z-scores are positive and “low”
privacy control where the z-scores are negative. In other words, by z-transforming the
privacy control responses, we acquired self-reported class labels in terms of what the
users perceived their control of private information on HuddleUp was.

306 R. Valecha et al.



3.4 Data Descriptive

A total of 40 students were identified as having low privacy control on the SNS, while
44 students had high privacy control when using the SNS. Table 1 provides a
description of users’ behavior on the SNS.

4 Prediction Model

In this section, a prediction model (objective method) is used to evaluate users’ privacy
control on HuddleUp. The goal of the prediction model is to predict users’ privacy
control accurately and automatically as compared to the subjective assessment (in-
volving survey). In other words, it should be able to mimic users’ perception of privacy
control. Figure 2 provides a methodological overview of the design of the prediction
model. First, we extract the best features from the Extra-Trees feature selection. Then,
we utilize the Support Vector Machine (SVM) model for classification.

Table 1. Data descriptive (N = 84)

Best features Min Max Mean Std. Dev.

Visits 1 109 25.33 20.09
Visit duration (in seconds) 282 63063 17465.63 14827.10
Groups 1 23 11.88 5.753
Profile fields 1 20 9.49 4.56
Friends 9 89 54.65 18.42
Comments 0 43 8.44 9.49
Likes 0 23 4.54 4.63

Fig. 2. Conceptual model of privacy prediction
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4.1 Selection of Best Features – Decision Trees (Extra-Trees)

Most data sources in the world produce raw data that always has some level of
redundancy. In the process of prediction, it is important to extract non-redundant
features so as to improve predictability and generalizability of models (Tuv et al. 2009).
This has made the sub-field of dimension reduction important in machine learning.
Reduction of dimensions (or features) in a dataset allows for selecting the features that
will be used in the final prediction model. In an effort to extract non-redundant features
from the feature-set so as to improve predictability and generalizability of models, we
apply Extra-Trees ensemble method (Geurts et al. 2006) that allows for selecting best
performing features from the dataset.

The Extra-Trees (ET) method, a randomized ensemble of decision trees, has been
shown to be computationally efficient in reducing the redundancy of the final model.
ET provides prediction through a two-step process – selecting the features, and splitting
the dataset based on a certain threshold value(s) of the features. The goal of both these
steps is to get closer to the true class of each data point. Thus, the ET method improves
upon the process and the prediction accuracy in general by aggregating (e.g. averaging)
over a bunch of decisions trees (Mingers 1989). These decision trees are an outcome of
a randomization aspect inserted into the machine learning algorithm by the ET method.
Often, a random subset of the sample is chosen to develop the candidate decision tree
models.

In the ET method, both the feature choice and the cut-off points are strongly
randomized. In addition, the method does not bootstrap from the original sample – it
uses the whole learning sample for developing all the individual decision trees. The
features that appear towards the top of the tree contribute to the prediction decision for
a larger portion of the sample. Thus, these features are more “important” than the
features closer to (and including) the leaf nodes in a decision tree (Morris et al. 2001).
This relative importance is measured by the expected fraction of learning samples
whose prediction is a contribution of the feature in question.

In the implementation of Extra-Trees, a criterion function is a measure the quality
of a split. There are two supported criteria: “gini” for the Gini impurity and “entropy”
for the information gain. We utilized the default function of “gini”. The best feature in
each group obtained from the Extra-Trees method in decreasing order of importance
(Abeel et al. 2009) is depicted in Table 2.

Table 2. Selection of best features

Best features Data set Feature importance

Visit duration Site 0.158862
Groups Groups 0.081802
Profile fields User 0.091854
Friends Friends 0.111291
Comments Activity 0.111370
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4.2 Support Vector Machines (SVM)

Machine learning consists of defining a model with parameters that are optimized using
training data (referred to as a learning process) for prediction purposes. Machine
learning algorithms are increasingly adopted in predicting user behaviors (Chong
2013). Classification is one of the many applications of machine learning, which
involves categorizing a new observation in the presence of training data (supervised
learning). Support vector machine (SVM) is one of the most robust methods in the
process of supervised learning. SVM is a commonly used prediction algorithm that has
been applied in IS research (Schwegmann et al. 2013).

SVM (Burges 1998) has been used in many domains for prediction (Nachev and
Stoyanov 2012), particularly in computer security. SVM is one of the most stable and
well-studied machine learning algorithms for binary predictions. SVM has been ranked
as one of the top 10 algorithms in classification by prominent researchers (Wu et al.
2008). SVM is robust to distributions of the data and is accurate with the small size of
training data (Pal and Foody 2012; Wu et al. 2008). SVM provides quick training
performance and applies to different data types (Basnet 2017). Owing to these reasons,
we choose SVM for the prediction model.

Using the best features from ET method, we ran the SVM model through its
implementation. SVM classifies data into two or more classes using the concept of
hyperplanes. A hyperplane, in general, is a set described by any scalar product equality.
In the context of data with N dimensions, it represents all the points in a plane in the
N − 1 dimensional space. SVM aims to find the maximum-margin hyperplanes to
separate an observation into pre-defined classes based on training data (Auria and Moro
2008; Mountrakis et al. 2011).

In SVM, kernel functions help map that data to a high-dimensional feature-space
where it is possible to draw a hyperplane between two support vectors (Schwegmann
et al. 2013). These kernel functions can be linear, polynomial or radial basis (RB). In
this paper, based on Joachims (1998), we have used RB function over the others. The
key part of any classification model is to find parameters with good performance. We
trained SVM model to estimate the best parameters (An et al. 2007). We estimated the
best model over a range of values for various parameters of the classifier. The best
value of the regularization parameter C was found to be 1000, and that of gamma was
estimated at 1E−6. C determines how smooth or rough the decision surface is. Gamma
suppresses the influence of a single training data point (Hastie et al. 2004).

5 Evaluation of the Prediction Model

In this section, first, we detail the standard practice of k-fold cross validation. Subsequent
to that, we discuss the performance metrics used to validate the prediction model. Tech-
nology artifacts whose objectives are prediction-related functionalities are often evaluated
on the basis of evaluation metrics in predicting “out-of-sample” data points (Shmueli and
Koppius 2010). Since there are no comparable studies that predict privacy control, there
are no comparable performance metrics to weigh the results against. Therefore, this is
exploratory research that provides a benchmark for similar studies in future.
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5.1 Cross Validation

Cross validation is a standard way to evaluate the performance of the prediction model.
We resorted to the standard practice of k-fold cross validation (Kohavi 1995), where
the dataset is divided into k-subsamples of equal size. From these k-subsamples, k − 1
subsamples are used to train the prediction model and the remaining sample is used to
evaluate the performance of the prediction model. The process is repeated k-times with
each of the subsample used only once as the training set and evaluation set. The
performance metrics (discussed in the next sub-section) are averaged across the
k-experiments to estimate the performance of the prediction model.

While there are many ways of choosing the subsamples (Arlot and Celisse 2010),
we utilized a method whereby each subsample consisted of consecutive rows from the
main dataset. We also chose k = 5 as it is more robust and popular (Nachev and
Stoyanov 2012), which means the dataset was divided into 5 subsamples. Four sub-
samples were used for training, while the fifth subsample was used for evaluation. This
process was repeated five times for estimating the performance metrics.

5.2 Performance Metrics

Performance metrics, used in evaluating the performance of a prediction model, are
created from an error matrix (commonly referred to as confusion matrix (Stehman
1997)). Confusion matrix is widely used in the literature to evaluate prediction algo-
rithms (Puniskis et al. 2006). Confusion matrix compares the predicted scores with
actual scores and creates a measure of misclassification. The extent of misclassification
is assessed by the number of Type I and Type II errors. Within confusion matrix, the
lower the number of misclassifications, the better is the performance.

In evaluating the prediction model in this paper, we developed a confusion matrix
to compare the objective/predicted privacy control from the prediction model to the
perceived privacy control obtained based on the survey. The columns in the confusion
matrix represent predicted privacy control, and the rows represent the actual privacy
control. The confusion matrix allows us to determine the percentage of correctly
classified and misclassified students based on their privacy control.

With the help of the confusion matrix, we define the various effectiveness mea-
sures. Following Powers (2011), we define accuracy as the proportion of the total
number of students that were correctly classified. Precision is the proportion of the
predicted high privacy control students that were correctly classified. Recall is the
proportion of actual high privacy control students that were correctly classified.
F-measure is the geometric mean of precision and recall.

5.3 Evaluation Results

Using the best features, we ran the SVM algorithms through its implementation. For the
SVM model, the features set, consisting of site-, activity-, group-, user- and
friends-level features were included in the model simultaneously, to determine how the
prediction model performs overall. In this sub-section, we summarize the results of the
evaluation process. Table 3 shows the mean AUC (Area under ROC Curve) for both
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the prediction approaches. AUC is the ratio of true positive to false positive. AUC has
often been recommended as a better measure of machine learning algorithms, espe-
cially in supervised learning when compared to overall accuracy (Bradley 1997).

The mean AUC for both the SVM prediction model with best feature in each group
is 0.71. The AUC mean is above the random prediction score of 0.50 (Heumann 2011),
which suggests that the SVM prediction model represents a reliable method of pre-
dicting privacy control based on users’ interactions on HuddleUp. The performance
metrics also suggest that the prediction model with best feature in each feature group is
a reliable objective method for automating perceived privacy control (Accu-
racy = 71%; Precision = 71%; Recall = 71%; F-score = 71%).

6 Discussion and Conclusion

In the present study, we used CPM theory to investigate privacy control by adults who
use SNSs. We have integrated technological, personal and social factors into privacy
management framework that helps predict privacy control. Using Machine Learning
model SVM, we predict privacy control through social, personal and technological
factors. The results suggest that the SVM prediction model represents a reliable method
of predicting privacy control based on users’ actions on SNS. This is among first
research to investigate privacy control from a behavioral/computational lens.

The privacy prediction model proposed in this paper can be useful for both social
media companies as well as organizations that push for privacy-protecting regulations.
Commercial entities can benefit from the prediction of privacy control. Accurate pre-
diction of privacy control can also be helpful in proposing privacy-oriented legislation
and promoting privacy-conscious practices in data-collecting environments. Organi-
zations and legislations tend to generalize privacy for all human beings and do not take
into account the aspect of personal choice. Prediction based on actions can help make
the latter an important factor in shaping policies that would eventually be more positive

Table 3. Mean AUC (Area under ROC Curve)

Best Feature in each Feature Group 
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towards business goals of organizations as well. In addition to more effective privacy
protection, measurements based on human actions on social media may help companies
add more value to their services more effectively instead of pushing it to everyone, thus
risking erosion in trust amongst its users.

In this paper, inspired by the status of research on privacy in SNS, we have
presented a novel approach to studying this phenomenon through the lens of privacy
control. Research in information privacy in SNS has mostly studied using survey or
other forms of data collection for empirical and behavioral objectives. We have not
seen studies where the analysis stems from observations of actual behavior, a group of
predictive modeling techniques, and where the data generated is an outcome of a
full-fledged artifact development. This paper uses the principles of design science
research for the study.

The privacy profiling model presented here bridges from a data source to a data
analytics component with sufficient effort put into translating data from one end of the
artifact to the other. This translation takes place through careful choice of features. The
privacy profiling terminates with reliable predictions about privacy control based on
users’ actions on the SNS with the help of SVM method.

This study has of the following limitations: (a) While the variables that are selected
for the purposes of predicting privacy decisions are specific to the behavior demon-
strated by people on common SNSs, however, because we develop a custom-built SNS
and mandate its use by students in a classroom setting, there may be limitations in its
generalization to SNSs such as Facebook where users are not restrained by
class-specific behavior. (b) The sample size is limited to the number of the students
registered in the class.

In future studies, the privacy profiling model can be enhanced by introducing
privacy-affecting intervention for the subjects. For example, the default sharing mode
on both the activity and the groups of the website can be set to “Anyone” and hence
public sharing can be changed from opt-in to opt-out. Our intention in the future study
can be to test the accuracy of the prediction across different privacy paradigms within
the same SNS.
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Abstract. Resilience against information and cyber security threats has become
an essential ability for organizations to maintain business continuity. As
bullet-proof security is an unattainable goal, organizations need to concentrate to
select optimal countermeasures against information and cyber security threats.
Implementation of cyber risk management actions require special knowledge
and resources, which especially small and medium-size enterprises often lack.
Information and cyber security risk management establish knowledge intensive
business processes, which can be assisted with a proper knowledge management
system. This paper analyzes how Semantic MediaWiki could be used as a
platform to assist organizations, especially small and medium-sized enterprises,
in their information and cyber security risk management. The approach adopts
design science research and service design methodologies in the derivation and
evaluation of the system.
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1 Introduction

In the recent decade, the importance of information security (IS) has constantly
increased for all businesses. Proper management of IS provides competitive advantage,
whereas shortcomings can constitute a serious source of risks. Hence, risk management
activities are needed in all sized organizations, but small and medium-size enterprises
(SMEs) are still struggling to manage their information security and implement basic
security controls [33]. Information security management standards do exist, but the
focus of the standards is the existence of policies and processes, and not how they can
be accomplished in practice [38]. It has been also noted that existing standards do not
take into account the special needs of SMEs [45].

Information security risk management is faced with multiple challenges, especially
related to assets, security-cost trade-offs, and cost estimation in general [10]. Security
knowledge management emphasizes the asset protection [32]. The asset availability,
i.e., proper identification and organization of the competencies, processes, and tech-
nological resources for IS, was found to have the largest indirect effect on the orga-
nization performance [14].

Humans still provide the most significant risks related to information security [11].
Information security policies and procedures have an important role for SMEs, who
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with limited resources typically just focus on keeping the necessary technology up and
running in their everyday security management [4]. However, the technological choices
might not be the most effective ones [13]. Even two thirds of the risk reducing controls
in SMEs might not be designed properly or not operating as expected, mostly due to
underestimating the risk level [34]. To conclude, especially SMEs need support in their
IS risk management in order to select cost-effective countermeasures against increasing
cyber and information security threats.

Information security management system (ISMS) has become common practice to
define organizations’ information security management goals and practices. ISO/IEC
27001 [18] is a widely adopted international standard, which defines requirements for
ISMS and specifies security controls that an organization needs to implement. The
controls are described in detail in the ISO/IEC 27002 standard [19]. There exist also
other control catalogues, like NIST SP 800-53 [27] and BSI IT Grundschutz Catalogues
[5]. All the three mentioned ISMS specifications establish risk-driven approach.
ISO/IEC 27001 has been extended to support cyber security domain with the descriptive
standard ISO/IEC 27032 [20].

In the cyber domain, risk management activities are similar to information security
risk management (ISRM). One must identify assets; assess vulnerabilities and threats;
evaluate risk; and select appropriate controls and implement them [9].Where information
security protects information assets, cyber security focuses protecting assets reachable
via cyberspace [44]. As information is in the modern organizations stored in digital form,
it is also reachable via cyberspace. Hence, information security and cyber security
overlap, but there are also physical assets, which can be compromised via cyberspace, for
example, devices that can be controlled and monitored using SCADA systems. Hence, it
is more andmore vital for SMEs to establish proper security risk management procedures
to understand and mitigate both information and cyber security risks.

In the information security context, risk evaluation and control selection method-
ologies can be divided into three categories; quantitative, qualitative, and hybrid
(semi-quantitative) [37]. In the quantitative methods, one derives a numeric estimate of
the risk realization probability and cost and then selects optimal controls to mitigate the
risk based on the return of the investment. Qualitative methods, on the other hand, are
more knowledge-driven and the control selection is based on expertise of the stake-
holders [37]. Hence, risk management processes are knowledge-driven, so they can be
referred as knowledge intensive business processes (KIBP). Availability of expertise
and knowledge is essential.

Our objective is to use design science research in developing an information and
cyber security knowledge management artifact that provides operational support for
organizations in the information and cyber risk management. To lower the adaptation
barrier, the artifact should respond to the existing challenges of especially SMEs. These
challenges include availability of resources, like money and knowledge. Hence, the
artifact should especially tackle the knowledge gap of SMEs not utilizing the existing
information and cyber security baselines to support their risk management activities.
The solution should also be scalable and variable for different types of the organiza-
tions to avoid limiting the users of the artifact to a specific business domain or size. The
artifact development encompasses an ongoing research activity, where all design sci-
ence research cycles have been executed at least once. Here, the role of KIBP in
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relation to the rigor cycle [15, 16], as an existing knowledge-intensive process, is
emphasized. It is taken into account in the design cycle, by utilizing challenges of
KIBP as identified in [26] in the evaluation framework of the artifact.

2 Background

2.1 Information and Cyber Security Risk Management

There exists a number of reference models for information security risk management.
Fenz and Ekelhart [9] have identified the common information security risk manage-
ment phases from widely adopted models: (i) System characterization: identification of
the scope of the risk management activities; (ii) Threat and vulnerability assessment:
identification of possible scenarios how a risk could be realized; (iii) Risk determina-
tion: evaluation of the probability of the risk and impact of the realized risk; (iv)
Control identification: identification of possible countermeasures to mitigate the risks;
(v) Control evaluation and implementation: selection and implementation of the con-
trols that mitigate a risk to an acceptable level.

As a process, organization shall, after setting the scope of the risk management
activities, identify the assets that are needed in the operations. Asset is, by the defi-
nition, something that has value for the organization [18]. For the risk assessment,
organization identifies possible threats targeting the assets. The risk determination
focuses on the evaluation of the likelihood and impact of the risks, which also includes
valuation of the assets for the organization. Also other properties can be evaluated to
prioritize risks.

The control evaluation aims to select optimal controls to mitigate the one or more of
the risks. In the control evaluation, there are four ways to address a particular risk: (i)
Accept: Organization understands the risk and its consequences, but decides not to
address it in other manner; (ii) Avoid: Activities exposing organization to a risk are
avoided; (iii) Transfer: Consequences of the realized risk are transferred to other party;
(iv) Mitigate: Countermeasures are implemented to reduce the risk to an acceptable level.

In general, the risk management may fail in all phases [9]. Fenz et al. [10] high-
lights that common failures are asset identification and valuation, risk prediction and
control selection. Especially asset valuation and risk prediction are critical phases for
quantitative methods. The quantitative methods require detailed information of the
asset values and incident likelihood [37]. Qualitative approach relies on judgments and
perceptions of the evaluated scenario and proposes suitable safeguards for it [40]. This
highlights the need for knowledge management and sharing. Although, neither of the
methods is superior to other, qualitative methods are less time consuming [40] and
hence can be, in general, more suitable for SMEs with limited resources.

Although, users are often noted as the “weakest link” of the chain of security, they
also have valuable information for security risk management process [39]. Collaboration
can be also seen as one factor to engage employees to security and its enhancement. Vice
versa, lack of knowledge sharing is one of the common challenges of the information
security risk management [9]. Knowledge sharing also increases security awareness,
which has direct impact on organizations capability to protect themselves against
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cyber-attacks [23]. Therefore, knowledge management, and knowledge management
systems, hold an essential role in information and cyber security risk management
processes.

2.2 On Knowledge-Intensive Business Services and Processes

The continuous increase of knowledge intensity in the digital economy was recognized
in [1] and the importance of knowledge in information security risk management was
pointed out in [7]. Knowledge-Intensive Business Services (KIBS) refer to a versatile
set of both professional and technology-based services, which are characterized by high
demands of professional knowledge and relevant information sources as the key
ingredients of service design [24]. As usual, one separates the explicit and tacit
knowledge. Note that in [1] it is noticed that KIBS are often developed and innovated
by SMEs. KIBS are utilized in knowledge-intensive business processes (KIBP).

Belsis et al. [3] point out that security management of information systems is a
knowledge-intensive activity that depends on professional knowledge. They also argue
that the knowledge dimension of the security management, e.g., transformation of raw
log or survey data into actionable knowledge, has been neglected. Hence, security
management support requires KIBS. This is mostly addressed by the systems school of
knowledge management whose primary focus is on information and knowledge-based
systems [7], especially structure and usefulness of databases, repositories, and plat-
forms containing codified and accessible explicit knowledge about the domain of
interest [6].

A complex decision making is often not solved by a single user, but it is solved by
the collaborative contributions of multiple participants [2]. Conduct and execution of
knowledge-intensive business processes heavily dependent on knowledge workers
performing various interconnected knowledge intensive decision making tasks [41]. As
genuinely knowledge, information and data centric processes, IS risk management
process meets definition of KIBP. Characteristics of knowledge-intensive business
processes compared non-KIBP [17] are presented in Table 1.

The challenges of information and cyber security risk management in [7, 10]
emphasize the presence of KIBP characteristics compared to the non-KIBP character-
istics. Mundbrod and Reichert [26] represent eight challenges of Knowledge-Intensive
Business Processes:

Table 1. KIBP compared non-KIBP [17].

KIBP Non-KIBP

Mostly complex Simple or complex
Mostly hard to automate Mostly easy to automate
Mostly repeatable Highly repeatable
Predictable or unpredictable Highly predictable
Need lots of creativity Need less creativity
Structured or semi/unstructured Structured
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• Meta-model design: design of the meta-model that supports required information
and tasks.

• Lifecycle support: KIBPs require both design and runtime flexibility, which applies
also tools used in the conduction of the processes.

• Variability support: KIBP results heavily depend on the knowledge used on the
process, which requires high variability.

• Context Support: related to lifecycle and variability support, KIBPs can be very
specific for certain context, which requires support for contextual parameters.

• View support: when amount of activities and knowledge required in processes
conduction and execution is high, requirement for personal views emerges.

• Authorization support: KIBP execution includes variety of tasks and information,
which include collaboration of people in various roles, authorization support is
necessity from security perspective.

• Synchronization support: successful task execution requires that all the necessary
information is available on the time. Therefore, synchronization of the information
and documentation is required.

• Integration support: KIBP may directly correlate and initiate pre-specified and
standardized business processes. Hence, integration is required to receive status
updates and get outputs of the processes.

The presented KIBP challenges apply also to information and cyber security risk
management and we adopt these challenges in the evaluation of the presented artifact.

2.3 Knowledge Management Systems

Knowledge management systems are utilized in KIBP to support the execution of the
complex processes [17]. From risk management perspective, knowledge is considered
as an important resource for organizations to ensure the business continuity. Experience
and expertise of the employees will help organization to react in accurate manner when
incidents occur as people understand the complexities of the organization and its
operations. Knowledge sharing is also a necessity in information security risk man-
agement [10].

Wiki platforms are popular knowledge and information management tools especial
for intra-organizational collaboration, and have been applied in variety of business
processes [28]. Semantic additions, like Semantic MediaWiki (SMW), provide
opportunity to define and manage structured information in the wiki platforms, which
are by nature usually non-structured. Semantic wiki adds possibility to define properties
for each wiki page. This means, for example, that for each page describing a city, the
number of inhabitants can be defined. With semantic query, it is then possible to search
cities with more than 100.000 inhabitants as the queries support comparison operators
for semantic properties. With the non-semantic wiki, it is only possible to find pages by
classification (categories) or matching text. The semantic search is one of the
emphasized functions of semantic wikis and enables complex functions implemented
with the wiki platform.

There is difference between managing security knowledge and securing knowledge
management. Jennex and Zyngier [21] discusses aspects how to secure knowledge
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management and related processes, while this paper focuses on management of security
information. Anyway, it is important to consider the security of the information
security knowledge management system and its service delivery to avoid lack of
confidence to system’s security as an adaptation barrier.

3 Research Process

The research follows the Design Science Research (DSR) approach, which includes
development of a set of artifacts to solve a wicked problem [15]. DSR is composed of
the three related cycles: (i) the relevance cycle, (ii) the rigor cycle, and (iii) the design
cycle. The relevance cycle ensures that technology-based solutions solve important and
relevant business problems. The rigor cycle provides the prior scientific knowledge and
theories as a foundation to the research [15, 16], but also ensures that rigorous methods
are applied in the construction and evaluation of the design artifact [43]. The design
cycle contributes as the construction and evaluation phase of the artifact. Note that
Peffers et al. [30] presented more refined composition of DSR steps as follows:
(i) identify problem, (ii) define solution objectives; (iii) design and development,
(iv) demonstration, (v) evaluation, and (vi) communication.

Based on the DSR approach, the goal of this research is to develop and evaluate an
artifact, the demonstrator consisting of multiple components, that provides a solution to
information and cyber security risk management challenges of, especially, SME
organizations. We apply the criteria defined by Venable [42] to assess DSR applica-
bility for the research.

An overview of the methodologies for designing services is proposed by Morelli
[25]. He advises one of the three main directions “definition of possible service sce-
narios, verifying use cases, and sequences of actions and actors’ roles in order to define
the requirements for the service and its logical and organizational structure”. Also,
Edvardsson [8] includes service system as part of the service design in addition to
service concept and service processes. The service system includes resources and
infrastructure enabling delivery of the service.

4 Artifact Description

4.1 Artifact Development

Development of a software system is newer confined to the successive steps [35].
Although we adopt an existing software platform, the development of the information
security knowledge management system is a combination of software development and
data migration. The development iterations follow the identified information and cyber
security risk management use cases. During each development iteration, the
meta-model for information security controls is extended as new wiki functions are
introduced. The changes of the meta-model also affect to the import of the knowledge
information from public data sources.
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Hence, we apply iterative design process in the construction of the artifact, which is
described in Fig. 1. The iterative approach also corresponds to DSR cycles, although
there are multiple development cycles for a one design and evaluation DSR cycle. The
relevance cycle is focused on identifying the problems within the information and
cyber security risk management of the SMEs. Also common practices are evaluated
and why SMEs fail to implement them. In the rigor cycle, the main developed asset is
the meta-model, which is the basis for the system’s demonstrator. The design cycle
implements the actual functions on top of the SMW platform utilizing the meta-model.
Also the evaluation of demonstrator is part of the design cycle.

Iterative development is applied to three main artifacts that are developed in par-
allel; meta-model, data import and wiki functions. The meta-model is in the central
position as both, data import and wiki functions depend on it. The meta-model will
evolve during the development iterations as new functions are being introduced. Hence,
the two iterative development loops both affect the meta-model as shown in Fig. 2.
This is similar approach as the concept of reciprocal shaping of ADR presented in [36],
where recursive cycles of decisions at finer levels of detail of the IT artifact and the
organizational context.

In the development process, the wiki functions refer to the additional risk man-
agement functionality implemented and added to the SMW platform. These functions

Fig. 1. Iterative design process presenting DSR cycles with outcomes of the cycles.

Fig. 2. Development cycles of the demonstrator.
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are derived from the common risk management process tasks, which are part of the
common risk management approaches. Such functions are, for example, asset identi-
fication, risk evaluation, and control selection. For example, if user recognizes assets of
a certain type, the wiki queries can be used to propose security controls that mitigate
risks for the asset type and in addition these control implementation order can be
prioritized based on the priorities defined in NIST SP 800-53 specification. Common
use cases are identified following the service design principles. Each use case adds new
incrementally new functionality to demonstrator following the activities of demon-
stration and evaluation by Peffers et al. [30]. The main required functions (see Sects. 1
and 2) are asset identification, threat identification, risk evaluation, control identifica-
tion, and control evaluation.

As a result of the asset identification, an organization should have recognized and
valued at least all the business critical assets. Valuation of the assets is important as all
assets don’t have similar importance for the organization. Assets valuation is usually
performed with numeric value in quantitative methods or with classification of assets in
qualitative methods [37].

Treat identification can be assisted using a threat catalogue. ISO 27002 [19] or
NIST SP 800-53 [27] include only control catalogues, but BSI IT Grundschutz Cata-
logues [5] includes also a threat catalogue in addition to control catalogue. The user
should be assisted to identify the threats, for example, by the asset types an organi-
zation is having. This requires that threats are classified by the asset types. In this
process, knowledge of the assets within the organization is a mandatory requirement to
perform successful identification.

In the risk evaluation, the organization shall perform estimation on how a realized
risk may be handled. The common four ways to address the risk are accepting,
avoiding, transferring, or mitigating a particular risk (see Sect. 2.1). Regardless of the
handling method, the organization should document the actions and explanation for the
decision. The documentation of the rationale will increase knowledge sharing com-
pared to the tacit knowledge of undocumented decisions.

Control identification can be helped with the control catalogue [5, 19, 27]. When
controls are linked to threats they are preventing, the threat identification also generates
a list of potential controls. The organization shall select and document control
implementation status of the selected countermeasures. Based on the risk assessment,
organization shall have a list of the prioritized list of controls to be implemented. The
prioritization is based on the priorities of security controls defined in NIST SP 800-53
baseline. In the SMW platform queries are defined to provide views to list (i) controls
that are implemented, (ii) controls that are selected to be implemented, but imple-
mentation is not completed and (iii) controls that are for the time being excluded.

4.2 Artifact Components

The research aims to create a knowledge-based system that helps especially SME
organizations in their cyber risk management activities. As SMEs struggle with limited
resources for cyber security risk management, at the same time there exists variety of
publicly available information in multiple knowledge bases. Bringing this data with the
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viewpoints that adapt to organization’s needs, is expected to help the organizations to
manage their cyber risks.

The developed artifact consists of the following components:

• Model of security concepts relevant for SMEs to create a security knowledge base
• Demonstrator of the information and cyber security risk management system
• Data-gathering templates.

We adopt the roles of Knowledge Interface Systems (KIS) by Gregor et al. [12] in
the following diagram (Fig. 3).

The system shall use information and cyber security knowledge from public
sources like NIST SP 800-53 control catalogue [27] as well as other control catalogues
[5, 19, 20]. Each of the utilized control catalogues is mapped to the meta-model, which
is developed as part of the system. Hence, organizations shall have publicly available
information ready in the knowledge-based system.

The common knowledge base updates are delivered by the service, which will also
maintain the platform itself. However, the SMW platform enables organizations to add
new functions also by themselves utilizing new templates and queries, if the supported
use cases don’t include all functions required by the organization. As an individual
organization operates with the separate wiki instance, the modifications are not dis-
seminated to other organizations.

The knowledge itself is not a solution to successfully accomplish cyber risk
management activities. Therefore, knowledge platform needs to be extended with the
functions to enable to perform cyber risk management activities. The SMW enables
adding template pages and use queries to evolve knowledge base to a system that
implements functions of a risk management system. SMW also enables to extend the
meta-model based on the organization’s needs, unlike many other risk management

Fig. 3. Role of knowledge interface system and knowledge base.
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tools. We have developed [28] a meta-model for security control catalogue with risk
management functions. The meta-model has evolved from security control catalogue
meta-model to contain also risk management elements. Further development iterations
are required to support all the use cases identified in the rigor cycle.

4.3 Description of the Demonstrator

Demonstrator is based on the Semantic MediaWiki (SMW) platform. MediaWiki is a
software mostly known by its use as the software platform of the Wikipedia. The SMW
is an extension to MediaWiki, which enables semantic functions to be used. Such
functions are structured pages and semantic queries.

Advantage of the MediaWiki is that users are familiar with the basic functions of
the platform. The SMW enables using MediaWiki as a knowledge management plat-
form [28]. With the forms, users can enter also new data, like assets and risk evalu-
ations, in the structured form. In addition to the structured data, the traditional wikitext
descriptions can also be used. Such semi-structured approach enables better variability
for different purposes compared to a fixed data-model. More detailed description of the
control catalogue and the basic risk management functions have been given in [28].

SMW Data Transfer plugin is used to import existing security controls specification
data into SMW platform. In the first iteration, NIST SP 800-53 control specification
[27], which is available in XML format, was transformed using XSLT to XML schema
defined by the developed meta-model. After the transformation, Data Transfer plugin
generates wiki-page for each control at the import.

Demonstrator is delivered for user organizations as own wiki instances. Each
instance will be delivered as a service, but could also be set up by the organization as
own in-premises instance of the wiki, if seen feasible, for example, for the security
reasons. The deliverable consists of the SMW platform, added functionality and
templates as well as imported data. When an organization takes the service into use, it
shall define users and apply roles. After that, the organization can start performing
cyber and risk management activities with the system.

5 Evaluation

5.1 Research Evaluation

Evaluation of the research is performed following the evaluation criteria for assessing
DSR work defined by Venable [42]:

• Relevance of the problem to industry/society clearly established
• Significance of the problem to industry/society clearly established
• Depth of analysis and clarity of understanding of the problem and its causes
• Depth or profoundness of insight leading to the new design artefact
• Novelty of the new design artefact
• Size and complexity of the new design artefact
• Amount of effort that went into the development of the new design artefact(s)
• Elegance of the design of the new artefact(s)

A Knowledge Interface System for Information and Cyber Security 325



• Simplicity of the design of the new artefact(s)
• Clear understanding of why the new artefact works.

The significance and “wickedness” of the problem has been identified in the
number of the papers and reports [13, 14, 22, 45]. Also the causes of the problem have
been identified in those papers, which consistently highlight the lack of resources and
suitable methods and tools.

The profoundness of the artifact has been identified by following the common risk
management process activities as identified by Fenz and Ekelhart [9]. The developed
artifact must respond to activities in each phase of the process with appropriate manner.

The artifact approaches the information security risk management problem from
knowledge management perspective. The wiki-based knowledge management systems
have been utilized in multiple domains, as identified in [31], but in the domain of the
information security there does not exist similar artifacts.

The design of the artifact aims to be simple as it reuses existing knowledge man-
agement platform, SMW, and extends its functionality. The simple approach provides
users a familiar interface, but also the meta-model defining the data structure is modi-
fiable, if organization has special needs or requirements. With this approach, the
adaptation barrier should remain low as the artifact can respond to competence, usability
and modifiability requirements.

The service delivery of the artifact has also been covered in the artifact design as
proposed by [8]. The service delivery is especially important aspect in this research as
SMEs don’t have resources to take into use complex systems, only to support decision
making. This is the weakness of SMW platform as it is intended to be used for
knowledge sharing. Therefore, it lacks support to have multiple knowledge bases
within one instance of platform. Although MediaWiki provides concept of namespaces,
it does not sufficient functionality to separate confidential information of multiple
organizations within one instance. There are multiple options to solve the lifecycle
challenge as deployment of new instance could be automated using container tech-
nologies. As this is more technical issue, it is left outside of the scope of the research.

5.2 Response to KIBP Challenges

Table 2 contains responses to the challenges of KIBP identified in [26] as presented in
Sect. 2.2.

As can be seen from the responses, the meta-model and SMW platform with
additional functions are in essential position to overcome these common challenges. To
avoid the challenges, the iterative research and development cycles are applied. The
most weakest response to KIBP challenges is with the lifecycle support, which is
already covered in the evaluation of the service delivery.

5.3 Validation Using Data-Gathering Templates

Survey-based empirical evaluation among SMEs shall be performed utilizing
data-gathering templates. The evaluation shall include survey of SME users of the
artifact. Survey should request response to following topics, which are seen to be
advantage of the artefact.
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• Did the artifact improve the resource usage and competence requirements in SMEs?
• Were the proposed functions comprehensive for organization’s needs?
• Is a risk management system using SMW user interface easy to adopt in a SME

context?
• Was organization able to find suitable security controls to implement based on the

suggestions made by the platform?
• Did the organizations modify the SMW meta-model or wiki functions? If yes, what

kind of modifications an organization made? The latter question should evaluate
completeness of the artifact.

Other survey topics can be introduced, when identified during the DSR develop-
ment cycle. Results of the evaluation shall be communicated as design science methods
suggest.

6 Conclusions

Importance of information and cyber security risk management has become a necessity
for all-sized organizations. Especially SMEs have not implemented all the required
security measures to protect themselves. Often the reason for this is the lack of com-
petence and other resources required to implement proper risk management processes.

This paper represented a research process adopting design science research to
develop and evaluate novel knowledge based approach for information and cyber

Table 2. Response to KIBP challenges.

Challenge Response

Meta-model design Meta-model is an integral part of the developed artifact. It is
utilized by the KIS when security information from the public
knowledge bases is mapped to the meta-model

Lifecycle and variability
support

SMW, as a platform, enables modification of the functions
without platform modifications. Lifecycle and variability
support shall be also considered in the meta-model.
Deployment of the platform as a service can be considered as a
weakness of the solution. Each user organization must have a
separate instance of the SMW platform

Context support Context support shall be considered in the meta-model, but can
be also implemented as part of SMW page definitions

View support View support can be implemented with the semantic queries
and extendibility of the SMW platform. The platform enables
users to create pages that meet the personal needs

Authorization support SMW platform has built-in authorization functions. The built-in
functions may be extended to meet more complex authorization
scheme requirements

Synchronization and
integration support

SMW platform has possibility to integrate other data sources as
well as build functional integrations. Synchronization support
must be taken into account in the meta-model design
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security risk management. The developed artifact is based on the SMW platform,
which is extended with the additional functionality for risk management and incor-
porated with the information security information available in public specifications.

The research is currently in progress. In the initial cycle, as described in [29], the
initial meta-model with control inventory was implemented including import of the
NIST SP 800-53 control inventory. During the next cycle, we extended the meta-model
to support features critical for cyber resilience as well as basic risk management fea-
tures in [28]. In the future, the artifact is enhanced with the meta-model and risk
management functions supporting the common risk management process phases sup-
porting all phases from asset identification to control implementation.

The research process involves characteristics of Action Design Research
(ADR) [36], where the ongoing nature of the development of the semantic wiki based
artifact has been depicted in the earlier publications [28, 29]. Moreover, the research
problem arises from the information and cyber security practices of SMEs, incorpo-
rating both knowledge and risk management theories. Also, following the ADR
principles, the research is practice inspired seeking solution to problems of information
and cyber security risk management from intersection of IT and risk management
domains.

Design science research provides an appropriate framework to identify relevant
foundations of the artifact as well as to develop and evaluate the artifact, being both
practice-inspired and theory-ingrained [36]. As described, there is practical need for a
system assisting SMEs in their information and cyber risk management activities. We
have argumented the potential of the knowledge-based approach to meet these needs.
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Abstract. We build and evaluate an innovative artifact for the investigation of
social content derived-platforms specifically to gain a unique understanding of
the content shared and underlying behaviors of the contributors to these tech-
nology platforms. The artifact‘s innovation is derived from the solution’s unique
approach to converting and analyzing the multimedia – especially video -
content to gain interesting insights into the social network connectivity of the
actors on a given technology platform. The artifact directly addresses a practical
need for industry practitioners to analyze social video network content using a
rigorous and evidence-based DSR approach.

Keywords: User video content � Social network technology platforms
DSR � Elaborated ADR

1 Introduction

Social networking continues to grow through the generation and posting of user-
generated multimedia content on social network technology platforms. These users post
content in order to network and connect with others sharing similar interests. As the
capacity for multiple media formats and the capabilites of these technology platforms
continue to increase the resultant volume and variety of content increases exponen-
tially. This media content has expanded from text to include images, videos, and
animations. In this research, we use an elaborated action design research (eADR)
approach [23] within the design science research (DSR) paradigm [17] to diagnose,
design, implement, and evolve an innovative artifact for the investigation and mining of
the multimedia spectrum of this growing content. The goodness of the digital artifact is
evaluated in situ with practicing professionals and proposed as a unique IT solution for
the class of problem.

Multimedia technology platforms, such as YouTube, exist to provide video content
as the primary medium for sharing and connecting. Users post to these platforms as a
means to communicate throughout a network with the understanding that the content
can be consumed and easily accessed by other users with similar interests. Although the
context of the medium, such as video, is easily viewed by other actors through either a
visual or audible interpretation, it is not easily analyzed by those who want to gain an
understanding of its semantic or latent meaning or by those seeking to understand the
underlying social behaviors of the actors. The analysis of video content across a
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multimedia platform presents researchers and practitioners with a rich contextual
source of information on social networks, interpersonal norms and behaviors online,
and interactions between platform users. Unfortunately, significant technical and
algorithmic challenges exist for the analysis of multimedia content and this has tended
to limit the ability of researchers and practitioners to make sense of this rich social
content in context.

Our eADR approach was used to derive an innovative artifact for the search and
analysis of multimedia content in a social content derived platform (YouTube) to gain a
unique understanding of the content shared and underlying behaviors of the contrib-
utors to these technology platforms. The artifact’s innovation is derived from the
solution’s unique approach to converting and analyzing the multimedia content to gain
interesting insights into the behaviors of the actors active in the technology platform.

2 Motivation

Social networking data are analyzed and studied within academic research and
industrial practice as a source for understanding social phenomena since its inception
[25]. Typically the analysis takes the form of social network analysis of the connec-
tivity between nodes and concentrates on edges, links, and ties that connects them. In
some cases the nature of the interaction between nodes is analyzed by analyzing the
text exchanged. In these cases, unstructured data generated by textual exchange in
social networks involves the extraction of the text from a social networking source,
transformation of the data into a workable data set, loading the data into a structure for
further processing, constructing a text corpus, and finally using the results of the
processed corpus to apply an algorithm that will execute the analytics [5].

The approach for text mining in these cases is generally well understood.
Nonetheless, often in each of the phases throughout this process a developer is required
to build a custom solution that will accommodate the corpus construction requirements
attributable to a given social network, the nature of the content, and the type of
connectivity involved. Inevitably, the data are then attributed to the network of nodes
and act as a measure of their connectivity.

In our research, we find that online social networks create a collection of content
(i.e. corpus) that result from the multimedia nature of many of these networks. In the
metadata, these social networks use a variable set of media that can define the context
of its communication. If we as researchers are to investigate more deeply than the graph
structure of the network or the text exchanged between nodes, then we need a rich,
variable, innovative digital design to analyze the composition of the multimedia
information within any given social network.

This research proposes a methodical process for the artifact instantiations involving
practicing experts from industry and academic researchers that combines the value of
the corpus construction with the unique attributes defined by the multimedia metadata
in a social video network. Due to the unique attributes that define the metadata gen-
erated by social networks which use video as its primary medium for content sharing,
YouTube is used as a social network data source to investigate and develop an inno-
vative artifact for the investigation and analysis of this third component of many social
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networks. We conduct our research using the paradigm of Design Science Research
(DSR) [16] and focus on the abstraction of an innovtive artifact through a series of
iterative interventions as detailed in the elaborated Action Design Research (eADR)
[22, 23]. Specifically, this research will answer the question of “How do we construct a
metadata-enhanced corpus from social video networks?” and “How might an instan-
tiated artifact help define a class of IT solution for analyzing multimedia in online
social networks?”.

3 Literature Review

The principle goal of our literature review is to identify a specific social video network
platform that has been consistently used within practice for the exchange of rich
non-textual information between multiple nodes in a network. For the purpose of our
literature review, a social video network is defined as a social network that uses video
as its primary medium for content sharing. We searched for all articles that described a
multimedia investigation and found 19 research articles published between 2007 and
2017 (see Table 1). In each case the investigators highlighted YouTube as a principle
data source.

The research survey identifies YouTube as an interesting social network where
video media defines the content and links to the connectivity of nodes. These studies
contribute to knowledege of social network behavior in a variety of ways. For example,
a study published in 2017 by Malik and Tian [20] cites the importance for researchers
to data mine YouTube videos and their related metadata to support new knowledge
discovery in domains such as STEM education and the medical sciences.

Additionally, the literature review reveals a significant overlap in methods used to
collect data from YouTube in order to conduct research activities such as social net-
work analysis, descriptive statistics, data characterization, data property assessment,
content analysis, market analysis, trend analysis, consumer impact analysis, and
effectiveness of automatic captioning as shown in Table 1.

In general, most research studies require the acquisition of YouTube’s data to
conduct some type of emperical analysis. In most cases, the researchers acquire
YouTube’s metadata for analysis which includes attributes such as the title, comments,
channel, video category, video id, timestamps, like counts, and other aggregated
statistics. Researchers extract the YouTube data using data collection methods such as
implementing the YouTube Data API, web scraping, web crawling, custom scripting,
and manual processing. The data are then extracted to files and/or relational database
management systems for further processing and analysis. For instance, an article by
Ahmad et al. [2] demonstrates an entire framework that is motivated to analyzing the
content generated by the YouTube platform. Such sophisticated artifacts collect
comments and other metadata using the YouTube Data API. Other sophisticated arti-
facts, such as the one architected in Chen et al. [9], acquire YouTube captions with the
use of web crawling techniques.

In the collection of articles reviewed, we observe that no research reports the
implementation of an artifact that is designed to collect both the YouTube captions and
the metadata using the YouTube Data API. We found that there is a strong emphasis on
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Table 1. Summary of literature using content generated by YouTube as a research data source

Author(s) Research motivation Data collection methods Publication
year

Cha et al. [6] User-generated content
linked to videos

Web crawler 2007

Gill et al. [13] Traffic characterization YouTube Data API 2007
Santos et al. [26] Analyzed structural

properties and social
relationships

Custom web crawler and extractor 2007

Cheng et al. [10] Video statistics Web scraping, web crawling,
YouTube Data API

2008

Lange [19] Study how video
sharing supports social
networking

Manually viewed videos and
reading of comments to recruit
interviews

2008

Abhari et al. [1] Understand YouTube
traffic

Web scraping 2009

Chatzopoulou
et al. [8]

Fundamental properties
of video popularity

YouTube Data API 2010

Siersdorfer et al.
[28]

Commenting and
comment rating
behavior

YouTube Data API 2010

Yuan et al. [31] Concept-based video
search

Manual collection using YouTube
site

2011

Figueiredo et al.
[12]

Characterized growth
patterns of video
popularity

Google Charts API 2011

Yoganarasimhan
[30]

How network structure
impacts diffusion of
content

Custom Perl script to parse HTML,
MySQL

2011

Miller [21] Content analysis Comments were manually coded 2015
Chen et al. [9] Trend analysis Web crawling, raw caption file 2015
Gupta et al. [14] Framework for

marketing/promotional
strategies

Video content was manually coded 2016

Harrison et al.
[15]

Evaluate the impact of
consumer-targeted
videos

Manual collection of video
metadata

2016

Ahmad et al. [2] Content analysis YouTube Data API 2017
Smith et al. [29] Effectiveness of the

automatic captioning
tool

Manually viewed video and
automatic captions, then analyzed
errors in spreadsheet

2017

Malik et al. [20] Data collection and
discovery

YouTube Data API, MySQL, Java 2017
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the importance of collecting YouTube data to answer research questions in a variety of
different domains. However, although the literature supports the implementation of
more sophisticated techniques for analyzing social video networks such as YouTube,
they are limited by their ability to automate the collection of captions and metadata
using the YouTube Data API.

We shared our observations with practicing professional experts in the problem
class of mining social network content and received confirmation that no existing IT
artifact – tool or technique – exists to adequately mine the multimedia captions and
metadata in context in social network sites for user generated content like YouTube.
We identify this gap as the opportunity for the creation of an innovative artifact for the
extraction and analysis of the full, rich YouTube multimedia content to mine the
content in an automated, scalable manner that sheds new insights on the nature of the
social behavior in multimedia social network platforms.

4 Method

The host platforms for social video networks, such as YouTube, offer complex
application programming interfaces (APIs) to access their data structures for analysis.
These APIs are complicated but offer unique access to metadata that is otherwise
difficult or inaccessible to a consumer of the social content. In order to use these APIs
for data analysis, an application programmer must develop a custom solution to con-
struct a document corpus that will meet the requirements and address a specific
research or business question within a specific context. Additionally, the programmer
may require a technical solution that is capable of responding to changes with the
question as intelligence is acquired through the supplement of metadata. This presents
researchers and practitioners with what is called a wicked problem [16]. Design Science
Research (DSR) offers a unique framework that is designed to address wicked prob-
lems and expose research entry points which can directly address a technical problem
domain [16, 18].

One product of DSR can be an innovative IT artifact that can be abstracted and
implemented as a generalized utility within a problem domain. The Design Science
Research Methodology (DSRM) developed by Peffers et al. [24] can be used for the
production and presentation of a DSR artifact that addresses a given problem and can
be generalized to an abstracted innovative artifact that addresses a class of problems
with a practice-inspired, research-ingrained instantiated system.

Each iteration of the DSR process offers an opportunity to inform research and
practice through the build and evaluation of an artifact. Sein et al. [27] proposes the
Action Design Research (ADR) methodology which can be used for the creation of an
ensembled DSR artifact through building, intervention, and evaluation activities that
occur in whole or in part during interventions with practitioners. The DSR artifact can
then be instantiated within the context of practice-inspired requirements that have been
influenced by an iterative and theory-ingrained process. The elaborated Action Design
Research (eADR) methodology proposed by Mullarkey and Hevner [22, 23] offers both
researcher and practioner with an ADR process continuum that provides an expanded
framework for iterative design cycles with multiple project entry points.
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We use the eADR methodological approach to iteratively diagnosis, design and
implement an innovative artifact to analyze social video network content (see Fig. 1).
Each of these stages are informed by a continuum of ADR cycles that iterate until a
state is reached which indicates a contribution toward one or more innovative artifacts.

For instance, as described in the Literature Review section above, several iterations
of eADR cycles are implemented to inform the “Diagnosis” stage where we worked
with experts at our host companies and the technical literature to gain a precise
understanding of the existing solutions in this class of IT problems. Practical discovery
of the problem domain was inspired by expert interviews from firms such as
LeapDoctor.com and DIYCaptions.com. Upon further evaluation of the data collected
by the expert interviews, the literature review was initiated to further refine an
understanding of the class of IT solutions available and determine the state of the
solution domain. Each time an iteration of the ADR cycles within a stage was satisfied,
the process was advanced to another stage.

To re-enforce the “practice-inspired” principle of the eADR methodology, design
attributes of the artifact were initially influenced by a practical problem exposed during
an expert interview with LeapDoctor.com. This intervention had a direct impact in the
initial design of the research artifact. Additional inspiration for the DSR artifact was
derived from an expert evaluation and intervention with DIYCaptions.com of the initial
version of the video media analysis artifact. These expert interventions acquired
through multiple eADR iterations directly contributed to the overall definition of the
“goodness”, where “goodness” represents the measure to satisfy the problem domain,
and practical utility of the desired ensemble artifact. The eADR Cycles make explicit
the iterative, cyclical intervention activity at each stage that abstracts one or more
artifacts for evaluation. This iterative approach helped us develop multiple innovative
artifacts at each stage in the methodical movement towards an implementable social
video content analysis solution.

Fig. 1. Illustrates the nature of the interventions at each stage in the eADR method. Adapted
from [23]. Note: in the eADR cycle: P = Problem Formulation/Planning, A = Artifact Creation,
E = Evaluation, R = Reflection, and L = Learning.
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The next section describes the continuation of the eADR approach as the team of
practitioners and researchers moved into artifact design, implementation and evolution.

5 Artifact Description

The intial version of the artifact was evaluated by researchers and practioners for the
purpose of informing design decisions. Once design decisions are made, the eADR
cycles iterate to further refine the design of the artifact. For instance, during one of the
first iterations within the “Design” stage, a topic model analysis is performed to analyze
the YouTube transcript document corpus that includes all of the target video captions.
Specifically, Latent Dirichlet Allocation (LDA) [4] is used to generate a probable
distribution of topics that include a probable distribution of terms which are distributed
throughout the document corpus. This algorithm is chosen to perform analysis on the
social video network because it generates a generalized probable distribution of topics
that could describe the conversations occurring within the corpus of captioned text
documents.

During a subsequent Design iteration, we plan, abstract, and evaluate a summative
task required to measure the topics generated by LDA. We follow this iteration with a
topic intrusion evaluation task. Chang et al. [7] developed topic intrusion evaluation
tasks as a means of identifying topics that are generated by the LDA algorithm which
may not fit well with the others. In other words, topic intrusion tasks help to identify an
intruder topic among a distribution of topics generated by the LDA algorithm. This
iterative evaluation of possible solutions lead to the generation of two potentially viable
designs for consideration and evaluation prior to implementation.

5.1 DSR Artifact Version 1

The first version of the implementated DSR artifact consists of a five phase process to
construct the text corpus required to peform social video network analysis. These five
phases (as seen in Fig. 2) collectively define the artifact in the form of a process and
can be summarized as follows:

1. Extract caption data from YouTube using API and Downsub.com. Webscrape
YouTube metadata using Python. This phase of the design is motivated and
informed by the results of the comprehensive literature review. The literature review
reveals a constistent use of the YouTube Data API, web scraping, and custom
scripting to create a collection of files (a corpus) for analysis.

2. Generate .TXT and .SRT files for store on local file system using Python. Because
the initial phase in this artifact requires the extraction of data from a source, a
collection of files must be stored in a file system for further processing at a later
phase.

3. SQL Workflow loads and processes files into RDBMS. A Microsoft SQL Server
Integration Services (SSIS) custom workflow is developed to extract, transform, and
load the .TXT and .SRT files into a set of Microsoft SQL Server relational tables.
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These tables are constructed in schemas which support staging, processing, and
permanent storage.

4. Export Caption data to text file corpus for analysis using SQL. Once the data has
been structured for permanent storage in the relational database, a custom SQL
script is written to extract the captions from the relational database to a text corpus
for analysis. The SQL script includes a query of the collected metadata to produce a
targeted set of text files.

5. Execute data analysis with Topic Modeling algorithms using R. Once the targeted
text corpus has been constructed, social video network analysis is performed using
R. The topic modeling algorithm, Latent Dirichlet Allocation (LDA), is used to
generate a distribution of topics.

The first version of the DSR artifact is consistent with the work of other researchers
as observed within the literature review. The new contribution of the artifact is the
methodology in which it was constructed and the use of a third-party (Downsub.com)
tool combined with the YouTube Data API to extract the actual captions of a YouTube
video. Our research is motivated to acquire the YouTube captions for the purpose of
using machine learning algorithms, such as LDA, to generate a distribution of topics.
These topics are used to generalize the conversations that are occuring within the social
video network based off of a search term such as “emerging technologies 2016”.

The use of Downsub.com is incoorporated into the version 1 design because we
quickly realized that the YouTube Data API could only extract video captions using the
“captions.download” method if third-party contributions are enabled for the specific
caption. The API would return a 403 error on many of the captions we attempted to
download using the “caption.download”method. TheYouTubeDataAPI documentation

Fig. 2. Illustrated summary of the two ensemble artifact designs after iteration through diagnosis
and design stages of the eADR method.
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reports this 403 (forbidden) error response to be: “The permissions associated with the
request are not sufficient to download the caption track. The request might not be
properly authorized, or the video order might not have enabled third-party contributions
for this caption.”. Third party applications, such as Downsub.com, have the ability to
download captions that are forbidden and otherwise unaccessible via the API. This led us
to question how it is possible that third party applications are able to acquire these data
based on the constraints of the API. Thus, we needed to find a new, innovative approach
to achieve our goals of understanding video content on social networks.

5.2 Digital Innovation

In late 2017 we started investigating third party applications to determine how they are
able to extract these data. At that time, we hypothesized that the lack of scalable access
to the caption data may have been a major contributor to the limited use of these data
found in current research. We discovered a third party web-based tool at diycaptions.
com that would accept a YouTube videoID as a search term to generate automatic
captions. The videoID is used by YouTube to identify a unique video posted to its
platform and can be found within a YouTube URL. We tested the videoIDs that were
forbidden for download by the API and they all returned captions for download. We
contacted the site developer and asked him if he would be willing to evaluate our
artifact and perhaps provide expert consultation on how we could improve upon our
current design. His response to our e-mail was, “I’m using an API that Google uses
internally but which isn’t documented for public use. I’d be happy to talk to you about
it.” We then injected the helpful DIYCaptions.com developer into our eADR process
so that he could evaluate and intervene with our design.

Working with the expert we identified that YouTube has an undocumented API
method called “get_video_info” that can be called from a URL. An example of this
URL is: https://youtube.com/get_video_info?&video_id={videoid}.

The {videoid} portion of the URL would be substituted with a specific videoid
associated with the video we are targeting for a caption extraction. The URL then
exposes a very long (can be up to 16 pages in a document) and complex encoded string.
We had to decode the string to expose a JSON data structure buried within the file that
contains important fields needed to extract the targeted caption. The two most
important fields found within the encoded JSON string are baseURL and languageCode
(see Table 2). We found that the baseURL field provides a direct link to an XML
document which contains the caption data for the specific videoid. Additionally, the
languageCode field identifies which language the captions are available for translation.
For instance, in the example included in Table 2 there are two baseUrl entries in two
different languages. The languageCode “nl” will take the user to a caption translated in
Dutch while the languageCode “en” will take the user to a caption translated in English.
Another valuable discovery we made with these URLs is that they will expire within a
short period of time. So, it was important that we extract the XML data from the URL
that includes the captions translated to English before the accessible URL expires.
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5.3 DSR Artifact Version 2

Capitalizing on the digital innovation that we achieved during the eADR cycle eval-
uating the limits to the goodness of DSR artifact version 1, we were able to proceed
with improvements and construct version 2. Version 2 of the DSR artifact consists of
four phases (see Fig. 2) to include:

1. Web App used to auto search YouTube with API. This feature executes stored
procedures that use Python within the Relational Database Management System
(RDBMS). SQL Server 2017 is used as the RDBMS to write Python embedded
scripts within SQL statements. These scripts are then executed as stored procedures
and permanently stored in a database residing within the SQL 2017 instance. The
stored procedures would then receive parameters that are passed as arguments
through the web front end application in the form of a search term. The search term
received from the web app would then be passed through to the YouTube Data API
and retrieve a list of relevant video ids. A partial screen shot of the web app, we call
“TUBE TOPIC”, is illustrated below in Fig. 3.

Table 2. Example of encoded URLs found within the JSON string fields baseURL and
languageCode. This JSON string is encoded within the get_video_info data.

baseUrl languageCode

https://www.youtube.com/api/timedtext?caps=asr&hl=en_US&sparams=
asr_langs,caps,v,xorp,expire&expire=1516448002&xorp=True&signature=
C136764856DB2D4997A522236FBA65079B44D5BF.9044FB3AB0E434
90946A9C4E450F6789A4832591&key=yttt1&asr_langs=nl,pt,es,ru,en,ja,
fr,de,ko,it&v=6MBaFL7sCb8&lang=nl

nl

https://www.youtube.com/api/timedtext?caps=asr&hl=en_US&sparams=
asr_langs,caps,v,xorp,expire&expire=1516448002&xorp=True&signature=
C136764856DB2D4997A522236FBA65079B44D5BF.9044FB3AB0E434
90946A9C4E450F6789A4832591&key=yttt1&asr_langs=nl,pt,es,ru%2Cen,
ja,fr,de,ko,it&v=6MBaFL7sCb8&lang=en

en

Fig. 3. Illustration of the DSR artifact version 2 web app called “TUBE TOPIC”
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2. Extract captioning and metadata from YouTube using API and DIYCaptions.com.
Execution embedded Python and SQL within RDBMS. Some of the YouTube
captions are extracted using the YouTube Data API. However, after collaboration
with the developer of DIYCaptions.com we decided to leverage their technology
and extract some of the captions using their web application. Collectively, we are
able to store all necessary captions and metadata within the SQL Server 2017
instance that were required to perform social video network analysis.

3. Export captions and metadata to corpus for analysis using SQL. With a scalable
and data rich version 2 of the DSR artifact, we are able to extract the captions from
the SQL server instance, similar to version 1, and construct the text corpus for social
video network analysis. However, in version 2 we are able to construct each text file
to include both the caption data and the metadata into a single file. This is what we
term a metadata-enhanced corpus.

4. Execute data analysis with Topic Modeling algorithms using embedded R within
RDBMS. The metadata-enhanced corpus is then used by topic modeling algorithms,
LDA, to generate a distribution of topics for analysis. The advancement of this
process in version 2 is that it includes scripts within SQL Server 2017 that allow R
code to be embedded within the SQL code. This allows the system to execute a
single script in a single service environment without the movement of files from one
location to another.

6 Evaluation

As seen in Fig. 1, evaluation of each abstraction of a DSR artifact occurs within each
iteration of the eADR cycles. The first opportunity for evaluation occured within the
eADR cycles as they informed the Diagnose stage. An expert interview was conducted
with LeapDoctor.com that resulted in the practical inspiration to develop the initial
version of the DSR artifact. For instance, during the interview a question was asked
about how LeapDoctor.com would make a decision once they recognized they had a
technical problem. Part of the response was: “If we are going to start from scratch – we
have a lot of options. There are a 1000 ways to do the same thing. So we asked
ourselves, what kind of technology do we want to use? Who had the technical expertise
to work on the new technology? If we were to use the old technology, what kind of
sense does this make if we are not using new technology?”

We recognized that there is a need for a practical utility that any firm could use to
easily discover what people are “talking about” within the context of a domain of
interest. In early 2017, the development of version 1 of the DSR artifact was initiated
using YouTube’s social video network data to meet the practical requirements of the
artifact inspired by LeapDoctor.com. Evaluation of the version 1 artifact was performed
via user reviews [11]. Additionally, an expert interview and evaluation of the version 1
artifact was conducted with the lead developer of DIYCaptions.com in late 2017. The
evaluation and intervention tasks conducted within each eADR cycle were critical to
establishing the requirements for version 2 of the artifact.
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Early on in the development of the version 2 artifact, a Reflection phase of an
eADR cycle revealed that we needed an algorithm that would generalize a conversation
that a user could use to evaluate the output of the artifact. A topic modeling algorithm,
LDA, was selected because it resulted in a distribution of topics that consist of a
distribution of words which could be used provide a probabilistic implicit view into a
group of conversations discovered within YouTube. Topic intrusion tasks, as described
by Chang et al. [7] and reproduced within the medical domain by Arnold et al. [3],
were conducted to evaluate the results of the topics generated by the DSR artifact (see
Fig. 4).

Ultimately, each iterative cycle of artifact planning, abstraction, evaluation, and
reflection leads to learnings that inspire the next cyle within or between a stage in the
eADR method. Once we had implemented an ensemble artifact, our evaluation of its
goodness in situ with practitioners demonstrated a number of limitations on its utility.
A second iteration through the Design stage yielded a breakthrough in our options for
solving the problem. The resultant digital innovation has been implemented and its
evaluation, in situ, resulted in a consensus among the practitioners and researchers that
a unique ensemble artifact has been constructed to meet the unique needs of this
problem class.

7 Discussion and Conclusion

The DSR artifact constructed in this research contributes toward a novel artifact that
could add value to industry practicioners and scholarly researchers. The artifact directly
addresses a practical need for industry practioners to analyze social video network
content using a rigorous and evidence based approach. Additionally, the artifact pre-
sents researchers and practitioners with a technical and algorithmic solution to detect
topics of information being shared between the social video network nodes.

Fig. 4. Topic Intrusion task example. Example of topics generated by the artifact using LDA on
a text corpus. The probability distribution of topics generated by the LDA algorithm that are
associated with the text corpus are as follows: Topic 1: .382, Topic 4: .025, and Topic 10: .189 In
this case, the highest probable intruder is Topic 4.
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This research proposes an analytical process design that combines the importance
of the corpus construction requirement with the unique attributes defined by the
metadata of a social video network. Specifically, this research addresses the questions
of “How do we construct a metadata-enhanced corpus from social video networks?”
and “How might an instantiated artifact help define a class of IT solution for analyzing
multimedia in online social networks?”. To accomplish this, a methodical, iterative
eADR method in situ is deployed. The iterations within the Diagnosis, Design,
Implementation, and Evolution eADR stages lead to the construction of the novel DSR
artifact. The eADR methodology consistently informs the various iterations. Each
iteration offers an opportunity to abstract, evaluate, reflect, and learn as the researchers
and practitioners plan the next iteration. Overall, the methodology approaches used in
this research contributes to the practical utility and rigorous quality of the DSR artifact.

This research will contribute to the existing body of knowledge for the IT solution
class of social video network analysis with the implementation of an artifact that is
designed to collect both the YouTube captions and the metadata using the YouTube
Data API. Future research directions will apply the artifact in data analytic studies
involving YouTube. A clear limitation of the current research is the exclusive focus of
the artifact on YouTube video content. Moving beyond YouTube, we will adapt the
artifact for use in other social network platforms where video content is prevalent. We
plan to observe how the artifact can be used to analyze social video network behavior
through utilities such as network search activities.
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Abstract. Even though the practice of integrating evaluative features into
software has long been applied in commercially available software, it is still
underrepresented in the Information Systems (IS) community. This paper pre-
sents a framework for embedded evaluation support. We are aware of the
challenges of evaluation of socio-technical systems and take this issue into
consideration in our framework. Our framework is the result of conceptualiza-
tions drawing from the evaluation discourse discussion on the topics of artifact
evaluation in DSR. We also demonstrate our ideas through two examples of
embedded evaluation support mechanisms designed and used in a DSR project
in the Swedish healthcare sector.
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1 Introduction

Information system design (ISD) includes the process of defining, designing, imple-
menting and evaluating architecture, components, and features of an information
system. During the process, designers and stakeholders articulate the desired features
and characteristics of the software. In ISD, evaluation is also a core activity [1].

Design Science Research (DSR) in its various forms is the prevailing research
paradigm in information systems when it comes to addressing design as an integrated
part of a research process. In this paper, we focus on evaluation as a core activity in
DSR. Design science researchers need to demonstrate the efficacy and utility of their
designed artifacts [1, 2], where artifact quality implicitly signals the value of the
knowledge accumulated in the artifact [1]. There has been a vivid discourse about
evaluation in the context of DSR in IS. Evaluation frameworks have emerged and been
recommended for conducting an adequate DSR. Venable et al. [1] present a compre-
hensive overview and synthesis of the DSR evaluation discourse. Evaluation frame-
works provide thorough guidelines for planning and executing evaluation, and for
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interpreting evaluation results. The researchers’ choice of evaluation method(s)
depends on the characteristics of the artifact under consideration, its use context, and
the evaluation objectives.

Designing an appropriate and insightful evaluation is challenging, and its execution
can be time-consuming and is prone to human error. Previous research has paid little
attention to software support for DSR evaluation. Potentially, digital tools may mitigate
some of the evaluation challenges. For instance, through minimizing human error,
reducing resources for data collection and data analysis, and by improved collaboration
between stakeholders in the evaluation process. Our starting point is that
software-supported evaluation can occur through either an ‘external’ evaluation
mechanism that is independent of the artifact or through evaluation features embedded
in the software artifact itself. In this paper, we focus the latter: Embedding evaluation
features into software.

The idea of integrated evaluation mechanisms in the software artifact is not novel. It
is intuitively appealing to design an artifact and at the same time employ it as a means
for its self-evaluation. Software engineering research has addressed the idea of
self-evaluating software, e.g., through developing the concept of self-repairing software
[3–5]. Commercial software vendors also apply increasingly sophisticated techniques,
such as the crash reports submitted to operation systems and application vendors when
a malfunction is detected. We are all familiar with the pop-up window that automat-
ically appears when our word processor experiences problem and needs to be closed.
Through the pop-up window, we are asked whether we want to send error reports to the
software developers by clicking a dedicated button. In some cases, there is an option to
provide a free-text description of the problem. We suggest that DSR researchers pay
more attention to how a software artifact in its practical use context can be used to
support the collection of data for its evaluation.

Researchers in other fields have elaborated on the idea of embedded evaluation
support. It was introduced in the field of education in the 1980’s [6]. Further, it is part
of the Design for Testability (DFT) and Built-In Self-Test (BIST) for industrial and
electronic artifacts [7, 8], to name a few. The rationale behind BIST is related to,
among others, the effort to reduce dependability on external testers as well as to
increase efficiency, speed, and the possibility for hierarchical testing through an inte-
gration of test infrastructure into the artifact [9, 10].

One example of embedded evaluation in human-computer interaction, is the pro-
totyping of CLASP – a digital artifact that supports adults with Autistic Spectrum
Disorder [11]. Another example is the power-on-self-test (POST) in almost all oper-
ating systems. The POST routine executes when the device is turned on to detect any
system error. Even in large-scale online systems integrated evaluation tools are not
unusual, as reflected in the availability of various rating features, open-ended comment
boxes, automatic error reporting, and other features to encourage stakeholders to
contributing feedback about technology. Other examples include the use of standard
web technologies for logging [12] and the use of log data in eHealth research [13].

Interestingly, the DSR community has not paid much attention to the possibility to
adopt embedded evaluation support in their evaluation strategies. The existing DSR
evaluation discourse does not provide guidance to researchers on how to embed
evaluation support into their software artifacts. The fact that evaluation support is
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underrepresented, if not underexplored, in DSR is indeed unfortunate. With regards to
this identified tension, we pose the following questions:

How can evaluation support be embedded into an artifact in the context of DSR?

We synthesize various elements of the DSR evaluation discourse into a framework
for software-embedded evaluation support (SEES) with focus on the typology of SEES.
Finally, we provide an expository instantiation of the framework within a DSR project
and discuss implications for both practice and research. Our contribution is the
exploration and conceptualization of an underexplored dimension of evaluation in
DSR: the integration of evaluation mechanisms into artifact instantiations. We hope
that our work – addressing a theme that has long been intuitively and implicitly applied
in other fields – initiates a continued discussion about how to best use technology to
support the DSR process.

The paper proceeds as follows. In Sect. 2, we provide a general overview of
approaches to evaluation in IS and proceed to some examples of self-evaluation
healthcare information systems. In Sect. 3, we account for our proposed framework of
embedded evaluation support. In Sect. 4, we provide two examples of software
embedded evaluation support, followed by concluding remarks in Sect. 5.

2 Information Systems Evaluation

In this section, we provide an overview on previous work on information system – the
starting point for our work on embedded evaluation support in IS artifacts.

2.1 Types of Evaluation

There are several purposes for evaluation in DSR, as well as a variety of different
methods, strategies, and activities for conducting an evaluation. In this section, we
provide a rough overview of the DSR evaluation discourse and later focus on topics
relevant to the purpose of building evaluation support into the artifact.

There are different approaches to artifact evaluation [1, 14]. A regular feature is that
evaluation approaches use temporality to distinguish between types of evaluation: We
can evaluate a situation in a predictive (ex-ante) manner, where the potential impact of
an artifact is assessed speculatively before the implementation. In contrast, a
post-implementation (ex-post) evaluation seeks to measure the actual impact of an
implemented artifact. Since the result of ex-ante evaluation is expected to feedback to
the improvement of the artifact design, this type of evaluation is also termed as being
formative. On the other hand, an ex-post evaluation sums up the efficiency and use-
fulness of an artifact, thus also called as being summative. The conceptual difference is
the focus shift between evaluation temporality (ex-ante/ex-post) to functional evalua-
tion purpose (formative/summate).

Such distinction has been extended in the Framework for Evaluation in Design
Science (FEDS) [1]. The authors formed their classification by addressing underlying
questions as to when, why, and how to evaluate an artifact. FEDS distinguish between
the functional purpose and evaluation paradigm of evaluation. The functional purpose
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dimension addresses both when and why question, and views evaluation as either
formative or summative. On the other hand, the evaluation paradigm dimension
addresses the how question, and distinguishes naturalistic evaluation from artificial
evaluation. In a naturalistic evaluation, the artifact is evaluated in its real use setting,
while an artificial evaluation measures the artifact’s impact in an artificial or unnatural
setting, such as a laboratory environment. In addition to the classification of evaluation,
FEDS also specifies four steps in conducting evaluation, based on an analysis and
synthesis of work on evaluation in DSR and other domains of IS [14–16].

The formative perspective of FEDS captures the possibility to reduce risks by
evaluating early, before undergoing the effort of building and strictly evaluating an
instantiation of a design. The summative perspective offers a possibility for evaluating
the instantiated artifact in reality, and not just in theory. In contrast to the formative and
summative perspectives, naturalistic evaluation methods offer the possibility to eval-
uate the real artifact in use by involving real users solving real problems. Artificial
evaluation methods offer the possibility to control potential variables more carefully
and prove or disprove testable hypotheses, design theories, and the utilization of design
artifacts [1].

The FEDS framework with evaluation strategies highlights the idea of choosing an
existing or building an own DSR evaluation strategy that maps specific criteria for
evaluation. For instance, the DSR researcher needs to identify whether the evaluation
shall be conducted in a realistic environment together with real users, or in an artificial
environment together with prospective users.

Other DSR evaluation methods such as the ones presented by Peffers et al. [17]
emphasize the distribution of evaluation method types, based on the artifact type (e.g.,
method, instantiation, construct). They guide how to conduct DSR evaluation, based on
the purpose of artifact use and utility. FEDS incorporates a similar notion of evaluation
guidance. Thus we find the FEDS approach to be a suitable source of inspiration for a
framework for embedded evaluation support.

2.2 Support Evaluation Through Automation

Let us clarify the scope of our evaluation support by relating it to evaluation dimen-
sions derived from the DSR evaluation discourse. In the attempt to automate evalua-
tion, we mainly deal with naturalistic ex-post evaluation (Pries-Heje et al. [30];
Venable et al. [1]), which has the character of real users, real problems, and real
systems. While such evaluation is considered to be the best evaluation of effectiveness
and identification of side effects, it also comes with the highest cost and a potential risk
for participants (Venable et al. [1]). Naturalistic ex-post evaluation can be carried using
various methods, including (but not limited to) methods such as action research, case
study, focus group, participant observation, ethnography, phenomenology, and quali-
tative or quantitative surveys. We thus position our discussion within the practice
approach to DSR (Iivari [29]), where we focus on the effects an artifact has in its use
context, and the meaning that stakeholders ascribe to artifacts.

We propose automated data collection during the lifetime of an artifact. Thus it may
be used in a formative manner, e.g., as part of an action design research cycle of
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building-intervening-evaluating [18], or for summative purposes to demonstrate the
qualities of an artifact after a period of use. However, despite the idea that the artifact
embeds evaluation mechanisms, the evaluation does not necessarily concern the artifact
as such [19] in the sense of a software instantiation. Software-embedded evaluation
features may, for instance, support the collection of data to evaluate the use of the
software.

Despite the focus on evaluation of a software instantiation, we recognize the
high-order goal of DSR evaluation to demonstrate the value of abstracted design
knowledge, e.g., in the form of design theories, design principles, or technological rules
(Baskerville et al. [31]). Artifact-centric evaluation is a means to demonstrate qualities
of abstracted concepts. We subscribe to the view of [17] that “when an artifact is
evaluated for its utility in achieving its purpose, one is also evaluating a design theory
that the design artifact has utility to achieve that purpose. From the point of view of
design theory, a second purpose of evaluation in DSR is to confirm or disprove (or
enhance) the design theory.”

In a similar vein, the discussion on the nature of artifact to be evaluated becomes
indispensable. The idea of supporting evaluation in DSR primarily concerns
socio-technical artifacts, even though – to some extent – it can be applied to software
qualities per se. While a socio-technical system indeed involves human actors, there are
many examples of artifacts that do not include a human actor, for instance, algorithms
used as part of a software system. What differentiates such agents from human agents is
the process underlying their task execution. These so-called automata execute opera-
tions depending on pre-determined and well-defined conditions. Therefore the entire
system is algorithmic. In fact, a similar distinction has been pointed out by Bunge [20],
between human and what he called automata, that is the non-human agent:

“Although automata can store ‘theories’, as well as clear-cut instructions to use them, they lack
two abilities: (1) they have no judgment or flair to apply them, i.e. to choose the more promising
theories or to make additional simplifying assumptions, (2) they can’t invent new theories to
cope with new situations, unpredicted by the designer and to which the stored theories are
relevant” (p. 160).

We show implications of this definition of scope in the section that follows, where
we derive the methods to support evaluation in DSR and describe them using
socio-technical vocabularies and identify the justificatory knowledge drawn from both
a social and a technical foundation.

3 SEES: A Framework for Software-Embedded Evaluation
Support

This section presents our framework for software-embedded evaluation support (SEES).

3.1 Embeded Evaluation Data Collection

Our proposition about design for software-embedded evaluation support concerns two
dimensions derived from the core activities in an evaluation, namely data collection
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and data analysis. About data collection, the crucial issue is to identify the type of data
to be collected that fits into the purpose of evaluation – i.e., to address what data to
collect. Following Cronholm and Goldkuhl [19], we distinguish between three types of
data to be collected for evaluation: (1) criteria-based, (2) goal-based and (3) goal-free
(open-ended). The choice of data type naturally depends on the context and purpose of
evaluation and will be explicated in the next subsections.

Once we have identified the appropriate type of data, the next step is to address the
question of how to collect the data. We draw from [21] to distinguish between (a) fully
automated data collection conducted by the system and (b) self-reported data from
users or external testers. A fully automated data collection corresponds to logging
mechanisms of software use. In contrast, self-reported data collection refers to software
features that permit and promote users to provide feedback to developers and DSR
researchers. Combining these two categories produces a data collection method matrix
as shown in Table 1.

Note that we place emphasis on supporting evaluation of socio-technical artifacts,
even though SEES may to some extent also apply to the evaluation of pure technical
artifacts. Observe the mélange of social or business goals (e.g., employee’s satisfaction
and financial indicators) and technical goals (e.g., automatic forwarding of technical
failure messages with time stamp) that reflect the sociotechnical nature of information
systems.

Criteria-Based SEES. This type of evaluation requires a set of pre-defined criteria that
do not necessarily reflect the goal of designing the system. These criteria may be related
to particular features or material properties of the systems in particular, or certain generic
quality criteria for the functionality of artifact in general (Cronholm and Goldkuhl [19]).
The generic quality criteria may include utility/effectiveness, efficiency, efficacy, and

Table 1. Six categories of software features for embedded data collection

Auto-collected data Self-reported data

Criteria-based
evaluation

Automated collection of data to
support evaluation based on
pre-defined generic criteria, e.g.
usability guidelines

Criteria-based questionnaires filled
out by users, artifact-in-use
observation

Goal-based
evaluation

Automated collection of data to
support evaluation based on goals
derived from the business context,
e.g. number of logins, returning
clients, sales, performance times, et
cetera

Goal-based instruments filled out
by users, financial indicators, other
quantitative indicators

Goal-free
evaluation

Extensive logging to enable rich
retrospective analysis of business
action conducted through the
software

Open-ended questions to users
asked via the software
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ethicality of the designed system [1]. These generic criteria cover chiefly the evaluation
of what Cronholm and Goldkuhl termed “IT-systems as such” [19].

Evaluation based on pre-defined criteria requires users to fill out a questionnaire
(that could also free-text answers as well as questions with options) with criteria-related
domains or items. Another possibility is through observation of how users work with
the IS artifact or how they make use of the artifact – what Cronholm and Goldkuhl
termed “IT-systems in use” [19]. The behavioral checklist contains items related to the
pre-defined criteria and is filled out by the ones who are in charge of the evaluation.

We propose an embedded or automated manner of this kind of evaluation through a
software-enabled automatic collection of usage data related to the pre-defined criteria.
This way, the collected data is less exposed to the subjectivity of users’ self-report and
can be completed more efficiently.

Goal-Based SEES. Goal-based evaluation is conducted based on pre-defined goals of
designing the system [19]. These pre-defined goals may be related to business or
organizational goals that represent financial and social objectives. While financial
objectives are usually clear-cut and well defined, social objectives need further defi-
nition, e.g., as employees’ satisfaction with their work procedures or even in a much
broader term, such as public perception of the company image. Well-defined constructs
and corresponding measures facilitate quantitative analysis of goal fulfillment.

Similar to the non-automated criteria-based evaluation, self-reported goal-based
evaluation relies on users’ and external testers’ account on the extent to which the goals
of designing the system have been fulfilled. When involving quantitative indicators that
can be generated post-implementation, such reliance is even stronger. In addition to
quantitative indicators, qualitative data (e.g., customer opinions and goal-based ques-
tions to staff and customers) may be self-reported by people using the system.

What we propose is, however, an automatic or embedded mechanism of collecting
data that reflect the fulfillment of specific goals. Goals can include internal organization
variables, e.g., number of logins, the amount and frequency of returning clients, per-
formance speed, and sales levels, or externally projected goals such as median rating on
review websites.

Goal-Free SEES. Cronholm and Goldkuhl define goal-free evaluation as “gathering
data on a broad array of actual effects and evaluating the importance of these effects in
meeting demonstrated needs.” Without any pre-defined goal or criterion, goal-free
evaluation has the potential to enable a broader understanding of the function and
effects of IS artifact – even to the extent that we can discover unintended positive or
negative impacts.

Goal-free evaluation that relies on users’ self-report or external testers’ report
requires these parties to keep an open mind to take into account various possibilities of
the effects resulting from both IT-systems as such and IT-systems in use. It poses a
challenge to ensure that researchers collect relevant data that can also account for
unforeseeable or unintended effects. Goal-free self-reported data would also include
qualitative data from (e.g.) a user-group discussion forum where they can speak about
the software in general.

Automated data collection can promote the richness of data, e.g., through gener-
alized logging mechanisms. A wide range of logging creates a rich data set that may
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prove useful to retrospectively analyze various aspects of the impact of the IS artifact.
Therefore, we propose adopting generic logging framework to enable rich retrospective
analysis of business action conducted through the software.

4 Two Examples of Software-Embedded Evaluation Support

In this section, we two provide examples of software-embedded evaluation support in
the context of U-CARE, a strategic research program in the Swedish health care sector
[22, 23]. The research group developed web-based software to provide online cognitive
behavioral therapy. The overarching goal of the research was to determine treatment
efficacy and health economic aspects of online psychosocial care for individuals who
suffer from a physical disease. In total, 11 trials have been conducted using the soft-
ware, including more than 2000 participants.

The U-CARE software has evolved into a medium-sized software product, con-
sisting of three subsystems, *40,000 lines of code and *100 database tables.

In the U-CARE software, online surveys are integrated into the software, allowing
the researchers to not only provide treatment online but also to collect survey data
using instruments for data collection such as the hospital anxiety and depression scale
(HADS; ref). In addition to the research objectives defined in each study, the design of
software to support treatment and research leads to an increased understanding of the
problem domain, which in turn causes new knowledge interests to emerge. Such
knowledge interests may include an interest in the design process as such, but may also
concern design challenges that we did not expect at the inception of the research
process. In the case of U-CARE, design issues arose relating to, among other things,
privacy and accountability [24], crowd translation [25], decision support for therapists
[26], principles for data export [27], and online survey evaluation techniques [28]. In
essence, there is a need to reflect on the ‘umbrella process’ as well as sub-projects of
the overall process focusing specific design issues. In this section, we provide an
account of two such sub-projects and show how self-evaluation support were integrated
into the IS artifact design.

4.1 Formative Evaluation Through Self-Reported Stakeholder Feedback

Case Outline. At an early stage in the U-CARE design process, it turned out to be
problematic to manage the continual feedback from stakeholders. Therefore, a feature
was built in the web portal to allow any user of the software to provide direct feedback
about their user experience. Similar features exist in backlog management and
bug-reporting software, and the reporting concept is also commonly used on com-
mercial websites to collect input from customers about website and service quality.
When a user submitted feedback, contextual information was also stored, including a
screenshot of the user’s current view, user name, the study the user was in, et cetera.
The rich context description was intended to facilitate sensemaking of the user’s
comment.
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The user can also select a category for the comment. A rephrasing of usability criteria,
a simple ‘I found a bug’ category, and a pre-selected category named ‘I’ve got this great
idea’ comprises the categories. The basic design idea is that it should be as easy as
possible to provide feedback on the design of the software from the current context of
use, and the feedback should be easily interpretable for both software developers and
DSR researchers. The reported ideas were factored into the product backlog in the
development process. All stakeholders also had access to the product backlog, where
they could discuss ideas, and see the status of development work addressing their idea.
The rationale for the design was to provide transparency, to motivate people to submit
new ideas continually. The feature was available for patients, due to ethical concerns and
that it might take their focus away from the treatment protocol.

The stakeholder comments were part of the agile design process, serving as a
product backlog. Any comment in the backlog was shown as ‘unprioritized’ in the
product owner view of the system, who prioritized the incoming ideas as either ‘really
cool’, ‘market advantage’ or ‘must have’. In each sprint meeting, new comments were
discussed by a group consisting of researchers from each research group using the
software, the research coordinator, information systems researchers and developers.
Comments were discussed, and possibly priorities were re-estimated. At the end of the
meeting, the research coordinator and the developers remained in the room to discuss
how to translate stakeholder feedback into software development tasks. Task com-
plexity was estimated by developers, followed by a sprint planning discussion. During
the sprint work, once the tasks associated with a stakeholder feedback comments were
completed, the stakeholder automatically received an internal message in the software
with information that their idea has been implemented in the software. At that point, it
would be available on the beta testing server, and in the production server in the next
software release. The response mechanism from developers to actors providing feed-
back was deemed important to motivate all involved parties to keep providing feed-
back. The extensive use of the feedback mechanism signals the mechanism for
stakeholder feedback has worked well.

Lessons Learned. The feedback feature generated open-ended self-reported data
(users only categorized their ideas on a few occasions). It rendered *1000 comments
from users during 2013–2015. The stakeholder comments represent a variety of ideas,
including but not limited to:

• New ideas about how the software should support interaction between psycholo-
gists and patients (written by psychologists)

• New ideas about how to design a ‘helicopter view’ for researchers to monitor
ongoing research activity (written by researchers)

• Suggestions on how to revise existing features, e.g. usability and user experience
related design ideas (written by various stakeholders)

• Bug reports (written by various stakeholders)
• Technical issues and software refactoring ideas (from developers).

The characteristics of the ideas thus concern social aspects (process support and
interaction between stakeholders in the practice), user experience aspects, and purely
technical aspects (internal software design issues). One important lesson learned is thus
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that an open-ended communication channel, conveniently accessible for a broad group
of stakeholders, may provide qualitative data regarding the practice context in which
the artifact is used – not only data regarding the technology as such.

The idea backlog as such is a comprehensive repository with various stakeholder
impressions of qualities of the artifact at hand and the embedding workpractice.
Clearly, such a repository is a rich source for artifact evaluation in DSR research as
well as retrospective analysis of the DSR process.

A final reflection is that the feature was originally intended to be a ‘criteria-based’
evaluation mechanism as discussed above. The vast majority of feedback posts did not
actively do so – instead, they passively selected the default value (“I just want to
express something”) instead of actively choosing a category. A lesson learned is that a
mechanism for criteria-based self-reported evaluation needs to find a more suitable way
to interact with the user to make them select a category.

4.2 Summative Evaluation and Identification of Stakeholders Using Log
Data

Case Outline. This case illustrates the use of log data in the DSR evaluation process.
We account for the evaluation of a crowd-translation mechanism called ‘Babbler’ built
into the software [25]. In SEES terms, we classify this example as an example of
goal-free autocollected data.

The conceptual solution for the Babbler translation mechanism is to allow users to
translate text in the software as simple as possible (one-click to translate) in the user’s
current view. Further, it should be possible to make local translations in the current
view as well as global translations affecting all views. Additionally, whenever a user
translates, s/he should get decision support including existing translations in other
languages and previous translations of the current text in the same language. A com-
plicating factor in the web context is that any type of text element, independent of how
it is embedded in the web page, should be possible to make translate. Another com-
plicating factor is that web pages can be either fully loaded once, or consist of parts that
are loaded through asynchronous requests.

A trivial conceptual model for storing translations is shown in Fig. 1. A phrase key
(created by the software developers) can have several translations (‘babbles’) provided
by different users. This is the core model – in the software instantiation, additional
contextual information is available, such as user roles and.

A ‘babble’ is a translation of a phrase key into a particular language. When a new
translation is stored for a phrase key, the old translation is marked as deleted, and the
time of the deletion is stored. This model allows us to keep track of all translations for a
phrase key for different languages. Note that the static model includes time stamps of
translations, as well as information about who made the translation. The translations are
never deleted from the database, only marked as deleted by a Boolean attribute.
Therefore, the static model in Fig. 1 also serves as a rich log to study the process of
creating and changing translations over time.

The dynamics of the translation tool (Fig. 2) is a bit more complex, due to the
architecture of web pages that may require translation services in numerous situations.
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There is a need to handle both page load-translation and asynchronous translation. The
latter situation is common due to the increased popularity of asynchronous web
requests, i.e. scripted code on the client side that makes requests to the web server
without reloading the entire web page. A web browser requests a page from the web
server. The web server analyses the URL to set the translation context. This mechanism
is necessary to allow for situated translations (on that page) or generic translations
(translating into the same result across all pages). The code that produces the view that
is returned to the browser utilizes Babbler functions to translate phrases. The devel-
opers are thus required to utilize the Babbler application programming interface
(API) when presenting any piece of information in a view, to ensure that the view is
fully translatable. They also need to decide if the translation of that text should be valid
only in the current page, or across pages. In addition to the page request flow, a browser
may also make asynchronous requests (e.g. loading a part of a page using Ajax).
Therefore, there is a simplified flow, which basically consists of a request for a
translation of a particular phrase, and a response (the translation). The server, therefore,
needs to store the page context in the user session state to properly translate

Fig. 1. Static conceptual model for babbler translations

Fig. 2. Babbler translation dynamics
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asynchronous translation requests. In addition, the server keeps track of the logged in
user, and the user’s preferred language.

Due to the multiple ways to build web pages, e.g. divergent implementations of
standards such as JavaScript and HTML, the implementation of the Babbler feature
was quite complicated and needed multiple iterations of development and beta testing
to work satisfactory. Our evaluation interests thus concerned both (i) technical
proof-of-concept (a working instantiation of the Babbler concept) and
(ii) proof-of-value (that the translation mechanism was working satisfactory to support
the translation practice in the organization).

Lessons Learned. Babbler was introduced to the users of the U-CARE software in a
development sprint. Domain experts – who were also future users of the portal – were
informed about the translation tool basics. Developers were instructed how to make
text elements translatable by using the Babbler API. Minimal instructions were given,
and the stakeholders were expected to self-organize the translation work. Evaluation of
the babble translation feature started with a log analysis. Based on database queries into
the log we identified users who contributed substantially to the translation work
(Table 2).

The log files show the quick adoption of the translation feature, which signals
ease-of-learning and ease-of-use. Log data reveals that the users started to organize
themselves and took responsibility to translate the views that were most related to their
specific interests in the software. Knowledge about the user roles a-lows us to make
further interpretations based on the log. Claire did translations due to her role as a
coordinator between different work groups, making her assume responsibility for the
overall translation progress. Donald, lead developer, did the initial re-factoring of the
software to support Babbler (evident through searches in the source code repository,
another tool for automated data collection). While doing this he also added a lot of
initial translations. At one point – as revealed by a large number of ‘babbles’ with an
identical time stamp – translations from one language (Swedish for adults) were copied
into another language (Swedish for teens) in order to facilitate language adaptations for

Table 2. Top 10 translators and their translation count

User Count User role

Donald 1744 Lead developer
Claire 226 Research coordinator
Peter 186 Account used by Donald to translate participants’ views
Thomas 98 Therapist
Paula 97 Used by Claire to translate participants’ views
Audrey 81 Research assistant
Phil 81 Used by Thomas to translate participants’ views
David 59 Developer
Pagona 55 Used by a therapist to translate participants’ views
Penelope 49 Used by a therapist to translate participants’ views
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each target group. The implication is that Donald’s translation count was doubled. The
other developer in the list, David, is not Swedish speaking, which explains his low
translation count.

The identification of translators who contributed substantially was also useful to
identify individuals to approach to conduct interviews. The interviews were used to do
a qualitative analysis of people’s perceptions of the translation process. Furthermore,
the idea backlog in the first case example contained a large set of improvement ideas
for the Babbler feature, serving as an additional frame of reference to assess the
qualities of the babbler concept and its software instantiation. Thus, the Babbler log
data as such was not sufficient to assess the implications of the translation features for
practice, but it was clearly an integrated part in the assessment.

In summary, the automated data collection in the Babbler context supported the
overall evaluation process as follows:

• In determining the scale and frequency of translations, i.e. use of the artifact
• In identifying users that contributed substantially to the translation process
• In inferring that the babbler artifact is easy to learn and easy to use (which was

supported by the subsequent qualitative study)
• In supporting planning of additional evaluation (identifying users to interview).

5 Conclusions

In this paper, we have highlighted that the DSR evaluation discourse has not ade-
quately addressed the role of information technology to support evaluation. To answer
our research question, we have conceptualized software-embedded evaluation support
(SEES) to support evaluation in DSR, and potentially in a broader scope of information
systems design. SEES shows six categories of support for naturalistic ex-post evalu-
ation, i.e., evaluation of software with real people in a production setting. We have
provided examples of two cases where such evaluation support was built into software
and used in DSR. Through the cases, we illustrate that embedded features for data
collection may provide valuable insights into various stakeholders’ use of software as
well as their impressions of its design. Further, the Babbler artifact provided valuable
information about how to conduct continued evaluation through interviews.

SEES covers various methods of data collection. Such evaluation support can not
only serve and support the end-users while making use of the artifact but also generate
input for DSR researchers throughout their cycles of DSR. Current frameworks and
methods for DSR evaluation [1, 17] could benefit from adopting the general idea of
SEES, which emphasize a notion of continuously improving artifact quality and utility.
SEES may enhance the prescriptive nature of designing sufficient and efficient artifacts
in DSR [2], by offering in situ features that captures evaluation data.

In summary, the main contribution of this paper is the SEES framework and its
guidance for DS researchers or IS designers who are interested in embedding formative
or summative evaluation support in software artifacts. We hope that our work inspires
other researchers to engage with software-embedded evaluation support in their work,
and contribute to further developing the idea.
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Abstract. Nowadays, organizations are integrating human-computer interaction
(HCI) into their information systems. This trend resulted in gathering developers
and end-users in different tasks, particularly, the interactive Web services com-
position (WSC) task. Indeed, to search for solutions that go beyond their indi-
vidual limited views, an increasing demand of collaboration among users has
emerged. However, they are still facing uncomfortable situations especially when
they are invited to select the appropriate Web service among functionally similar
ones. More support is then needed to provide an effective composition. In this
regard, a group recommender system providing the required functionality while
considering the users’ preferences, might be highly useful. In this paper, we
present a holistic process spanning from capturing users requirements, con-
structing a global goal model “ColMAP” reflecting their intentions to performing
a collaborative, interactive WSC. A step-by-step example illustrates the proposed
process. We expect that this approach will pave the way for interactively, col-
laboratively engineered information systems.

Keywords: Interactive Web services composition � Collaboration
Group recommendation � MAP formalism

1 Introduction and Motivation

With the focus on improving the interaction between humans and computers, the
human-computer interaction (HCI) has become one of the most thriving fields in
nowadays’ computing era. It has become even an integral part of information systems
with the aim of helping their users (e.g. developers, project managers, customers,
partners, or investors) to be more productive [23]. In fact, HCI growth has brought an
unprecedented momentum to information systems by giving non-professional users the
opportunity to interact with the different components. This interaction takes place on the
basis of a service-oriented architecture (SOA) since it is considered as a reference
architecture of information systems. SOA promises to achieve high agility of businesses
as well as rich interoperability between distributed and heterogeneous applications.
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Thus, different actors have henceforth the luxury of interacting with, information sys-
tems’ components, mainly Web services by composing them in an interactive way. This
process is called the interactive Web services composition (WSC) and builds upon an
appealing investigation of approaches from HCI and SOA [4].

Unlike the manual WSC which is restricted to experts, the interactive WSC that
belongs also to the end-user programming approaches, involves tech-novice users
which lowers the cognitive barrier on all types of users [27]. But, one can notice that
even an automatic composition is quite suitable for users with no technical background.
Such concern is entirely appropriate. Still, it is also clear that full automation would
miss the chance for users’ to be productive and to break new ground by fine-tuning
services to their needs [6]. Overall, the interactive WSC com-bines the advantages of
manual and automatic modes and resolves their particular issues.

Yet, to search for solutions that go beyond their individual limited views, an
increasing demand of collaboration among users has emerged. Consequently, these
latter often operate in groups to accomplish tasks which are not feasible individually
because of lack of expertise or time. Collaboration is then a necessity in organizations,
as no one can possess all the required competences. Our research stresses then the
interactive WSC performed in collaborative situations. Thereby, the involved stake-
holders will be able to explore the differences constructively and perform an effective
composition.

However, because of the abundance of available Web services, users are facing
various uncomfortable situations even when collaborating with each other. To February
2018, the largest Web services repository, ProgrammableWeb.com1, has registered
19,163 Web services. Within this wealth, many are functionally equivalent. This
hampers the composition process and leads to users’ frustration as they find it noto-
riously difficult to select the appropriate Web service. More support is then required to
manage such an abundance of choices, as well as to guide users with no technical
background to perform the most relevant alternative. Traditional Web service discovery
approaches tried to solve this problem by relying on UDDI (Universal Description,
Discovery and Integration) registries. Unfortunately, UDDI is no longer the choice,
since the shutdown of public UDDI registries held by IBM, Microsoft, and SAP [15].
Consequently, Web service discovery approaches have moved toward using Web
services search engines and public Web services repositories such as Pro-
grammableWeb.com. These alternatives turned out to be also ineffective as they are
heavily dependent on correct queries from users [25]. Moreover, personalization in
terms of mapping content to users’ interests and preferences is absent. This raised new
challenges for information systems engineers to find a solution that handles the
problem of information overload, filters and efficiently delivers the most relevant Web
services. It would be even desirable if this solution recommends Web services that
align with users’ interests without requiring the users to explicitly specify queries. In
this regard, a group recommender system (GRS) providing the required functionality
while considering the users’ preferences, might be highly useful. In fact, recommender
systems have become a widely adopted means to tackle the problem of information

1 https://www.programmableweb.com/.
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overload, e.g. products on Amazon [9] and movies on Netflix [10]. They were pri-
marily developed to support individuals, but, with the growing need of group work,
more elaborate recommender systems targeting groups came into the picture under the
name of GRSs. Today, GRSs are used in real-world applications as well as in different
research fields. To the best of our knowledge, there is no existing work in the literature
which has exploited the opportunity of joining the group recommendation with the
interactive WSC. While it is true that the work of Rong et al. [24] has exploited the idea
of user group in the context of WSC, it has not provided group recommendations. It has
rather identified similar users to apply the association rule mining technique in a
“collaborative-filtering fashion” in order to rank the discovered Web services.

Hence, given the highlighted need for collaboration in interactive WSC and
inspired by the high relevance of recommender systems, we intend in this paper to
embrace the benefits of group recommendation in a collaborative, interactive WSC per-
formed by information systems’ users. To address this challenge, we propose a new
collaborative, interactive WSC approach based on an intentional GRS. We believe that
this solution will create new opportunities to develop smart and personalized infor-
mation systems. The suggested GRS capitalizes on a synergy between the functional
needs deducted from a global intentional model “ColMAP” that we introduce and build
in this paper, as well as the stakeholders’ preferences in order to discover relevant Web
services. Our approach reflects a holistic process spanning from capturing users
requirements, constructing a global goal-oriented model reflecting their intentions to
performing a collaborative, interactive WSC assisted by a GRS.

The contributions of this paper include:

(i) The consideration of multiple stakeholders and capturing their goals from their
queries;

(ii) The construction of a global goal-oriented model ColMAP aggregating indi-
vidual retrieved goals and based on the MAP formalism [2];

(iii) The automation of the Web services discovery step by a GRS in order to find the
most relevant Web services;

The next section presents foundations for the WSC modeling adopted for this work
and reviews existing modeling approaches. In Sect. 3, we expose our approach with an
overview of its general phases then we detail these steps with a running example.
Finally, we present conclusions and directions for future work in Sect. 4.

2 Web Services Composition Modeling

Diverse approaches to modeling WSC have been suggested in the literature. The work
done in [12] provides a classification of these approaches into four main groups:
industrial approaches (e.g., ones using WSBPEL2 or BPEL for short), semantic
approaches based on ontologies notably OWL-S3 to describe Web services,

2 https://www.oasis-open.org/committees/tc_home.php?wg_abbrev=wsbpel.
3 http://www.ai.sri.com/daml/services/owl-s/.
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quality-oriented approaches focusing on improving the quality of services and formal
approaches using mathematic formalisms and models. These formal approaches
include operational approaches such as Petri nets and intentional or goal-oriented
approaches which are based on a representation of the WSC according to the service
consumers’ intentions. The first three groups focus on expressing Web services in a
low-level manner through technical details (e.g., input/output parameters). Obviously,
these latter are far from being understandable by end-users which represent an
important category of actors in information systems. Moreover, in the analysis of
complex organizations, it is more relevant to study first goals instead of functions.
Business goals will be then realized by business processes which in turn will be
implemented in the information system. Modeling business goals constitutes thus, a
central activity of the business process as well as of information systems. Such
recognition has led to a whole stream of research called Goal-Oriented Requirements
Engineering (GORE). It is a subarea of Requirement Engineering, addressing the use of
goals for requirements elicitation, specification, verification/validation and negotiation
[11].

For these reasons, a high-level modeling of the WSC centered on goals appears to
be the most suitable to our context. In this paper, we adopt an intentional modeling of
WSC. Given that the intended WSC is performed in a collaborative way, we tried to
find a collaborative intentional model to represent it. However much we searched in
literature, we did not find any goal model that copes with our work. At the first glance,
the work elaborated in [17] seemed to be suitable for modeling our collaborative
composition in an intentional level. This work introduces a collaborative intentional
model called CSRML (Collaborative Systems Requirements Modelling Language). It
is in fact an extension of the i* goal model [18] and aims at dealing with collaborative
systems in which the awareness of the presence of other users as well as their actions
are crucial. But, a closer look has revealed that we cannot choose such a model. In fact,
collaborative plans evolve, and systems must be able to cope with any evolution e.g.,
involvement of a new actor, exclusion of an existing actor, change in actor’s business
process, etc. In CSRML, supporting such an evolutive, dynamic aspect is absent and
can be done only manually by rebuilding the whole model.

Consequently, in this work, we argue for the idea of modeling individual intentions
with a relevant goal model then aggregating these individual models into a collabo-
rative one. In this way, any change that might occur can be easily embodied in indi-
vidual model. Regarding the collaborative model, it will be automatically generated
again by aggregation. Various goal models have been provided by the GORE com-
munity. The most popular ones are i* [18], TROPOS [19], KAOS [20], the
Goal-oriented Requirement Language (GRL) [21] and the MAP formalism [2]. These
models share interesting features such as expressiveness and understandability but
regarding the variability support, MAP outperforms all other goal models [26]. In fact,
MAP gives a multitude of paths between two intentions. Each path corresponds to a
strategy to achieve the target goal from the source one. This explicit representation of
variability offered by MAP is missing in other goal models. MAP has been also
successfully used in previous works on modeling Web services-based applications [13,
14]. We give in the following an overview of the MAP formalism, on which our
intentional global model, ColMAP, is based.
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2.1 MAP Overview

MAP was proposed by Rolland et al. [2]. Its main objective is to describe processes in
an intentional level. Graphically, it is represented as a labeled directed graph. The
nodes correspond to intentions or goals and edges are labeled with strategies. A strat-
egy refers to the manner a target goal is achieved from the source one. This explains
why this graph should and labeled with the name of the strategy. MAP offers the
possibility to follow different strategies to achieve intentions. Figure 1 shows the
metamodel of MAP. As depicted in Fig. 1, the fundamental elements of MAP are
Intentions, Strategies and Sections. Each section is a triplet <Ii, Ij, Sij> formed by one
source intention Ii, one target intention Ij and only one edge Sij linking them. A MAP
model is then based on a multitude of sections. Three types of relationships exist
between sections namely bundle, multi-thread and path. Figure 2 illustrates these three
relationships.

Fig. 1. The MAP metamodel

Fig. 2. Relationships between sections in MAP

Towards a Collaborative, Interactive Web Services Composition Approach 367



In both bundle and multi-thread relationships, sections share the same source and
target intentions. But in a bundle, only one strategy can be used to accomplish the
target intention. Sections are then mutually exclusive in a bundle related by the logic
function XOR using the operator «⊗». Graphically, a bundle is evinced by a dotted
arrow. As for a multi-thread relationship, the target intention can be achieved from a
source in many different ways. So, sections in a multi-thread can be executed simul-
taneously. They are related by the logic function AND/OR and represented by the
operator «_». Finally, a path relationship relies on a precedence/succession relation-
ship. In this relationship, a target intention in a section, is a source one in another. It is
represented by the operator “•”. We note that it is possible to refine a section at level i
into another MAP model at level i+1. The MAP model of level i+1 corresponds to a
complex assembly of sections viewed as a unique section at level i.

In this paper, we adopt an intentional WSC modeling based on MAP. We specify
each section within the MAP model by an Intentional Service Model (ISM) detailed in
the following.

2.2 ISM Overview

Figure 3 was suggested by Rolland in [5] to abstract software Web services into
intentional services. Since then, the ISM has been highly investigated. An intentional
service corresponds to the intentional descriptors derived from users’ queries. ISM
focuses then on the intention to accomplish rather than on the functionality to perform.
As shown in Fig. 3, there are three different aspects to consider in the description of an
intentional service, namely the intentional service interface, behavior and composition.
First aspect reflects that an intentional service satisfies an intention, given an initial
situation and terminating in a final situation. Intention corresponds to the intentional
service id, whereas Initial Situation and Final Situation are the IN/OUT parameters.
Second, the behavioral aspect is specified through pre and post conditions. They are
initial and final states respectively describing the required state to start accomplishing
an intentional and the resulting state after achieving it. Finally, the composition part
defines intentional services as aggregate or atomic services. An Atomic service cor-
responds to an operationalized section i.e. it cannot be refined. An Aggregate service is
associated with a high level section that should be refined to the lowest possible level.

Fig. 3. The intentional service model
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Aggregate services can be either Composite or Variant. Composite services can be
generated according to a sequential, parallel, or iterative arrangement. As for Variant
services, they express variability with alternatives and multi-choice.

3 The Proposed Approach

3.1 Approach Overview

In this paper, we propose a new interactive, collaborative WSC approach based on an
intentional group recommender system. An overview of the proposed approach is
shown in Fig. 4. It covers the four common WSC phases: the Planning phase, the
Service Discovery phase, the Service Selection phase, and the Execution phase [8].

The planning phase determines the execution order of activities. In our approach,
we opted for an intentional modeling of the WSC. Thus, to determine and coordinate
activities, planning starts with a goal-oriented analysis of the stakeholders’ require-
ments. This results in a set of partial individual intentions/strategies graphs for each
stakeholder using the MAP formalism. Intentional services are then identified and
specified for each section according to the ISM. Next, individual graphs are com- posed
in a global goal model “ColMAP”. Finally, a transformational operation from the
intentional level to the operational level is carried out through the technique of model
transformation. A BPEL abstract process model is produced.

The discovery phase finds the candidate services for each activity. In other words, it
finds concrete components (Web services) that match the activities of the abstract
process produced by the previous phase. Suitable Web services are located by
searching the service registry. In our approach, this phase will be carried out by a GRS
that considers two dimensions. On the one hand, it recommends Web services that
match users’ intentions derived from the intentional specification provided by ISM.

Fig. 4. Overview of the proposed approach
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That is why, we call this GRS, an intentional GRS. On the other hand, this GRS
recommends Web services according to each group preferences. Thus, recommended
Web services will not only match their goals but also their interests inferred from their
profiles which include explicit and implicit feedback (i.e. the provided ratings as well
as the Web services invocation rates). It is noteworthy that GRSs have never been
exploited in the SOC field.

During the third phase, users are invited to choose one Web service for each
activity from the set of the recommended Web services. These latter will be provided in
a clear and organized view to enable users to easily pick relevant Web services. The
compatibility between selected Web services will be checked by a module for com-
patibility checking.

Finally, after all the required Web services are identified and bound to the corre-
sponding activities, the composite service instance will be created and executed by the
execution engine.

3.2 Detailed Process

We present details of the intended composition process spanning from capturing users
requirements, constructing a global goal-oriented model leveraging all users’ intentions
to performing a collaborative, interactive WSC. The proposed process is illustrated
with a step-by-step example from a clinical information system. In fact, with the move
towards computerization, concepts such as “paperless hospitals” and “digital hospitals”
are becoming widespread. Consequently, in hospitals, departments are increasingly
using IT tools. We focus on the emergency department and give an example of a
simplified patient care process in this department. Before, considerable time was
wasted transmitting documents, namely patients’ records from one stakeholder to
another. In addition, some activities are distributed between departments which raised a
data heterogeneity problem. Moreover, patients’ records are written collaboratively by
different stokeholds. It would be therefore useful to set up a collaborative solution in
such a department. Applying our approach in such an environment is then quite
appropriate.

Step 1. Pre-generating ColMAP. Every software development process starts with the
phase of requirements analysis. This step results in a software requirements specifi-
cation including functional and non-functional requirements. We note that non-
functional requirements are out of the scope of this paper and that we focus mainly on
functional requirements which are nothing else than users’ intentions. Thus, unclear
users’ queries will result in improperly translating their intentions. However, we can-
not expect from non-expert users to be always able to clearly express their intentions.
Hence, we intend to provide them with a convenient interface showing intentions
ranged by domain-specific categories e.g. travel, education, healthcare, etc. After
successfully logging, users select intentions and the associated partial MAP models will
be loaded. We note that MAP models should be already drawn by domain experts
using an appropriate tool such as MetaEdit+4.

4 https://www.metacase.com/mep/ .
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Figure 5 represents fragments of the partial MAP models of stakeholders involved
in a scenario of patient care in an emergency department. This scenario gathers four
roles: the Emergency doctor role, the nurse role, the secretary role and the assistant
healthcare role. Once a patient arrives, a nurse will meet him/her to assess his/her triage
acuity level. A healthcare assistant will then install him/her then the emergency doctor
diagnoses and decides what treatment(s) to give. Finally, the patient will pay the cost
for medical examinations he/she had.

Next, to elicit intentional services associated to each section of partial MAP
models, we follow three rules [5]:

– R1. Associating every non-refined section to an atomic service. In the context of our
example, we can associate 15 atomic services in total to the four individual MAP
models of Fig. 5. For instance: The section <Edit invoice, Retrieve payment for
patient invoice, By payment: By credit card> ! Spay: By credit card

– R2. Identifying paths of the partial MAP models by applying an adaptation of the
Mc Naughton and Yamada’s algorithm [3].

– R3. Determining aggregate services by establishing the following guidelines:

• Associate to sections in a bundle section an alternative intentional service. For
example: SMeet the patient:! SMeet the patient:: By himself ⊗ SMeet the patient: By an emergency

transfer

• Associate to sections in a multi-thread relationship, a multi-choice intentional
ser-vices.

• Associate to sections in a path relationship, a sequential intentional service.

Step 2. Generating ColMAP. We define ColMAP as an extension of the MAP model
in order to support collaboration. It is generated by composing partial MAP models
through their potential dependencies. In the following, we give insight about the de-
pendency concept and detail the ColMAP generation task.

Fig. 5. Partial MAP models for a patient care scenario in a hospital emergency department
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Definition 1 MAP Models Dependency. Two MAP models are dependent if it exists at
least one intention from the first which is dependent on one intention of the other.

Definition 2 Intentions Dependency. Let a section <x, i, Sxi> associated to an inten-
tional service Servxi from a MAP model m1 and a section <j, y, Sjy> associated to an
intentional service Servjy from a MAP model m2. i and j are dependent if it exists at
least one intentional service Servij where: (i) Servij.Pre-condition.value = Servxi.
Post-condition.value and (ii) Servij.Post-condition.value = Servjy.Pre-condition.value.
In a MAP model, all intentions forming a section are dependent.

The ColMAP generation task starts by determining dependencies between two
MAP models then arranges these dependencies.

Dependencies Determination. This task takes as input two partial MAP models as well
as their elicited intentional descriptors (intentional services). These descriptors are
contained in .xmi files obtained by instantiating the ISM using Kermeta5. For instance,
the .xmi file of the intentional service Spay: By credit card is defined as:

Dependencies are determined by mining the .xmi files of the different intentional
services of the two MAP models. If any intentions dependency is found then these two
MAP models are considered dependent. If exactly one intentional service is found for

5 https://marketplace.eclipse.org/content/kermeta.
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this dependency, then a section joining the two dependent intentions is formed.
Otherwise, a dependencies arrangement task must be carried out.

Dependencies Arrangement Let n: the number of intentional services found for the
dependency determination task between the intentions i and j. Thus, n sections must be
formed between i and j. These sections can be: (i) All in a bundle relationship, (ii) All
in a multi-thread relationship or (iii) some of them in a bundle and others in a
multi-thread relationship. To resolve this, we argue for a naming convention regarding
intentional services in a bundle relationship. These latter must have exactly the same
words before the “:” symbol for their ids. In the context of our example, the id of
Spay:By credit card must be “Pay:ByCreditCard” and the id of Spay:By cash must be “Pay:
ByCash”.

Thus, the intentional services for which this convention is validated are arranged in
a bundle relationship while others join a multi-thread relationship. Figure 6 represents
the generated ColMAP associated to the studied example.

Step 3. Generating BPEL. BPEL is a reliable standard in modeling and executing
business processes. It is the most used language for orchestration in industry. With the
advent of SOA, services are henceforth exploited to implement process tasks. There-
fore, this justifies our choice for BPEL. Inspired by [7], we opt for a model transfor-
mation from the ISM to BPEL following the transformation rules reported in Table 1.
The generated BPEL model is not executable. It is called an abstract BPEL model.

Step 4. Discovering Web Services Now that the planning phase is achieved, the Web
services that operationalize intentional services must be discovered. However, a variety
of potentially interesting Web services can match the required functionality. Therefore,
the discovered set of Web services must be reduced. For this reason, we designed an
intentional GRS. In fact, GRSs have proved to deal effectively with a large datasets and
to retrieve useful items that are estimated to be collectively convenient for groups of
users.

Fig. 6. The generated ColMAP model
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To start, the system queries the Web services registry using keywords extracted
from the .xmi files of the intentional services. These keywords are determined using the
TF/IDF metric. Readers may refer to [1] for further details about this metric. TF/IDF
allows us to filter out stop and low frequency words. Thereby, only meaningful words
(i.e., keywords) having a high TF/IDF weight are maintained. As a result, a set of Web
services will be returned. It is likely that a large number of candidate services will meet
the requirements. Therefore, the GRS intervenes to reduce this number. It operates a
two-level filtration.

In the first level, based on a semantic matchmaking between the .xmi files of the
intentional services and the WSDL files of the returned Web services. This first fil-
tration level generates a new reduced set to filter in a second filtration level according to
users’ preferences. To do so, the recommendation strategy as well as the approach to
generating recommendations must be specified.

Current GRSs mainly falls into two categories based on the way recommendations
are generated. The first category consists in aggregating individual models into group
models. It merges individual user models into a group model and then generates
recommendations using the aggregated group model. The second one aggregates
individual recommendations already generated user, into group recommendation.
Motivated by results of Berkovsky and Freyne [16] about comparing these two
methods, we opt for the individual models aggregation method in this work. Individual
models refer to rating matrices containing the users’ ratings to the Web services they
used. Obviously, such matrices are sparse due to the huge number of Web services
compared to users. Thus, for pre-processing, we need to conduct rating matrix com-
pletion in order to estimate the individuals’ preferences on the unseen items. For this,
we adopt for matrix completion [22]. Next, the preferences (ratings and predictions) are
aggregated with a specific aggregation strategy such as the average. We note that the
aggregation strategy is not defined yet in this work. We intend to choose it during an
experimentation phase.

Recommendations will be generated for each group of users performing the same
role. In our example, given that we have four roles, we will have naturally four groups
including different numbers of individuals performing the same role. The proposed
GRS relies on a hybrid recommendation approach combining collaborative filtering

Table 1. Transformation rules from ISM to BPEL.

ISM Element BPEL element

Atomic service Invoke
Initial situation Receive
Final situation Reply
Pre-condition; Post-condition Assign
Sequential composition Sequence
Parallel composition Flow
Iterative composition while
Alternative variation Switch, if, else
Multi-choice variation Pick
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and content-based recommendation. In the former, users are recommended items that
like-minded users preferred in the past whilst in the latter, they are recommended items
similar to the ones they liked before. We adopt a hybrid approach since it helps to avoid
shortcomings of both content-based and collaborative approaches and incorporates the
advantages of these two methods. Therefore, the final set of discovered Web services is
produced after this filtration according to preferences.

Step 5. Selecting Web Services. In a context of an interactive WSC, this step is done
by the users through a dedicated interface presenting possible alternatives (Web ser-
vices) for each elementary goal. Users are then invited to pick one Web service per
goal. However, the Web services incompatibility is amongst the common issues that
may emerge in the design and implementation of WSC. The WSC process is a coor-
dinated and collaborative service invocation task including several multi-service
workflows. These interacting workflows can be constructed using various emerging
standards to manage the Web services compatibility. If two services are not compatible,
a warning message will be displayed informing users of the problem and suggesting
other compatible service(s) for the predecessor service.

Step 6. Execution of the WSC. Once the Web services are fully selected, an exe-
cutable BPEL model will implement at the abstract BPEL model with the selected
services. It will be deployed in a composition engine and the composition will be
executed. Finally, users will be invited to rate the composition process. This explicit
feed- back helps to refine the future recommendations.

4 Conclusion

In this work, we explored how an interactive WSC can be effectively combined with a
GRS in collaborative scenarios. This kind of composition is receiving a lot of attention
in recent years, as it enables end-users to perform an active role in the composition
process. As for group recommendation, it has never been exploited before for sug-
gesting Web services. Therefore, we offer a unique approach for collaborative, inter-
active WSC where the composed Web services do not only satisfy the business needs
but also the collective “taste” of the group. Moreover, in this paper, we set the goal of
bridging the gap between intentional and operational level by generating a global goal
model from individual MAP models and matching intentional services with their
software equivalent ones.

We are currently working on a prototype to validate it. Afterwards, we intend to
conduct a user study which compares in a qualitative and quantitative way how the
proposed solution improves the service composition process. We are planning also to
extend to support a conflict resolution process when users of the same group do not
pick the same Web service. Thus, we are considering the use of a module that resolves
this conflict and promotes more successful collaboration between stakeholders.
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