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Preface

The architecture—engineering—construction (AEC) industry worldwide spending is over
ten trillion dollars annually'. The industry is the largest global consumer of raw
materials, and constructed assets account for 25-49% of the world’s total carbon
emissions. Also, the World Bank has estimated that each year, demand for civil
infrastructure exceeds supply (new plus existing infrastructure) creating an annual
shortfall of one trillion dollars®. This cannot continue. Engineers must find new ways to
design, build, manage, renovate, and recycle buildings and civil infrastructure.

Advanced computing strategies for engineering will be the enablers for much of this
transformation. Until recently, new computing strategies have not been able to pene-
trate into the AEC industry. Owners and other stakeholders have observed little return
on investment along with excessive risk associated with a fragmented industry where
computing competence is far from homogeneous. This is changing quickly as efficient
information modeling, the foundation of many computing strategies in this field,
becomes more accessible. Also, important advances in fields such as construction
management, life-cycle design, monitoring, diagnostics, asset management, and
structural control are being made thanks to fundamental computing advances in fields
such as machine learning, model-based reasoning, and human—computer interaction. In
parallel, studies of full-scale AEC cases are uncovering additional scientific challenges
for computer scientists.

The European Group for Intelligent Computing in Engineering (EG-ICE) was
established in Lausanne in 1993 to promote research that lies on the interface between
computing and engineering challenges. The primary goals of the group are to promote
engineering informatics research across Europe by improving communication and trust
between researchers, fostering collaborative research, and enhancing awareness of
recent research. The EG-ICE group maintains contact with similar groups outside
Europe and encourages contact with experts wherever they reside.

This volume contains papers that were presented at the 25th Workshop of the
European Group for Intelligent Computing in Engineering (EG-ICE), which was held
in Lausanne, Switzerland, June 10-13, 2018. Of the 108 abstracts that were submitted,
57 papers made it through the multi-step review process of evaluating abstracts,
commenting on full papers, and assessing subsequent revisions so that they could be
presented at the workshop.

! https://www.statista.com/statistics/788 128/construction-spending-world wide/.
2 Shaping the Future of Construction, World Economic Forum, Geneva, 2016.
* https:/futureofconstruction.org/blog/infographic-six-megatrends-impacting-the-ec-industry/.



VI Preface

We are grateful to the many reviewers who worked hard to provide constructive
comments to authors. The scientific results presented here are a sample of the diversity
and creativity of those who are planting the seeds of the exciting transformation that is
coming over the next decade. It is not too soon.

April 2018 Jan F. C. Smith
Bernd Domer
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Disaster Economics and Networked
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and a Multi-disciplinary Framework
to Estimate Economic Losses
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! Department of Construction Management, Tsinghua University,
Beijing 100084, China
wei-fl7@mails.tsinghua.edu.cn, nanli@tsinghua.edu.cn
2 Department of Civil and Environmental Engineering, University of Southern California,
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Abstract. In recent years, the frequency and severity of catastrophic events
triggered by natural hazards have increased. Meanwhile, man-made hazards, such
as terrorist attacks, and their impacts on infrastructure systems have gained
increasing attention. These hazards (both natural and man-made) can cause cata-
strophic physical damage to transportation infrastructure systems that are essen-
tial to the wellbeing of the society. Moreover, the direct economic losses (e.g.,
physical damage to infrastructure) diffuse and expand continually through the
disruption of economic activities between different regions and industries,
resulting in enormous and complex indirect losses. A comprehensive investiga-
tion of total losses, including direct and indirect losses, requires the use of
economic impact analysis models. However, most of the economic impact anal-
ysis methods and models introduced in the existing literature fail to incorporate
the spatially distributed and networked nature of transportation infrastructures.
To achieve a comprehensive and a realistic understanding of the economic
impacts caused by the disturbances to the transportation infrastructure, the spatial
distribution and the networked nature of transportation systems has to be
accounted for, and realistic and locally relevant hazard scenarios must be incor-
porated into the economic analyses. This paper first provides a detailed account
of the status-quo in economic modeling associated with impact analysis of trans-
portation disturbances to identify the gaps in this domain. Next, focusing on the
commuting related economic impacts of transportation disturbances as an
example, the paper introduces a multidisciplinary framework designed to demon-
strate an understanding on how to address the gaps. Preliminary results from a
Los Angeles case study are presented.

Keywords: Disasters - Economic impact analysis - Transportation
Interindustry economics
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1 Introduction

Natural and man-made hazards disturb transportation systems that are essential to the
wellbeing of the society at an increasing rate and severity to cause extensive physical
damage. Direct economic losses resulting from physical damages diffuse and expand
continually through economic activities between different regions and industries,
resulting in enormous indirect losses. Research on transport-related economic losses
caused by the Niigata-Chuetsu earthquake shows that 40% of total losses occurred in
the Kanto region and other non-ignorable losses reached remote regions such as
Okinawa [1]. In this context, understanding the economic impacts of hazards beyond
the direct losses and studying the inter-industry and inter-regional diffusion of the impact
is critical. A comprehensive investigation of total losses (including direct, indirect and
induced costs) requires the use of tools from interindustry economics in the form of
economic impact analysis models.

Many researchers have been trying to estimate economic losses due to natural and
man-made hazards using models for economic impact analysis. Among varieties of
models that have been used the Input-Output models (IO0) and the Computable General
Equilibrium (CGE) models are the most common approaches. In a pioneering study,
Cochrane [2] applied IO models to estimate disaster losses. Hallegatte [3] introduced
adaptive behaviors into IO models and proposed the Adaptive Regional Input-Output
model. Park et al. [4] and Park et al. [5] constructed demand-driven and supply-driven
regional Input-Output models based on IMPLAN and CFS data, and applied them to
evaluate the U.S. economic losses of various types of infrastructure disruptions caused
by hypothetical terrorist attacks. Rose [6] and Rose and Liao [7] estimated the regional
economic impacts of water supplies disruptions using a CGE model, and considered
resilience measures. Some researchers also integrated other non-economic methods,
such as Inoperability Input-Output Model [8]. However, the literature in hazards and
economic impact analysis mostly focuses on individual infrastructure components (e.g.
a bridge instead of the road network) and almost always fails to incorporate the spatially
distributed and networked nature of civil infrastructures into the impact assessment. This
is a major shortcoming of the works in this domain, as individual infrastructure compo-
nents depend on the well-being of the network to carry out the desired functions. Thus,
e.g. if one studies the impact of a hazard on a port and does not consider the post event
condition of the inland highway network supporting the port’s functionality, the analysis
cannot provide insight into the totality of impacts induced on the supply chains going
through the port. Only a handful of studies attempted to estimate the economic impacts
of disturbances to spatially distributed and networked transportation systems. In addi-
tion, a predominant number of these studies assumed - hypothetically or based on hazard
information - the failure of a small subset of infrastructure components and did not study
the full spectrum of the potential impacts, i.e. functionality losses that spread well
beyond a small subset of infrastructures, due to a locally relevant natural or man-made
hazard.

To achieve a comprehensive and a realistic understanding of the economic impacts
caused by the disturbances to the transportation systems, (1) the spatial distribution and
the networked nature of transportation systems has to be accounted for, and (2) realistic
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and locally relevant hazard scenarios must be incorporated into the economic analyses.
Surveying the literature, we provide a detailed account of the status-quo in economic
modeling associated with the impact analysis of transportation disturbances to identify
the gaps in this domain. We also introduce an exemplary and a multidisciplinary frame-
work developed to demonstrate an understanding on how to begin addressing these gaps.
The framework consists of an integration of engineering and economic domains, and
incorporates hazard-specific features to investigate the earthquake risk and the potential
impacts on commuting in the Greater Los Angeles Area. Direct impact indicators (in
terms of commuting times and distances) are selected in order to represent the perform-
ance of the urban transportation network and how commuting based mobility can be
disrupted due to simulated functionality losses. These indicators are coupled with
economic impact analysis.

2 Literature Review

To draw a picture of the status-quo of this domain at the interface of economics and
engineering, a literature review was conducted. To find the articles studying economic
impact analysis and specifically focusing on transportation disturbances, Web of Science
was accessed. Initially, various combinations of the keywords or keyword groups such
as ‘economic losses’, ‘hazard’, ‘disaster’, ‘disruption’, ‘transportation’, ‘economic
impact analysis’, ‘supply chain disruption’ were used to list the previous works in the
area.

During the search process, a cut-off date was not used as we did not identify an earlier
review with a similar scope. From the results of the search, articles that are authored in
languages other than English were excluded. Note that our review did not include the
articles that exclusively used engineering approaches to study transportation distur-
bances as well, i.e. studies that do not intend to analyze economic impacts were excluded.
These include works that focus on, among many other branches of engineering, trans-
portation safety, traffic engineering and optimization, infrastructure management, and
so on. Lastly, articles from the field of economics that study direct and indirect economic
losses due to man-made or natural hazards were excluded from the review if they inves-
tigated the impacts on several industries without clearly specifying the extent of losses
in transportation related sectors [9—11]. The attempts at the initial keyword-based search
helped us reveal 23 papers that satisfy our criteria. Studying the citation network of these
23 papers, 17 additional papers were discovered and added to the review inventory.
Among these studies, 34 are published in peer-reviewed journals, 5 of them are published
in conference proceedings and one is a technical report.

We present a categorization and elaborate on the reviewed studies based on this
categorization. Originating from the motivation of this paper, the reviewed studies were
categorized according to the following three dimensions: (1) Scope of Network Modeling
and Analysis, to distinguish studies that achieve explicit transportation network
modeling and analysis from the ones that do not attempt the same; (2) Scope of Hazard
Impact Information, to identify studies that base their hazard impact information on
simple assumptions, reported or reviewed impacts, or on realistic simulations of locally
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relevant hazards, or studies that simply do not have hazard information; (3) Scope of
Economic Modeling, to identify the spectrum of economic impact analysis methods and
tools utilized in reviewed studies. The remainder of this section is structured with respect
to the first two dimensions of this categorization scheme.

2.1 Category 1: Papers that Use Simple Assumptions for Hazard Impacts (Direct
Losses) and Do not Use Explicit Network Modeling

Among the reviewed studies, most have not used explicit transportation network
modeling and analysis, and only used simple assumptions for the treatment of hazard
impacts. Oztanriseven and Nachtmann [12] applied a Monte Carlo simulation model to
estimate the potential losses of waterway disruptions on the MKARNS (McClellan—Kerr
Arkansas River Navigation System), and calculated related holding cost, penalty cost
and transportation cost. Other studies tried to quantify the indirect economic impacts of
disruptions with initial losses spreading over numerous sectors. Lian and Haimes [13]
applied a DIIM (dynamic inoperability input-output model) to estimate the economic
impacts of a potential terrorist attack in Virginia which results in the inoperability of
truck transportation, broadcasting and telecommunications and utilities sectors, at alevel
of 20%, 50% and 60%, respectively. It is essential to note that, in the case of terrorist
attacks, it is hard to simulate the hazard realistically due to the innate randomness of
these events. This leaves the researchers with simplistic assumptions about the damages
to the infrastructure. Li et al. [14] examined the economic impacts of a hypothetical
flooding scenario in London through an input-output analysis with initial losses in labor,
service and other sectors. Park et al. [15] proposed NIEMO (national interstate economic
model) and the supply-side NIEMO with a succeeding study [16] and applied the models
to evaluate port closure scenarios. However, the final demand losses were estimated
based on the reduction of imports and exports without any realistic hazard simulation.
Park [16] also conducted demand-side and supply-side models on hypothetical port
shutdown scenarios and looked at potential substitution effects estimated by econometric
simulation models.

Other researchers estimated the economic impacts of supply chain disruptions
without leveraging explicit network models. Wei et al. [17] estimated the direct and
indirect supply-chain-related losses of Chinese white alcohol industry caused by several
earthquakes in Sichuan using IIM (Inoperability Input-Output model). Gueler et al. [18]
built a coal delivery network including coal mines and power plants and calculated the
total transportation cost of partial or full disruption of the Ohio River as a transportation
mode. Tan et al. [19] and Zhang and Lam [20] investigated the direct and total import/
export related losses of port disruptions based on a Petri Net model for the Shenzhen
port, respectively, in which they illustrated the flow of the supply chain of printer busi-
ness of HP through the Shenzhen port.

Rose and Wei [21] estimated the total economic impacts of a 90-day seaport shut-
down scenario based on supply-driven and demand-driven IO models. Santos and
Haimes [22] estimated the economic impacts of airline transportation sector disruption
caused by terrorism using IIM. Pant et al. [23] applied an MRIIM (multi-regional inop-
erability input-output model) to assess the economic losses of a two-week shutdown of
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the Port of Catoosa without considering disturbances to commodity flows transported
through other ports. Thekdi and Santos [24] introduced a modified DIIM to quantify the
economic impacts of sudden-onset port disruptions with scenario-based methods.
Irimoto et al. [25] quantified the economic losses caused by regional and international
transport links interruptions based on inter-regional and trans-national IO models,
respectively. Tatano and Tsuchiya [1] used a SCGE (spatial computable general equi-
librium model) to estimate the economic impacts of transportation infrastructure disrup-
tions caused by Niigata-Chuetsu earthquake of 2004. The economic losses were calcu-
lated based on a simple assumed two-period disruption scenario. Ueda et al. [26]
proposed a SCGE model to estimate the economic damage caused by railway traffic
interruption due to earthquake. In the model, the price of transport services was set at 1
to 10 times higher than usual. In his study presenting a conceptual framework only,
Thissen [27] pointed out that additional costs on transportation and commuting could
have larger economic impacts on the society due to permanent increase in transport cost
caused by increased security measures. The author proposed a SAGE (spatial applied
general equilibrium model) and analyzed how the surging transportation costs would
affect the production and labor market. However, the author did not deploy his frame-
work on a case study.

2.2 Category 2: Papers that Use Reported/Reviewed Hazard Impacts (Direct
Losses) and Do not Use Explicit Network Modeling

Only a few studies managed to introduce the impacts of past disasters (based on reported
or reviewed disaster information) on transportation networks into economic models.
Jaiswal et al. [28] estimated the direct and landslide risk (in monetary value) in a trans-
portation line in Southern India by simple math approach. Catastrophic events of the
recent past drew a lot of research attention. Kajitani et al. [29] investigated the 2011
Tohoku earthquake and tsunami to summarize the disaster related losses and estimated
the capacity losses. MacKenzie et al. [30] examined the production related losses of the
same event based on a multi-regional input-output model. Tokui et al. [31] calculated
the indirect economic losses caused by supply chain disruptions using modified forward
linkage model (a revised input-output model) based on self-estimated direct damages to
economic sectors; however, the process of finding the damage ratios was not discussed
in elaborate detail. These studies investigating the losses from the 2011 Tohoku earth-
quake and tsunami do not particularly focus on transport systems; however, disturbance
to transportation is treated as a major source of economic loss. Xie et al. [32] used a
CGE model and estimated the indirect economic impacts of 15.6% decrease in road
freight service inputs to other sectors, which was triggered by transportation disruption
due to the Great 2008 Chinese Ice Storm. Yu et al. [33] estimated the economic losses
based on an IIM model when the transportation sector of Luzon, Philippines experienced
a 15% of inoperability according to World Bank estimates.
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2.3 Category 3: Papers that Use Realistic Simulated Hazard Impacts (Direct
Losses) but Do not Use Explicit Network Modeling

Only two studies in the review inventory calculated the economic losses based on real-
istic simulated hazard impacts but without explicit network modeling. Zhang and Lam
[34] estimated the probability of port disruptions based on climate analysis and then
calculated the transportation related losses by a simple math approach. Rose et al. [35]
used CGE and IO models to quantify the total economic impacts of port cargo disruptions
caused by the SAFRR tsunami scenario which is based on extensive prior research.

2.4 Category 4: Papers that Use Simple Assumptions for Hazard Impacts (Direct
Losses) but Use Explicit Network Modeling

Only a handful of studies estimated the impacts of transportation disruptions with
explicit network modeling. Xie and Levinson [36] estimated the traffic related losses
caused by the increase in travel time triggered by the collapse of the I-35 Bridge on the
Mississippi river. However, they did not take the ripple effect across the national
highway system caused by the bridge collapse into account. Omer et al. [37] proposed
the NIRA framework (networked infrastructure resiliency assessment) and applied it on
estimating the resilience of a regional transportation network-transportation corridor
between Boston and New York City. Economic losses for Hartford-New York City Link
under different levels of disruptions were calculated based on simple indicators such as
average cost per hour per person. Ashrafi et al. [38] measured the costs of highway
closures based on commodity values and the increase in time cost, however, the authors
only investigated a single link disruption and could not accommodate commodity types
due to data shortage. It is worth mentioning that only transportation related costs were
calculated in these papers, as a result, the accounting of the ripple effects across other
industries caused by network disruptions was missing.

On the other hand, some studies leveraged advanced economic models and managed
to capture the ripple effects in the economy. Tsuchiya et al. [39] formulated an SCGE-
transportation integrated model and applied it to estimate the economic losses due to
links disconnection in hypothetical earthquake scenarios. However, they assumed that
there is no congestion and travel times were estimated based on shortest paths. Kim and
Kwon [40] built an integrated model consisting of a sub-transport model and a SCGE
model and applied it to assess the impacts of traffic accessibility disruptions and produc-
tion losses due to nuclear and radiation accidents in Japan. A multi-disciplinary group
of researchers combined transportation network analysis with the National Interstate
Economic Model (NIEMO), and evaluated the economic impact of disruptions on major
elements of the highway network (bridges and tunnels) based on commodity flow data
[41, 42]. However, the selection of disrupted bridges was not based on hazard consid-
erations and was largely hypothetical being based on auxiliary metrics such volume of
truck traffic crossing the bridge, number of alternative routes available, etc. Moreover,
TransNIEMO is computationally expensive due to data acquisition and reconciliation,
which limits the extensive application of the model.
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2.5 Category 5: Papers that Use Reported/Reviewed Hazard Impacts (Direct
Losses) and Use Explicit Network Modeling

Some researchers were able to gather data on past hazards to investigate impacts on
transport networks. Mesa-Arango et al. [43] estimated the economic impacts of highway
segments closure due to severe floods based on FAF3 data and historical disruptions
records. Torrey [44] quantified the volumes of trucks and the amount of travel delay
based on public data in order to estimate the impacts of congestions on trucking industry
by region, metropolitan, state and national levels. However, both studies considered
transport related operational costs by simple math operations and did not investigate the
problem from inter-industry economics perspective. On the other hand, Tirasirichai and
Enke [45] applied a regional CGE model to evaluate the indirect economic losses
induced by increasing travel costs due to increased travel costs caused by damages to
highway bridges. The increased travel costs data was based on earlier studies [46, 47].
However, the indirect losses were calculated on a set of random elasticity values, which
are essential values to calibrate and identify all other parameters.

2.6 Category 6: Papers that Use Realistic Simulated Hazard Impacts (Direct
Losses) and Use Explicit Network Modeling

Lastly, very few studies estimated the economic impacts of transportation infrastructure
disruptions in a comprehensive way that incorporates explicit network modeling, and
realistically simulated and locally relevant hazard impacts. Cho et al. [48] integrated
seismic, transportation network, spatial allocation and economic models, and applied
their methodology on the Elysian Park earthquake scenario. Studying the same scenario,
Gordon et al. [49] estimated the structural damage, business interruptions, network
disruption and bridge repair costs of the earthquake based on an integrated, operational
model. Sohn et al. [50] estimated the final demand losses and increased transport costs
of 1812 New Madrid earthquake based on functionality losses in the transportation
network, final demand loss function, and an integrated commodity flow model. Postance
etal. [51] combined disaster simulation and network modeling by quantifying increased
travel time based on susceptible road segments and disruption scenarios. The scenarios
were identified through a susceptibility analysis. However, economic losses in this study
are measured by an increase travel time multiplying national user generalized cost
without considering ripple effects across other industries.

Based on all of the above, we draw the following conclusions from our literature
review. The existing economic impact analysis methods are sophisticated to the extent
that transportation disturbances due to natural and man-made hazards can be investi-
gated in a comprehensive way. However, most of the literature in this area does not
leverage explicit transportation network models. This shortcoming undermines the
spatially distributed nature of and the interdependencies that exist within today’s trans-
port systems. Moreover, hazards that create the disturbances are not incorporated into
the investigation in a systematic way, where researchers often use simplistic assumptions
to fill the gap of missing hazard impact information that is locally relevant to the study
area. Having identified these gaps in the literature, we propose a framework in the next
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section to demonstrate a multi-disciplinary understanding on how to begin addressing
these gaps.

3 Economic Impact Analysis of Commuting Disturbances

Here we introduce a multidisciplinary framework that was developed to demonstrate
possible approaches to address the gaps identified in the literature. It is essential to note
that the primary focus of this paper is the economics facet of the larger framework,
however, we broadly introduce the other facets as well. The framework was designed
to investigate the economic impacts of a potential earthquake event in the Greater Los
Angeles Area. It takes advantage of public domain hazard simulation software to esti-
mate damage states and restoration timelines for the bridge inventory! of a metropolitan
area. The results from earthquake hazard simulations are used to construct the degraded
versions of the network given the restoration information, to mimic the recovery of a
transportation network following an earthquake?.

In addition, the version of the framework introduced in this paper only focuses on
the impact on commuting (home-workplace-home trips taken on a daily basis) in the
study area and its economic consequences. Commuting is a rarely studied facet in
economics of transportation disturbances compared to some other services provided by
these networks (e.g., movement of freight goods). Leveraging fine grain public domain
data on commuters and an open source routing engine, the framework calculates
commuting costs (in terms of driving times and distances) for all of the commuters that
use the metropolitan transportation network to access their workplaces. First, routing is
done for the undamaged network (business-as-usual) to establish a pre-event baseline
for comparing the increasing commuting costs on the degraded, i.e. damaged network
versions. These costs are converted to monetary values and become inputs to the
economic impact analysis. Figure 1 illustrates the conceptual framework.

The economic impact analysis facet of the framework takes increasing commuting
costs as its input. Note that, during network analysis, it is assumed that commuters will
maintain trips to their workplaces as usual, i.e. the earthquake event does not cause loss
of employment, migration of labor or businesses, etc. This constant trip demand assump-
tion is widely used in literature [52]. However, the commuting trips become costlier due
to the hazard-related disturbance to transportation. We assume that increasing costs of
commuting will be fully passed on to the consumers. Therefore, increasing costs result
in increasing prices for the outputs of every sector that uses transportation services as
an input. This increasing price effect throughout the economy and leads to a shrinkage
in consumer expenditures. Decreasing consumer expenditure has a direct inhibiting
impact on final demand. Consequently, the reduction in final demand results in a loss of
total economic output in the region. Quantifying the loss of economic output over the

" We assume that most critical components of the transportation network are its bridges. This is
well established by the literature in transportation safety.

: Earthquakes present a different opportunity for economic impact analysis than some of the
other hazards. This is due to the advanced ability of scientists to forecast the impact of these
events which gives way to policy initiatives directed to mitigation [50].
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Fig. 1. Illustrating the conceptual framework.

restoration timeline of the network for its multiple degraded versions will allow us to
estimate the total economic impact due to the earthquake related disturbance of
commuting.

There are multiple ways for traffic network disruptions to induce increases in
commuting costs. One of the ways is through the increase in operation costs. Commuters
that have to travel on suboptimal routes due to the loss of functionality in the transpor-
tation network will travel over longer distances for longer durations. Increasing
consumption in fuel, maintenance, repair, etc. follows from this adverse effect. In addi-
tion, for businesses that are paying mileage reimbursements to their employees, it will
be costlier to provide the same benefit given a disrupted network. The mileage reim-
bursements are usually paid in terms of a constant dollar amount per unit distance trav-
eled (e.g., $0.5/km). Last but not least, that people spending more time driving means
they tend to spend less time on income generating or leisure activities. Here, there would
be time-money tradeoff effects.

To estimate the economic cost of commuting disturbance, two factors need to be
examined, namely the increase in travel distance and travel time. The economic cost of
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increasing travel distance can be estimated using average operation and reimbursement
costs. However, the cost of travel time is difficult to quantify as it is a non-market intan-
gible item and related to many factors [53]. There is still no universally accepted
approach to quantify the cost of travel time. However, in this study, the average tradeoff
value of time is used to represent the market price value of travel time.

We primarily focus on these two effects in our framework. Originating from these
two effects, the economic impact of the commuting disturbance can be estimated based
on supply-side and demand-side Input-Output models. As restoration advances with
time, e.g. as bridges are opening to traffic, the economic impact of the hazard will
diminish with time. In our future work, we will use the results of this step-wise approach
as an economic resilience indicator that couples with engineered network resilience.

3.1 Estimating Costs of Increasing Travel Distance and Time

We quantify the direct impact indicators in the form of increasing travel times and
distances through network analysis. The increasing traveling costs are distributed among
economic sectors based on the Census data on commuters regarding the industries that
employ them.

Assume that there are M regions and N industries, and assume i, j (i, j=1, 2, ... M)
denote the origin and destination regions, respectively. Finally, we denote production
sectors withk (k=1, 2, ... N).

Economic costs of increasing travel distance are quantified as follows:

ATDC* = TRC* + ATOC* 1)
ij ij ij
where

ATDC?J'. is the cost of increasing travel distance (referenced to business-as-usual base-
line network) from origin region? i to destination region j for sector k.

ATRC;‘. is the increase in total reimbursement cost paid by employers to commuters
traveling from origin region i to destination region j for sector k.

ATOC; is the increase in total operation cost from origin region i to destination region
J» in which higher fuel consumption is the biggest part.

ATOC; is calculated simply by multiplying the total driving distance summed up for
all commuting trips from i to j by the average cost of driving. The former comes from
our network analysis and the latter is a statistic offered by the Bureau of Transportation
Statistics*.

3 The economic region in the full deployment of the framework will be the regions in Los
Angeles that we have the input-output table for.

4 These values are published annually by Bureau of Transportation Statistics. Average cost of
driving includes fuel, maintenance, and tires. Available online at: www.rita.dot.gov/bts.
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For increasing travel time, the cost would be:
ATTC; = ATT;; X ATC}, )
y y y
where

ATTC;‘. is the total cost of increasing travel time from origin region i to destination
region j for sector k.

ATTZ’; is the increase in total travel time summed up for commuting trips from region
i to j referenced to the baseline total.

ATC;’. is the average tradeoff value of time. This is to account for the time spent by
commuters in driving instead of income generating or leisure activities.

In this way, the total cost of increasing travel distance and time:
ATC} = ATDC} + ATTC;; 3)
where

ATCZ,‘/ is the increase in total travel cost from origin region i to destination region j for
sector k.

3.2 Estimating the Impact Through Interindustry Economics: Supply-Side 10
Model

In 1958, Ghosh [54] proposed the supply-driven I0 model. It has fixed allocation coef-
ficients similar to the Leontief Input-Output model [55]. Following its inception, the
model received criticism regarding its plausibility [56], however, Dietzenbacher [57]
proposed a way to address this problem by interpreting the Ghosh model as a price
model.

The designed framework uses a supply-side IO model to estimate the impact of
increasing commuting costs in the regional economy. It should be noted that the impact
of price inflation (caused by increasing transportation costs) on consumer expenditure
cannot be treated independently for every region as consumers may spend their money
on goods and services in any region in the Greater Los Angeles Area. Therefore, we
take the Greater Los Angeles Area as a single region and use a supply side IO model to
estimate the decreased consumer expenditures. To be specific, the inflation in sector k’s
goods and services caused by increasing travel costs in all regions results in decreasing
consumer expenditures in the Greater Los Angeles Area. In the supply-side IO model,
increasing travel costs are aggregated in order to estimate the whole impact on consumer
expenditure in the Greater Los Angeles Area.

The total increasing travel cost for sector k by all regions is aggregated as following:

sret 3 3
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The decreasing consumer expenditure is calculated as following:
ACEX = ATC* x (I - B)™ 3)
where

ATC{.". is the total price inflation for sector k due to increasing commuting costs.
ACE* is the decrease in total consumer expenditure for sector k after price inflation
effect.

(I — B)"'is the output inverse matrix and B is the direct output coefficients matrix of
the Greater Los Angeles Area.

In the short term, it is assumed that producers will not be closed or new ones will
not be established but the existing producers will change their production quantity.
Therefore, the impact of reduced consumer expenditure on total output losses for each
region is not the same given different output levels for each region. Then the decreased
expenditures will be reallocated to each region.

The reallocation process of decreasing consumer expenditures is as following:

ACE]’.C = cj’.‘ X ACEX 6)
where

ACEJ’,‘ is the total decreased consumer expenditure in region j for sector k.
cj’,‘ is the consumer expenditure ratio of region j to the whole area.

Next, we use a demand side IO model to estimate the economic impacts based on
reductions in final demand.

3.3 Estimating the Impact Through Interindustry Economics: Demand-Side 10
Model

Demand-side 10 models have been proposed and widely-used to assess the economic
impact of reduction in final demand. Here, we make the assumption that there is no
substitution effect and consumer expenditures have direct impacts on final demand. This
assumption was proposed and used in TransNIEMO [42]. Then, the total output losses
can be calculated based on NIEMO, a demand-driven Input-Output model. This
demand-side version of NIEMO is useful to analyzing the backward linkage impacts.
In our framework, we estimate total output losses with an approach similar to [15] as
follows.

Using the decreasing consumer expenditures from the supply-side, we use a demand-
side Input-Output model to estimate the total output loss for sector k due to the losses
in final demand in destination region j.

AXE = (1 - A) X (—ACEJ’? ) %
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where

AXJ’.‘ is the decrease in total output in destination region j for sector k.
- A)/._l is input inverse matrix and A is direct input coefficients matrix in destination
region j.

Based on that, the total impacts of commuting disturbances can be summed up by

regions and by sectors.
The total impacts by regions are:

N k
Zk:l AXJ ®)
And the total impacts by sectors are:
M k
2 A%, ©)

In this way, the total output losses induced by increasing commuting costs due to
transportation infrastructure disruptions can be calculated. Sectors and regions that are
more easily affected by network disturbances can be identified. Prevention measures can
be taken and limited resources can be distributed wisely to mitigate the general economic
impacts. Note that, this economic impact estimation methodology will be carried out for
all the degraded versions of the transportation network. This will enable us to observe
the economic recovery along with the recovery in the road network.

4 Case Study: Quantifying Economic Impacts of Increasing Travel
Time for Commuting in Los Angeles

To deploy the economic facet of the framework that the authors focus on in this study,
results from a sister paper by Koc et al. [58] on coupled assessment of mobility-infra-
structure network resilience were used. In their work, Koc et al. carried out the hazard
analysis and the network analysis encapsulated in the framework for a case study inves-
tigating the commuting in Los Angeles and the potential impacts of the governing
seismic hazard in Downtown Los Angeles Area. Using state-of-the-art earthquake
hazard analysis, Koc et al. found the disturbances in the physical transportation network
(bridges only) along with the downtimes of the damaged components. Consequently,
using the Census Transportation Planning Products (CTPP) data [59], they quantified
the increasing travel times and distances that commuters (the dominant driving mode
only in Los Angeles) would have to bear at the Traffic Analysis Zone (TAZ) level of
detail. During the restoration and recovery of the network, the improving travel times
and distances were also quantified to achieve an understanding of resilience. Adopting
these results at an aggregated level for the 5 counties in the Greater Los Angeles Area
commuting zone, the authors carried out preliminary economic analysis to deploy the
economic facet of the framework. Within the scope here, economic impacts are quan-
tified only from an increased travel time standpoint where the authors use the average
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tradeoff value of time values published by California Department of Transportation [60].
Local input-output data are obtained from IMPLAN Group [61]. The industry break-
down scheme is aggregated by the authors to transform the 536 industries in IMPLAN
data into 7 industries to match the industry aggregation in the CTPP dataset. There are
5 counties in the Greater Los Angeles Area, including Los Angeles, Orange, Riverside,
San Bernardino and Ventura counties. For each county, direct-input coefficients matrix
(A matrix) and direct-output coefficients matrix (B matrix) are generated. Model year
is set to be 2017.

4.1 Data Processing and Preliminary Results from Economic Analysis

With the gathered data, economic analysis was carried out as follows. First, treating 5
counties as origins and destinations, total travel times per economic sector between all
origins and destinations were calculated by simply multiplying the number of
commuters with average travel times before and after the earthquake. This is done at 5
discrete time intervals, between day O (before the hazard) and day 1, from day 1 to 7,
from day 7 to 30, from day 30 to 90, and from day 90 to 1 year, respectively. This way,
changes in total travel times during restoration are obtained at a reasonable resolution
in terms of timeline. Take the interval from day 1 to day 7 as an example, the increase
in total travel time for all commuters from region i to region j in sector k can be calculated
as:

ATT;,da}'ltodu)'7 — (7 _ 1) % <7-7-l:l;,day7 _ TY:(;,dayl) (10)

Then, the total cost of increasing travel time, ATTCZ,‘/, can be calculated based on
Eq. (2). The average tradeoff value of time for automobiles are taken from Vehicle
Operation Cost Parameters table to represent the average tradeoff value of time.

These costs are then aggregated by sectors. The decreasing consumer expenditure
for each sector is calculated based on a supply-side IO model as shown in Eq. (5), and
is allocated to each county using average household income levels obtained from
IMPLAN.

Lastly, a supply-side IO model is used to estimate the total output losses based on
Eq. (7). Accounting for the tradeoff value of time only, the annual total output loss in
the Greater Los Angeles Area is estimated to be over 270 million USD. Table 1 shows
the total output losses for five counties, and Table 2 shows the direct and indirect losses
for seven industries in the study region. Direct losses refer to the total tradeoff value of
increasing travel times. Total losses are estimated economic impacts across the whole
economy, in which the impacts of economic transactions are taken into consideration.
The indirect economic loss caused by increased commuting times is about 117 million
dollars, accounting for 42.36% of total economic losses. According to Tables 1 and 2,

> The Vehicle Operation Cost Parameters are statewide representative average values recom-
mended by California Department of Transportation [60] to be used in the economic analysis
of highway and other projects.
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sectors of information, finance, real estate, and technology services etc. suffer the most,
and these losses are exacerbated during the process of economic activities.

Table 1. Estimated total output losses in five counties (million USD).

Los Angeles | Orange | Riverside | San Bernardino | Ventura
1. Agriculture, forestry, fish | 4.26 4.60 3.19 3.09 4.37
& hunting, mining,
construction
2. Manufacturing 7.81 7.78 4.82 5.01 7.08
3. Transportation & 12.52 12.84 8.39 8.34 12.02
warehousing, utilities,
wholesale trade, retail trade
4. Finance & insurance, real | 22.85 24.72 13.88 13.14 22.36
estate & rental, scientific &
technology services,
information, management of
companies, administrative
& waste services
5. Education services, health | 8.09 8.63 5.49 5.69 8.09
& social services
6. Arts, entertainment & 4.11 4.32 2.77 2.81 4.05
recreation, accommodation
& food services
7. Other services 4.64 4.82 3.24 3.31 4.64
Total 64.27 67.73 | 41.79 41.40 62.62

Table 2. Direct and indirect output losses in the Greater Los Angeles Area (million USD).

Direct losses | Indirect losses Total losses
1. Agriculture, forestry, fish & hunting, mining, | 11.26 8.25 19.51
construction
2. Manufacturing 19.65 12.85 32.50
3. Transportation & warehousing, utilities, 32.89 21.22 54.11
wholesale trade, retail trade
4. Finance & insurance, real estate & rental, 354 61.56 96.96
scientific & technology services, information,
management of companies, administrative &
waste services
5. Education services, health & social services | 32.35 3.65 36.00
6. Arts, entertainment & recreation, 13.8 4.26 18.06
accommodation & food services
7. Other services 14.78 5.88 20.66
Total 160.14 117.66 277.80




18 F. Wei et al.

5 Limitations of the Framework

One major limitation of this study is that it only captures the economic impacts of
increasing transportation costs. Other direct economic losses such as costs of physical
damages to infrastructure and increasing freight shipping costs are not included. There-
fore, there might be some underestimation of economic losses in the current version of
the framework.

Second, some assumptions and simplifications have to be made in order to obtain
the direct losses. The assumption that people will maintain their commuting trips as
usual after earthquakes ignores the possibility that some commuters choose to work from
home or change their transport mode considering changes in travel costs and travel time.
In addition, the value of travel time is intangible. It is hard to capture the effects of
spending more time on commuting trips holistically with the averaged tradeoff value of
time. Also, the accuracy of the indicators to estimate the increasing transportation costs
are crucial, such as mileage reimbursement rates. These indicators vary by regions as
well as industries and may not be readily available.

Lastly, the inherent shortcomings of the IO models cannot be ignored, such as line-
arity and the assumption of no substitution effects. In this paper, supply-side and
demand-side 10 models are chosen because of modest data demand compared to alter-
natives such as CGE models. As aresult, some realism may be sacrificed. More advanced
modeling can achieve a more realistic analysis.

6 Conclusion and Future Work

The relationship of hazards and transportation systems will be a focus of increasing
attention in the coming decades, mostly because hazardous events are becoming more
frequent and more severe, threatening the civil infrastructure at increasing rates with
unprecedented risks. With this paper, we pressed on the need of advancing the multi-
disciplinary research in this domain without losing the individual contributions of
participating disciplines for the sake of simplicity. The gaps in the area were identified
through aliterature review and results were presented based on a categorization designed
according to the objective of the paper. We find that more than often, networked trans-
portation systems are abstracted from economic analyses. Moreover, despite the
advances in hazards science, realistic simulations of locally relevant hazards are not
fully integrated into economic studies. These will limit our ability to comprehensively
quantify the economic impacts of infrastructure disruptions caused by disasters.
Building on this foundation, we presented an exemplary impact analysis framework that
is designed to study the adverse economic impacts of earthquakes on commuting in
metropolitan areas. This paper did not include a full case study, however, we are
currently deploying the framework in Los Angeles, where commuting to work is a daily
undertaking for most working Angelenos. This initial effort will help us refine the
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framework. Other items in our future work agenda include incorporation of compre-
hensive direct losses (e.g., dollar value of physical damage to infrastructure), and multi-
modal mobility analysis into the framework. The latter will enable us to study mode-
choice behavior in disaster settings. Overall, we will improve upon the current version
of the framework presented here towards more accurate economic impact analysis.
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Abstract. In this paper we review the current landscape of data-driven
decision making in the context of operating residential and commercial
building systems with energy management objectives. First, we present
results from a literature review focused on identifying new sources of
data that have become available (e.g., smart-phone sensors, utility smart
meters) and their potential to impact the decision making processes
involved in operating these facilities. Existing obstacles to realizing the
full potential of these novel data sources are discussed and later explored
more in depth through case studies. These include limited interoperabil-
ity and standardization practices, high labor and/or maintenance costs
for installing and maintaining the instrumentation and computationally
expensive inference procedures for extracting useful information out of
the measurements. Finally, two specific research projects that address
some of these challenges are presented in detail: one on disaggregat-
ing the total electricity consumption of a building into its constituent
loads for informing predictive maintenance practices; and another on
standardizing meta-data about sensors and actuators in existing Build-
ing Automation Systems (BAS) so that software applications targeting
building systems can be deployed in different buildings without the need
for manual configuration. Our case studies reveal that the rapid prolif-
eration of sensing/control devices, alone, will not improve the building
systems being monitored or significantly alter the way these systems
are managed or controlled. When data about the physical world is a
commodity, it is the ability to extract actionable information from this
resource what generates value and, more often than not, this process
requires significant domain expertise.

1 Introduction

Buildings account for approximately 40% of the annual energy consumption in
the U.S., and similar proportions of the energy used in other countries. Commer-
cial buildings, in particular, represent 45% of that figure (i.e., 20% of the total)
[1]. There are great opportunities to reduce these numbers through efficiency
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upgrades, optimized operation and user engagement, as evidenced by many dif-
ferent studies (e.g., [2,3]). For example, research shows that up to 40% of the
energy used by HVAC systems is wasted due to faulty operation [4], so merely
identifying and correcting these faults would result in a substantial reduction of
the total energy used.

It can be argued that there has been no better time to seize these oppor-
tunities than now. Advances in sensing and communication technologies have
made it possible for us to instrument more and more of our buildings, which
has led to numerous new opportunities to better understand and optimize their
energy consumption patterns. However, though there are significantly more sens-
ing and actuation points in buildings today, leveraging them to make improved
data-driven decision making poses engineering and scientific challenges spanning
areas as diverse as computing (e.g., devising efficient algorithms for data process-
ing), hardware (e.g., designing low-power, low-cost sensors) and even government
(e.g., enacting and promoting standard information models).

In this paper we review the current landscape of data-driven decision making
in the context of operating residential and commercial building systems. First,
we present results from a literature review focused on identifying new sources of
data that have become available (e.g., smart-phone sensors, utility smart meters)
and their potential to impact the decision making processes involved in operating
these facilities. Existing obstacles to realizing the full potential of these novel
data sources are presented in general and later explored in more depth through
two case studies: one on disaggregating the total electricity consumption of a
building into its constituent loads for informing predictive maintenance practices;
and another on standardizing meta-data about sensors and actuators in existing
Building Automation Systems (BAS) so that software applications targeting
building systems can be deployed in different buildings without the need for
manual configuration.

1.1 Flying Blind: Building Energy Management Today

In general terms, managing a building’s energy demand is a cost-minimization
task (i.e., an optimization problem). Two broad types of objectives are being
minimized: (a) monetary and comfort costs to the building owner /tenant or occu-
pant and (b) operational costs to grid operators and utilities (i.e., via demand
response programs). Needless to say, solutions to this problem need to also meet
many constraints and, because of the large number of decision variables involved
and their continuous nature (e.g., zone-level temperature set-points, equipment
schedules) the solution space is large and complex. To further complicate mat-
ters, there are significant uncertainties associated with most of the variables in
this type of optimization problem (e.g., human comfort, weather patterns, noisy
sensor measurements), and due to the heterogeneity of the building stock and
the dynamic environments/functions that buildings need to operate in and sup-
port, each of these optimization problems are very much building-specific and
time-dependent.
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In more concrete terms, we can define a model for a building’s thermodynamic
behavior to better understand the challenges that these optimization problems
present. A discrete dynamic system is generally used in the literature to express
relationships between the building’s internal state, and all of the known influ-
ences (e.g., [5]). Paired with a model for the measurements (e.g., sensor data)
we have of the building, these two relationships define the system and our obser-
vations of it:

St41 = f(St,llt,Wt) (1)
Yt = h(St,Ut,Wt) (2)

Here s, is the state vector (e.g., temperature of all zones); u; is the input
vector, which describes the controllable parameters (e.g., set-points, fan speeds,
chiller status, etc.); w; is a vector capturing the disturbances to the system
or the uncontrollable input (e.g., outside temperature, user-requested setpoints,
solar irradiance, etc.); and y; are the measurements. These measurements could
be a subset of the state variables, or any other quantity related to the current
state of the building, such as the building’s total electrical power consumption
Pt-

Equations 1 (the plant model) and 2 (the observation model), if known, can
then be used to design input sequences (u;) that optimize some objective func-
tion. For instance, imagine that we can find a function mapping from the set of
measurements we have y; to both the total power consumed by the building p;
as well as the average daily discomfort of occupants c¢4. Given these, an operator
can try to find a sequence of, say, temperature setpoints for every room u; as
follows:

min - J(pis1,- -, PitT, Cd)
{Ut}ter

Here J is a cost function in terms discomfort and power, T is a time horizon
for the optimization, and T}, is the set of all times within that period. We have
purposefully omitted any mention of the constraints in this problem but even
with this simplistic and general model, it is easy to see why building energy
management is complicated. Among the many challenges (most of which exceed
the scope of this paper), one can easily identify the following:

— Many parameters contain significant uncertainty (e.g., w;, y;), and this uncer-
tainty propagates.

— Functions f and h are seldom known and there is reason to believe they may
be unidentifiable [6]. Furthermore, these functions evolve over time with the
building.

— The cost function J may not be simple and/or convex, thus making the
optimization more challenging.

— To identify and properly evaluate these models we need to have well-curated
historical records of the different measurements (e.g., p, ..., Per7).

A more insidious problem not easily deduced from the above formulation
is that we rarely have measurements y; that directly map to concepts that
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a facility manger or occupant would care about. In other words, many of the
useful objectives require auxiliary functions mapping observations to higher-level
concepts such as occupant discomfort. For instance, facility operators care about
minimizing the energy supplied to unoccupied spaces, or tracking the energy
consumed by an individual appliance, yet these observations are rarely elements
of the set of measurements y;.

1.2 Are More Sensors the Answer?

Currently, a lack of understanding of the determinants of building energy demand
forces building managers to control the building’s energy use in a conservative,
heuristic manner. For example most of the control policies for Heating, Ventila-
tion and Air Conditioning (HVAC) systems are rule-based and pre-determined,
making little to no use of models like the ones described earlier.

At first glance, incorporating more sensors seems to be beneficial as this could
directly decrease the uncertainty in some of the parameters and overall decrease
the relevance of many of the challenges listed at the end of the previous section.
Fittingly, a significant number of so-called Internet of Things (IoT) devices are
expected to penetrate the buildings market in the coming years [7]. Already
there are a large number of products making their way into homes and commer-
cial buildings worldwide such as voice-activated controllers, wireless occupancy
counters, power meters, etc. [8,9]. However, the explosion in the adoption of
sensing and control technologies in buildings has also increased the complexity
of our building systems. For example, facility managers and engineers now rely
on hundreds of different sensing/control points for each building and, despite the
advances made in technologies and standards for describing and analyzing sensor
data, a large portion of the processes involving the use of these sensor streams
is still manual [10,11], primarily due to problems related to data exchange [11].
Questions pertaining to static information about the sensors, such as where they
are located and what physical phenomena they are measuring, oftentimes can-
not be answered directly. Similarly, questions about dynamic information from
sensor data, such as mapping measurements to process stages, or detecting and
diagnosing process faults, also require manual analysis.

A recent report from the National Renewable Energy Laboratory (NREL)
assessed the needs of the building owners in the Commercial Building Energy
Alliances (CEBASs) of the Department of Energy (DOE), and summarized the
situation as follows: “building owners can collect massive amounts of energy-
related building data, but they have difficulty transforming the data into usable
information and energy-saving actions” [11]. The same report identified the fol-
lowing problems, among others: (a) assigning metadata to raw measurements,
and making it available to end-users, is a tedious and error prone process; (b)
“there are too many data to manage with current technology”. Similarly, in
a recent review of the communication systems for building automation systems
(BAS) [12], the authors conclude that there is a need for automated tools to sup-
port the integration of different systems and identify the location of the sensing
nodes within a building.
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The integration of different building automation systems is an unsolved chal-
lenge that researchers have attempted to solve via novel middleware systems to
homogenize the hardware and communication layers (e.g., [13-16]), or attempt-
ing to solve the schema matching problem [17,18]. But despite these advances,
many case studies conclude that the vast majority of the data being collected by
these systems today is almost never used in a proactive fashion (e.g., [19]), per-
haps because of this lack of metadata and/or integration across systems [20,21].
For example, hundreds of different automated fault detection and diagnosis
(FDD) algorithms for heating, ventilation and air conditioning (HVAC) systems
have been developed in the past few decades by researchers [22]. Yet, despite
their proven ability to significantly reduce the energy consumed for HVAC, these
algorithms are seldom used by facility managers.

1.3 Contextual Inference to the Rescue

In many applications, humans are still much better than computers at inferring
content and context (metadata) from measurements, which is why generating
metadata is still largely a manual process. Yet, the increasing volume of data
being generated and the lack and/or limitation of standard information models
to describe these measurements suggests that computerized analysis of these data
will be required. Hence, there is increased interest by the research community
in formulating approaches to automatically annotate and extract meaningful
content out of raw sensor streams from buildings for the purpose of improving
their self-managing and self-improving capabilities. Metadata about building
measurements is scarce and, even when there are information models available
(e.g., [23,24]) and/or self-describing sensors (e.g., [25]) there are still a number
of reasons why further analyzing sensor streams is still warranted:

— Indirect Measurements: Sensors are usually deployed in order to infer
some specific property of a physical phenomena or process in buildings, yet
these properties are rarely measured directly and require that we perform
inference on the data.

— Security and Sensor Fault Detection: Assumptions made about the sen-
sor properties and the phenomena being monitored should be checked against
the data to confirm that the sensor is providing accurate measurements.

— Varying Processes: Some sensors measure a variety of different processes
over time (e.g., plug-level power meters measure any appliance connected to
the plug), therefore requiring further interpretation of the sensor stream to
identify what is being measured.

— Aggregated Phenomena: In some cases, sensors measure a combination
of different phenomena of interest, thus requiring that the sensor stream be
segmented and annotated in order to track each phenomenon separately.

— Inexisting Static Metadata: Basic information about the sensors, such as
their location within the building, is not known and inferring this from data
would be useful.
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If recent technology development trends continue at the current pace, there
will come a time in the not too distant future when the vast majority of the
physical phenomena taking place in buildings will be measured and/or con-
trolled through digital automation either directly (with purposefully installed
devices) or indirectly (through mobile devices, surveillance systems, etc.). That
time will likely coincide with when we are able to provide inexpensive, compact
and low-power computing platforms capable of remarkable computing power. It
is reasonable then to imagine that each building will be equipped with both of
these and, thus, the question that remains is: how can we harness these resources
(computing power and pervasive instrumentation) in order to allow the facility
to self-manage its operation?

Identifying Sensor Types Characterizing Stimuli
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Fig. 1. Opportunities for automated inference from sensor streams in buildings.

Figure 1 shows a high-level depiction of this problem and generalized solu-
tions. In it we show different levels of processing that can be performed on data
obtained from building information models (shown as a floorplan) and instru-
mentation systems (shown as dots), organized from top to bottom. The first
layer (i.e., layer I) involves an analysis of the raw sensor streams to (a) identify
the sensor types, and (b) characterize the stimulus that generated the measure-
ments. The challenge then is how to automatically recognize what type of system
or space is causing the stimuli measured by the sensors. The case shown in the
diagram, for example, corresponds to the automatic identification of electrical
loads in a building from measurements of their current draw. The present state
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of affairs for sensor data from buildings is similar to that of other rich sensor
media formats available in other domains (e.g., sound and video recordings):
we typically know information about the sensor and the process by which mea-
surements were acquired (e.g., 3 megapixel camera, 32 frames per second), but
identifying and understanding the content of those sensor streams remains pri-
marily a task reserved for humans (compared to the successful state of machine
vision today).

Following this, the next steps in the processing stack revolve around an anal-
ysis of the relationships between the sensing and control points, as well as the
functional and spatial relationships between these instruments and the building
spaces/systems as obtained from digital information models. These two goals
are depicted in layer IT of Fig. 1. Lastly, the layer III is the inference layer, where
using the identified relationships, algorithms are applied in order to enable appli-
cations such as the discovery of energy efficiency opportunities, estimating the
potential for demand response (DR) participation, and learning control actions
to achieve these DR and efficiency opportunities, among other desired goals.

It is important to reiterate that in many cases these contextual inference pro-
cedures can be used to derive the needed information from unintuitive sources.
For instance, it may be possible to infer the existence and operational schedule of
individual appliances in a building from high-frequency measurements obtained
from a photo-resistor in a room where there is artificial light sharing the same
power source as the appliance of interest. Figure 2 shows a short burst of 30 kHz
measurements from such an experiment. The sudden change in intensity between
2 and 4s (in the spectrogram) can be directly related back to the voltage fluctu-
ations caused by a vacuum cleaner operating in the same electrical circuit. Other
examples of this include the identification of multimedia content in televisions
derived solely from power measurements [26].
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Fig. 2. Light intensity as measured by a photoresistor in a room lit by an incandescent
light bulb (left), with sample number (30kHz sampling rate) on the horizontal axis.
The corresponding spectrogram is shown on the right, with number of seconds in the
horizontal axis.
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1.4 Organization of the Paper

In the remainder of the paper, we will present two case studies exploring com-
putational tools which, when aided by domain knowledge, can efficiently per-
form contextual inference of the kind illustrated in Fig. 1. The first investigates
one aspect of disaggregating the total electricity consumption of a building into
its constituent loads for informing predictive maintenance practices. The sec-
ond explores the feasibility of automatically identifying different sensor types in
buildings (e.g., temperature, humidity, light intensity) so that software applica-
tions targeting building systems can be deployed in different buildings without
the need for manual configuration.

2 Case Study: Residential Electricity Disaggregation

Often times facility managers only have access to aggregate electrical power
measurements but need to answer questions pertaining to individual electrical
appliances (e.g., how much power is a particular air handling unit consuming?).
With the rapid growth of Advanced Metering Infrastructure (AMI) in the power
sector worldwide [27], there is an increased interest by academia and industry
to so solve this problem also known as Non-Intrusive Load Monitoring (NILM)
or energy disaggregation.

In this case study we focus on a particular sub-challenge in this domain.
In particular, we assume our measurements y; contain only aggregate electrical
current consumed by a building (let’s call them z;), and we are interested in
obtaining an efficient and tractable model for the multivariate posterior distri-
bution p(z1.7|x1.7) where z is a multivariate binary vector indicating whether
or not any of the N constituent appliances in the building is operating at any
moment t. Though the true distribution is intractable, we show how one can find
an auxiliary distribution that closely approximates the true one by making use
of domain knowledge and variational inference procedures.

2.1 Background

Energy disaggregation, the problem of inferring the power consumption of appli-
ances given voltage and current measurements at a limited number of sensing
points in a building, has received increasing attention in recent years [28,29].
However, despite decades of research into this problem, many technical and sci-
entific challenges remain unsolved. Real-time inference of appliance power usage,
for instance, has remained an elusive goal as the proposed solutions thus far are
either computationally very expensive, or are very sensitive to changes in the
hand-crafted features used to recognize appliances ultimately leading to poor
performance over time or across buildings.

Early NILM approaches identified sudden changes in the power time series
(also called events) and extracted features of these events, mostly active and
reactive power, which were subsequently clustered in the hopes that the clus-
ters would characterize the on-transitions or off-transitions of appliances. In
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order to infer power traces of individual appliances, on-transition clusters were
matched with off-transition clusters. These approaches, however, sometimes do
not perform well because temporal patterns of state transition sequences can-
not be directly modeled. Variants of Factorial Hidden Markov Models (FHMMs)
were soon employed to overcome some of the weaknesses [30-33].

FHMMSs [34] are a natural choice for modeling the generative process of
energy disaggregation [32,35-37]. FHMM are a generalization of Hidden Markov
Models were multiple hidden chains evolve independently in parallel. Usually,
the state of a single appliance is modeled by a single HMM chain, whereas
the aggregate power measured at the main distribution panel is modeled by
the aggregate observation. Let z € Z = {0,1}V*T be the latent variable and
2 € R5*T be the aggregate observation with 7" number of time steps, N number
of parallel HMM chains and S being the observation dimensionality. The joint
distribution is defined as:

T N
plarr, zur) = [ [ pladz) [ p(zeilzi-1.0)p(20.)
t i

However, reasoning about the posterior of P is usually difficult because the latent
variables become conditionally dependent given the observation, specifically for
the forward and filtering distribution the following equations hold, respectively:

(w16, 2¢) = p(¢]2t) Z p(z)2")p(2e—1, 1:4-1) (3)
z'eZ

D, 2t)
P(zt|$1:t) = ZZ’EZ p($1:t7 z’)

(4)

Note that (3) and (4) both contain summations over Z and that the cardi-
nality of Z grows exponentially with V.

Throughout this case study, for illustration purposes, we will consider a sim-
pler distribution that nevertheless faces the same difficulty. Consider the graph-
ical model that arises from removing the temporal dependencies between latent
variables (Fig. 3a). Similar to FHMMSs, latent variables become dependent con-
ditioned on the observation = (Fig. 3b). For the joint density, the following holds:

T

p(zrr, 211) = Hp(:rt, 2) (5)

t=1

As for FHMMs, the posterior of (5) is intractable, i.e. the number of states grows
exponentially with the latent dimensionality rendering the denominator of the
posterior intractable. However, previously, statistical tools such as Variational
Inference [38] have been applied to reason about intractable posterior distribu-
tions in the context of energy disaggregation [35,36]. The main idea of Variational
Inference is to introduce a tractable auxiliary distribution @}y parameterized by
the variational parameters 1. Inference is then turned into an optimization prob-
lem, i.e. @y is optimized in such a way that it best approximates P as measured
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Fig. 3. (a) latent variables of the proposed distribution are marginally independent,
however, become (b) conditionally dependent given the observation

by the KL-divergence. Then, instead of performing inference on the intractable
posterior P, inference can be carried out on @)y instead. Since @ is required to
be tractable, usually additional independence assumption are made and specifi-
cally, in the context of energy disaggregation, in order to deal with the difficulty
of dependent latent variables, independence between latent states in the poste-
rior is usually assumed. Note that @) is generally required to be simpler than P,
i.e. to have less capacity than P. However, because inference is carried out on a
simpler distribution, Variational Inference maximizes a lower bound on the data
likelihood p(x), i.e. it performs inference up to a constant and it can be shown
that this constant is the KL divergence between P and @. Note too that because
@ is required to be simpler than P, the KL divergence usually never becomes 0.

Furthermore, if independence between latent states is assumed in @, then
the posterior can be factored as follows:

Zt‘xt wa xt (11— fd)(xt) )172:1- (6)

With f being bounded by [0,1], Qy is often overly simple. It is easy to show
that depending on whether the forward or backward KL divergence is employed
as a divergence measure, the @ in (6) either learns the mean or the mode of
P. Specifically, for energy disaggregation, this means that such a unimodal @ is
unable to learn either this appliance or the other.
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Consider a scenario with 2 two-state appliances with comparable power draw
and an aggregate observation that is similar to the power consumption of each
one of the appliances. Thus we can assume that for the posterior the following
holds:

p(z|z) = (00.50.50)
with z = ((0,0) (0,1) (1,0) (1,1))

Note that approaches that assume independence between latent states of the
auxiliary distribution fail at capturing the either-or relationship between appli-
ance states. Let ¢} and ¢; be optimal variational parameters that minimize the
forward and backward KL-divergence between P and @, respectively. It can be
shown that:

qy(z]z) = (0.25 0.25 0.25 0.25)
qy (2]z) = (0100) or gy;(z]z) = (0010)

It is easy to see that independent of the choice of divergence measurement, ()
cannot capture a significant proportion of the information present in P, specifi-
cally the fact that one of the appliances is active but not both or none.

That is why we argue that previous approaches based on Variational Infer-
ence can be improved by a better choice of the auxiliary distribution. Thus, we
introduce a tractable auxiliary distribution g that despite being tractable can
approximate any discrete distribution arbitrarily well. To sum up, we propose
an auxiliary distribution that has the following characteristics:

1. No independence assumptions and therefore unlimited capacity, i.e. in gen-
eral, any multivariate Bernoulli distribution can be approximated arbitrarily
well

2. The posterior can be trained efficiently based on samples of the joint p(z, z)

3. Computing the mode and drawing independent samples can be achieved in

O(N)

In the next section we will provide a brief introduction to Variational Infer-
ence and introduce FactorNet, the proposed auxiliary distribution. We then con-
duct experiments in and show the power of this distribution (Fig.4).

2.2 Variational Inference and FactorNet

Variational Inference (VI) has experienced a recent surge in attention from var-
ious academic communities [39,40]. One of the key advantages of VI over its
alternatives such as Markov Chain Monte Carlo [41] (MCMC) is speed. Since,
as stated earlier, VI translates statistical inference into an optimization problem
that produces a tractable distribution that best approximates the true poste-
rior, inference can be amortized, i.e. time training the auxiliary distribution is
spend once and after training, inference can be carried out extremely fast. This
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Fig. 4. A graphical depiction of the cascaded neural networks that factorize the joint
probability distribution.

characteristic has direct implications in the context of energy disaggregation: VI-
based approaches allow for inference on cheap hardware such as an electricity
meter located in the premises whereas MCMC would require remotely collect-
ing, storing and processing data. However, even in the asymptotic regime, VI is
an approximate inference technique whereas (albeit slowly) MCMC is known to
converge to the true posterior. The quality of the VI-based approximation cru-
cially depends on the choice of the auxiliary distribution which can be seen when
investigating the commonly used Expectational Lower Bound as the variational
objective:

log p(z Zlogp (z|2)p(z) (7)

= 3 2 mplalonts) ®

2 DKL[Q( )| |p(2)] + Eq(z/a) [log p(z]2)] 9)

This inequality is tight if and only if p(z|x) = ¢(z|z), however, this cannot
be achieved when @ is simpler than P. Furthermore note that (9) is typically
evaluated by Monte Carlo techniques, i.e. evaluating the expectation by sampling
from Q. Thus, in order for a Variational approach to be successful, ) needs to
be complex enough to be fit to P tightly but simple enough to be sampled from
efficiently.

For continuous distributions the problem of choosing a suitable posterior
distribution has recently been addressed by introducing normalizing flows [42],
i.e. a succession of invertible non-linear transformations of the random vari-
able z. However, for discrete random variables this approach does not seem to
be possible since the flow-operators are required to be differentiable but to be
mapping into the same domain (in this case {0,1}"). Or in other words, the
flow-operator cannot at the same time be mapping into the discrete domain
whilst being smooth and differentiable.

Furthermore, another difficulty that arises for VI-based approaches is the
fact that the true posterior is usually not obtainable, thus all updates need to
be made based on samples of the joint p(zx, z). Typically, this is circumvented
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by maximizing the variational objective (9), however, in the experience of the
authors (9) has suboptimal convergence properties.

Thus, in this case study, we follow a different strategy. We directly learn the
conditional factorization of the joint and show that once the joint is factorized,
obtaining the posterior can be done efficiently. First, we note that any joint prob-
ability distribution can be factored according to the chain rule of probabilities:

p(Zul”t) = p(zt,hiCt)P(Zt,m33t|Zt,1)---p(Zt,N, xt\zt,th ey Zt,1)

N
H p(Zt,m 93t|Zt,1:n)
n=1

The goal now is to learn this factorization. This is achieved by approximating
every factor of the probability distribution by a neural network that takes the
respective condition as input and produces the conditional probability. Thus, let
g be the FactorNet distribution and f,, and f,, with 1 <n < N be the N neural
networks approximating the on and off factors of the posterior distribution, i.e.:

fil@e, 21, 0 2im1) = plag, 2 = 121, .0y 2ic1)

fi(a:t,zl, ~-~7Z'L'—1) ~ p(It,Zi = O|217 ...72’1'_1)

therefore:

p(zi = L|xg, 21, .00y 2im1)
fi(xt7zl7'“7zi71)
filzy, 21, o zim1) + fi(@e, 21,5 -0, 2im1)

:fi*(xh By eny Zi—l)

For the FactorNet joint distribution the following then holds:

zta xt Hfl $t, Z1y ey Zifl)Zifi(xt, 21, ~..,Zi,1)(17'zi)

and for its posterior:

9(zle) = Hf (1,210 2m0) 7 (U= F7 (@021, e 201)) )

Note that because the joint instead of the posterior probability is factorized,
filwe, 21,y 2im1) + fi(x4, 21, -y 2io1) # 1 and that even though no independence
assumption between latent variables has been made, evaluating the joint as well
as the posterior probability is linear in the latent dimensionality as opposed to
exponential for evaluating P. Furthermore, we can take independent samples
from the posterior of G efficiently, i.e. linear time. That is, we do not have to
resort to Markov Chain Monte Carlo techniques for drawing samples from g,
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Result: Sample or Mode of g(z|z:)

z={}
forn=1,...,N do

Pr = fu(@e, 2)/(fa(e; 2) + [ (20, 2);
if p, > threshold then
| Append 1 to z
else
‘ Append 0 to z;
end
end
Algorithm 1. Outputs either an independent sample or the mode of g(z|x¢).
If the mode is desired, set threshold = 0.5 and to a sample from g(z|z;) set
threshold ~ UJ0, 1], i.e. to a sample from a uniform distribution.

30
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Fig. 5. The current waveforms used in the synthetic experiment taken from PLAID
datasets. Current waveforms were extracted by alignment to zero-crossings in the volt-
age line.

which would, in principle, allow for an efficient Monte Carlo approximation of
the expectation of (9) given the samples from Q. See Algorithm 1 for how to
sample from g(z|z).

However, as stated above, (9) has suboptimal convergence properties that
can be circumvented by exploiting the fact that G allows to efficiently obtain
the joint as well as the posterior. That is why we propose a learning objective
that directly minimizes the KL-divergence between the joint distributions, i.e.:

P(Zu xt)

L=—g(z,x)]0
g( ‘ t) gg(ztamt)

Note that we do not allow the gradients to flow into the fraction, i.e. we treat
g(zt,x¢) in the denominator as a constant.

2.3 Experiments

The efficacy of FactorNet is evaluated on a synthetic experiment in the context
of supervised waveform disaggregation. Specifically, we choose 8 appliances from
the PLAID dataset [43] and extract a single steady-state current waveform for
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Fig.6. (a) The true posterior logp(z|z) (b) The FactorNet posterior log g(z|z) (c)
The posterior logg(z|z) minimizing the forward KL-divergence (d) The posterior
log q(z|z) minimizing the backward KL-divergence. Note that all probabilities were
clipped between 0.001 and 0.999 to avoid log(0)

every appliance aligned by zero-crossing of the voltage line. PLAID is a publicly
available dataset containing high-frequency current and voltage measurements of
single appliances. Since PLAID is collected at 30 kHz, approximately 500 samples
are collected per voltage cycle. Thus a matrix W € R%%0%8 was extracted from
PLAID and Fig. 5 shows the waveforms used in the experiments. The 8 appliance
waveforms were then mixed up, i.e. all 256 possible combinations of waveforms
were created and corrupted by Gaussian noise: X = {Wz + N(0,0.11)|z €
{0,1}%}. The probability of the aggregate observation was defined as:

p(at|ze) = N(a|Wz,0.11)

with W being a matrix containing the appliance waveforms and I being the
identity matrix. Thus, for the posterior, the following holds:
N(CEt|WZt, 01])
plztlay) =
ZZ ./\/(xt|Wz, 01_[)

For every combination of z € {0,1}® and x € X, logp(z|z) was computed
and stored. See Fig. 6(a) for a plot of the resulting 256 x 256 matrix.
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Fig. 7. The KL-divergence Dxr(p(z|z)||f(z|z)) summed over all z. In this case f is
either the FactorNet distribution g or the ¢4 minimizing the forward KL divergence.
Note that gy minimizing the backward KL divergence did not fit onto the plot with a
divergence of approximately 3800.

Eight neural networks with a similar topology were created with an input
dimensionality of 500 + (n — 1), two intermediate relu-layers with 512 hidden
units and two-unit sigmoid output-layer for f and f respectively. The network
was trained by minimizing the loss £ introduced earlier. The objective was mini-
mized by drawing mini-batches of 144 samples uniformly from the joint distribu-
tion p(z,x). The training procedure did not assume knowledge of the posterior
p(z|z) and was solely presented with sampled of the joint. The performance
of the algorithm is compared to distributions gy: and gy; introduced earlier,
i.e. distributions that assume independence between latent states in the poste-
rior and minimize the forward and backward KL-divergence respectively. The
parameters ¢} and ¢ were obtained with the knowledge of the true posterior
that usually is not available, thus we compare to distributions in their globally
optimal configuration.

Figure 6 shows a visual comparison of the different resulting posterior distri-
butions. One can see that FactorNet G (Fig. 6b) captures much more information
present in P compared to @ in both settings (Fig. 6¢ and d). Figure 7 emphasizes
this fact as it shows the KL-divergence over time during training. One can see
that FactorNet reaches a KL-divergence of practically 0 after approximately 100
epochs.

3 Case Study: Metadata Inference for Commercial
Building Systems

Deployment of software applications for building systems remains a challenge
due to the non-trivial efforts of organizing, managing and extracting metadata
associated with sensors (e.g., information about their type, function, etc.), which
is required by them. Going back to our plant and measurement models (Egs. 1
and 2), one can cast this problem as having access to a y; for which the identity
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of each of the entries in the vector is unknown (i.e., it is not clear what sensor
they are referring to). One of the reasons leading to this problem is that varying
conventions, acronyms, and standards are used to define this metadata. Though
standards and government-mandated policies may lift these obstacles and enable
these software-based improvements to our building stock, this effort could take
years to come to fruition and there are alternative technical solutions, such as
automated metadata inference techniques, that could help reign in on the non-
standardized nature of today’s BASs.

3.1 Background

From an academic perspective, there is little past work on the problem of identi-
fying the location, or any other meta-data of sensors in a building directly from
their measurements. Some researchers have focused on auto-generating room
connectivity graphs from sensor data [44], discovering co-located sensors using
non-parametric feature transformations and correlation analysis [45], as well as
generating blueprints [46] through various heuristics. Similarly, discovering rela-
tionships between two or more information models by analyzing the similarities
in topological relationships between components contained in them, has been a
successful approach to map control points and building systems [47]. However,
these approaches have been developed primarily for residential buildings, which
generally have simpler floor-plans and less complex building systems, and it is
not yet known how well they will generalize to more complex environments,
especially given some of the assumptions that support them (e.g., single-story
buildings).

In the specific domain of time series based sensor metadata inference for
BAS, many approaches have been proposed using different features [48-51].
These approaches use hand-crafted engineered features (e.g., descriptive statis-
tics, maximum, minimum and standard deviation) and very often overlook the
sequential information that can be extracted. For the curious reader, we note
that this phenomenon is further explained in [52]. In short, different datasets
with varying appearance could have identical statistics', which makes such sta-
tistical features less sensitive to the change of the sequence (order) of values.
Although researchers have tried to overcome such issues by dividing time series
data into multiple windows, extracting features from each window, and then
taking another summary statistics of features from multiple windows [53], the
power of these features to incorporate the sequential information could still be
limited.

Recent work on sensor metadata inference, including research by the authors,
has shed light on the feasibility of this automated approach to the problem.
Using data from more than 400 buildings in the US it was found that using
simple statistical summaries of historical time-series data from the sensors, it is
possible to classify its type with an average accuracy of 75% [54]. In this case

! An animation can be seen at https://www.autodeskresearch.com/publications/
samestats.
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study we extend this line of work and explore the possibility of avoiding the
use of pre-defined summary statistics as features for identifying the sensor type.
Instead, we learn an approximate mapping using a more expressive and flexible
family of functions such as convolutional neural networks.

3.2 Time-Series Based Inference Using Deep Learning

We explore a new metadata inference approach to infer the type of BAS points
from time series data based on convolutional neural networks. The purpose is to
investigate the inference problem from a purely data-driven perspective where
the efforts to design hand-crafted features are avoided. To incorporate sequen-
tial information in this type of problems, other efforts have been made to exploit
deep neural networks, especially convolutional neural networks (CNN) for end-
to-end time series classification [55]. With different processing units (e.g., con-
volution, pooling, rectifiers), CNNs have also shown success in computer vision,
natural language processing, speech recognition, and time series analysis [56].
CNNSs have been mostly used as a supervised classification model when initially
being designed. However, one special architecture of CNN has been proposed
as an unsupervised feature extraction method directly using an auto-encoder
(AE) structure [57]. Convolutional neural network auto-encoders (CAE) learn
how to map the original data into a latent representation (encoding process)
which is then mapped back to the original data (decoding process) using a con-
volutional layer in the middle. This lower-dimensional latent representation can
then be used to interrogate the time series. Due to the convolution operations
performed by continuously sliding windows of different scales to the time series,
the sequential information is preserved in the latent layer. Like any other neural
network architecture, CAEs have several variations made possible by the choice
of pooling and unpooling operations [58], convolution and deconvolution oper-
ations [59], tied weights for encoder and decoder layers [60], predicting noise
as targets instead of the original inputs [61], etc. As CAEs reduce the efforts
to build hand-crafted engineered features and can incorporate sequential infor-
mation, we attempt to build a specific architecture of CAE for the purpose of
inferring sensor metadata from time series in buildings. Additionally, as a com-
parison of supervised method versus unsupervised feature extraction methods,
we will also build a CNN as a classier directly. The detailed description of the
proposed method will be presented in the next section.

3.3 Data

We use the same dataset used in [54] extracting the top 20 most frequent BAS
points (see [62]) as shown in Fig.8. Specifically the dataset contains historical
measurements for sensors and control points in Air Handling Units (AHUSs) from
421 buildings across 35 different building sites in the United States. We limit
our scope to a single month (January) from the whole dataset. This eventually
gives us a raw data matrix X of size 4822 x 2976, representing 4822 BAS points
with each having 2976 samples in January of the year 2015 (i.e., 1 sample every



Data-Driven Operation of Building Systems 41

15min). It is worth noting that the sensor tags shown in Fig. 8 actually encode
the metadata information including point types, physical quantities, medium,
and functions. For example, “DischargeAirTemperatureSetpoint” represents a
set point controlling the temperature of the air to be discharged out of an AHU.

DischargeAirTemperature - S
ReturnAirTemperature -/ S
MixedAirTemperature -/
CoolingOutp ut: -
DuctStaticPressure -/
SupplyFanStatus -/ — 8
Supply FanOutp ut -
OutsideAirTemperature -
ZoneTemperature - I
5 ReturnAirHumidity -
& DischargeAirTemperatureSetpoint - —

SupplyFanCommand -

ReturnAirQuality -
OutdoorAirFlow -
Occupancy - I
HeatingOutput - I

DischargeAirFlow -
ReturnFanOutput - I

OutdoorAirHumidity -

PreheatTemperature -
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Fig. 8. Frequency counts for 20 most frequently appearing sensor/actuator tags in the
dataset.
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Fig. 9. Frequency counts of each point label across 35 different sites, the number in
the horizontal axis represents the total number of points at this site

To better understand how these 20 different types of point labels spread over
building sites, Fig. 9 shows the number of counts of each label across sites, sorted
from the site with most numbers to the least. We can see the distribution is quite
unbalanced with some sites having up to 1247 points and some only have 1 point.
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3.4 Methodology

We start by defining the problem of time series classification using more specific
notation. Given N one-dimensional time series of length 7' from N sensors in a
building XV*T = {2y, -+ , 24, , 2N}, where 2; € RT and the corresponding
class labels are YV*1 = {yy,--- Jy;,--+ ,yn} and y; € {1,2,---,C} (C is the
number of unique classes), the objective is to predict the class labels Y based
on time series data X alone.

Suppose we have a function or a model f, which is able to map x to y.
Denote §; = f(z;) representing the mapping relationship. The performance of
the model can be quantified by comparing the predicted label g; with the true
label y; using a loss function h. One example loss function can be defined in
terms of the zero-one loss using the indicator function:

hy,§) =1y = 9) (10)

If we evaluate different models from a model set F using N time series, the
optimal model can be found through the following optimization problem:

N

ff=arg minz h(yi, f(x;)) (11)

feF -

This model f is typically trained using a portion of labeled data (both = and y
are given) and then evaluated on the remaining unlabeled data (only z is given).
The model involves two parts, namely feature extraction and classification. Fea-
ture extraction aims to find the feature, which is another representation of the
original data X, that allows the classifier to better discriminate data of different
types. Depending on the underlying assumptions of the data, various strategies
can be used to build the model with distinct features and diverse classifiers.

In this approach, the CNN is used as a supervised classifier on raw time series
data directly. The architecture can be seen in Fig. 10 where we feed data with
batch size B of dimension T". We build the network with two convolutional layers
and two pooling layers followed by a fully connected layer with 30% drop-out
ratio. The number of convolutional filters and the size for convolution as well as
the pooling can be seen in the figure as well. The last layer is based a softmax
function to map the continuous variables to C' discrete labels. This model can
be trained from the data with known labels and then used to infer the metadata
for points with unknown labels.

In the implementation phase, we use a batch size of 200 with the dimension
of the data being 2976 (one-month-long) to predict 20 different classes. The
training and testing strategy will be discussed later. We refer to this approach
as cnn-clf.

3.5 Convolution Neural Network Auto Encoder

A simple one hidden layer auto-encoder takes an input z; € R” and maps it
to a latent representation h; € R? using an encoder function h; = fg(z;) =
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Fig. 10. Architecture of the convolutional neural network for time series data classifi-
cation

o(Wz; +b) where W € R¥™T and b € R? are the weight and bias parameters
respectively, and o(+) is an activation function?. The latent representation h; is
then mapped back to the reconstructed input #; € R” using an decoder function
& = gp(hi) = o(W'h; +b) where weights (W) are normally tied with the
parameters from the symmetric encoder layer forcing W7 = W'. This reduces
the number of parameters to train and regularizes the model to be simple. By
minimizing the following loss among all samples iteratively, we can find values
for weight and bias parameters that minimize the reconstruction error:

N N
Loss =Y ||z — &illa = Y _ || {zi — gp [fe()]} |2 (12)
=1 =1

Normally, the auto-encoder can have multiple encoder and decoder layers
which allows one to learn a deeper representation. The loss function can be
represented as follows with a chain structure if we have m encoder layers and
decode layers:

N
Loss = Z | [z = gp(gb (- 9B (FE ¢ (Fe(@))))] |2 := [1X = Dy (&0 (X))l r

(13)
where D and £ are notations used to represent all decoder and encoder layers
respectively, with weights and biases denoted as ¢ and 6.

CAE essentially has the same structure as a regular auto-encoder with the
difference being that the encoder function is based on convolution and pooling
operations and the decoder function is based on deconvolution and unpooling
operations. A good explanation with 2D images can be found in [59]. An example
of the CNN architecture for time series can be seen in Fig. 11.

2 The activation function o is normally in the form of sigmoid, tanh or ReLU.
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Fig. 11. Architecture of the convolutional neural network autoencoder for feature
extraction

To explain the architecture, we use an auto-encoder with two encoder layers
and two decoder layers. The structure of the layers has the transformation from
hEY = fpi(xi), hi = fe2(hPY),hP? = gpa(hy), 25 = gpi(hP?). Suppose we are
using k filters to apply the convolution on input X with a stride of 1 and padding
0 to make sure each filter slides T times, then we will have h¥! of dimension
N x T x k, and hf,i = o(x; * W* + b¥) where x is the convolution operation
by sliding the window on the data and take the weighted summation. A good
illustration of common operations including convolution, deconvolution, pooling
and unpooling can be seen in [59].

In addition to these typical operations for CAE, we also adopt the batch
normalization (BN) technique to avoid the problem of vanishing gradients as is
suggested in [63]. Due to the fast speed of rectified linear units (ReLU), we will
use it as the o activation function after the convolution operation. The weights
will also be tied to the encoder and decode layers. However, since there exist
negative values in the time series data and ReLU will force them to be zero,
we will not apply any activation for the last layer in order to reconstruct the
original input. Hence, the weights on the last layer will not be tied with weights
from the first layer while the weights on the rest layer are tied in a symmetric
fashion.

Once the network is trained, we can use the latent representation fi(-)
in the hidden layer as the feature on which to perform classification. In the
implementation phase, we use the same parameter for the convolutional layers
and pooling layers specified in the figure. We mark this feature caeF. Such
feature incorporating sequential information will be evaluated on a classifier to
compare with the existing hand-crafted engineered features.
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3.6 Baseline Approach

Instead of using the same list of features in [54], which are based on existing
approaches, directly as the baseline, we group the features into several categories
based on the literature:

— Statistical feature (statF): Descriptive statistics such as mean, median, stan-
dard deviation, etc. of the time series.

— Window feature (winF): We divide the data into multiple sliding windows
and calculate features within each window. For each feature calculated over
multiple windows, other statistics can be used to generate a higher level of
abstraction.

— Time-frequency feature (tfaF): Features derived from time-frequency analysis
information including fast Fourier transform (FFT) and wavelet analysis.

— Distance-based similarity feature (dtwF): We use dynamic time warping
(DTW) as a distance measure to quantify the similarity between any pair
of time series.

Additionally, we will also concatenate the above features to produce a com-
bined feature (combF). For each of the features above, a Random Forest will
be used as the classification model since it showed the best performance in [54].

It is worth noting that the above categories of features could have overlaps,
for example, STFT in time-frequency analysis can also be considered as a win-
dow feature. Thus, by winF we mean applying statistics on windows, and by
time-frequency feature, we mean applying Fourier transform and wavelet decom-
position on the whole time series without using windows. Also, for the combined
feature, we will simply combine all of the features. The study of mixing and
combining different features is not the focus of this work.

To summarize, we will use five approaches based on existing literatures
including statF, winF, tfaF, dtwF and combF, and two approaches based
on convolutional neural networks namely cnn-clf and caeF. These approaches
are all feature extractions methods which will be combined with random forest
to make predictions except for cnn-clf which can classify point types directly.

3.7 Experiments

To explore the generalizability of the neural network based approaches versus
the baseline approach, we use data from all but one sites to train and use the
data from the remaining sites to test, and we iterate over sites.

The average accuracy over different testing sites of the 20-class classification
problem can be seen in Table1 for each approach. The two approaches yielding

Table 1. Average accuracy for each approach

statF | winF' | tfaF | dtwF | combF | cnn-clf | caeF
Accuracy | 0.60 |0.61 |0.45|0.57 |0.61 0.57 0.61
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Fig. 12. Violin plots over 35 sites for different approaches

input signal reconstructed signal
60 - 60 -
40 40 -
0 500 1000 1500 2000 2500 3000 g- @l & g \sw“- _p“Q‘ ‘b@’
conv 1 unpool 2
:: WWMM-/“VM‘)\/’\M’\ .
WA re Y y |
* i e F ,
TR AR MY TR

I_Lluu.kmuuwmmﬂ
= WWTT‘WWWHKWWWWWWWWNW%
s

B S

unpool 1

D

Fig. 13. An example of how CAE is used to reconstruct the time series signal

the best score are winF and caeF, suggesting CNN based approaches can reach
comparable performance with respect to the existing approaches.
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Fig. 14. Confusion matrix normalized by row using CAE and Random Forest. The
number inside the bracket besides the label name on the vertical axis represents the
number of testing instances for this class

To better understand how the accuracy vary when different test sites are
being used, we present the accuracy distribution over 35 sites using violin plots
in Fig. 12. As we can see they all have very similar performance near 60%, with
winF and caeF having slightly better results. This confirms that CNN-based
unsupervised approach can perform similarly compared with existing statistical-
based approaches. Note that for this 20-class classification problem with unbal-
anced samples in each class (seen in Fig. 8), if we have a baseline model predict-
ing every testing samples as belonging to the most frequent class, the resulting
accuracy would be just 11%.

To visualize the reconstruction capability of CAE, we show an example of
how one time series signal can be reconstructed going through convolution, pool-
ing, unpooling, and deconvolution operations in Fig. 13. The plot under the title
is the output of the signal after each operation. The operation after second pool-
ing will produce the latent representation, which is also illustrated in Fig.11.
The reconstructed signal shown in Fig. 13 is very close to the input signal, which
implicitly suggests the hidden latent representation could be a good approxima-
tion (feature) of the original time series.

To further understand how this approach performs for each class, we plot the
normalized confusion matrix in Fig. 14 for caeF. As we can see, all temperature
sensors, air flow sensors, fan outputs, along with heating and cooling outputs
are easily confused. This motivates us to explore the idea of using a hierarchical
classifier where we group 20 different types into larger groups and use two nested
classifiers to recognize point types.
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4 Conclusions

Sensing, actuation and computation hardware have been decreasing in cost and
increasing in capabilities at an accelerating pace over the last few decades. It
is projected that there will be over a trillion connected objects (e.g., electricity,
water and gas meters, appliances, etc.) in the world in the next decade, most
of which will be housed inside buildings. Our case studies reveal that the rapid
proliferation of sensing/control devices, alone, will not improve the building sys-
tems being monitored or significantly alter the way these systems are managed or
controlled as there is a steep requirement for carefully designed computational
approaches to infer rich contextual information from the measurements made
by these devices. When data about the physical world is a commodity, it is the
ability to extract actionable information from this resource what generates value
and, more often than not, this process requires significant domain expertise.

In our first case study, we presented FactorNet: an auxiliary distribution
capable of approximating any multivariate Bernoulli distribution arbitrarily well
whilst at the same time having a functional form that is simple enough to allow
for drawing samples as well as computing the mode of the posterior efficiently.
This distribution was then used to disentangle current waveforms of different
appliances from measurements in which they were linearly combined together.
Furthermore, using the auxiliary function, the joint and posterior distributions
can be obtained in linear time by approximating the chain rule factorization by
a succession of neural networks which allows for using a training objective that
minimizes the divergence between the joint distributions directly circumventing
the need for ELBO minimization.

However, experiments in which FactorNet incorporates temporal dependen-
cies have not yet been conducted. Note that FactorNet was conceived out of the
realization that auxiliary distributions that assume independence in the poste-
rior are detrimental when modeling temporal dependencies, i.e. the posterior
collapses onto a single state and most of the uncertainty falsely explained away.
This prohibits temporal models from reversing previous decisions like e.g. the
Viterbi [64] algorithm would. FactorNets performance with temporal dependen-
cies needs yet to be determined.

For our second case study, we explored a purely data-driven approach to
the problem of building automation system metadata inference based on con-
volutional neural networks. The approach can generate similar and sometimes
better performance than existing approaches. However, when the model makes
incorrect predictions, it is difficult to ascertain why it erred. Thus, there is a
need to develop new methods to understand the behaviors of the metadata
inference approaches and recognize when the model will fail and why it fails.
Here the moral of the story is different than in the first study: fully data-driven
approaches, though capable and flexible to complete certain inference procedures
as well as other approaches, lack the explanatory power that simpler approaches
may have.



Data-Driven Operation of Building Systems 49

Acknowledgments. We would like to acknowledge the Siebel Foundation for the
funding that partially supported the research presented in this paper. This research was
also partially funded by the Pennsylvania Infrastructure Technology Alliance (PITA),
and the Department of Energy project grant DE-EE0007682. We would also like to sin-
cerely thank Dr. Youngchong Park, Erik Paulson, and Andrew Boettcher from Johnson
Controls International for providing the data used in the second case study; Dr. Michael
Brambley and Dr. Andrew Stevens from the Pacific Northwest National Laboratory
for their guidance and comments about the second case study; as well as Aarti Singh
and Alex Davis for conversations that crystalized the general description provided in
Sect. 1.1. The opinions expressed here are those of the authors and do not necessarily
reflect the views of the sponsors.

References

1. U.S. Energy Information Administration: Annual Energy Review 2011. None,
annual edition. Energy Information Administration, October 2012

2. Kiliccote, S., Piette, M.A., Hansen, D.: Advanced controls and communications for
demand response and energy efficiency in commercial buildings. Technical report,
Lawrence Berkeley National Laboratory (LBNL), January 2006

3. Froelich, J., Everitt, K., Fogarty, J., Patel, S., Landay, J.: Sensing opportunities for
personalized feedback technology to reduce consumption. In: The CHI Workshop
on Defining the Role of HCI in the Challenge of Sustainability (2009)

4. Roth, K.W., Westphalen, D., Feng, M.Y., Llana, P., Quartararo, L.: Energy impact
of commercial building controls and performance diagnostics: market characteri-
zation, energy impact of building faults and energy savings potential. Technical
report TTAX LLC D0180, TTAX LLC, Cambridge, August 2005

5. Ma, Y., Borrelli, F., Hencey, B., Coffey, B., Bengea, S., Haves, P.: Model predictive
control for the operation of building cooling systems. IEEE Trans. Control Syst.
Technol. 20(3), 796-803 (2012)

6. Agbi, C., Song, Z., Krogh, B.H.: Parameter identifiability for multi-zone building
models. In: CDC, pp. 6951-6956 (2012)

7. Gubbi, J., Buyya, R., Marusic, S., Palaniswami, M.: Internet of things (IOT): a
vision, architectural elements, and future directions. Future Gener. Comput. Syst.
29(7), 1645-1660 (2013)

8. Horch, A., Kubach, M., Rofinagel, H., Laufs, U.: Why should only your home be
smart?-a vision for the office of tomorrow. In: 2017 IEEE International Conference
on Smart Cloud (SmartCloud), pp. 52-59. IEEE (2017)

9. Chilipirea, C., Ursache, A., Popa, D.O., Pop, F.: Energy efficiency and robustness
for IOT: building a smart home security system. In: 2016 IEEE 12th International
Conference on Intelligent Computer Communication and Processing (ICCP), pp.
43-48. IEEE (2016)

10. Ploennigs, J., Dibowski, H., Ryssel, U., Kabitzsch, K.: Holistic design of wireless
building automation systems. In: 2011 IEEE 16th Conference on Emerging Tech-
nologies Factory Automation (ETFA), pp. 1-9 (2011)

11. Livingood, W., Stein, J., Considine, T, Sloup, C.: Review of current data exchange
practices: providing descriptive data to assist with building operations decisions.
Technical report NREL/TP-5500-50073, National Renewable Energy Laboratory,
Golden, May 2011

12. Kastner, W., Neugschwandtner, G., Soucek, S., Newmann, H.: Communication
systems for building automation and control. Proc. IEEE 93(6), 1178-1203 (2005)



50

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

M. Bergés et al.

Dawson-Haggerty, S., Jiang, X., Tolle, G., Ortiz, J., Culler, D.: sMAP: a simple
measurement and actuation profile for physical information. In: Proceedings of the
8th ACM Conference on Embedded Networked Sensor Systems, SenSys 2010, pp.
197-210. ACM, New York (2010)

Krioukov, A., Fierro, G., Kitaev, N., Culler, D.: Building application stack (BAS).
In: Proceedings of the Fourth ACM Workshop on Embedded Sensing Systems for
Energy-Efficiency in Buildings, BuildSys 2012, pp. 72-79. ACM, New York (2012)
Rowe, A., Berges, M., Bhatia, G., Goldman, E., Rajkumar, R., Garrett, J.H.,
Moura, J.M.F., Soibelman, L.: Sensor Andrew: large-scale campus-wide sensing
and actuation. IBM J. Res. Dev. 55(1.2), 6:1-6:14 (2011)

Agarwal, Y., Gupta, R., Komaki, D., Weng, T.: BuildingDepot: an extensible and
distributed architecture for building data storage, access and sharing. In: Proceed-
ings of the Fourth ACM Workshop on Embedded Sensing Systems for Energy-
Efficiency in Buildings, BuildSys 2012, pp. 64-71. ACM, New York (2012)

Liu, X., Akinci, B., Berges, M., Garrett Jr., J.H.: An integrated performance anal-
ysis framework for HVAC systems using heterogeneous data models and building
automation systems. In: Proceedings of the Fourth ACM Workshop on Embedded
Sensing Systems for Energy-Efficiency in Buildings, BuildSys 2012, pp. 145-152.
ACM, New York (2012)

Rahm, E., Bernstein, P.A.: A survey of approaches to automatic schema matching.
VLDB J. 10(4), 334-350 (2001)

Granderson, J., Piette, M.A., Ghatikar, G.: Building energy information systems:
user case studies. Energ. Effi. 4(1), 17-30 (2011)

Jagpal, R.: Computer aided evaluation of HVAC system performance: technical
synthesis report. Technical report, International Energy Agency (2006)
Katipamula, S., Brambley, M.R.: Review article: methods for fault detection, diag-
nostics, and prognostics for building systems—a review, part I. HVAC&R Res.
11(1), 3-25 (2005)

Liu, X., Akinci, B., Berges, M., Garrett Jr., J.H.: Extending the information deliv-
ery manual approach to identify information requirements for performance analysis
of HVAC systems. Adv. Eng. Inf. 27(4), 496-505 (2013)

Botts, M., Percivall, G., Reed, C., Davidson, J.: OGC®) sensor web enablement:
overview and high level architecture. In: Nittel, S., Labrinidis, A., Stefanidis, A.
(eds.) GSN 2006. LNCS, vol. 4540, pp. 175-190. Springer, Heidelberg (2008).
https://doi.org/10.1007/978-3-540-79996-2_10

Whitehouse, K., Zhao, F., Liu, J.: Semantic streams: a framework for composable
semantic interpretation of sensor data. In: Romer, K., Karl, H., Mattern, F. (eds.)
EWSN 2006. LNCS, vol. 3868, pp. 5-20. Springer, Heidelberg (2006). https://doi.
org/10.1007/11669463_4

Potter, D.: Smart plug and play sensors. IEEE Instrum. Meas. Mag. 5(1), 28-30
(2002)

Greveler, U., Glosekotterz, P., Justusy, B., Loehr, D.: Multimedia content identi-
fication through smart meter power usage profiles. In: Proceedings of the Interna-
tional Conference on Information and Knowledge Engineering (IKE), The Steering
Committee of The World Congress in Computer Science, Computer Engineering
and Applied Computing (WorldComp), p. 1 (2012)

Mohassel, R.R., Fung, A., Mohammadi, F., Raahemifar, K.: A survey on advanced
metering infrastructure. Int. J. Electr. Power Energy Syst. 63, 473-484 (2014)
Zeifman, M., Roth, K.: Nonintrusive appliance load monitoring: review and out-
look. IEEE Trans. Consum. Electron. 57(1), 76-84 (2011)


https://doi.org/10.1007/978-3-540-79996-2_10
https://doi.org/10.1007/11669463_4
https://doi.org/10.1007/11669463_4

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

Data-Driven Operation of Building Systems 51

Zoha, A., Gluhak, A., Imran, M.A., Rajasegarar, S.: Non-intrusive load monitoring
approaches for disaggregated energy sensing: a survey. Sensors 12(12), 16838-16866
(2012)

Jia, R., Gao, Y., Spanos, C.J.: A Fully Unsupervised Non-intrusive Load Monitor-
ing Framework (2015)

Johnson, M.J., Willsky, A.S.: Bayesian nonparametric hidden semi-markov models.
J. Mach. Learn. Res. 14(1), 673-701 (2013)

Kolter, J.Z., Jaakkola, T.: Approximate inference in additive factorial HMMs with
application to energy disaggregation. In: International Conference on Artificial
Intelligence and Statistics, pp. 1472-1482 (2012)

Lange, H., et al.: Disaggregation by State Inference a Probabilistic Framework for
Non-intrusive Load Monitoring (2016)

Ghahramani, Z., Jordan, M.I.: Factorial hidden Markov models. Mach. Learn.
29(2-3), 245-273 (1997)

Lange, H., Berges, M.: Variational bolt: approximate learning in factorial hidden
Markov models with application to energy disaggregation. In: AAAT (2018)

Ng, Y.C., Chilinski, P.M., Silva, R.: Scaling factorial hidden Markov models:
stochastic variational inference without messages. In: Advances in Neural Infor-
mation Processing Systems, pp. 4044-4052 (2016)

Hart, G.W.: Nonintrusive appliance load monitoring. Proc. IEEE 80(12), 1870-
1891 (1992)

Jordan, M.I., Ghahramani, Z., Jaakkola, T.S., Saul, L.K.: An introduction to vari-
ational methods for graphical models. Mach. Learn. 37(2), 183-233 (1999)
Hoffman, M.D., Blei, D.M., Wang, C., Paisley, J.: Stochastic variational inference.
J. Mach. Learn. Res. 14(1), 1303-1347 (2013)

Kingma, D.P., Welling, M.: Auto-encoding variational bayes. arXiv preprint
arXiv:1312.6114 (2013)

Geman, S., Geman, D.: Stochastic relaxation, Gibbs distributions, and the
Bayesian restoration of images. IEEE Trans. Pattern Anal. Mach. Intell. 6, 721-741
(1984)

Rezende, D.J., Mohamed, S.: Variational inference with normalizing flows. arXiv
preprint arXiv:1505.05770 (2015)

Gao, J., Giri, S., Kara, E.C., Bergés, M.: PLAID: a public dataset of high-resolution
electrical appliance measurements for load identification research: demo abstract.
In: Proceedings of the 1st ACM Conference on Embedded Systems for Energy-
Efficient Buildings, BuildSys 2014, pp. 198-199. ACM, New York (2014)

Ellis, C., Scott, J., Constandache, 1., Hazas, M.: Creating a room connectivity
graph of a building from per-room sensor units. In: Proceedings of the Fourth
ACM Workshop on Embedded Sensing Systems for Energy-Efficiency in Buildings,
BuildSys 2012, pp. 177-183. ACM, New York (2012)

Hong, D., Ortiz, J., Whitehouse, K., Culler, D.: Towards automatic spatial verifica-
tion of sensor placement in buildings. In: Proceedings of the 5th ACM Workshop on
Embedded Systems for Energy-Efficient Buildings, BuildSys 2013, pp. 13:1-13:8.
ACM, New York (2013)

Lu, J., Whitehouse, K.: Smart blueprints: automatically generated maps of homes
and the devices within them. In: Kay, J., Lukowicz, P., Tokuda, H., Olivier, P.,
Kriiger, A. (eds.) Pervasive 2012. LNCS, vol. 7319, pp. 125-142. Springer, Heidel-
berg (2012). https://doi.org/10.1007/978-3-642-31205-2_9

Liu, X., Akinci, B., Garrett Jr, J.H., Berges, M.: Requirements and development of
a computerized approach for analyzing functional relationships among HVAC com-
ponents using building information models. In: CIB W078-W102, France (2011)


http://arxiv.org/abs/1312.6114
http://arxiv.org/abs/1505.05770
https://doi.org/10.1007/978-3-642-31205-2_9

52

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

M. Bergés et al.

Koc, M., Akinci, B., Bergés, M.: Comparison of linear correlation and a statis-
tical dependency measure for inferring spatial relation of temperature sensors in
buildings. In: Proceedings of the 1st ACM Conference on Embedded Systems for
Energy-Efficient Buildings, BuildSys 2014, pp. 152-155. ACM Press, New York,
November 2014

Gao, J., Ploennigs, J., Bergés, M.: A data-driven meta-data inference framework for
building automation systems. In: Proceedings of the 2nd ACM International Con-
ference on Embedded Systems for Energy-Efficient Built Environments, BuildSys
2015 (2015)

Holmegaard, E., Kjeergaard, M.B.: Mining building metadata by data stream com-
parison. In: Proceeding of the 2016 IEEE Conference on Technologies for Sustain-
ability, pp. 28-33 (2016)

Hong, D., Gu, Q., Whitehouse, K.: High-dimensional time series clustering via
cross-predictability. In: Singh, A., Zhu, J. (eds.) Proceedings of the 20th Inter-
national Conference on Artificial Intelligence and Statistics, Fort Lauderdale, FL,
USA. Proceedings of Machine Learning Research, PMLR, vol. 54, pp. 642-651
(2017)

Matejka, J., Fitzmaurice, G.: Same stats, different graphs. In: Proceedings of the
2017 CHI Conference on Human Factors in Computing Systems, CHI 2017, pp.
1290-1294. ACM Press, New York (2017)

Hong, D., Wang, H., Ortiz, J., Whitehouse, K.: The building adapter. In: Proceed-
ings of the 2nd ACM International Conference on Embedded Systems for Energy-
Efficient Built Environments, BuildSys 2015, pp. 123-132. ACM Press, New York,
November 2015

Gao, J., Berges, M.: A large-scale evaluation of automated metadata inference
approaches on sensors from air handling units. In: Advanced Engineering Infor-
matics (2018, to appear)

Wang, Z., Yan, W., Oates, T.: Time series classification from scratch with deep
neural networks: a strong baseline. arXiv:1611.06455 [cs, stat] (2016)

LeCun, Y., Bengio, Y.: Convolutional Networks for Images, Speech, and Time
Series, pp. 255-258. MIT Press, Cambridge (1998)

Masci, J., Meier, U., Ciresan, D., Schmidhuber, J.: Stacked convolutional auto-
encoders for hierarchical feature extraction. In: Honkela, T., Duch, W., Girolami,
M., Kaski, S. (eds.) ICANN 2011. LNCS, vol. 6791, pp. 52-59. Springer, Heidelberg
(2011). https://doi.org/10.1007/978-3-642-21735-7_7

Turchenko, V., Chalmers, E., Luczak, A.: A Deep Convolutional Auto-Encoder
with Pooling - Unpooling Layers in Caffe, January 2017

Noh, H., Hong, S., Han, B.: Learning Deconvolution Network for Semantic Seg-
mentation, May 2015

Dong, J., Mao, X.J., Shen, C., Yang, Y.B.: Learning Deep Representations Using
Convolutional Auto-encoders with Symmetric Skip Connections, November 2016
Bojanowski, P., Joulin, A.. Unsupervised learning by predicting noise.
arXiv:1704.05310 [cs, stat] (2017)

Gao, J.: A metadata inference framework to provide operational information sup-
port for fault detection and diagnosis applications in secondary HVAC systems.
Ph.D. thesis, CEE Department, Carnegie Mellon University, December 2017
Toffe, S., Szegedy, C.: Batch Normalization: Accelerating Deep Network Training
by Reducing Internal Covariate Shift, February 2015

Viterbi, A.J.: Error bounds for convolutional codes and an asymptotically optimum
decoding algorithm. IEEE Trans. Inf. Theor. 13(2), 260-269 (1967)


http://arxiv.org/abs/1611.06455
https://doi.org/10.1007/978-3-642-21735-7_7
http://arxiv.org/abs/1704.05310

q

Check for
updates

A Prototype Tool of Optimal Wireless Sensor
Placement for Structural Health Monitoring

Weixiang Shi, Changzhi wu®, and Xiangyu Wang

Australian Joint Research Centre for Building Information Modelling,
Curtin University, Bentley, WA 6102, Australia
C.Wu@exchange. curtin. edu. au

Abstract. With increasing collapses of civil infrastructures and popularized
utilization of large-scale structures, worldwide deployment of structural health
monitoring (SHM) systems is of importance in emerging and future SHM
industry. A reliable and practical tool of optimal wireless sensor placement
(OWSP) can promote implementation of wireless-based SHM systems by
reducing construction cost, extending lifetime and improving detection accu-
racy. This paper presents a prototype of wireless sensor placement (WSP) for
bridge SHM based on multi-objective optimisation (MOO) technique and bridge
information modelling (BrIM) technology. MOO technique is used to determine
sensor locations by simultaneously searching for multiple trade-offs among
structural engineering, wireless engineering and construction management. The
BrIM model will be used as a platform to validate and visualize the proposed
MOO. A BrIM integrated design tool will be developed to improve the effi-
ciency in design stage through visualisation capabilities and semantic enrich-
ment of a bridge model. As future applications, 4D BrIM that combines
time-related information in visual environments with the 3D geometric and
semantic BrIM model will help engineers and contractors to visualise possible
defects and project costs in the real world.

Keywords: Structural health monitoring (SHM)
Optimal wireless sensor placement (OWSP)
Multiple objective optimization (MOO)

Bridge information modelling (BrIM)

1 Introduction

The failure of a civil infrastructure is a serious issue around the world. Though total
collapses of civil infrastructures are exceedingly rare, distress caused by hazard effects
and frequent loads is increasingly occurring during the life of a civil structure. For
example, from the public report between 2009 and 2012, 8 bridges collapsed in China
and more than 20 people dead for these accidents. In the United States, 1254 bridge
failures that occurred from 1980 to 2012 has been reported [1]. In Australia, over 60%
of bridges of all local roads are used over 50 years and approximately 55% of all
highway bridges are used more than 20 years [2]. The qualified civil infrastructure is
originally good, but continued neglect of health state during the life could cause fatal
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disasters. Thus, the uncertain state of the civil infrastructure without health monitoring
might threat the safety of people around the world.

SHM is to use advanced technology in order to evaluate structural performance and
identify structural damage. Recently it is extensively implemented on infrastructures
throughout the world [3]. However, the current engineering practices based on
wire-based SHM systems require a tremendous labour cost and implementation time.
For example, the cost of the wire-based SHM systems deployed on the Bill Emerson
Memorial Bridge and TsingMa Bridge reach $1.3 and $8 million [4]. Moreover,
especially in some complex civil infrastructures of high-rise buildings and long-span
bridges, that could be more costly. In Australia, there are around 22,500 bridges with a
replacement value of about AUDS$ 3 billion, and an annual maintenance expenditure of
about AUDS$300 million [5]. The increasing demand of SHM systems promotes
cost-effective and easily deployed wireless-based SHM system as substitutes for con-
ventional wire-based SHM systems. As such, installation and maintenance costs can be
reduced from several thousand dollars per sensing channel to $100 per channel in the
wireless-based SHM [6].

Monitoring infrastructure performance requires a significant amount of knowledge
in structural engineering that computer science researchers are usually unfamiliar with.
As a result, most previous works on wireless-based SHM systems were done by
researchers in civil engineering without considering performance of wireless sensor
network (WSN) and number of sensors [7]. However, the performance of WSN with
respect to connectivity, reliability, energy efficiency and fault tolerance must be con-
sidered in addition to the accurate modal information from perspective of civil domain.
Thus, how to develop an approach of wireless sensor placement (OWSP) for
wireless-based SHM systems considering construction cost and wireless transmission
quality is important, especially on large-scale structures. Multi-objective optimization
(MOO) technique is a potential technique to balance the most optimal result in accu-
racy of modal information, reliability of wireless link and number of sensors. Tradi-
tionally, researchers attempted to determine OWSP problems for SHM systems usually
modelled as a constrained single objective function through aggregating multiple
objectives into a single objective with weighted function. However, in practice, how to
determine the weight for each objective function is still subjective and challenging.

In this work, we tackle above issues and draw attention to formulate the mathe-
matical model of OWSP for wireless-based SHM system by considering modal
information, wireless link, energy consumption and number of sensors as a
multi-objective optimization problem. Then, we will develop a MOO technique for
searching all the possible best configurations of SHM-specific wireless sensor network
applications under the sense of Pareto-front. Then, a decomposition-based firefly
algorithm is developed to solve this multi-objective optimization problem. To the best
of our knowledge, there are rather limited methods available for OWSP under MOO
framework. Our developed method is then integrated with BrIM technology for better
visualization.

The rest of paper is organised as follow. In Sect. 2, we make a literature review of
OWSP, MOO technique and importance of integration with BrIM. In Sect. 3, we
provide a study framework of our research. In Sect. 4, a case study is presented. In
Sect. 5, we conclude our research and highlights our future work.
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2 State-of-the-Art

In this section, we first summary the traditional approaches of OWSP for SHM sys-
tems. There is still limited applicability and flexibility in those proposed OWSP
determinations designed to address the configuration problem of wireless-based SHM
systems. Then we review the recent development of MOO technique and its applica-
tions in generic OWSP problem. The reason of recent MOO techniques for generic
OWSP problem which cannot be directly used in SHM systems will be clarified.

2.1 Approaches of OWSP

In past few years, researchers from civil engineering have proposed numerous
approaches of OWSP for SHM systems. Examples include effective independence
(EI) method which ranks sensor locations by determinant of FIM results [8], effective
independence method with driving point residue which DPR was considered as an
index to weight the relative contribution of each node [9], kinetic energy (KE) method
which is supposed to ranks the KE instead of the determinant of FIM [10], modified
variance (MV) method which can optimize sensor configuration and test all targets by
reducing computation time [11]. Recent advances in computation engineering have
paved the new way for approaches of OWSP because of these approaches are more
efficient in blind searching and global optimization. The genetic algorithm (GA) can be
used in OWSP as a substitute for conventional optimization methods [12] and lots of
developed GAs have been published, such as generalized genetic algorithm
(GGA) [13]. The monkey algorithm applied in OWSP for SHM also can obtain optimal
sensor configuration [14]. The firefly algorithms (FA) which is a metaheuristic algo-
rithm has been developed for OWSP [15]. The above methods for addressing OWSP
are mainly based on single objective optimization method. In single objective opti-
mization, the aim is to maximise or minimise a single objective under various
constraints.

In fact, there are multiple objectives existing in real cases, such as energy con-
sumption, number of sensor nodes, system lifetime. Although researchers try to convert
multiple objectives into single objective using weighting method and then to solve the
problem with single objective optimization method, this conversion could make the
optimization results unreal or insufficient for commercial use when the multiple
objectives conflict with each other while subjective weights are adopted. Unfortunately,
multiple objectives in OWSP of wireless-based SHM systems are nature conflicting.
Thus, we need to develop methods to optimize multiple objectives under various
constraints without conversion. In this paper, we will develop a multi-objective opti-
mization technique into OWSP for wireless-based SHM.

2.2 MOO Techniques

Many real problems involve multiple objectives are complex, since multiple conflicting
objectives have to be faced with several kinds of constraints. Therefore, MOO tech-
niques are more practical and efficient for the OWSP problems due to multiple
objectives are simultaneously optimized in MOO techniques [16, 17]. Researchers have
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proposed various MOO techniques in generic applications of WSN, but these
approaches for generic applications cannot be directly used in SHM due to specific
difficulties in damage detection [18, 19]. For example, a multi-objective evolutionary
algorithm based on decomposition (MOEA/D) with fuzzy dominance for searching of a
trade-off among overage, lifetime, energy consumption and connectivity has been
proposed for addressing OWSP problems in generic WSN applications. This proposed
approach is only tested in mathematical model with prior information of coverage area
for each sensor which can not detect damage in SHM cases [19]. A MOO technique
based on wavelet particle swarm algorithm has been developed for OWSP in specific
bridge dynamic monitoring. Due to the lack of considering number of sensors and
knowledge of real structural responses, it is still far away from real cases [20, 21]. An
optimization approach of wireless ad hoc network planning have been proposed for
finding the optimal performance region of a wireless ad hoc network when multiple
performance metrics are considered, but it still did not specifically study the specific
metrics in SHM [22, 23]. The multi-object optimization method has also been pre-
sented in industry automation control and potentially to be practically solve
two-objective conflict control problem. This approach could be to find a more efficient
controller for greenhouse environment control but it is still hard to apply in SHM
systems since each node in wireless-based SHM systems do not have specific coverage
area [24, 25].

In general, existing MOO techniques have been proposed only for generic wireless
sensor network applications, such as fire detection, environment monitoring [26-29]. In
these generic applications, MOO do help them to get a better optimization results
compared to single objective optimization method because all objectives, such as
energy consumption and data transmission quality, can be optimised simultaneously
where some important points in the optimization process may not be ignored. However,
OWSP of wireless-based SHM systems is different from generic WSN applications.
In SHM application, damage is detected via the vibration responses. These dynamic
responses are based on the data of multiple sensor nodes. So each sensor node, no
matter how close it is to damage location, is not able to detect the damage by itself.
This indicates, it is hard for researchers to define a specific sensing area for each sensor
node like the other generic WSN applications, which is the basic assumption in all the
existing MOO techniques for generic WSN applications.

2.3 Integration with BrIM

Traditionally, an initial finite element model is created based on the existing docu-
mentary of design information to define both geometric and structural parameters of the
model. Otherwise, the finite element model should be adjusted to include specific
elements which are not usually included in a designed model. These components may
influence the dynamic response of the infrastructure. For example, the additional ele-
ments like diaphragms, sidewalks and curbs may not be included in the design model.
The BrIM refined model with semantic information can reflect the true behaviour of the
real case. By tackling a key issue on integrating the BrIM model with finite element
analysis software, such as ANSYS or MATLAB, a BrIM refined finite element model
will be established as the baseline model for the further system identification.
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Furthermore, a BrIM integrated system will be developed to help improve the
decision-making process and performance evaluation through visualisation capabilities.
For example, 4D that combines infrastructure in visual environments with the 3D
geometric model will help engineers to visualise sensor locations and possible defects
in the operation system. A framework of BIM-based multi-disciplinary collaboration
platform has been proposed, but the procedure of sensor configuration has been sadly
neglected [30-33].

3 Study Framework

The objective of this work is to create a framework by integrating our new approach of
OWSP based on developed MOO techniques with BrIM technology so that optimal
sensor placement locations can be visualised and discussed in integrated research
groups in design stage. The research consists of 4 stages: (1) 3D model creating and
modal parameters extraction; (2) developing wireless-based SHM system models
consisting of communication model (CM), quality model (QM) of structure and energy
consumption model (ECM); (3) problem solving through using MOO technique for
determining optimal sensor placement locations; (4) integration with BrIM software In
the first stage, 3D model will be created through 2D drawing. Then, modal parameters
will be extracted from 3D model. In the second stages, modal, energy consumption,
transmission distance parameters will be used for building system models and then
OWSP problems will be formulated with mathematical models. In the third stage, the
developed MOO technique for determining sensor placement locations will be applied
in addressing OWSP problems in wireless-based SHM system. Finally, the developed
approach of OWSP are then integrated with BrIM technology and visualised results
will be discussed by all research teams before making final decision.

3.1 3D Model Creating and Modal Parameters Extraction

3D Model Creating. For the 3D bridge simulation modelling settings, real 2D geo-
metric information data of bridge will be used and 3D bridge model can be developed
in Revit (Autodesk 2017). Developed 3D bridge model (See Fig. 1) could be organised
with families, types and instances with detailed geometric information and material
information (See Fig. 2).

Modal Parameters (Mode Shape and Natural Frequency) Extractions. Mode
shape and corresponding natural frequency widely serve as important data for detecting
damage location and estimating structural conditions [34]. As a result, it is important to
properly install sensors in the right locations in order to improve the quality of collected
modal parameters information. Otherwise, it will degrade the accuracy of mode shape
based methods for damage identification and increase the error of condition evaluation.
The relationship between sensor location and identified mode shape will be explained
in Sect. 3.2.
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Fig. 1. View of a simulated bridge structure
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Fig. 2. Properties of parametric object

Mode Shape and Natural Frequency. Every mechanical structure has a vibration
pattern with n-degree of freedoms (DOFs) called mode shape at a specific natural
frequency f*.
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where f*(k = 1,2,..n ) is the kth natural frequency, W¥* is the mode shape corre-
sponding to f*, §¥(i = 1,2, ..M) is the value of ¥* at the i th DOF. Table 1 shows an
example of target mode shapes @ (this example matrix contains 50 DOFs and 10
natural frequencies, but in the Table 1 we only select first 7 DOFs of first 3 natural
frequency).

Table 1. Fragment of mode shapes ®@ with 7 DOFs at first 3 natural frequency

Frequency at 4.8 Hz, 1** | Frequency at 19.4 Hz, 2™ | Frequency at 43.6 Hz, 3™
natural frequency natural frequency natural frequency

1 DOF |0.0075 —-0.0150 0.0224

2" DOF | 0.0150 —0.0298 0.0440

3" DOF | 0.0224 —0.0440 0.0641

4™ DOF | 0.0298 —-0.0576 0.0819

5™ DOF | 0.0370 —-0.0730 0.0968

6" DOF | 0.0440 —0.0819 0.1083

7" DOF | 0.0509 —0.0922 0.1159

Degree of Freedom. In Eq. (2), we could find (¥ contains spatial information corre-
sponding to sensor locations because each DOF has been used to identify location of
damage.

Unfortunately, we cannot place all the sensor nodes on locations which are selected
by FEM at each DOF even though this is the best way to give highly accurate modal
parameters. In a practical wireless-based SHM system, we have to choose a set of
sensor locations by considering number of sensors, system lifetime and reliability of
wireless link rather than only highly accurate modal parameters.

Through finite element analysis in MATLAB with BrIM refined bridge model, the
bridge will be simplified into finite small elements which contains modal parameters of
this bridge. All locations of the given elements are candidate locations for placing
wireless sensor node which provide the target mode shape matrix ®.

For example, Fig. 3 shows the first 3 mode shapes of a typical 10 m beam with 50
DOFs.
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Fig. 3. The first 3 mode shapes of a typical 10 m beam with 50 DOFs.

3.2 System Models

In order to formulate a multi-objective OWSP in SHH, we will introduce several
models which are accuracy of modal parameters, wireless link quality and energy
consumption efficiency before addressing this OWSP problem based on a developed
MOO technique.

Quality Model (QM). In practical engineering, it is vital to place sensors on proper
locations where identified mode shapes can be as linearly independent as possible.
Quality metric (QM) is considered to evaluate the linear independence among identi-
fied mode shapes which are estimated by a scheme of sensor placement. The i™ element
of independence distribution vector Ep corresponding to linear independence of each
sensor location can be formulated as diagonal of the matrix E [35]:

E =0 0] 0o (3)

4)

where @, is the matrix of mode shapes structured by selected sensor configuration. M is
the number of sensor nodes. E is the fisher information matrix (FIM), Ep is diagonal

OM; =E,, O0<E,<l,icl,...M
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vector of matrix E which is to rank the linear independence of each sensor location in
the selected configuration and thus E, is the linear independence indicator of each
sensor location which has a range 0 < Ejj < 1. A value of Ei') that is close to 1 indicates
this location is vital to the linear independence and identified mode shapes, otherwise 0
indicates this location is dispensable.

Communication Model (CM). We assume the WSN as a graph in a two dimensional
plane, G = (V, E) where V represents the sensor nodes with number of N and E
represents the wireless communication link in order to address problem of network
connectivity. We assume that each node has a communication range (C,) and its
maximum communication range is Ry, 0 < C; < Ry, and d; ; is Euclidean distance
between two neighbouring sensor nodes v; and vj. The wireless link €; ; can be directly
connected if and only if d; j < Ryax, Which can be defined as

(5)

L 1, if v;,vjconnected andi # j
Y10, otherwise

)

The adjacency matrix A of the graph and connectivity judgement matrix J are defined
as

0 e lnl
. . , (6)

=" (7)

where J denotes the judgement matrix and A is the s™ power of adjacency matrix A.

The edge between i and j in the graph G = (V,E) is connected if and only if the
element in the judgement matrix J;; # 0. If the graph is connected, the percentage of
packet losses between two directly connected sensors could be calculated by P/; ;. From
the view of practical application, percentage of packets loss could be the best way to
predict WSN performance. We calculate Pl;; mainly based on the experimental eval-
uations in different environment of a bridge structure [36].

Pl,'_J':OCd,'J—f—,[)) (unil:%), (8)

where o and B are coefficients of packet loss in different materials of bridge and
obstructed environment.

Then, the link quality in the two directly connected wireless sensor nodes can be
formulated as

Qij = lij(1 — Plij) = 1j(1 — (odij + B)) 9)

where i, j = 1,2, ...k aand i # j.
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Energy Consumption Model (ECM). In most of existing results, the ECM often only
considers energy consumption at the cost of wireless communication. To improve
energy consumption model, we will create a model to include comprehensive energy
consumption: data sensing, data processing, and wireless communication, which are
denoted as E(v;), E,(v;), and Ec(v;), respectively.

EC = E(vi) = Es(vi) + Ec(vi) + Ep(vi), (10)
For each sensor node v;, the data sensing cost Ey(v;) is:
Es(Vi) = NT €y (11)

where N is the amount of sensing samples and e is the sensing energy consumption
per sample.
For each sensor node v;, the data processing cost E,(v;) is:

E,(vi) = errr(Ns) +esvp(V]), (12)

where eppr is the processing energy used in the sensor node when it transferred data
into frequency domain. egyp is dependent on the number of sensor nodes communi-
cated with v;, denoted as |V|, and E,, is generally complex since the process consists of
many kinds of computations such as Fast Fourier Transform (FFT) and Singular Value
Decomposition (SVD) [37].

For each sensor node v;, the data communication cost Ec(v;) is:

Ec(vi) =¢-N;+e, N, (13)

where e, is the transmitting energy cost used in the sensor node v;, N, is the number of
transmitting data samples, e, is the receiving energy cost in the sensor node v;, N, is the
number of receiving data samples. Several parameters, such as e;, e,, e and eggys, are
defined by real tests [38, 39].

3.3 Problem Formulation

Problem Definition. Consider a flat rectangular area A as bridge span and place M
homogenous wireless sensor nodes with initial energy E,,4. on the span as instructed
by finite element model, and a static sink vg;,,; with unlimited energy on the middle of
bridge span. Wireless sensor nodes can directly communicate with other sensor nodes
located within their communication range C,. The sensors are responsible for moni-
toring the area A and transferring the collected data to the v;,x. Thus, each sensor node
is able to transmit its data to the v, directly or via multi-hop communication. This
SHM-specific OWSP problem can be described as to find an optimal sensor configu-
ration S = (vy, ..., Vs) out of M candidate sensor locations Q = (vy,...,vy) obtained
by FEM analysis with multiple objectives and defined constraints, where (v, ...,v,) are
deployed sensors and Q is decision variable space. These multiple objectives and
constraints will be described in details as below.
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Decision Variables. x =S = (v;(x1,y1),.. .Va(Xu,yn)), X € Q denotes a scheme of
sensor configuration, v;(x;,y;) denotes coordinates of each sensor location and n is
defined number of sensors.

Multiple Objectives. We have mentioned energy consumption by each node is cal-
culated as Eq. (9). If we set initial energy of each sensor node is E, oqe, the system stops
to work when the first sensor node is depleted of energy. Therefore the system lifetime
T can be measured by minimum lifetime # in the first depleted sensor node:

T = min(t;), (14)
and the lifetime of i sensor node is defined as defined as number of detection round #;:

b Enode
" E(i)’

(15)

Therefore the system lifetime T defined as the minimum lifetime of a sensor node in the
system is our first objective function:

(16)

i) = T = min (Enode)

E(vi)

As we mentioned in last section, wireless link quality at each link is considered as Q;_;.
It is obviously that we need to improve Q; ; in entire system if the WSN graph is
connected. So we need to model this problem by maximising poorest wireless link
quality in entire system and the second objective function link quality could be
expressed as:

f(x) = min(Q;;) (17)

where Q;; is a link quality indicator of each directly connected link in the WSN
G = (V,E) and min (Q;) is the poorest wireless link in system. Note that those sensors
which cannot directly communicate will be removed because of the value of [;; = 0.

The third objective is to maximise the accuracy metric of modal parameters and
could be describes as:

f3(x) = min(Ep), (18)

where min (E!) represents the minimum term in linear independence indicator which
means worst sensor location for identifying mode shapes in the current sensor
configuration.

Constraints

(1) Connectivity constraints. The edge between i and j in the graph G = (V, E) is
connected if and only if the element in the judgement matrix J;j # 0. In the
connected WSN graph, there exists at least one disjoint path between any two
nodes v; and vj, v;; € V,i # .
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(2) Energy constraints. Due to energy limitation ijl EC(v;) * t; < Epoge, Vi € X and
ti € (1,2...,k), where # is defined as number of detection round.

(3) Number of sensor nodes. By considering construction cost, we will set N as
defined number of nodes to address this OWSP problem.

Thus, this multiple objective optimal wireless sensor placement problem can be
formulated as,

Max F(x) = (fi(x),f2(x),f3(x)), (19)

subject to the following constraints:

Vv;j € V,min(J;;) > 0, such that it is a connected graph,
VV,' € V, Zj:l EC(V,) * l‘j < Enodea
Ix € Q, such that |S| = N, || is defined as the number of sensor nodes in a scheme.

In the next section, we will develop a decomposed based firefly algorithm to
present all the solutions in the Padreto-front.

3.4 Multi-Objective Firefly Algorithm Based on the Decomposition
(MOFA/D)

The aim of MOO technique is to search for the best trade-off determination within a
series of complex or even conflicting objective functions and multiple models or
metrics are used to evaluate the functions. Firefly algorithm is a popular swarm
intelligence tool which finds optimal solutions based on population search. In this
research, a developed multi-objective fly algorithm based on the decomposition
(MOFA/D) is used in this research since it is evident that MOFA/D is a better way to
address the above problem. The developed MOFA/D in this research could be
expressed as below:

Coding and Spreading Fireflies for OWSP Problem. The fireflies are coded with a
dual-structure coding system, a firefly represents a scheme of sensor configuration and
defined as F; = (v;,g;)" = (i, Y1), - - -, (i, Yim); &its - - - &im) i = 1,2, ., n. Here,
n is the population size and M is the number of defined sensor locations. v; is the
location vector contains coordinates of each wireless sensor node in F;. g; is the state
vector which indicates scheme of sensor selections. The element in state vector g;, = 1
if the p™ sensor in the i™ scheme is used, otherwise gip = 0. Note that the number of
ones in state vector is equal to the number of all candidate sensor locations. The g;, is
randomly defined as O or 1 and then F; needs to be re-arranged with coordinates in an
ascending order. If the location of a sensor node is near to one of the previous chosen
sensor, then the state of sensor will be reset to be 0. As a result, the code includes state
vector and coordinates vector is need to be updated.

Evaluating the Objective. Evaluating the objective function of chosen firefly F;
which represents a scheme of sensor configuration in order to approximate the Pareto
front of this OWSP problem. After a feasible scheme of sensor configuration is
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produced, the value of (fi(F;),f2(F;),f5(F;)) then can be computed. Note that it is vital
to deploy movement of fireflies.

Updating Individual Firefly. In FA, it is assumed that fireflies move toward other
brighter fireflies which are more attractive. The attractiveness f§ can be defined as:

Bd) = Boe ", (20)

where d denotes the Hamming distance between two individual firefly i and j, f3,
denotes the attractiveness of firefly at d = 0.

Individual firefly F; is updated by state vector. To avoid frequent change of F;, only
one sensor is chosen in updating process. A sigmoid function is introduce to update
variables:

. . 1
Slngld(X) = T}(p(){)’ (21)

. 2, 1
8ip = Sig (ﬁoe e, (gi,, — gj,,) + oc(rand(O, 1) - 2)), (22)

where p is the chosen sensor to update, f3, is the attractiveness of a firefly source,y is the
light absorption coefficient, 7;; is the distance two individual fireflies, and o is a random
parameter. Then the function g;, is defined as

- _ |1, ifrand(0,1) <sigmoid(x;) (23)
& =1 o, if rand(0, 1) > sigmoid (x;)’

After the sensor is selected, then the individual firefly F; is updated by coordinated
vector according to brightness of firefly F;, the new v} is defined as

v = vi+ Boe 7 (vi — vj) + e, (24)

where o is generated from the interval [0,1] and ¢ is generated from a Gaussian
distribution. The new position will be updated iteratively until meets the stop criterion.

Framework of MOFA/D. Tchebycheff approach for multi-objective decomposition is

widely used to search trade-off in multiple objectives. Let W= (wl,...,w") be weights
vector for n sub-problems and z* = (zj, .. .z},) be the reference points for n objective

functions. z;} zmax{ ,{)?|X’ € Q}},i =1,2...,n. Then the problem can be

decomposed into n single problems optimization.
The objective function of the j"™ decomposed single objective problem is:

g°(X|W.Z) = maxi <i<m W)| (F,(x) — 1)),

1

: . (25)
for each i=1,2,...m and j=1,2,...,n
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where MOFA/D can maximize all m objective functions with conflicting natures
simultaneously by using the Tchebycheff approach. In this approach, a neighbourhood
of weight vector w is defined as a set w/ = (wy,...,w,). The neighbourhood of i"
sub-problem also contains n weight vectors from w/ and the population consists of the
best solution found so far for each sub-problem.

The developed MOFA/D algorithm is shown as Table 2. The input parameters
consist of coordinates information, topology information, initial energy of sensor node,
limited number of sensors, population size and maximum generation. Hence EP
denotes the Pareto set output by this algorithm.

Table 2. Developed specific MOFA/D algorithm

Algorithm

Input: All feasible sensor locations 0 , WSN parameters, sensor node parameters, population size N,
maximum number of generations K.
Output: After the maximum number of generations K is reached, the final External Population outputs as
optimal solutions in the search space. (Project leader can choose one of them by satisfying all members in
integrated research group) ;

Step1) Initialization:

Step 1.1) Set EP€ Q

Step 1.2) Compute the Hamming distances between any two weight vectors and then work out the p

closest weight vectors to each weight vector, w', ..., w™* are the k closet weight vectors to wi

Step 1.3) Randomly produce an individual firefly F;. Compute fitness value FV'

Step 1.4) Initialize its reference points 7* = (2,25, 23)"

Step 1.5) Initialize neighbour of each firefly by closet weight vectors.

Step 2) Update:

For i=1,...,n, do

Step 2.1) Individual updating: Evaluating firefly F;. If F; satisfy g"’(fj|W:Z‘)< 2(f;IW, ") then move

Fj to Fj, otherwise a random walk will be introduced.

Step 2.2) Neighbour Updating: For each index k € (w”, ey WP ), select individual firefly F, from

neighbours of F;, k=0. If F,, satisfy g“(f,IW,Z")< g“(f|W, Z"), then update F, by new individual f;,

otherwise find another F,. It is limited by k < neighbour size.

Step 2.3) Update of reference points: for each j =1, s... m, if z; < fj(x*), then set z;= fi(x*).

Step2.4) Update of EP:

Remove all the vector from EP dominated by F(x*),

Add F(x*) to EP if no vectors in EP dominate F(x*).

Step 3) Stopping Criteria: If maximum number of generations K is satisfied, then stop and output optimal
results (sensor configuration and values of three objectives). Otherwise, go to step 2.

At each generation t, MOFA/D with the Tchebycheff approach maintains:

e A population of N fireflies F, ..., Fy € €, where F; is the current solution to the ith
sub-problem.

e FV!. .., FV", where FV' is the fitness value of F; FVi= FV(F;) =
1121}(153WJV(F) —zj‘} for each i=1,...,n, j = 1,2,3; fj(Fi) is the value of jth
objective, z; are the reference points, wj". = (wi,wh,wh) are weight vectors for
firefly F;.
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e There are 3 objectives in this OWSP, z = (zl,zz,Z3)T, where z,,2,,75 are the best
values found so far for each objective f, f,, f5.

o Fireflies movement is described as Egs. (23) and (24) and updated simultaneously
according to Eq. (25)

e Individual firefly will be updated only if the neighbouring firefly dominates it.

An external population (EP), which is used to store non-dominated solutions found
by every generation.
The developed MOFA/D algorithm is shown as Table 2.

3.5 Integration with BrIM

Visualized optimal sensor locations on the case bridge will be performed with Revit.
Though Revit provides a 3D modelling bridge and we could get optimal results from
MATLAB, we still need to make a further development by integrating them together.
In the future, integrated research group could use the 3D model bridge updated with
detailed optimal locations results from toolbox directly for facilitating design of SHM
systems.

1. Modal parameters extraction in 3D simulation modelling

3D modelling in Revit FEM analysis in Matlab with detailed 3D information P( Target mode shapes ]

2. Mathematical models and OWSP problem formulation ~~\ T
4. Integration with BIM

Problem formulations
System models and quality models Coniiiiic Optimal sensor Visualised 3D bridge
Communication Models 1. Connectivity Constraiats i placement results Hodelia Revit
2. Energy Constraints \ ]
3. Number of sensor nodes constraits T
Energy Consumption H
Models — i/ i Toolbox
develop
Objectives; ment
1. Maximization of system lifetime
- 2. Maximization of wireless link quality
Quality Model 3. Maximization of modal information I
accuracy

Decision making tool
for integrated research
groups

3MOO techniques
Objective Decision N N
Functions Variables: Weights Vectors

L |

o
MOEAD ]

[ Sensor configuration by searching of  trade-off ]

solution between multiple objectives

Data Method/ Process [: Result Research stage

Fig. 4. General framework for developing the tool
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To develop the tool used to locate and record optimal sensor locations in a 3D
model bridge formed by Revit, we need to define the following capabilities: (1) Mark
the sensor node at a location in built-up model along linking geometric parameters to
informative 3D model’s database; (2) The Revit model could be updated with a user
interface for ease of design and documentation; (3) Wireless sensor nodes can be
placed on any elements of 3D bridge model built by Revit except for some optimal
locations on the bridge may be unavailable. Semantic information in nodes include the
location, size, number and energy capacity.

In general, the framework of this optimal sensor placement tool for SHM systems
on bridge structure are depicted in Fig. 4.

4 Case Study

As a primary example, we begin by implementing the 3D model of a beam defined as
Table 3 and modified FEM model to generate target mode shapes. In Table 3, detailed
beam properties and WSN parameters are given.

Table 3. Properties of study case

Weight ~ Width Height  Flange Thickness Web Thickness Root Radius ~ Moment of Inertia-XX ~ Moment of Inertia-YY

14kg/m  750mm 150mm 7mm Smm 8mm 6.66 million mm**4  0.495 million mm**4

Communication range Node initial energy Sensing energy Receiving energy  Transferring energy  Number of sensors
12m 1 Ah 1.1e*mAh 5¢*mAh 5¢* mAh 10

On the MATLAB platform, we simulate the beam in a flat area 100 m * 0.75 m
where the beam is divided into 50 number of elements. As discussed, we get target
mode shape @, from FEM analysis and take it as input data to formulate objective
function of accuracy metric corresponding to sensor locations. Parameters used in
Table 2 also will be used to formulate objective function of system lifetime and link
quality.

In this case, we present the Pareto front between 3 objectives: accuracy metric, link
quality and system lifetime. Figure 5 shows the approximated Pareto front for con-
sidering of 10 nodes case. So the leader of integrated research group could choose an
optimal configuration as required by conditions of project and meanwhile can achieve
higher performance with 3 objectives simultaneously.

This is done to provide several optimal results with considering lifetime metric,
wireless link quality and modal information accuracy. The multiple configurations of
optimal results with a matter of primary interest can suggest project leader for choosing
the best one in accordance with project conditions. Compared to traditional single
objective optimization, optimal results of MOFA/D are carried out at the same time.
For an instance, Table 4 shows the sample results of 5 different compromised con-
figurations considering of 10 sensor nodes.



A Prototype Tool of Optimal Wireless Sensor Placement

System lifetime
5 o o

w

0 01 02 03 04 05 06

07

08

09

Link quality
(€))
08
07 i
*
*

e * *
£ 05 *
g *

*
204
i
3
3 *
poi *
*
02
0.1
0
0 1 2 3 4 5 6 8
(©)

Accuracy metric
I
=

System itetime

69

02 04 06 08
Link quality

(b)

(@)

Fig. 5. (a) Plot of Pareto front by MOFA/D for link quality and system lifetime; (b) Plot of
Pareto front by MOFA/D for link quality and accuracy metric; (c) Plot of Pareto front by
MOFA/D for system lifetime and accuracy metric; (d) Plot of Pareto front by MOFA/D for link

quality, accuracy metric and system lifetime.

Table 4. Results of different compromised configurations with 3 objectives when number of

sensor nodes is 10

Node = 10

Sy

Sz

S;

S4

Ss

Objective 1: Accuracy metric
Objective 2: Link quality
Objective 3: System lifetime

0.38
0.69
6.51

0.43
0.75
5.78

0.52
0.87
5.89

0.63
0.91
5.38

0.57
0.88
4.59

A sample configuration for wireless-based SHM system is shown in in Fig. 6. This
figure is a configuration of S, in 2D plan with accuracy metric is 0.63, link quality is
0.91 and system lifetime is 5.78. The corresponding decision variables are:

S = ((106,47), (186, 13), (224,33), (315,39), (611,41), (715, 19), (811, 21), (876, 26), (910, 31), (987,25))
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Fig. 6. A sample configuration of 10 nodes with MOEA/D
From multiple optimal results obtained by the MOFA/D approach, integrated

research groups can choose one configuration corresponding to specific requirement of
project. Next, we need to realise and visualise it in Revit environment to help specific
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domain engineers can make final decisions in an easy way. Meanwhile,
sub-constructors from industry could potentially mark some unfeasible placement
locations or location with potential function will be used by other mechanical, electrical
and plumbing (MEP) teams. Figure 7 shows the visualised placement design and
detailed sensor information.

5 Conclusion and Future Work

Large and complex civil structures are being placed in new and extreme conditions for
extended periods. As a result, the need for design SHM System in an optimal way
continues to grow. This problem that should be solved by the engineers from all the
related groups in the construction project. The worldwide implementation of an
effective and affordable SHM system should consider number of sensor nodes and
optimal locations can be accepted by isolated MEP teams. This paper has presented a
framework to trade off the installation cost, the quality of the collected data and the
consummated energy for wireless sensor placement in bridge SHM. Different from
existing work, our method will present all the potential solutions to the owner and a
potential solution can be selected based on owner’s preference. Our method is further
embedded with BrIM for visualization and validation which could be more practically
for civil engineers, wireless engineers and related sub-contractors. In the future, we will
select a test bed from our collaborated industrial partner to validate our proposed
method. The prototype will be further linked with commercial software required, such
as BrIM and ANSYS, to realize automatic wireless sensor placement based on the
given BrIM.

Acknowledgements. This research was partially supported under Australian Research Council
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Abstract. The objective of this paper is to propose and test a system analytics
framework based on social sensing and text mining to detect topic evolution
associated with the performance of infrastructure systems in disasters. Social
media, like Twitter, as active channels of communication and information dissem-
ination, provide insights into real-time information and first-hand experience
from affected areas in mass emergencies. While the existing studies show the
importance of social sensing in improving situational awareness and emergency
response in disasters, the use of social sensing for detection and analysis of infra-
structure systems and their resilience performance has been rather limited. This
limitation is due to the lack of frameworks to model the events and topics (e.g.,
grid interruption and road closure) evolution associated with infrastructure
systems (e.g., power, highway, airport, and oil) in times of disasters. The proposed
framework detects infrastructure-related topics of the tweets posted in disasters
and their evolutions by integrating searching relevant keywords, text lemmatiza-
tion, Part-of-Speech (POS) tagging, TF-IDF vectorization, topic modeling by
using Latent Dirichlet Allocation (LDA), and K-Means clustering. The applica-
tion of the proposed framework was demonstrated in a study of infrastructure
systems in Houston during Hurricane Harvey. In this case study, more than sixty
thousand tweets were retrieved from 150-mile radius in Houston over 39 days.
The analysis of topic detection and evolution from user-generated data were
conducted, and the clusters of tweets pertaining to certain topics were mapped in
networks over time. The results show that the proposed framework enables to
summarize topics and track the movement of situations in different disaster
phases. The analytics elements of the proposed framework can improve the
recognition of infrastructure performance through text-based representation and
provide evidence for decision-makers to take actionable measurements.

Keywords: System analytics framework - Social sensing
Infrastructure-related topics - Disaster resilience - Text mining

1 Introduction

Infrastructure systems such as water networks, highways, and power grid are critical
components to human lives and community functions [1]. The performance of
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infrastructure systems can affect other systems due to their interdependencies [2, 3].
Timely mapping of infrastructure disruptions and damages is essential for response and
restoration of infrastructure services. However, the limited resources and accessibility
inhibit situational awareness and effective detection of infrastructure disruptions. Social
sensing and crowdsourced data collection (such as social media), processes in which
social posts deliver the users’ observations and emotions regarding their physical envi-
ronment [4], have been shown to be potentially useful in improving the situational
awareness of agencies involved in disaster response. The advantages of using social
sensing data are twofold: (1) sheer volume of messages and users; and (2) high velocity
of generating posts. In existing studies, for example, Olteanu et al. [5] showed that more
than 2.7 million tweets relative to hurricane Sandy were generated in three days, while
3.3 million tweets relative to Boston Bombings were generated in five days. Lu and
Brelsford [6] collected 14.2 million messages in the 2011 Japanese Earthquake and
Tsunami, where over 2000 tweets per second were generated following this disaster [7].
As such, social media impart a great opportunity for obtaining important information in
disasters.

In order to use social sensing in assessing infrastructure service disruptions and
resilience, there are two technical issues that should be addressed: event detection and
tracking. Infrastructure-related events exhibit the severity and duration of failures.
Detecting those events is essential for disaster responders to recognize the situation and
distribute the resources for relief. On the other hand, the situations associated with
infrastructure systems were changing over time since the intervention from humans or
other interdependent systems. Tracking the evolution of the events is necessary for
evaluating the performance of infrastructure and making response decisions. Some
research [8—10] involving text mining approaches in detecting and tracking domain-
specific events has been conducted on social media. For example, Ashktorab et al. [11]
classified tweets, extracted tokens, and phrases that reported damages and casualties
based on predefined terms by using a Twitter-mining tool, Tweedr. Yin et al. [12] inves-
tigated natural language processing and data mining techniques to conduct some burst
detection, tweet classification, and geotagging by employing empirical search terms.
Bala et al. [13] applied regression analysis to text data for finding the course of the
disaster by counting the frequencies of sample words. Tien et al. [1] detected damages
and failures in transportation and energy systems by using given search terms. However,
all outputs in the literature were binary: can or cannot be detected, since the events were
predefined by keywords. Another stream of research concentrates on the tentative anal-
ysis of filtered relevant social data. For example, Olteanu et al. [5] employed crowd-
sourcing and supervised learning to create a lexicon of crisis-related terms. Prasetyo
et al. [14] conducted content analysis, emotion analysis, activity analysis and network
analysis on social posts that were retrieved by selected keywords in the case of Singapore
Haze. However, the existing studies still cannot be applied to understanding the extent
of detecting and tracking infrastructure-related events on social media.

To address this gap, this study proposes a framework integrating social sensing and
text mining for building a detailed text-based representation of infrastructure-related
events and tracking the evolution of those major events. It enables to precisely filter
infrastructure-related social posts, classify tweets into different clusters, summarize
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relevant events, and analyze the changes of these events during the development of
disasters. This paper is organized into two parts: system analytics framework and a case
study. In section two, the architecture of our novel framework including innovative
algorithms is presented and explained. In section three, a case study of hurricane Harvey
in Houston area is conducted, relevant events are summarized in four disaster phases
(e.g., before Harvey landed, hurricane period, flooding period, and after flooding
receded), and the changes of the events over time are explored. Section four presents
the limitation of current results and discusses the future work that is potentially capable
of improving the outputs. Section five concludes the study in this paper and the contri-
butions of this work towards situational awareness of infrastructure disruptions.

2 System Analytics Framework

The proposed system analytics framework supports a series of social sensing methods
and text-mining approaches, such as text classification, vectorization, topic modeling,
data clustering, and text-based representation. The overall framework of this study is
shown in Fig. 1. This framework includes four components: (1) context recognition; (2)
data collection and preprocessing; (3) text classification; (4) topic modeling and repre-
sentation. First, context recognition is to learn basic information about disasters (e.g.,
spatial distribution, severity, measures, and prominent events) for figuring out the inputs
(e.g., geolocations and keywords) to the algorithms. The novelties of this framework
are two important iterations which contribute to: (1) stop words and keywords updates;
(2) dynamic changes of the number of classes in text classification. The update of
keywords in the first iteration is to obtain a comprehensive list of keywords for retrieving
relevant social posts, while the update of stop words is to delete some common words
that also appear in other irrelevant documents for reducing the size of datasets and
improving the accuracy and efficiency of following procedures. The process of updates
is manual but adopts POS (Part-of-Speech) tagging to filter out new relevant keywords
and stop words. The iteration of text classification is to determine the number of major
topics in each dataset without predefined numbers. Meanwhile, text classification inte-
grates text-mining elements such as TF-IDF (term frequency-inverse document
frequency) vectorization, K-means clustering, LDA (Latent Dirichlet Allocation) topic
modeling for precisely extracting specific topics. These two iterations contributed to
making the algorithm be more adaptive to the evolving streaming data than previous
studies. The merits of these iterations will be validated by their applications. The last
component, topic representation, is to make a detailed summary of each detected topic
so that the results can be used directly by decision makers for developing strategies. In
the following subsections, we present the functions and merits of each component.
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Fig. 1. The architecture of the system analytics framework.

2.1 Context Recognition

In the first component, context recognition and awareness of users are fundamental
requirements of conducting social sensing and text mining, because the context of disas-
ters provides the basis for data collection and processing. As the architecture of this
framework shows, data retrieval includes keyword-based and geolocation-based
retrieval on social media. The understanding of context is helpful to preliminarily iden-
tify relevant keywords and define the scale of affected areas for data collection. Further,
defining phases based on the context is essential for dividing the life cycle of disasters
into several time periods, in order to analyze the changes of detected events over time.
In the proposed framework, disaster phases are defined by the dominant events and
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threats so that the derived damages and disruption of infrastructure systems by those
dominant events can be summarized and assessed. In the end, the extracted topics in
each disaster phase will be validated by the context. As such, context recognition and
disaster phases definition are significant for users to conduct this framework. For details
of context recognition, there are a vast number of sources (e.g., news articles, web
portals, governmental reports, photos as well as interviews) relative to disasters can be
accessed. Thus, deep understanding of the development of disasters is easy to be
achieved.

2.2 Data Collection and Preprocessing

After getting to know the context of the disasters, we can determine a list of keywords
describing the disaster and geolocation of affected areas for identifying and gathering
relevant tweets from Twitter. Due to the rate limitation of Twitter’s public API (i.e., the
constraints of login and scraping data), both keyword-based and location-based collec-
tion are commonly used in the current social sensing literature [15]. Keywords (e.g.,
disruption, damage, sad, emergency, and survivor) are constructed by human reaction
to the effects of disasters and are representative of the sentences in messages. In this
framework, the list of keywords is the combination of two parts: infrastructure-related
keywords and disaster event-related keywords, for collecting domain-specific data.
These search terms contribute to obtaining precise topics relative to infrastructure
performance in the following components of this framework. However, keyword-based
collection always leads to a lot of noise in datasets since similar keywords or events may
appear in other areas around the world. Thus, a combination of the location-based and
keyword-based collection is particularly helpful for reducing noise in our datasets and
improving the accuracy of collected data in our specific research domain. Then, the
lexicon and geographical scale can be applied to retrieve microblogged communications
and messages.

The next step in processing social data before text classification is data cleaning to
get focused content which includes tokenization, removing stop words as well as
lemmatization. Tokenization is a process of splitting the text into meaningful tokens
[16]. As the microblogged communications are always no more than 140 words, so the
complexity of tokenization is much lower than dealing with fictions and scripts.
However, because the users are used to using a lot of symbols and punctuations (e.g.,
“( =07, <7777, and “\N - M) to express their emotions and feelings, it is necessary to
remove these symbols and punctuations by employing regular expressions. After getting
the clean datasets, lemmatization including multiple rules of converting all tokens to
their root words is utilized. For example, “affect” and “affects” have the same meaning
in out topics. Thus, “affects” should be converted to “affect” so that these tokens can be
filtered into the same category. It is essential for updating keywords, stop words as well
as text classification since almost every derived word can be identified. Furthermore, in
order to get more representative content, removing the words that occur commonly
across all the other documents, called stop words, are used as a preprocess in natural
language processing (NLP). In our infrastructure-specific research domain, the stop
words and relevant keywords are not very discriminative and cannot be determined
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previously and completely. Therefore, an iteration with POS tagging and identification
is designed for updating stop words and relevant keywords from retrieved datasets. It
categorizes tokens into different part-of-speech categories so that the users can filter
keywords in certain categories. For example, the word with symbol (SYM) tag is
straightforward to be identified and assigned to the stop words category, while the word
with NN (noun, singular or mass) tag can be filtered to recognize whether it is relevant
or not.

2.3 Text Classification

Text classification is a machine learning algorithm for reducing the dimensionality of
social media messages and employing NLP applications (e.g., vectorization, counting
the frequency of words, clustering and topic modeling). The content of texts from social
media covers several different disaster topics, such as power outage, heavy rain, strong
wind, and governmental relief. Therefore, clustering the tweets with the same topic into
the same class is a preliminary step to understand the content of texts. First, the overall
dataset should be divided into two parts: training set and test set. It can be split randomly
for simplicity, or based on well-researched approaches (e.g., probability distribution,
Bayesian networks, and empty network) to improve accuracy. Then, as all machine
learning methods are developed for numeric features, the text corpus of social commu-
nications should be converted in a format with numeric features as well. In our frame-
work, the texts are transformed to vectors because computers are good at handling
vectors in an efficient way. As such, different words in the dataset can be the elements
of a matrix, while the frequencies of the words in each tweet are the values. In this way,
each tweet can be represented by a vector. In this framework, the transformation is
conducted by employing a refinement of term frequency method to downscale weights
for words that are commonly used in other documents. This approach is called term
frequency-inverse document frequency (TF-IDF) [17]. In the context of infrastructure
resilience domain, some words such as “nervous”, “strong”, “washer”, and “repose’ are
not highly relevant but may appear with infrastructure-related keywords in the same
tweet. The weights of those words should be very low even if their frequencies are a
little bit high. Thus, TF-IDF plays a critical role to address these conditions. Subse-
quently, a term-document matrix is obtained after vectorization of the texts. The next
step is to train a text classifiers such as Naive Bayes classifier, decision trees, stochastic
gradient descent, and support vector machines which are widely used for this purpose.
However, these classification algorithms are supervised algorithms which require
historic pre-labeled training data. Also, the disruptions and bursts of infrastructure serv-
ices are changing over time since disruptions and bursts are sensitive to the intervention
of human activities and interdependent system. For example, a large-scale power outage
can be solved by utility companies rather than continuing after flooding receded. Thus,
for simplicity and flexibility for dynamic data streams, the proposed framework adopts
an unsupervised learning, called K-means clustering, which does not need any labeled
data but can identify important hidden patterns in unlabeled data. However, K-means
clustering method requires the number of clusters to be predefined. To obtaining the
exact number of major clusters and topics from social media datasets, an iteration
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involving topic modeling and repeatability detecting is implemented for determining a
precise number of clusters (see Fig. 1). As discussed earlier, when the topics are repeated,
the number of clusters should be reduced to maintain their uniqueness. For example, if
two clusters of tweets are both talking about the road closure, it should be combined and
get a complete a dataset for this topic. Thereby, the extracted topics from clusters are
representative of the majority of texts and precise enough to be used for topic evolvement
analysis.

2.4 Topic Modeling and Representation

In the infrastructure-specific domain, the detailed representation and development of
events on social media communications can provide evidence for performance under-
standing and assessment (e.g., how severe is the interruption, how many people are
affected by this disruption, and what further effects by this disruption should be taken
into account). For example, the highway, Interstate-10 from Texas to Louisiana, closed
when it was covered by floodwaters during Harvey, but it reopened after six days because
the water receded. Thus, people who need to use this road should be presented with
information in accordance to the situation of this road including which section of this
road was closed, when it was closed, when it would reopen, and what damage of this
road was caused by floodwaters. Therefore, not only the detailed representation, but also
the evolvement of events should be carefully analyzed on the social data. In this frame-
work, the events are detected based on the summarization of topics. By definition, topics
are the summary and representation of certain clusters of tweets and are practical for
tracking the development of disasters and resilience performance of infrastructure. For
example, the airport was closed, and all flights were canceled when hurricane Harvey
landed, while it reopened and played an important role in disaster relief when Harvey
passed. Based on the extracted topics about the airport, disaster responders can further
detect potential issues (e.g., deficient in the capacity of transporting and distributing
resources) in this cluster of tweets. To get the initial insights regarding the unlabeled
social posts, topic modeling is an effective approach to deal with large volumes of texts
through Latent Dirichlet Allocation (LDA) and reduce the dimensionality of the dataset
for further studies (e.g., specific entities detection, geo-tagging, and relation extraction).
Intuitively, the topic modeling technique is based on the probability of the words in each
document and the latent semantic structures of the text. For example, if a document is
80% talking about “flooding” and 20% talking about “birthday party”, the topic about
“flooding” will definitely be extracted in priority. As such, the clusters of text can be
represented by semantic coherent keywords, while the trend of topics can be tracked
over different disaster phases.

3 A Case Study of Hurricane Harvey

The presented system analytics framework provides chances to identify developments
of events related to the performance of infrastructure systems in disaster situations based
on social media. In this paper, the process on a set of tweets relative to hurricane Harvey
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shows the possibilities of the application. Using this system analytics framework, we
filtered out relevant tweets, cleaned data sets, classified texts, and modeled topics with
the context of Harvey in Texas. The findings in this specific case study show the potential
of the proposed framework for detecting and tracking the disasters using tweets.

3.1 Context Recognition

The proposed framework is examined in a case study of hurricane Harvey, which made
a landfall in Texas on 25" August 2017 [3]. The rainfall level during hurricane Harvey
in Texas is shown in Fig. 2 [18]. Harvey caused severe disruptions in infrastructure
systems. Based on a Texas Department of Transportation report [19], more than 200
highway locations were closed or flooded, and all flights were suspended in the Houston
Airport System. Customers served by 166 water systems received boil-water orders and
another 50 water systems were shut down completely due to storm impact [20].

LOUISIANA
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Fig. 2. The rainfall in Texas by hurricane Harvey [18].

In the case study, we identified relevant keywords including infrastructure-related,
and disaster event-related keywords (see Table 1) from multiple online sources such as
news articles, government reports, and social media. We applied the proposed frame-
work to retrieve relevant tweets through the process of keyword-based collection and
geography-based collection, process texts, update stop words and keywords, and iterate
retrieving tweets. This process was repeated until a complete dataset is collected, at
which point no stop words and keyword needed to be updated and no more tweets would
be retrieved. In this paper, 63263 tweets were gathered from Aug. 23™ to Sept. 30" in
the 150-mile radius around Houston.
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Table 1. Keywords used for collecting relevant tweets.

Infrastructure-related keywords Disaster event-related keywords
Shelter, power outage, electricity, road, Harvey, flood, flooding, Hurricane, flooding,
closure, floodwater, water, watersheds, recovery, storm, surge, warning, evacuation,

drainage, infrastructure, damage, restoration, | emergency, remnants, survivor, disaster,
transport, shortage, devastation, flight, airport, | FEMA, medicine, rescue, rainfall, relief,

bridge, car, neighborhood, river, gas, build, victims, food, safety, health, donate, insurance,
rebuild, debris, sewage, electric, energy, wind, response, rainy, refuge, resources, aid,
utilities, roadway, Addicks, Barker, bayou, demand, volunteer, landfall, needs, restore

sh6, 110, reservoir

The authors defined specific time periods of disaster phases to map the temporal
distribution of infrastructure-related events. In this study, the disaster phases were
defined based on time of duration (see Table 2): before the hurricane landed (prepared-
ness phase), after the hurricane landed (response phase). From Aug. 23" to Aug. 24",
people began to be aware of the threats of hurricane Harvey and prepare for the response
(e.g., stocked up on food and water, and reinforced roofs). August 25" was the date that
hurricane Harvey landed on the coast of Texas and moved towards Houston. After Aug.
29‘h, Harvey weakened as it drifted inland [3]. But, the heavy rainfall continued and
caused flooding even after Harvey passed Houston. Besides, some areas in West Houston
were flooded due to water release from two flood control reservoirs, Barker and Addicks.
Thus, neighborhoods in West Houston continued to be affected by flooding until
surcharge release ended on Sept. 14™. Hence, the flooding phase was defined from Aug.
30™ to Sept. 14™. After flooding, residents, responders, government agencies, and infra-
structure agencies took emergency response measures for disaster rescue and infra-
structure restoration. Although the recovery was continued, our study did not retrieve
tweets after Sept. 30", Meanwhile, considering the limitation of the size of the dataset,
the last disaster phase is from Sept. 15" to Sept. 30™. Accordingly, the collected tweets
were separated into four subsets based on their predefined phase. It should be noted that
the tweets processed in this case study were original tweets without retweeting. These
tweets can reflect the actual condition at the time when they were posted.

Table 2. Time periods of disaster phases.

Disaster phases Time of duration

Before Harvey landed Aug. 23"-Aug. 24"
Hurricane period Aug. 25"-Aug. 29"
Flooding period Aug. 30"-Sept. 14"
After the flooding receded | Sept. 15"-Sept. 30"

3.2 Text Classification and Topic Modeling

In the next component, text sampling, vectorization, clustering and topic modeling were
conducted. The output of this component is listed in Table 3 and mapped in Fig. 3.
Because the duration of time in different phases was various and the physical
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environment was dynamic in disasters, the number of clusters in each disaster phase was
different. This process was controlled by the iteration that increased the number of
classes until repeated topics appear.

As shown in Table 3, before the Harvey landed, three major topics were dominant:
(1) George Bush Intercontinental airport was affected and needed to take rapid response
to the hurricane; (2) Pearland is humid so that residents and infrastructure agencies
should prepare; (3) City of Houston encourage citizens to get prepared. The relevant
tweets were clustered into three categories (see Fig. 3). Topic 1 which is associated with
the airport and topic 3 which is associated with the early warning in Houston area are
more frequent than topic 2 which is associated with the early warning in Pearland since
the size of tweets cluster of topic 1 and topic 3 are distinctively larger than the size of
the cluster of topic 2. In addition, topic 2 showed its significance in early warning before
the disaster since the water sewage treatment system in Pearland was sensitive to storms
and flooding [21].

When Harvey landed, topics were more about the devastation and severity of the
disaster. As displayed in Table 2, five topics were detected in the hurricane phase: (1)
Because Houston was attacked by Harvey at that time, the public was conducting relief
and donating for damaged properties; (2) the intensity of rainfall in Pasadena was heavy
so that residents and responders were encouraged to be careful; (3) freeway and tollway
were both closed because of flooding and extreme weather; (4) the floodwaters level and
status of freeway were reported for the public and responders; (5) downtown and East-
side were highly affected by the hurricane. Most of the topics were talking about the
damage in infrastructure systems. For example, the freeway was the most sensitive
infrastructure for hurricane due to rainfall, and it was essential for evacuation, search
and rescue, and refuge. As shown in Table 3, a technical challenge remained in which
some noisy words (e.g., “bitlyhsijn”, “bublyusahrz”) were scratched inevitably should
be mentioned here. The reason for that is there are some technical issues (e.g., decode
error) of parsing texts from the Twitter platform. The problem can be addressed when
cleaning up the data, but it is possible to delete some critical and relevant information
at the same time. Therefore, in this case study, some noisy words were left to keep the
semantic integrity of the texts.

After the hurricane passed through Houston, flooding continued, not only because
of the rainstorm but also due to water release from reservoirs that was recognized in
context recognition. In addition, the public, agencies, and organizations were joining in
the relief efforts. Thus, the topics in this phase were: (1) Bush intercontinental airport
started operation for relief; (2) reducing mph when driving in Houston was important
since some roads were still humid; (3) freeway and tollway were still closed in the
Westside; (4) The residents in Pasadena should still be in response to heavy wind; (5)
fund was raised for aid and shops were open. The severe flooding after hurricane
appeared on the Westside of Houston. Thus, the freeway and tollway in the west of
Houston were still closed for security. In topic 3, a damage on the highway, Sam, in
west Houston was detected and the Sam tollway reopened when the 14 feet of water
drained from it [22]. Meanwhile, other parts of Houston gradually restored from the
disasters. A dominate event was that the airport resumed its operation. It helped stranded
passengers leave Houston and transport resources from other states. Thus, a large
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Table 3. Extracted topic in four disaster phases.
Phases Topic 1 Topic 2 Topic 3 Topic 4 Topic 5
Before the | mph mph hurricane
Harvey Houston pressure Houston
landed Harvey current Texas
airport weather Harvey
wind humidity mph
hurricane wind ready
bush Pearland wind
intercontinental | sky tropical
George clear Hurricane
Harvey
Hurricane Houston humidity fwy Houston main
period Harvey pressure closed Harvey affecting
hurricane weather Sam repost high
Texas intensity flooding bitlyhsijn downtown
water heavy lane help eastside
storm Pasadena traffic Texas bublyusahrz
relief rain tollway fwy lane
donate wind frontage water fwy
Flooding make hurricane temperature | weather raise
period money Houston Sam pressure shop
travel humidity traffic cloud aid
airport relief flooding wind unique
bush wind closed Pasadena sale
lifestyle mph fwy sky help
intercontinental | Harvey tollway current Obama
start Texas Westside humidity fund
After the car need energy Harvey buy
flooding need food need benefit coming
receded Houston warning water relief hopefully
water power service concert does
recovery info health Houston flight
fund ppb power strong airport
relief Houston get car know

percentage of tweets were associated with this topic. However, some topics such as
power outage were not among the topics based on the modeling on current dataset. This
was because the power outage just appeared in some parts of Houston areas so that it
was not the commonly concerned issues among the public. Except for the infrastructure-
related topics, human behaviors about raising funds, opening shops, and relief were

discussed as well.
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When flooding receded, the damaged infrastructure systems were in need of
recovery. Thereby, the topics in this phase were: (1) many cars in Houston were
destroyed by flooding so the victims were seeking funds for recovery; (2) food and power
were needed in some parts of Houston; (3) the public were concerned about the health
impacts of contaminated flood water; (4) stakeholders were conducting relief during this
period; (5) airport performed very well for transporting resources by flights. Because of
severe flooding, 300,000 to 500,000 vehicles in Houston were destroyed by Harvey [23].
Thus, victims and companies were seeking funds for making up for a loss. After the
disaster, resources including power, oil, and boiled water were the most urgent needs
for all victims. Thus, topic 2 and 3 account for a large proportion of the collected tweets
in Fig. 3 (e.g., green and yellow nodes). A serious issue detected in the results is the
contaminated floodwaters with Nasty and dangerous bacteria that people with under-
lying illness, the elderly and children were susceptible to [24]. Thus, this cluster of tweets
was warning for the public to be careful of the floodwaters and for the agencies to develop
strategies for reducing the health effects.

The summarized topics were used to analyze the infrastructure conditions in disasters
from relevant tweets. Figure 3 mapped the tweets based on spring layout, a force-directed
layout in graph theory. The lengths of the edges and the locations of nodes were based
on Hooke’s law which was used to attract pairs of endpoints of the edges towards each
other [25]. It should be mentioned that the clusters in each figure were mapped randomly

Relief
Pasadena
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Houston

Downtown

(a) Before Harvey landed (b) Hurricane period

Airport

Houston
Highway

Pasadena

(c) Flooding period (d) After the flooding receded

Fig. 3. Clusters of tweets in four disaster phases. (Color figure online)
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and automatically by computers. Thus, as the limitation of the size of the figures, some
clusters were partially overlapping. In addition, different colors represent different clus-
ters. For example, in the first phase, three topics were represented by three colors: red,
yellow, and blue. As Fig. 3 shows, the tweets were connected to their centroid topics.
Although the number of major topics in last three phases was equal, the topics are quite
different, and the trend of these topics will be discussed in the following section.

3.3 Topic Evolution and Resilience Analysis

Analyzing the evolution of topics over the development of disasters is essential for
understanding the effects of disasters on infrastructure systems. For example, Harris
County Tolls started up all toll roads on September 7™ except Sam Houston Tollway
because a section of Sam was still closed [22]. This situation can be an indicator of the
performance of Sam Houston Tollway during flooding. Also, the performance of the
tollway can be the evidence for decision makers to develop mitigation plans including
repairing or replacing road drainage systems for improving the flood resistance. Because
of the importance of infrastructure performance in disasters, we summarized the detected
topics, and computed the percentage of relevant tweets in each topic among the dataset
in certain disaster phase in Fig. 4. Figure 4 shows the trend of the major topics as well
as the importance of the topic in each disaster phase. For example, the topic about airport
appeared before the Harvey landed, in flooding period, and after the flooding receded.
When the Harvey began to affect the airport, all flights were canceled for the purpose
of security, and passengers were trapped in the airport, waiting for rescue. Thus, the
public was worried about their journey and tweeted their situations for help. Hence, the
tweets about airport topic account for 40% of the total number of tweets in first disaster
phase. During Harvey, the airport was closed and only allowed a few flights for relief
such as transporting rescue staffs and resources. Therefore, the topic about the situation
of the airport did not become a core topic in this disaster phase. In flooding period, the
airport restored and operated for transporting relief supplies and passengers, playing a
critical role in disaster relief. Thereby, the tweets about airport conditions account for
58% of the dataset in this phase. After flooding receded, affected communities started
recovery measures, such as cleaning up the ruins, restoring transportation systems, and
repairing power grid. The topic about highway appeared and increased significantly
during hurricane and flooding period since sections of important roads such as Inter-
state-10 were closed by water. But, after the hurricane, the percentage of tweets about
highway dropped from 11% to 6% since flooding receded in most parts of Houston but
still affected the Westside. For example, in flooding period, outbound interstate 45 North
to and from Dallas was accessible, and US-290 was open, even though the State Highway
225 at Richey in and out of Pasadena remains covered in water and still closed [26].
Meanwhile, in the last disaster phase, three new topics about car and power were detected
by the framework. It is because floodwaters destroyed more than 300,000 cars and power
grid in some communities.

To support the results from topic modeling in this framework, the daily frequencies
of infrastructure-related keywords were computed and displayed in Fig. 5. Before the
Harvey landed, social communications were hardly related to infrastructure service and
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their damages. Thus, the frequencies of the keywords were lower than the frequencies
of these keywords in other disaster phases. During Harvey, however, the keywords
including “roadway”, “lanes”, “freeway (fwy)”, and “blocked” were obviously
increased and accounted for a large proportion. It should be mentioned that “power” and
“outage” were not frequent in the collected datasets even though the power outage
appeared in some areas during hurricane Harvey. After the Harvey passed, the size of
tweets about infrastructure damages was decreased since the stakeholders were
conducting recovery measures in full swing at that time. It was evidenced by the high
frequency of “relief” in the phase of flooding period. Due to the limitation of the dataset
which will be discussed in next section, the size of the dataset in this disaster phase was
larger than the sizes of datasets in other phases. Thus, the word frequencies were higher
than the corresponding frequencies in other phases. Nevertheless, comparing the word
frequencies in this dataset, “car”, “electric”, “power”, “road”, “energy”, “tollway”, and
“gas” reached high frequencies in this disaster phase. The results proved the conclusions
made from topic modeling. Thus, the summarized topics in each disaster phase were
precise enough for representing the situations of some infrastructure systems.

The trend of percentage of tweets of each topic in different disaster phases
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Fig. 4. The trend of percentage of tweets of each topic in different disaster phases
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Daily frequencies of Keywords Relative to Infrastructure in Four Disaster Phases
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Fig. 5. Daily frequencies of keywords relative to infrastructure in four disaster phases

4 Limitations and Future Work

This paper answered the research question: to what extent can infrastructure-related
events be detected and tracked in disasters on social media, through a system analytics
framework and a case study of hurricane Harvey. However, limitations exist in our
current work. First, the dataset of tweets used in this case study is incomplete. This
dataset was not collected by Twitter Rest API or Streaming API during disasters, instead,
it was collected by a web crawler through Twitter search platform. The limitation of
using Twitter search platform was that part of relevant tweets in two weeks ago cannot
be scrapped. Thus, the size of tweets in first three disaster phases was relatively smaller
than the size of tweets in last disaster phase. In further studies, we will employ a complete
dataset with 21 million tweets over Houston area in Harvey and flooding period.

The proposed framework can incorporate more text mining approaches (e.g., Named
Entity Recognition, and event detection) [27, 28] for detecting detailed information in
social communications. For example, among the blocked roads was Interstate 45 from
Dallas to Houston [29]. This event did not appear in the major topics, but it is essential
for the people who want to evacuate themselves or providing helps to victims through
this road. Therefore, detecting detailed entities and related events are needed for situa-
tional awareness and relief operation. However, there is no well-trained model to
conduct detection and summarization of infrastructure-specific entities and events. So,
supervised learning algorithms can be employed to train a model which can identify the
domain-specific entities and events automatically. The procedure for the supervised
learning approach can be: (1) cleaning, vectoring, and clustering the data; (2) sampling
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the corpus into training set and test set, and labeling the data in training set with infra-
structure-specific labels (may need crowdsourcing); (3) adopting an appropriate
machine learning algorithm to train the model; (4) applying the model to the test set.
The larger the training set is, the better the output will be. Furthermore, the well-trained
model can be enveloped into a system which can provide evidence of damage and
support for decision making automatically.

5 Conclusion

This paper presented and examined a system analytics framework involving social
sensing and text mining for text-based representation of infrastructure resilience
performance in disasters. The framework creatively developed an iteration for building
a complete infrastructure-specific lexicon and a stop-words list to retrieve and clean
relevant tweets. In addition, this framework integrated text classification (e.g., K-means
clustering) and topic modeling (e.g., LDA) for summarizing the major topics in clusters
of tweets. Therefore, the topics that the public and agencies were highly concerned were
detected and analyzed for understanding the extent that the events were discussed on
social media. The application of the proposed framework was shown in a preliminary
study of infrastructure-related event detection and tracking in 2017 hurricane Harvey
and derived flooding around Houston area. The case study investigated 63263 tweets in
four disaster phases which were defined by the duration of disasters. The results showed
that the computational algorithm exhibits capabilities of gathering complete and relevant
datasets, classifying tweets into several clusters, modeling major topics in each cluster,
and analyzing the changes of infrastructure-related topics along with the development
of disasters. Thus, the results well addressed the gap of applying social sensing to
assessing infrastructure service disruptions and highlighted the extent of the public and
agencies discussing infrastructure on social media. Based on the output of the framework
and the results of the analysis, the disaster responders and residents can develop their
measures for enhancing the resilience of infrastructure systems, including improving
the drainage capacity of the highways and early warning for airports. Their implemen-
tation can eventually contribute to the improvement of infrastructure resilience perform-
ance and property safety in times of disasters.

The framework proposed in case study can integrate the machine learning algorithms
and disaster informatics on social media for data collection, cleaning, clustering and
topic modeling relative to infrastructure systems. This system analytics framework can
be further developed into several aspects: (1) apply it to other domain-specific research
(e.g., sports event, finance & stock, and business marketing), and adjust some compo-
nents to make it more adaptive to varieties of different domains; (2) incorporate other
data processing and analyzing methods (e.g., dependency parsing, chunking, and word
sense disambiguation) to explore new features of the collected data; (3) extend this
framework to conduct some other analysis such as dynamic network analysis from
systematic operation or civil engineering perspectives.
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Abstract. There is considerable interest globally in “smart cities” due to the
emergence of game changing technologies including IoT platforms, cloud
computing, and powerful automation architectures. A host of smart city applica-
tions exist including connected and autonomous vehicles, controlled urban water-
sheds, pedestrian and vehicle tracking, among others. However, a general-
purpose urban sensing architecture has not yet emerged that empowers all stake-
holders in a city to partake in data collection and data-driven decision making.
This paper describes the development of the Urbano sensing architecture
designed for dense deployments in cities for a wide variety of smart city appli-
cations. The design of the architecture is based on the belief that urban sensing
can play a major role in empowering communities to collect data on urban
processes and transform how communities engage with city stakeholders to make
decisions. Urbano does not require persistent power sources nor wired commu-
nication mediums, and is an ultra-low power wireless sensor node that is capable
of collecting sensor measurements, supporting embedded computing, and
communicating using cellular wireless communication.

The Urbano sensor node has been deployed in several smart city engagements
in Michigan. The first uses GPS-enabled Urbano nodes to track food trucks in
Grand Rapids as part of a larger effort in curbside management. The second
monitors pedestrian traffic and air quality along the Detroit waterfront to better
understand public utilization of spaces to guide future investments. The third
packages Urbano nodes in a kit called “Sensors in a Shoebox” for youth and
community deployment in southwest Detroit to measure air quality.

Keywords: Urban sensing - Embedded data processing - Wireless sensing
Curbside management - GPS - Mobility - Air quality

1 Introduction

1.1 Smart Cities and Current Limitations

There has been considerable interest globally in “smart cities” due to the emergence of
game changing technologies including Internet of Things (IoT) platforms, cloud
computing, and powerful automation architectures. The application of heterogeneous
IoT technologies and network services to sensing in urban environments enables the
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development of smart cities, which are those cities in which the use of IoT sensor
networks, massive sets of urban data, and ubiquitous access to cloud computing enhance
the performance of urban systems and experiences of citizens. Already, a host of smart
city applications have been advanced and deployed including connected and autono-
mous vehicles, controlled urban watersheds, environmental sensing, pedestrian and
vehicle tracking using cameras, among many others [1, 10, 14]. In addition to the real-
ization of these applications in cities, various conceptual criteria have also been proposed
regarding the integration of IoT technologies into smart cities [6, 7, 11, 19].

However, a general-purpose urban sensing architecture has not yet emerged that is
diverse enough to enable the management of diverse arrays of heterogeneous IoT tech-
nologies and empower all stakeholders in a city to partake in data collection and data-
driven decision making [10]. This may be in large part due to the commercial sector and
their marketing approach tailored to government stakeholders. Consequently, the prolif-
eration of sensors and government-centric data aggregation in urban cities has dispro-
portionately focused on improving city cores, with less attention paid to residential
neighborhoods and areas. This is worsened by technological obstacles associated with
current IoT platforms, such as the high power demand of existing hardware which
requires access to power sources (e.g. light poles, electrical trash receptacles, and other
powered street furniture), thus limiting the potential of mobile sensors and deployments
in cities like Detroit where community access to power sources is severely limited in
residential areas. This lack of connection between citizens and smart city initiatives is
particularly pronounced in depopulated American cities (e.g., Detroit, Flint, St. Louis,
Baltimore) where there has been no notable success in using smart city technologies to
connect populations to their larger communities.

While most urban cities in the United States have undergone sustained periods of
economic growth since the 1940s, a small number of cities have seen dramatic drops in
population and economic activity [15]. For example, Detroit experienced population
reductions from 1.8 million people in 1950 to less than 700,000 in 2015 [2]. However,
major revitalization efforts in Detroit’s business core are starting to rapidly transform
the city. However, the residential areas and neighborhoods of Detroit remain underpo-
pulated, with scarce access to important city services. Shrinking cities have resulted in
extreme levels of poverty and inequality that result in stressors that disproportionately
impact urban youth, who are at risk of losing connectivity to their cities and communities
[8]. As a result, there is a need to expand the use of sensing, especially by the general
public, through the development of a more democratized approach to urban data collec-
tion and post-collection data uses to fully and more broadly reap the promise of smart
cities. This, in part, entails engaging urban youth and citizens with their communities
by architecturally embedding them within a smart city’s urban cyber-physical-social
system (CPSS). As seen in Fig. 1, this expanded cyber-physical system (CPS) architec-
ture directly integrates humans into the CPS framework by taking into account a citizen’s
ability to observe and take action in response to physical and CPS elements [18]. By
empowering communities to collect their own data in their neighborhoods and cities,
city governments, local organizations and citizens can work in a more meaningful part-
nership with each other, leading to more resilient modes of smart city governance.
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Fig. 1. CPSS framework for community-based sensing.

In addition to the lack of current urban sensing strategies that can empower all
stakeholders in a city to partake in data collection and data-driven decision making, there
are several technological obstacles that impede the emergence of a successful general-
purpose urban sensing architecture for widespread use. These include the development
of a sensing platform that supports interoperability among diverse arrays of heteroge-
neous IoT devices, preserves privacy and trust among citizens, supports cloud-based
analytics, and supports low-power and low-cost sensing and communication, which is
particularly difficult to achieve with platforms that require a continuous source of energy
[10]. For example, the Array of Things (AoT) deployment in Chicago provides envi-
ronmental and air quality sensors tied to a Linux-based sensing node [1]. The high power
demand of the hardware requires access to power sources supplied by street furniture
(e.g. light poles) which limits its deployment potential in less populated areas and resi-
dential neighborhoods where power sources are severely limited. In addition, Placemeter
is a novel camera-based sensing solution designed to track vehicles and pedestrians in
city spaces [14]. While Placemeter promises to anonymize data by processing video
footage using automated data processing tools, many communities might be resistant to
camera-based monitoring due to infringements on privacy and overarching notions of
“Big Brother” within the community.

1.2 Introduction to the Urbano IoT Platform

In response to these needs, this paper describes the development of the Urbano sensing
node which is designed for dense and rapid deployment in cities for a wide variety of
smart city applications. In particular, the design of the architecture is based on the belief
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that urban sensing can play a major role in empowering communities to collect data on
urban processes of interest, and can transform how communities engage with other city
stakeholders to make decisions. Hence, the design of Urbano emphasizes ease of use
and minimizes dependence on required infrastructure for which a stakeholder may have
limited or no access. Urbano is designed as an ultra-low power, low-cost, wireless sensor
node that is capable of collecting diverse and heterogeneous sensor measurements,
supporting embedded computing, and communicating using cellular or wireless commu-
nication. A major differentiator of Urbano from other smart city IoT platforms is that it
does not require a persistent power source (e.g., grid power available from street furni-
ture) nor a wired communication medium (e.g., fiber network). Rather, it is designed to
operate using solar energy and leverages a cellular radio to push data to the cloud. The
case studies presented in this paper avoid the use of cameras in order to respect the
anonymity of citizens. For example, passive infrared (PIR) sensors are used for pedes-
trian counting instead of using cameras or Bluetooth, and GPS modules are only inte-
grated into Urbano nodes with the consent of the relevant parties (e.g. food truck
vendors).

Due to Urbano’s low-power design, low cost, and independence from continuous
power sources, nodes can be densely and rapidly deployed as stationary or mobile
sensing units anywhere in a city. Urbano has analog and digital sensing interfaces, and
a wide variety of sensing transducers have already been integrated with Urbano and
deployed in urban cities. These include digital sensors such as air quality sensors (NO,,
S0O,, O3, and particulate matter (PM)) and GPS receivers, in addition to analog sensors
such as geophones for vibration measurements, strain gages, accelerometers, PIR
sensors for pedestrian tracking, and temperature sensors. Sensors are connected to
Urbano’s analog and digital sensing interfaces (Figs. 3 and 4) and are either housed
inside of the node enclosure or connected to the Urbano externally through a water tight
connection through the enclosure.

To emphasize its ability to support community uses, Urbano has been assembled in
a user-friendly packaging with all components integrated, and consists of a variety of
libraries of data processing blocks that support the different sensing applications
(including those that require onboard data analytics); community members can simply
deploy, turn on the device, and see the data stream to a data portal of their choice. Urbano
nodes are designed to push their data to a database server hosted in a commercial cloud
environment. A variety of data portals are exposed. The cellular modem integrated with
Urbano can be used to issue data and alerts in the form of SMS messages and Twitter
posts to allow nodes to essentially tweet alerts and updates to users subscribed to their
feed. This specific approach to data dissemination is well suited to presenting urban data
and information using a user-friendly interface. The second approach adopts a more
robust cloud-based data management platform well suited for storage and management
of time history series. Here, Exosite’s One Platform [5] is adopted as a time series data-
base that is ideally suited to collect and manage Urbano data streams. Graphical repre-
sentations of the data are provided using Exosite’s internal standard and customizable
visualization portals. This paper details the hardware design, software architecture, and
data processing approaches implemented in an analytics layer that queries data from the
database.
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Fig. 2. Overview of the implementation of the Urbano platform.

The Urbano sensor node has been deployed in a number of smart city engagements
in Michigan. These applications incorporate a wide variety of stakeholders including
city governments, local organizations, urban youth, and communities. As outlined in
Fig. 2, each of the three applications described in this paper is carried out using the single
Urbano cloud-based sensing IoT platform. The first test case highlights the use of GPS-
enabled Urbano nodes to track food trucks in Grand Rapids, MI to assess compliance
with permit rules and curbside management by city planning officials. The second appli-
cation deploys Urbano nodes to monitor pedestrian traffic and air quality along the
Detroit waterfront; this data is desired by the Detroit Riverfront Conservancy (DRC) to
under-stand utilization of public spaces to guide future investments. Finally, the third
test case packages Urbano nodes in a kit called “Sensors in a Shoebox” for community
deployment in southwest Detroit to measure air quality. Residents in southwest Detroit
reside in one of the most polluted regions of the state due to the presence of heavy
industries including oil refining, steel mills, and coal fired power plants. As a result of
poor air quality there have been high rates of youth asthma and long-term cardiovascular
disease in the community [4].

2 Hardware Architecture

The hardware of the Urbano wireless sensing node is separated into three primary
subsystems: analog and digital sensing interfaces, computational core, and wireless
communication. The flexible sensing interface is compatible with a diverse array of
heterogeneous analog and digital sensing transducers, the computational core is
programmed to operate the hardware and carry out on-chip data processing, and the
wireless communication system incorporates a cellular modem to push and pull data
from the cloud. In addition to an overview of wireless sensing, the following sub-sections
provide a detailed overview of the hardware design, cellular communication design, and
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packaging of the Urbano wireless sensing node to demonstrate how the hardware satis-
fies the needs identified in Sect. 1. The general architecture of the hardware design is
shown in Fig. 3.

2.1 Introduction to Wireless Sensing

Wireless sensing has emerged as a major platform for collecting and transmitting data,
both within and outside of cities, over the past several decades. This is especially prom-
inent within the context of structural health monitoring (SHM), where wireless sensing
systems are installed on infrastructure around the world in order to detect damage and
use data to help guide decisions to repair, rehabilitate, or replace a structure [16]. Wire-
less sensing technologies for monitoring infrastructure originally emerged as an alter-
native to existing wired systems, which require high upfront costs due to material
procurement, and labor intensive installation, not to mention extensive installation times
[17]. Using commercial off-the-shelf electrical components, researchers have success-
fully developed and deployed wireless systems for use in monitoring infrastructure [9].
However, there remain several limitations to current wireless sensing platforms. Specif-
ically, limited ranges of wireless transceivers and the dependence of wireless sensing
nodes on connections to wireless communication infrastructure, such as local base
stations (that house single-board computers), hinder low-cost dense and rapid deploy-
ments over large areas, and the ability to have mobile sensors.

Digital Sensors
(e.g. air quality sensors)

0000
| §.3 |
Port

UART UART

ars | 2 Wil Cellular Modem
(GP-735) 8-bit microcontroller (Nimbelink Skywire Cat 1)
(ATmega2561V)
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\. J
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Fig. 3. Hardware design for sensing interface, computational core, and wireless communication.

The limitations associated with current wireless sensing platforms used for moni-
toring single asset infrastructure are particularly important to recognize as more attention
turns toward monitoring multi-asset infrastructure, physical systems, and environmental
parameters within urban environments where connectivity and automation are inherent
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features. Due to the need for a wireless sensing platform for which stakeholders with
sensing needs in a city can deploy dense networks (possibly up to hundreds of sensors)
of stationary and mobile sensors rapidly for data collection, wireless sensing nodes must
be completely autonomous, with no dependence on additional communication infra-
structure (such as base stations).

While smart city IoT applications continue to emerge that are reliant on short range
technologies such as Bluetooth, Zigbee, and Wi-Fi [10], it quickly becomes less feasible
for citizens to engage in and initiate smart city applications in neglected areas of cities,
such as in neighborhoods outside of city centers, where the power and access to addi-
tional communication infrastructure necessary to enable these means of communication,
are scarce. On the other hand, with typical coverage of 5-30 km [10], long range tech-
nologies such as cellular modems are a much more feasible and autonomous method of
communication that gives city governments, local organizations, and citizens the flex-
ibility to sense a diverse array of parameters throughout a city. A drawback to using
cellular communication for data transmission is that cellular modems have high energy
consumption during active communication. However, as outlined in the following
subsections, the hardware and software architectures of the Urbano 10T cloud-based
flexible sensing platform are designed to minimize power consumption such that each
node is able to use solar energy harvesting with a small solar panel to realize full
autonomy from access to power and communication infrastructure aside from a cellular
network (applications in this paper use various solar panels between 3.4—10 W).

2.2 Hardware Design

Computational Core. The computational core is programmed to carry out three main
functions: the operation of the hardware, data interrogation and on-chip processing, and
network communication. At the center of the computational core of the Urbano node is
an Atmel AVR ATmega 2561 V 8-bit microcontroller with 8§ MHz system clock, which
operates at a 3.3 V supply voltage. An 8-bit microcontroller was selected to avoid the
significantly higher power consumption and costs associated with 16- and 32-bit micro-
controllers. In addition, an 8-bit internal data bus is sufficient for the required on-chip
processing. The ATmega 2561 V is a low power microcontroller that has a current
consumption of 7.3 mA in active mode. Strategic software manipulation of the micro-
controller’s sleep modes allows for reduced power consumption when the node is not
actively collecting data, as the microcontroller consumes 4.5 pA in power-save mode,
and 0.18 pA in power down mode. As a result, the microcontroller is able to perform
data processing computations and operate the sensing and communication subsystems
using very little power.

The ATmega 2561 V has more than sufficient read-only memory, with 256 kB of
flash and 4 kB of EEPROM, which reduces constraints on data interrogation and on-
chip processing. The microcontroller has 8 kB of internal SRAM. Since 8 kB of internal
SRAM is not sufficient when large amounts of data need to be stored, the microcontroller
is configured to include an extended 512 kB of external SRAM to augment the internal
memory using the Cypress CY62148EV30. Since Urbano nodes do not require a contin-
uous power source and the cellular modem consumes the most power in the system,
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additional SRAM is valuable so that it is possible to execute embedded data-processing
algorithms on large amounts of data and only transmit necessary, pre-processed infor-
mation. Using the solar harvesting configuration, the Urbano node is capable of the
periodic transmission of both raw continuous time-series data and pre-processed data.
In the case where the node has access to a power source (i.e. solar harvesting is not
necessary), there is no limit on the frequency of data transmission.

Analog and Digital Sensing Interface. Controlled by pre-programmed data collection
schemes in the microcontroller, the sensing interface includes four analog and four
digital sensing channels. The sensing channels support heterogeneous sensing trans-
ducers so that each node can sense a diverse array of parameters, such as environmental
and physical parameters. An internal 10-bit 200 kHz analog-to-digital converter (ADC)
in the microcontroller is used for digitizing analog signals to enable embedded
processing and transmission of data to the cloud using the cellular modem. For sensing
infrastructure systems such as bridges and buildings (i.e. structural health monitoring),
a higher resolution 16-bit ADC would be more appropriate. However, for sensing urban
parameters such as mobility (e.g. vehicle and pedestrian movement), and various envi-
ronmental parameters, 10-bits is sufficient. While an external 16-bit ADC can be easily
integrated into the Urbano node, it is desirable to avoid the additional power consump-
tion and cost that accompany higher resolution external ADCs.

Cellular Wireless Communication. Wireless communication is achieved using the
Nimbelink Skywire 4G/LTE Cat 1 Cellular Embedded Modem. A standard XBee hard-
ware interface is used to connect the cellular modem to the printed circuit board (PCB)
(Fig. 4). The cellular modem connects to Verizon or AT&T’s 4G LTE network and is
the lowest power fully developed LTE technology available in the market [12]. The
Nimbelink Cat 1 modem consumes 616 mA of current during active cellular commu-
nication and 48 mA when idle, but the utilization of sleep modes can reduce current
consumption to 8.6 mA in low power mode and 44 pA when it is off. To minimize the
amount of power consumed by the cellular modem, the computational core is
programmed with robust timing and interrupt schemes to ensure the cellular modem
remains off whenever active read and write transmissions are not necessary. In addition,
the modem is Federal Communications Commission (FCC) and end-device pre-certi-
fied, meaning that it does not require carrier certification, which significantly reduces
the cost and eliminates the time associated with the certification process (which can take
up to months in the United States). In addition, the cell modem supports multiple LTE
bands (B4(1700) and B13(750)) with fallback capabilities, and has a small U.FL port
for antenna flexibility. The Nimbelink Cat 1 is based on the Gemalto ELS31 chipset and
achieves excellent speeds of 10 Mbps download and 5 Mbps upload. The Gemalto
ELS31 is designed for power optimization and speed which make it an excellent candi-
date for machine-to-machine and IoT applications. In addition, the Nimbelink Cat 1 has
a commercially available development kit that allows users to connect the cell modem
to a PC via a USB-to-UART converter, and send AT commands to the modem through
any serial terminal application. This direct and simple method of communication enables
rapid development and debugging.
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2.3 Packaging

To emphasize its ability to support community uses, Urbano has been assembled in a
user-friendly packaging (smaller than the size of a shoebox). All components are inte-
grated into a single enclosure, and the Urbano node is programmed with a variety of
libraries of data processing blocks that support the different sensing applications.
Without making significant changes to the physical structure of the node, community
members can simply deploy, turn on the device, and see the data stream to a data portal
of their choice (visualization portals discussed in Sect. 3). For the three applications
discussed in Sect. 4, two different methods of packaging are used. For deployments by
the City of Grand Rapids planning officials and the Detroit Riverfront Conservancy,
these two stakeholders desired a compact assembly. As seen in Fig. 5(a), the Urbano
node, sensing components, rechargeable lithium ion battery, solar controller, and a small
3.4 W solar panel were assembled in a small 20.32 cm X 10.16 cm X 7.62 cm weather-
proof box. Figure 5(b) shows the Urbano node installed on the roof of a food truck in
Grand Rapids, MI, complete with solar panel. On the other hand, an alternative pack-
aging scheme (Fig. 5(c)) is used for the “Sensors in a Shoebox™ kit (Sect. 4.3), which
allows for more room and clearly labeled and identifiable components. For educational
purposes, a clear lid is included with the kit so that students and community members
can observe the contents of the box even when it is deployed and collecting data.
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Solar Controller Urbano Node Node/Enclosure Installed on
Food Truck Roof
(@) ()

PIR Sensor

(©)

Fig. 5. (a) Urbano node assembled for studying food truck curbside management, (b) Urbano
node installed on the roof of a food truck with solar panel mounted to top of packaging, and (c)
“Sensors in a Shoebox” kit for pedestrian sensing.

3 Software Architecture

The success of a diverse sensing solution for smart city applications relies on the imple-
mentation of a scalable cloud-based database system for the storage, processing, and
analysis of sensor data transmitted from the Urbano nodes. In response to this need,
Urbano nodes are designed to push collected data to a database server hosted in a
commercial cloud environment. An additional requirement is that data be accessible and
able to be interpreted by all stakeholders, including city governments, local organiza-
tions, and citizens, regardless of their education level or familiarity with IoT technolo-
gies and cloud computing. As a result, a variety of data portals are exposed. For example,
pre-programmed code on Urbano’s microcontroller (computational core) enables the
Nimbelink Cat 1 cellular modem to send data and issue alerts in the form of SMS
messages and Twitter posts to allow the nodes to tweet their notifications to users
subscribed to their feed. This specific approach to data dissemination is well suited for
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presenting urban data and information using a user-friendly interface. The second
approach adopts a more robust data management web server platform that is well suited
for storage, cloud-based analytics, and management of time history data.

One Platform Server Dispatch

Scripts Dispatch i

Logical Meta

API Read/Write
(HTTP over TCP Data ports subscribe Twitter
with IPV4V6) to data rules
a 7 Visualization _ 75"
1 2 :
‘ ‘ —_— Exosite _Eanmn
D Portals

Device

(7]

(Urbano)

@ Data Rules
@) Data Ports
(] Client Resources

Fig. 6. One platform architecture.

Urbano’s software architecture utilizes Exosite’s commercially available One Plat-
form as a time series database that is ideally suited to store and manage data collected
and transmitted by each Urbano node. Exosite was selected due to its manageable system
development, user friendly visualization tools, and primary focus as an IoT software
platform. As seen in Fig. 6, each user maintains a client, which consists of several
resources such as data ports, data rules, meta, dispatch functions, and visualization
portals. Each client is identified by an assigned Client Identifier Key (CIK) that is used
for accessing application programming interface (API) calls to the One Platform and
mapping to a client’s resource identifier (RID). Data that is written from a device
(Urbano node) is tagged with an alias that is used to map the data to a corresponding
data port in the One Platform database. The data is then stored in the appropriate data
port’s data-store. Each data port can subscribe to user-defined algorithms, known as data
rules, which are scripts and logical statements that are written in the Lua language to
process data. Data rules are also used to call dispatches, which are outputs from the One
Platform in forms such as HTTP, XMPP, SMS, email, and Twitter. This means that data
can even be seamlessly integrated to another robust server or cloud service, such as
Amazon Web Services, or to a user-friendly interface such as Twitter.

The software that is embedded onto Urbano’s microcontroller (C language) is
programmed to issue and receive AT commands through the Nimbelink Cat 1 cell
modem to connect and interact with the server. For data transmission, the Urbano
network utilizes unconstrained protocol stacks where requests and responses between
the devices and web server are managed by HTTP application layer protocols. Under
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the HTTP protocol, TCP is used as a transport layer protocol to handle the HTTP traffic.
For the network layer protocol, the Nimbelink Cat 1 is an IP capable device and the
microcontroller is programmed to utilize an IPV4V6 dual stack PDP context that simul-
taneously supports both IPv6 and IPv4 using the cellular modem.

Graphical representations of the data are provided using Exosite’s internal standard
and customizable visualization portals so that data can be easily interpreted by all stake-
holders. The applications described in this paper (Sect. 4) leverage several of these
portals. For example, Exosite’s GIS tools are leveraged to track the movement of food
trucks throughout the city of Grand Rapids, numerous data time series associated with
environmental parameters are plotted, and Twitter dispatches are enabled to tweet data
to subscribers. In addition, portals are leveraged to show the current air quality associated
with several pollutants (e.g. NO,, SO,, O3, and PM), which are automatically colored
green, yellow, or red, to indicate the value’s relationship to pre-defined “Safe Level,”
“Warning Level,” and “Alert Level” thresholds as defined by the Environmental Protec-
tion Agency (EPA).

4 Applications

The Urbano sensing node has been deployed in a number of smart city engagements in
Michigan. The three applications described in the following subsections incorporate a
wide variety of stakeholders including city governments, local organizations, urban
youth, and communities. These diverse applications demonstrate the flexibility of the
Urbano platform, as a wide variety of analog and digital sensors are interfaced on both
mobile and stationary sensing nodes using only the single Urbano platform.

4.1 Food Trucks as Mobile Sensors

Using the Urbano platform, an array of GPS-enabled mobile Urbano nodes were deployed
on food trucks (Fig. 5(b)) in the city of Grand Rapids in order to observe the behavior and
locations of these mobile assets for two months. This first test case was desired by the
city’s planning and transportation officials in order to assess compliance with permit rules
and to explore novel curbside management models. Monitoring the food trucks was mutu-
ally beneficial for both the city’s officials and the food truck vendors. Food truck vendors
readily volunteered for this pilot program, as it allows them to provide information in real-
time to their customer base regarding their current location.
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Fig.7. Patty matters food truck (a) 24 h tracking period, and (b) duration spent parked at curbside
locations for one month.

Fig. 8. Gettin’ fresh food truck (a) 24 h tracking period, and (b) duration spent parked at curbside
locations.

In addition to storing GPS output data in the One Platform’s database, an Exosite
trail map portal is used to visualize each truck’s movement within the past 24 h (Figs. 7(a)
and 8(a)). In addition, Matlab is leveraged to help visualize the duration of time each
truck spends parked at various curbside locations. The time that a food truck spends
stationary at a known curbside location is proportional to the area of each circle asso-
ciated with that location (Figs. 7(b) and 8(b)). In addition to leveraging the One Plat-
form’s server, database, and user-friendly visualization tools, the Urbano platform is
flexible enough to be directly integrated into the City of Grand Rapid’s existing GIS
platform. In upcoming engagements with the City, dispatch scripts will be configured
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to output data from the relevant data ports (corresponding to various food trucks) to an
existing ArcGIS server that is currently used by the City. Collected data showed that the
food trucks spend a considerable amount of time at a wide range of locations, including
colleges, community parks, downtown business areas, and residential neighborhoods.
As aresult, a diverse array of air quality sensors, including NO,, SO,, O3, and PM, will
be added to each mobile Urbano node to monitor air pollution throughout the city. This
allows for air quality to be monitored in areas outside of the city core that are often
neglected because power and access to additional communication infrastructure neces-
sary to enable existing smart city technologies, are scarce.

4.2 Pedestrian Counting and Air Quality Sensing Along the Detroit Riverfront

Depopulation of the residential sectors of Detroit has left many public spaces and parks
neglected. Of the city’s 307 parks, the city is quietly closing some of them [13]. As the
city decides on its plan for public spaces, various stakeholders are interested in observing
and assessing the use of their public and park spaces. For the second application, Urbano
nodes are deployed along the Detroit Riverfront to monitor pedestrian traffic and air
quality (NO,, SO,, O3, and PM) in this popular park area along the Detroit River. This
data is desired by the Detroit Riverfront Conservancy to monitor important environ-
mental parameters that impact people using the space, and to understand utilization of
public spaces to guide future investments.
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Fig. 9. (a) Live stream of current O; readings displayed on Exosite portal. (b) The color of the
reading corresponds to pre-defined safety level thresholds as defined by the EPA. (c) Example of
pedestrian counting readings being rerouted and displayed in real time as Twitter posts.
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Fig. 10. Air quality and pedestrian counting (a) node configuration and assembly and (b) node
installed on the Detroit Dequindre Cut for DRC deployment.
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Fig. 11. (a) NO, and (b) O; data collected from nodes for the DRC air quality and pedestrian
counting deployment.

The Detroit Riverfront Conservancy already uses commercially available pedestrian
counting technology to monitor the use of public spaces in several parks throughout
Detroit [3]. However, the costs associated with the existing commercial technology, in
particular, the cost to continuously replace the device-specific battery, are too high. As
aresult, low-cost, self-sustaining solar powered Urbano nodes have been installed along
the Detroit Riverfront and Dequindre Cut to measure pedestrian traffic and air quality.
Low power PIR sensors are installed at the base of lamp posts along the park (Fig. 10(b)),
and point out towards the river across the park’s busy pedestrian pathway along the
riverfront. Each PIR sensor is connected to an Urbano node that is attached higher up
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on the light post to prevent theft. The air quality sensors are housed inside of a 3D printed
chamber (Fig. 10(a)) within the node that exposes the air quality sensors to the outside
environment while keeping the node’s internal circuitry weatherproof. Since many citi-
zens and communities are resistant to the use of camera-based sensors due to infringe-
ments on privacy, PIR sensors were selected to ensure completely anonymized data. In
addition to storing this information as time series data in the database, an additional
Exosite portal is leveraged for real-time visualization that is easy for community
members to interpret (Fig. 11). As depicted in Fig. 9(a), a live stream of current air
quality pollutants (Oj; for this example) is displayed. The color of the reading corre-
sponds to pre-defined safety level threshold as defined by the EPA (as set by end-users
in Fig. 9(b)). For pedestrian counting, the One Platform’s Twitter output dispatch is used
to tweet live pedestrian count updates for the nodes distributed along the Riverfront
(Fig. 9(c) shows an example of a tweet of pedestrian counts at the Detroit Riverfront).

While assessing the use of public park spaces is of particular importance to the DRC,
the same platform can easily be implemented in other parts of the city to help quantify
community mobility more generally. As Detroit communities begin to fortify and
rebound, communities would benefit from understanding the mobility of their neighbors.
In particular, quantitative data on the utilization of roads and pedestrian pathways could
inform them in the quest to secure transportation infrastructure investments.

4.3 “‘Sensors in a Shoebox”

The third test case packages Urbano nodes in a “Sensors in a Shoebox” kit to offer youth
and citizens the opportunity to deploy sensors in their communities to observe and
analyze urban processes occurring in their communities. In order to move towards the
realization of Detroit as a smart city, there is a need to support citizens and, importantly,
urban youth, in developing the basic skills necessary to engage with the Shoebox kit so
that they can be connected to their communities in a meaningful way. In addition to
providing Detroit youth with the sensing kit, they were engaged in after school program-
ming, where they learned how sensors collect and transmit data. As a preliminary appli-
cation, the youths deployed an Urbano sensing node on the roof of Detroit’s Voyageur
Academy in order to track environmental conditions, such as temperature. The deploy-
ment lasted for one week and demonstrated the data acquisition capabilities of the
Urbano sensing kit to students, and allowed students to learn how to process time series
data (Fig. 12).

After the initial deployment the students then outlined their own research problems
that could be studied by deploying sensing technologies within their communities. The
youths identified several problems, including water quality, space usage, air quality, and
noise levels within the city. Since many of the students participating in the program are
afflicted by asthma, they elected to monitor air quality. Residents in southwest Detroit
reside in one of the most polluted regions of Michigan due to the presence of heavy
industries including steel mills, oil refining, and coal fired power plant. As a result of
poor air quality there have been high rates of cardiovascular disease and youth asthma
[4]. For the second deployment, students attached air quality sensors to the Urbano node
(measuring NO,, SO,, O3, and PM), initiated data collection at Voyageur Academy, rode
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a school bus out to the Delray Recreation Center and Park, and continued to collect data
for one hour. This allowed students to compare air quality measurements at different
locations throughout Detroit. Students selected to visit the Delray Recreation Center and
Park because it is surrounded by the eight most polluted zip codes in the Detroit area so
that air quality measurements. The park is surrounded by Zug “Industrial” Island, an oil
refinery, wastewater treatment facility, steel mills, a coal burning power plant and busy
freeways. Data was streamed to Twitter so that students could practice inputting and
analyzing data in Excel.
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Fig. 12. Exosite portal showing time series data of temperature (deg. F) of the Voyageur
Academy roof over 24 h of data collection during the one week of data collection.

Through this work in engaging citizens in smart city applications, youth are posi-
tioned to better understand their communities and how their cities work, thereby empow-
ering them as connected citizens in their communities. However, the concept of pack-
aging the Urbano sensing node as a “Sensors in a Shoebox” kit is not just beneficial for
urban youth. This platform offers a scalable and sustainable solution for enabling
communities to help strengthen their city neighborhoods. In addition to helping connect
citizens to their communities, this platform provides a scientific and technological foun-
dation for the extension of CPS to include humans. These CPSS human-in-the-loop
systems have the potential to transform a variety of application areas including trans-
portation, building energy management, among others.

5 Conclusions

The Urbano 10T cloud-based sensing node proposed in this paper serves as a flexible
sensing platform that can be densely and rapidly deployed throughout cities. The hard-
ware and software architecture of Urbano nodes are designed to ensure ultra-low power
consumption so that they can rely solely on solar energy harvesting to be self-sustaining.
Since Urbano nodes are not reliant on continuous power sources (e.g. light poles or
powered street furniture) and operate autonomously aside from connection to a cellular
network, they can be deployed as stationary or mobile sensing units not only in city
centers, but also in residential neighborhoods and areas where access to power and
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communication infrastructure can be scarce. This design architecture is based on the
belief that urban sensing can play a major role in empowering communities to collect
data on urban processes of interest, and can transform how communities engage with
other city stakeholders to make decisions. To demonstrate the utility of the Urbano
platform to a wide range of city stakeholders, three preliminary deployment studies were
successfully carried out that engaged city governments, local organizations, urban youth,
and communities. All stakeholders were able to use a variety of analog and digital
sensors to deploy both stationary and mobile sensing nodes, all using the same Urbano
platform. While stakeholders have access to data in a time series database, a variety of
user friendly visualization portals were leveraged to make data easy to interpret and
accessible to community members. To maximize the utility of urban sensing, the engi-
neering field is pioneering new methods of power management including the use of
edge-computing in urban sensor networks that minimize demands on high-power wire-
less communications.

For future work, the focus of this research will continue to shift towards presenting
additional contributions in computing software architecture to enable and optimize
operations for a wide range of applications. The embedded microcontroller of the
Urbano node will be used for extensive on-chip data processing as part of a more broad
edge-computing structure associated with dense networks of Urbano nodes deployed in
smart and connected cities. This will focus on automating the operation of the node to
maximize the net utility of all collected data given a certain power budget.
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Abstract. Adaptive structures are sensed and actuated to modify internal forces
and shape to maintain optimal performance in response to loads. The use of large
shape changes as a structural adaptation strategy to counteract the effect of loads
has been investigated previously. When large shape changes are employed, struc-
tures are designed to change shape as the load changes thus giving the opportunity
to homogenize stresses. In this way, the design is not governed by peak loads that
occur very rarely. Simulations have shown a significant amount of embodied
energy can be reduced with respect to optimized active structures limited to small
shape changes and with respect to passive structures. However, in these previous
studies, the actuator layout was assigned a-priori.

This paper presents a new method to search for an actuator layout that is
optimum to counteract the effect of loads via large shape changes. The objective
is to design the actuation system allowing the structure to ‘morph’ into shapes
optimized to maximize material utilization for each load case. A combination of
simulated annealing and the nonlinear force method is proposed to meet both the
actuator placement problem and to determine appropriate actuator commands. A
heuristic for near-neighbor generation based on the actuator control efficacy is
employed to explore effectively the large search space. Case studies show the
proposed method converges to the global optimum for simple configurations and
generally produces actuator layouts enabling shape control even with a low
number of actuators.

Keywords: Adaptive structures - Shape control - Actuator layout optimization
Nonlinear force method - Stochastic search

1 Introduction

The construction industry contributes to more than a third of the global energy demand
and consumes almost a half of all mined raw materials [1]. For this reason, it is becoming
important to include energy and material efficiency into the design rationale of civil
structures.

Civil structures are generally designed to meet strength and deformation require-
ments for all possible load cases, including rare extreme loads. Thus, most structures
are overdesigned for most of their life time.
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Shape optimization methods have been employed to design structures having ideal
geometry under permanent load resulting in significant mass reduction as shown by
several previous studies including [2-4]. However, because the shape cannot change,
to deal with loading conditions different to the permanent load, additional material is
distributed locally which is only utilized during peak demands.

Adaptive structures are structures with embedded sensors and actuators that can
modify internal forces and shape to maintain optimal performance in response to loads.
Previous work has shown that through well-conceived adaptive-design strategies [5]
substantial whole-life energy savings can be achieved compared with traditional passive
designs [6]. The whole-life energy consists of an embodied part in the material and an
operational part for structural adaptation. Embodied energy is the energy consumed by
the combined processes associated with the production of a material, such as mining,
manufacturing and transportation. Operation energy is the energy consumed by the
actuation needed for structural adaptation. Through actuation, the internal load-path of
a given structure can be redistributed (such that stress concentration is reduced) thus
increasing material efficiency. Whole-life energy savings are achieved by finding an
optimum design that minimizes the energy embodied in the material at a small cost of
energy required for sensing and actuation [7]. However, the formulations given in [5—
7] are based on the assumption of small deformations hence control is limited to small
shape changes.

The use of large shape changes as a structural adaptation strategy to counteract the
effect of loads has been investigated previously [8]. In this study adaptive truss structures
are designed to change shape as the load changes, thus providing an opportunity to
further homogenize stresses. This way, peak loads that occur very rarely do not govern
the design. Simulations on a simply supported beam truss, have shown that when large
shape changes are employed 41% and 45% of embodied energy reduction is achieved
with respect to optimized active structures limited to small shape changes and to passive
structures respectively. However, in [8], the actuator layout was assigned a-priori.

For adaptive structures, it is important to optimize simultaneously the structure and
control system to reach an integrated design [9, 10]. Design methods minimizing a cost
function based on the linear-quadratic regulator performance index were successfully
used for active vibration control [11-14].

Within the scope of damage tolerance such as in [15], the actuator locations were
determined to meet safety and serviceability (deflection-governed) requirements in an
event of damage via control. A Pareto front [16] of possible actuator layouts compro-
mising between stress and deflection control requirements was computed. The best
solution was selected via a ranking method. It was assumed that stress and deflection
control requirements are competing criteria and therefore the actuator placement was
framed as a multi-objective problem. However, a structure can be designed to change
shape as the load changes thus employing shape control as a strategy to redistribute the
stress as shown in the formulations given in [7, 8] and in this paper.

The search for optimal actuator layouts in [15] is carried out without employing
suitable heuristics which might result in slow convergence for structures having complex
topology. The Dynamic Relaxation (DR) method was employed to simulate shape
changes given a set of actuator commands. DR is an efficient method to handle geometric
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nonlinearity. It can be proven that for matrix based implicit methods the operation count
is proportional to the number of elements O@m"?) while for DR is O(m*?) (m is the
number of elements) thus making the latter better suited for systems with larger number
of elements [17]. However, DR cannot be used directly for the inverse (‘backward’)
problem which is to obtain actuator commands to control the structure into a given target
shape and load-path.

Within the scope of whole-life energy minimization such as in [5], the actuator
placement was carried out via ranking the actuator efficacy of the structural elements.
This criterion evaluates the contribution of a structural element assumed to be active
towards the required load-path and shape control. A computationally efficient routine
based on the integrated force method [18] and eigenstrain assignment was formulated
to solve the actuator placement problem [19]. This method produces optimal actuator
layouts for reticular structures under quasi-static loading. However, the method works
within the assumption of small deformations and therefore is less reliable when imple-
mented in systems with geometric nonlinearity.

Given a truss structure and an actuator layout, a previous study [20] presented a
formulation called nonlinear force method (NFM) to determine suitable actuation
commands to control large shape changes. Based on work by [21-23], the computation
of actuator commands is formulated as an iterative process based on the solution of a
linear least-square problem. NFM generally requires low number of iterations, thus it is
suitable to be implemented within a nested optimization scheme.

This paper presents a method to find an actuator layout that is optimum to counteract
the effect of loads via large shape changes. The method is formulated for statically
determinate reticular structures (i.e. truss systems). The objective is to find an optimum
actuator layout allowing the structure to ‘morph’ into efficient shapes that counteract
the effect of peak load. The actuators are thought of as linear motor which are strategi-
cally fitted within selected elements. Since large shape changes may induce geometric
nonlinearity, small deformations cannot be assumed. The formulation proposed in this
paper is based on a combination of simulated annealing (SA) and the nonlinear force
method (NFM). NFM is chosen because it can be used to solve the ‘backward’ problem
to obtain actuator commands to control the structure into a given target shape and load-
path [20]. A nested optimization scheme is proposed to solve the actuator placement
problem. Actuator positions and actuator commands (i.e. length changes) are the vari-
ables of the external and internal process respectively. In the internal process, shape
control is simulated while in the external process, the actuator layout is evaluated in
terms of control efficacy. Illustrative examples are presented to demonstrate the feasi-
bility of the proposed method.

2 Structure Cross-section Area, Load-Path and Shape
Optimization

Adaptive structures can be designed to be fully compliant in terms of ultimate limit state
but ignoring deflection requirements. Instead of using more material to meet servicea-
bility requirement, strategically placed active elements keep deflections within limits by
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changing the shape of the structure [5]. The method is formulated for statically deter-
minate reticular structures (i.e. truss systems). The structural joints are referred as nodes.

However, rather than having a fixed shape, the structure can be designed to morph
into optimum shapes as the external load changes. The formulation described in this
paper extends a previous work [5] by including nodal coordinates in the optimization.
In the proposed formulation, the design variables X comprises cross-section area vector
a € R", load-path vector t € R™ and nodal coordinate change vector Ad € R”™:

x=[at -t Ad, - Ad ], (1)

where m, n and o are the number of elements, degrees of freedom and load cases respec-
tively. Optimal load-paths and shapes are searched for each load case to minimize the
embodied energy (i.e. material usage) of the structure. The process can be thought of as
amapping between external load and shape/load-path, which are optimized to maximize
material utilization for each load case.

The optimization is subject to force equilibrium, stress and element buckling
constraints (ULS). The problem is nonlinear because each iteration: (1) the cross-section
areas change and thus the self-weight changes; (2) the shape of the structure changes
and thus the equilibrium matrix changes. Because the search space is generally contin-
uous and convex, optimization is carried out using sequential quadratic programming
(SQP).

The absence of compatibility constraint between element deformation and node
position in the optimization implies that the resulting optimal shapes are not compatible
ones. In other words, it is impossible to achieve optimal shapes perfectly unless the
length of all elements in the structure are adjustable (i.e. all elements are actuators). The
adaptive system will be used to enforce compatibility by controlling the shape as close
as possible to the optimal ones.

The optimal shape can be thought of as the shape of the structure would have if it
was pre-stressed. Conventionally, pre-stressing is a one-time process that carried out
during the construction phase. In the proposed adaptive structure, on the other hand,
both load-path and shape change as the load changes.

3 Actuator Layout Optimization

The actuator layout design is an inverse problem (i.e. abductive inference) whose solu-
tions are searched given a set of desired behaviors. In this case, the problem is to deter-
mine the locations where the actuators are most effective to change the shape of the
structure into the optimal shapes (Sect. 2) via controlled length changes (e.g. expansion
or contraction). Due to compatibility, the optimal shapes could only be matched perfectly
if all elements were active. Therefore, the problem is to determine the location of the
minimum number of actuators to ensure feasible controlled shapes that are as close as
possible to the optimal shapes.

The degrees of freedom allowed to move during shape optimization (Sect. 2) are set
as controlled degrees of freedom. This is to match the optimal shapes within reasonable
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accuracy. However, other degrees of freedom might be chosen to be controlled to set
additional constraints including deflection limits for serviceability.

The problem is of combinatorial nature. The task of selecting n* actuators from m
feasible locations has a search space size of:

m!
pact l(m — nact)! (2)

When the number of structural elements is large, a full enumeration of the problem
(i.e. evaluation of all possible solutions) is computationally impossible.

A nested optimization (bilevel optimization) scheme is proposed here to solve the
actuator placement problem. The scheme contains two levels of optimization tasks where
one optimization task is nested within the other. Actuator positions and actuator commands
(i.e. length changes) are the variables of the external and internal process respectively. The
actuator commands are obtained using the nonlinear force method (NFM), which is akin
to an iterative least-square minimization process, while the optimal actuator layout is
determined via a global stochastic search using simulated annealing (SA).

3.1 Internal Process: Computation of Actuator Commands Given an Actuator
Layout

In the internal optimization process the actuator layout is given, this being a variable of
the external process. The objective here is to obtain suitable actuator-length changes to
control the structure into the required optimal shapes and load paths (Sect. 2).

Solution of structural mechanics problems generally should satisfy the equilibrium,
compatibility and material constitutive requirements. Good solutions can be obtained
no matter in which order and in respect to which variable the requirements are being
satisfied. Two well-known methods to solve structural mechanics problems are the
displacement method and the force method having displacements and forces as solution
variables respectively. While commonly used, the displacement method is not easily
adapted to simulate self-stress or shape changes induced by expansion or contraction of
structural elements. In addition, the displacement method lacks generality to be extended
for cases with kinematic indeterminacies [24, 25] which often arise in cable-strut struc-
tures. Through the force method (FM), such cases can be solved within the assumption
of small deformations [26]. To account for geometric nonlinearity (e.g. large shape
changes) a nonlinear force method (NFM) [20, 23] is proposed.

The NFM solves equilibrium and compatibility using the Newton-Raphson iterative
method [27]. For explanation on the formation of the equilibrium and compatibility
matrix, readers are referred to [26]. The NFM is used as ‘forward’ method to compute
nodal displacements and internal forces caused by a given set of actuator commands.
Even if the structures considered in this paper are statically determinate, the actuator
length changes affect the internal forces due to geometric nonlinearity caused by large
shape changes. Conversely, the ‘backward’ NFM is used to compute actuator length
changes to control the structure into the required shapes and load-paths. This method
offers an efficient derivation of actuator commands given required shapes.
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In the backward NFM there is no assumption of the deformation path to move from
the deformed shape (i.e. shape without control) to the target shape. The method starts
by computing the inverse of the compatibility matrix which is then reduced to the rows
and columns corresponding to the controlled degrees of freedom and active elements
respectively. This matrix relates changes of nodal coordinates (i.e. shape) to the actuator
commands and it is defined here as the shape influence matrix. Because this scheme is
iterative, this matrix can be thought of as the tangent of the shape influence matrix.
Computing the pseudoinverse of the shape influence matrix multiplied by the target
shape change (i.e. nodal shift) gives the actuator length-change vector each iteration:

8l = A'sd” (3)

where 61 is the actuator length change vector, A is the pseudoinverse of the shape
influence matrix and 6d* is the target shape change.

The actuator commands obtained this way are input to a forward NFM to verify that
the controlled shapes match the required ones within a set tolerance (i.e. each iteration
of the backward NFM contains a forward NFM). The process continues until conver-
gence. The method can be summarized in the following steps:

(1) The influence matrix based on the initial state of the structure is computed via the
inverse of the compatibility matrix. At this stage, the structure is in its undeformed
shape (i.e. there is no shape change caused by either external loads or actuator length
changes).

(2) A reduced influence matrix is formed by extracting the rows and columns corre-
sponding to controlled degrees of freedom and active elements respectively.

(3) Actuator length changes to move towards the target shape are obtained computing
the pseudoinverse of the influence matrix multiplied by the target shape change (i.e.
target nodal shifts). Note this is only an incremental actuator command vector, the
total actuator command is obtained at convergence.

(4) The actuator length changes obtained from step (3) are applied using a forward
NFM to compute resulting changes of shape and internal forces and thus updating
the equilibrium matrix.

(5) A new influence matrix is obtained based on the new state of the structure.

(6) Loop step (2) to (5) until the difference between the controlled shape and the target
shape is less than a threshold.

The process requires updating the equilibrium matrix at each iteration and within
each iteration several updates are required by the forward NFM. For detailed mathe-
matical formulation of NFM as well as explanation and examples on the forward NFM
and backward NFM, readers are referred to [20, 23]. To improve computational effi-
ciency, the equilibrium matrix is updated using the connectivity matrix (a matrix that
describes element-to-node connectivity of the structure) [28] which is constant because
the topology of the structure is invariant.
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3.2 External Process: Search for Actuator Layout

The objective of the external process is to find an actuator layout that maximizes the
actuation control efficacy. That is to determine the locations (i.e. element sites) where
the actuators are most effective to control the structure into the required optimal shapes
and load-paths.

The problem is formulated as a constrained maximization of the closeness between
the nodal displacements caused by the actuator length changes and the optimal shapes.
The objective function is defined in Eq. 4:

n T *
max{ (141 D od od , @)
v 2 n = \/(6d75d)(5d*T5d*)

where 6d and 6d* correspond to controlled shape change and target shape change,
respectively. The search is subject to stress constraints and element buckling (ULS).

The variable y € Z™ is the vector of element indices that are assigned as active
elements. The number of actuators n is assigned a-priori. The shape closeness is eval-
uated for each load case j. An average value over n load cases is taken.

The objective function is inspired from the modal assurance criterion (MAC) [29]
which is used for evaluating closeness between mode shapes in the field of dynamics.
The MAC function returns value between 0 and 1. To evaluate similarity between two
shapes, the closer the function value to one, the closer the shapes. However, this function
returns one even when two shapes are identical in terms of nodal displacements but
phased by 90° (i.e. mirrored), leading to a misinterpretation. For this reason, the MAC
function was changed by omitting the absolute value at the numerator and taking the
square root of the ratio. The objective function formulated here returns values between
0 and 1. The closer the objective function to one, the closer the actuated shapes are to
optimal ones. The selection of such objective function is motivated by the need for a
normalized measure of the closeness between two given shapes. A normalized measure
is necessary when multiple load cases are considered because actuation efficacy may
vary across load cases.

A global stochastic search algorithm based on the simulated annealing (SA) method
is used. SA is a widely used algorithm to solve combinatorial processes [30]. SA mimics
the cooling process of molten metals through annealing. Annealing is a physical process
through which particles are randomly arranging themselves towards a low energy-state
configuration as the temperature is slowly lowered. In SA, the physical particle config-
urations correspond to minimization solutions and the energy-state to the objective
value. A control parameter called ‘temperature’, taking a direct analogy to the physical
temperature, determines the probability of accepting a potential solution [31]. Within a
group of feasible solutions, called neighborhood, a solution is randomly selected to be
close to the current one. While the temperature is high, a neighbor is likely to be accepted,
regardless of its fitness. As the temperature decreases, neighbor solutions having a worse
fitness than the current one are increasingly more likely to be rejected; in other words,
the search around good solutions is increasingly intensified [31]. SA has been success-
fully applied to a variety of engineering problems [4, 32-34].
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The generation of solutions is carried out by using an efficacy measure of a given
element to contribute towards the attainment of the optimal shapes via its length changes.
The efficacy measure will be used as a heuristic to generate the initial solution (solution
at the first iteration) and to define the neighborhood structure that is a set of feasible
solutions close to the current solution. Having a problem-specific initial solution and
neighborhood structure is not a requirement, but often it offers improvements in terms
of convergence when compared with a complete randomization [35].

Actuator Efficacy Heuristics and Initialization

At this stage all elements are taken to be active. To compute the actuator efficacy, a two-
step method is formulated. First, the actuator length changes to control the structure into
the required optimal shapes are obtained from the backward NFM. Second, the shape
changes (for each load case) resulting from the length changes of each element in turn
is computed using the forward NFM by extracting the corresponding entry from the
actuator command vector and setting all other entries to zero. Finally, the shape changes
obtained in the second step are evaluated using Eq. 4. which is a measure of how close
the controlled shapes are to the optimal ones.

This method is inspired by [5] which was formulated within the assumption of small
displacements. For geometric nonlinear structures, the actuator influence matrix (Sect. 3.1)
updates as the shape changes and thus nodal trajectories due to length change of multiple
actuators cannot be obtained through superposition. In other words, the contribution of
multiple actuators is not equivalent to the sum of the individual contributions. For this
reason, the actuator efficacy is used here as a heuristic to obtain the initial actuator layout
by selecting the topmost ranked 7n*“ elements. This solution is optimal if geometric nonli-
nearity is neglected and therefore represents only an initial guess.

Neighborhood Generation

The actuator efficacy heuristic is also used for neighborhood generation. The actuator
efficacy is normalized to be used as a discrete probability distribution P*. This distri-
bution gives the probability of an element to be selected as an actuator based on its
efficacy as defined previously. Conversely, the inverse of P*“ gives the probability of
an element to be removed from the current solution.

To generate neighbor solutions a random integer is drawn from a uniform distribution
representing the number of actuator locations to be replaced n"”. An actuator location
is drawn from the inverse of P*’ to be removed from the current solution. The removed
actuator is then replaced through drawing from P*’ which is updated after each draw to
avoid selecting the same element more than once (i.e. drawing without replacement).
This process is repeated as many times as the number of actuators to be replaced (n"?)
to form the new neighbor solution.

3.3 Method Summary

Figure 1 shows the schematic flowchart of the proposed method. The actuator layout
optimization process is initialized by computing the first solution based on the actuator
efficacy rank. Each iteration begins with the generation of a new neighbor solution (i.e.
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candidate actuator layout) using the procedure described in Sect. 3.2. Based on the
candidate actuator layout, actuator commands are derived applying the backward NFM
and the controlled shapes are computed using the forward NFM (Sect. 3.1). If the
controlled load-paths do not satisfy ultimate limit states constraints the candidate
actuator layout is rejected. Otherwise, the objective value of the neighbor solution is
evaluated and compared with that of the previous solution using Eq. 4. If the objective
value of the neighbor solution is greater, it is accepted.

(Initial actuator layout, based on efficacy rank)

Neighbourhood
> generation »
heuristic
Computation of control commands
Internal process
(Section 3.1)
. Internal
Reject current No

force contraints
satisfied?

solution

Current
solution better than
previous one?
(Eq.4)

Accept
solution based on a
probability?

Maximum
number of iterations
reached?

External process
(Section 3.2)

( Final actuator locations )

Fig. 1. Actuator layout optimization schematic flowchart

Inferior neighbor solutions are accepted subject to a certain probability which is a
function of the temperature parameter. The probability of a candidate actuator layout to
be accepted, even if it results in a lower objective value, decreases as the number of
iterations increases.
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4 Case Study

4.1 Initial Geometry and Loading

To illustrate the application of the method presented in Sects. 2 and 3, a simply supported
20:1 span-to-depth truss-beam is taken as a case study. The truss has a 2000 mm span
and it is constrained as indicated in the diagram shown in Fig. 2. This structure, which
can be thought of as a roof system reduced to two dimensions, is 1:5 scale of a test
prototype currently under development at EPFL Applied Computing and Mechanics
Laboratory (IMAC). The purpose of this test prototype is to assess the feasibility of the
proposed design method. All elements are made of aluminum assuming an average
Young’s modulus of 70 GPa and have a circular section.

LL2a i LL3a i LL3b i LL2b i
! ! }
bL { 5 i 6 i 7 i 8 f 9 v
L ! ! !

g \5 6\ 7 9 /) 100 mm
; ,‘

Ty ‘4 2000 mm: =‘

Fig. 2. Base layout and loads, DL indicated by [o], LL indicated by [x]

The dead load (DL) is applied to the top chord as distributed load of magnitude
0.25 kN/m. Self-weight (SW) is computed iteratively during the first process of the
optimization (Sect. 2). Four live loads (LL) are considered, namely LL.1, LL2, LL3 and
LL4. LLI is a uniformly distributed load of magnitude 0.5 kN/m representing a snow
load applied on top chord. LL2 and LL3 are point loads offset from mid span, repre-
senting general payloads (e.g. static object, maintenance personnel, etc.), of magnitude
0.8 kN. For symmetry, LL2 and LL3 are applied twice i.e. as LL2a and LL3a mirror
LL2b and LL3b respectively. LL4 is a uniformly distributed uplift of magnitude 0.5 kN/
m applied to the top chord which could be thought of as resulting from wind pressure.
These loads have been drawn from standard loading [36] to be practically applied to a
2 m span truss beam. Table 1 summarizes all load-case combinations.

Table 1. Load combinations

Load case Combinations
Permanent load case DL + SL

Load case #1 DL +SL+LL1
Load case #2 DL +SL +LL2
Load case #3 DL +SL+LL3
Load case #4 DL +SL +LL4
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4.2 Size, Load-Path and Shape Optimization

During size, load-path and shape optimization (Sect. 2) each node except the supports
is allowed to change position vertically within a range of +30 as indicated in Fig. 3.

Fig. 3. Selected degrees of freedom

v v

A * o ° . ® A
a) Permanent load case

® 4
® 45

@ €45 <
® 45 4=

:
:

® 4o <4<

° e e e °
b) Load case #1

.
° *— ®

¢) Load case #2

® <o
@ 4 4

:

@ <o

L4 ° ° —® i
d) Load case #3

v v

K f f N

° e e e °
e) Load case #4

=< @ 4
> @ 4

Fig. 4. Optimal shapes, DL indicated by [o], LL indicated by [x]

Figure 4 shows the optimized layouts. Element diameters are indicated by line thick-
ness variation and color shading. Referring to Fig. 4, it can be noted that the structure
increases its depth when load case #1 is applied (Fig. 4b) with respect to the shape under
permanent load (Fig. 4a). The optimal shape for load case #2 and #3 are shown in
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Fig. 4c and d respectively. These shapes are asymmetrical because the load is applied
with an offset from the mid span.

The structure obtained with the method proposed here is benchmarked against one
obtained using the method given in [5] which does not employ shape optimization (i.e.
the adaptive structure is limited to small shape changes). Figure 5 shows a comparison
of the cross-section sizes obtained with the two methods. Employing large shape changes
to optimize the load-path generally yields a lower cross-section distribution compared
to the same optimization process without considering large shape changes — a 16.4%
embodied energy reduction is achieved in this case. Note that the energy assessment is
carried out without taking into account the weight of the actuators. The actuator weight
is highly dependent on the type of actuation technology. The actuator embodied energy
share will be investigated in future works.

140 T T T T T T T T T T T T T T T

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
element #

Fig. 5. Optimal section size distribution with shape change vs. without shape change

4.3 Actuator Layout Optimization

The structure is assumed to be built using the optimal shape under permanent load. This
means that when the live load is applied, the active system will control the structure into
the required optimal shapes and load-paths starting from the shapes and load-path under
the permanent load. The controlled degrees of freedom are the same as those ones
selected for shape optimization indicated by circles in Fig. 3.

The actuator layout optimization formulated in Sect. 3 requires setting the number
of actuators n““ whose optimal locations will be determined. Generally, a low number
of active elements is desired to reduce cost and control complexity. However, below a
certain number of actuators, controllability cannot be achieved. The minimum number
of actuators can be determined by testing convergence multiple times each time
decreasing the number of active elements. The search is repeated starting from all
elements set as active and then decreasing the number of actuators 14, 10, 7, 5 and 4.

Figure 6 shows the actuator layouts obtained for all cases. Table 2 gives metrics for
all tested layouts including the Euclidean norm of the difference between optimal and

controlled shapes ||6d — 6d*||, and the maximum element demand over capacity ratio
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obtained after control for each layout. No feasible solution can be found for any number
of actuators less than five. For instance, when the total number of actuators is set to 4,
the maximum element demand over capacity ratio is approximately 2 thus ultimate limit
state (ULS) constraints are not satisfied. As expected, the higher number of actuators
the closer the controlled shapes achieved via actuation match the optimal shapes.

a) all elements

b) 14 actuators
¢) 10 actuators d) 7 actuators
e) 5 actuators

e) 4 actuators

Fig. 6. Optimal layouts for 19, 14, 10, 7, 5 and 4 actuators

Table 2. Comparison of optimal layouts for 19, 14, 10, 7, 5 and 4 actuators.

néct 1 — objective value Norm of shape | Max. shape | Norm of Max.
[1-(Eq.2)] discrepancy discrepancy | load-path demand/
(mm) (mm) discrepancy | capacity
(kN) ratio
19 5.804x 107’ 8.4 5.25 0.146 0.832
14 1.553x 10™° 9.2 5.46 0.389 0.855
10 6.299 x 107° 19.9 7.55 0.375 0.861
7 1.347 x 1077 148 444 1.81 0.899
2211%x 1073 182 525 1.69 0.992
4 2.981x% 107 190 54.0 3.71 2.09*

Because 5 is the minimum number of actuators allowed to control the structure, a
more detailed analysis of this case is presented in the following. For clarity, the optimal
actuator layout obtained with 5 actuators is shown again in Fig. 7. Note that the solution
is symmetrical, despite symmetry not being explicitly imposed as a constraint.

Fig.7. Optimal layout for 5 actuators

Figure 8 shows the shapes achieved via actuation with element stress mapped onto
the geometry. Optimal shapes (previously shown in Fig. 4) are shown in the background
for comparison. As expected, the shapes achieved via actuation are not identical to
optimal shapes since not all elements are capable of changing their lengths. The actuator
maximum expansion is 53.2 mm for element 11 and 18 under load case #4, while
maximum contraction is 51.6 mm for element 7 under load case #4. Under the permanent
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load case the actuator maximum expansion is of 0.6 mm for element 7 and maximum
contraction is 0.2 mm for elements 13 and 17. These values are considered to determine
the required stroke capacity of the actuators. For the permanent load case the actuator
effort is lower because the structure is assumed to be built according to the corresponding
optimal shape. Element numbers are shown in Fig. 2.

S B

¢) Load case #4

— 95 MPa 0 95 MPa

Fig. 8. Controlled shapes and element stress, DL indicated by [o], LL indicated by [x]

The bar charts shown in Fig. 9 illustrate the difference between the optimal and
controlled load-path for all load cases. The element capacity (ULS) is shown by hori-
zontal lines. Generally, the controlled forces have a higher magnitude with respect to
the optimal ones. However, ULS criteria are satisfied for all load cases.
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Also shown in white are the internal forces caused by the load when the structure is
not controlled (i.e. does not change its shape). In this case the internal forces are higher
with respect to the controlled forces. In fact, without shape changes, the internal force
of element 5 to 9 exceeds the ultimate limit for load case #1, # 2 and #3. The same can
be seen for elements 1 to 4 in load case #4.

As expected, using the proposed method, optimum actuator layouts were obtained
after a much lower number of evaluations with respect to a full enumeration. For
example, for the case with 5 actuators convergence is achieved only after 234 evaluations
on average (of 20 runs) while full enumeration requires 11628 evaluations.

Figure 10 shows the objective value (Eq. 4) as a function of the number of iterations
for a single run of the process. A single run of the process represents the search from
the initial solution until convergence is reached. In this paper, convergence is defined
as the attainment of the global optimum solution. Because the case study discussed in
this paper is a structure made of small number of elements, the global optimum can be
obtained through full enumeration while using manageable computing resources thus
providing the opportunity to validate the proposed method. Across multiple runs, the
solution at convergence does not vary between different runs; the objective value
remains at 2.211 x 10~ and the final actuator layout is identical.
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Fig. 10. Search process convergence (y-axis in logarithmic scale)

To assess the effectiveness of the proposed heuristics based on actuator efficacy
(Sect. 3), the same problem (5 actuators layout optimization) is solved using the same
method implemented using an SA without heuristics, a genetic algorithm (GA) and a
full enumeration. Table 3 gives average, maximum and minimum number of evaluations
to achieve convergence obtained from 20 runs of each method. The proposed heuristics,
based on the actuator efficacy (Sect. 3.2), enabled the convergence within an average
number of evaluation which is only 15%, 18% and 5% that required by the SA without
heuristics, GA and full enumeration respectively.
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Table 3. Performance of various search methods

Method Average number of | Maximum number of | Minimum number of
evaluations evaluations evaluations

Full enumeration 11628 11628 11628

GA 3281 6761 873

SA without heuristic 3755 6819 1189

SA with heuristic 579 1557 7

5 Conclusions

The study presented in this paper focuses on the implementation of an optimization
scheme to search for optimum actuator layouts to control adaptive structures designed to
counteract the effect of loads via large shape changes. This is a challenging task because
of the combinatorial nature of the problem which includes geometric nonlinearity as
discussed in Sects. 2 and 3. A search method is proposed combining simulated annealing
and nonlinear force method to explore the solution space of the actuator placement
problem and to determine appropriate actuator commands. A heuristic based on the
actuator efficacy is employed to explore effectively the large search space. Results from
the case studies presented in this paper lead to the following conclusions:

(1) The proposed method successfully converges to optimal solutions for the case under
study, thus showing potential for generality.

(2) The heuristic for near-neighbor generation based on the actuator control efficacy
improves convergence properties which is important for structures having complex
layouts made of several elements.

(3) This method successfully produces actuator layouts whereby it is possible to control
the shape and satisfy ULS even with a low number of actuators.

Future work will include considerations on the whole-life energy of the structure
comprising the energy embodied in the material and the operational energy for structural
adaptation to achieve a compromise between optimal states (i.e. shape and load-path)
and actuation effort. The method will be further developed to include statically indeter-
minate structures. In addition, the structure taken as a case study in this paper will be
built and experimentally tested to validate numerical predictions.
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Abstract. The large amount of multi-type and multi-source bridge data open
unprecedented opportunities to big data analytics for better bridge deterioration
prediction. Information fusion is needed prior to the analytics to transform the heter-
ogeneous data from different sources into a unified representation. Resolving the
ambiguities in the named entities extracted from bridge inspection reports is one of
the most important fusion tasks. The ambiguity stems from the use of different and
ambiguous surface forms to the same target named entity. There is, thus, a need for
named entity normalization (NEN) methods that can map these ambiguous surface
forms into their canonical form — an identifier concept. However, existing NEN
methods are limited in this regard. This is because they mostly require pre-estab-
lished knowledge (e.g., dictionaries or Wikipedia) and/or training data, and mostly
ignore the impact of the normalization on data analytics. To address this need, this
paper proposes an unsupervised NEN method. It includes two main components:
candidate identifier concept generation based on multi-grams of each named entity
set, and candidate identifier concept ranking based on a proposed ranking function.
The function uses the TF-IDF (term frequency—inverse document frequency) weight
and is further improved by considering the impacts of gram lengths and positions on
the ranking. It aims to balance the abstractness and detailedness of the identifier
concepts, so as to ensure that the resulting data are neither too dense nor too sparse
for the analytics. A set of experiments were conducted to evaluate the performance
of the proposed method. It achieved an accuracy of 84.5%.

Keywords: Named entity normalization - Big data analytics
Bridge deterioration prediction

1 Introduction

Bridge deterioration is a long-lasting problem faced by many countries across the world
[1]. Many agencies have been reporting the deterioration problems of their bridges, since
the 1980s [2]. For example, the Commonwealth Bureau of Roads reported that 39% of
the highway bridges in Australia were deficient as of 1986 [3]. The Organisation for
Economic Cooperation and Development reported that, among the 800,000 bridges
sampled from18 developed countries, 40% of them were found structurally deficient as
of 1988 [4]. To date, the problem is still present. For example, as reported by the 2017
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American Society of Civil Engineers (ASCE) Infrastructure Report Card, 9.1% and
13.6% of the bridges in the U.S. are structurally deficient and functionally obsolete,
respectively [5]. The poor conditions of the bridges threaten the safety of highway and
bridge users. As reported in [1], a total of 71 major bridge failures have occurred around
the world since 1970, with 24 and 13 failures in North America and Europe, respectively.
The failures are catastrophic, resulting in many fatalities and injuries. For example, in
the collapse of the I-35 W Mississippi River Bridge alone, 13 people were killed and
145 were injured [6]. Despite the imperativeness of improving the conditions of bridges
for public safety and economic well-being, bridge agencies are still struggling to make
cost-effective bridge maintenance decisions [7, 8]. This is because their maintenance
decisions are largely constrained by the limited maintenance funding. For instance, in
the U.S. alone, in order to eliminate the nation’s deficient bridge backlog by 2028, a
$20.5 billion investment in bridge construction and maintenance is needed annually;
however, only $12.8 billion is being invested currently [5]. Bridge deterioration predic-
tion plays an important role towards addressing the challenges in making cost-effective
bridge maintenance decisions under the current funding constraints [7-10].

As such, in their previous work [11-13], the authors proposed a big bridge data
analytics framework. The proposed framework capitalizes on the increasing availability
of multi-type and multi-source data in the bridge domain. It aims to learn from the data
to better predict future bridge deterioration for enhancing bridge maintenance decision
making. Such data include structured National Bridge Inventory (NBI) and National
Bridge Elements (NBE) data, unstructured textual data from bridge inspection reports,
unstructured multisensory data from various sensors, and semi-structured traffic and
weather data. The NBI and NBE data contain bridge condition rating information at the
bridge level and the element level, respectively. The reports contain technically-detailed
data about bridge conditions (e.g., the types, quantities, and severities of deficiencies)
and maintenance history (e.g., maintenance actions and material). The sensory data are
collected from structural health monitoring. The traffic data are about traffic volumes,
vehicle classification counts, and vehicle weights; and, the weather data are about
temperature, wind, precipitation, etc.

Information fusion is at the cornerstone of the proposed big bridge data analytics
framework. It aims to transform these multi-type and multi-source bridge data into a
unified representation. Resolving the ambiguities in the named entities extracted from
bridge inspection reports is one of the most important fusion tasks. The ambiguity stems
from the use of different and ambiguous surface forms to refer to the same target named
entity. For example, these two named entities “east approach pavement” and “bitumi-
nous approach pavement” are used to refer to the same entity “approach pavement”.
Despite that several guidelines have defined vocabularies that should be used for
recording structured bridge data (e.g., bridge element concepts used for collecting NBE
data) across bridge agencies and inspectors, there are no such guidelines when it comes
to the vocabulary used in writing textual bridge inspection reports. As a result of such
practice, the text in the reports is “uncontrolled” (as seen in the example above). There
is, thus, a need for named entity normalization (NEN) methods that can map the ambig-
uous surface forms of different named entities — referring to the same target named entity
— into their canonical form, i.e., an identifier concept. However, as further analyzed in
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Sect. 4.2, existing NEN methods are limited in this regard. This is because they mostly
require pre-established knowledge (e.g., dictionaries and Wikipedia) and/or human
annotated data, and mostly ignore the impact of the normalization on subsequent data
analytics. To address this need, the authors propose a new unsupervised NEN method.
This paper focuses on presenting the authors’ research efforts in defining the research
problem, developing the unsupervised NEN method, and evaluating its performance.

2 Research Objectives and Contributions

The objectives and contributions of this paper are threefold:

e Defining the research problem: This paper provides an overview of the proposed big
bridge data analytics framework. The research problem that this paper aims to address
manifests itself in the fusion step of the framework.

e Introducing the background of NEN: This paper provides an overview of the current
state of the art in the area of NEN. It also identifies the main knowledge gaps in this
area through an analysis of the state of the art.

e Presenting the proposed NEN method and its evaluation: To address these knowledge
gaps, this paper proposes a new unsupervised NEN method. The details of the
proposed NEN method are highlighted, and the evaluation of the NEN method and
the experimental results are discussed. This paper, thus, contributes to the body of
knowledge by providing a new NEN method for better normalizing named entities
in natural language text.

3 Overview of the Proposed Big Bridge Data Analytics Framework

The proposed big bridge data analytics framework is depicted in Fig. 1. It includes three
primary components: information and relation extraction, data linking and information
fusion, and data analytics. An example case is provided in Fig. 2. This case details how

4 .

Bridge Inspection Reports

[ Information Extraction ] | NBI Data & NBE Data |
v S
[ Relation Extraction ] | Traffic Data & Weather Data | Lt e ]
% | Structured Records | | Health Condition Data from Sensors [ Data Analytics ]

k [ Data Linking ]—'I Linked Records /

Big Bridge Data Analytics Framework

Fig. 1. Proposed big bridge data analytics framework.
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the information about bridge conditions and maintenance actions buried in bridge
inspection reports is extracted and represented in a semantically-rich structured way
(i.e., into structured records), how the records referring to the same entity are linked,
and how the named entities in the linked records are normalized and then fused. This
case intends to provide the readers with a better understanding about the research
problem (i.e., normalizing the named entities) at hand.

o Sample sentences from 2009 South Park Bridge Inspection Report, Washington

« East walls of north abutment have rotated outward, with map cracking (not new condition).

*  Several old vertical cracks in abutment wall up to 1/8 ” wide.

¢ Leaching at corner of north abutment and bottom of deck.

¢ South abutment settled downward and retaining walls of abutment rotated outward, allowing span between
abutment and bent 2 to settle as well during earthquake.

o Extracted information represented in a semantically-rich structured way

* <ET>East walls of north abutment</ET>, <DY>rotated outward</DY>
¢ <ET>East wall of north abutment</ET>, <DY>map cracking</DY>
¢ <ET>abutment wall</ET>, <DY>vertical cracks</DY>, <QM>Several</QM>, <NM>1/8</NM>, <NU>"</NU>
¢ <ET>north abutment</ET>, <DC>Leaching</DC>
¢ <ET>bottom of deck</ET>, <DC> Leaching</DC>
¢ <ET>South abutment</ET>, <DY> settled downward</DY>
¢ <ET>retaining walls of abutment</ET>, <DY>rotated outward</DY>
¢ <ET>span</ET>, <DY>settle</DY>
ET = Bridge element, DY = Deficiency, DC = Deficiency cause, QM = Categorical quantity measure, NM = Numerical measure, NU =
Numerical measure unit.

o Linked records that refer to the same entity (partial)

* <ET>East walls of north abutment</ET>, <DY>rotated outward</DY>
* <ET>retaining walls of abutment</ET>, <DY>rotated outward</DY>

o Named entity normalization for the bridge element concepts

* <ET>abutment wall</ET>, <DY>rotated outward</DY>

Fig. 2. An example case of the named entity normalization in the proposed big bridge data
analytics framework.

3.1 Information and Relation Extraction

Information extraction aims to extract information about bridge conditions and main-
tenance actions from unstructured textual bridge inspection reports. In the proposed
framework, the extraction is formulated as a named entity recognition (NER) task —
identify the entity type of each term in the reports. The following entity types are defined
and extracted: bridge element (ET), deficiency (DY), deficiency cause (DC), mainte-
nance action (MA), maintenance material (MM), numerical measure (NM), numerical
measure unit (NU), categorical quantity measure (QM), categorical severity measure
(SM), date (DT), and other (OT). For the NER from the reports, an ontology-based semi-
supervised conditional random fields (CRF) algorithm [14] was proposed and utilized
in the framework.

Relation extraction aims to extract relations from the reports for linking the isolated
terms into concepts (i.e., the named entities) and representing the semantically-low
concepts in a semantically-rich structured way (i.e., representing the extracted infor-
mation as structured records). In the proposed framework, relation extraction is
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formulated as a dependency parsing (DP) task. The DP aims to perform grammar anal-
ysis to extract dependency relations between “head” words and “modifier” words from
a sentence. The extracted dependency relations are then used for the linking and repre-
sentation. For the DP, a semantic neural network ensemble (NNE) algorithm [15] was
proposed and utilized. For more details about the information and relation extraction,
the readers are referred to [14, 15].

3.2 Data Linking and Information Fusion

Data linking aims to link the records that refer to the same entity. In this proposed
framework, the linking of the records is formulated as a clustering task. It aims to cluster
the records referring to the same entity into the same cluster. For the data linking, a
hierarchical spectral clustering algorithm [16] was proposed and utilized.

Information fusion aims to resolve the ambiguities and the conflicts between the
linked records as well as between the linked records and the other bridge data (as per
Fig. 1). In this framework, resolving the conflicts in the bridge data from multiple sources
is formulated as a fuzzy logic and reasoning task. The ambiguities mainly arise from the
named entities in the linked records, because of the use of a number of different surface
forms that a target named entity has. Thus, resolving the ambiguities is formulated as a
named entity normalization (NEN) task. For more details about the data linking and
fusion, the readers are referred to [16]. Figure 2 provides an example case that explains
why NEN is needed in the framework. This paper focuses on presenting the background
of NEN and the proposed NEN method.

3.3 Data Analytics

Data analytics aims to use machine learning methods to learn from the multi-type and
multi-source bridge data for predicting future bridge deterioration and learning how to
better maintain bridges. As seen in Fig. 1, these data get integrated — data from different
sources are linked, and the ambiguities as well as the conflicts in the data are resolved
by information fusion — before being used in the data analytics. Here, the bridge dete-
rioration prediction is formulated as a multi-type and multi-attribute prediction task.
“Multi-type” means that the prediction has the capability to predict the types of defi-
ciencies at both the bridge and the element levels. For example, the following main
deficiency types (defined based on [17]) will be predicted: corrosion, cracking, decay,
delamination, efflorescence, scaling and spalling, scour, and settlement. “Multi-
attribute” means that, in addition to the deficiency types, the other attributes of the
deficiencies are also predicted. For example, the following main attributes (defined
based on [17]) will be considered in the prediction: quantity, severity, onset timing,
condition rating, and propagation in quantity and severity with time.
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4 Background of Named Entity Normalization

4.1 State of the Art

Named entity normalization (NEN) aims to transform non-standard surface forms of the
named entities that refer to the same target entity into their canonical form, i.e., an
identifier concept [18, 19]. Many NEN methods, including dictionary-based and
machine learning (ML)-based methods, have been proposed in recent years for the
normalization [20]. Despite the existence of some ML-based methods, the majority of
the methods in the domain of NEN are still dictionary-based [20].

Dictionary-based methods rely heavily on pre-established knowledge of how
different named entities of the same identifier concept should be normalized. For
example, [21] developed a hybrid approach that utilized both dictionary-based and rule-
based methods for normalizing location names. The candidate identifier concepts of
location names were generated from a location gazetteer list and the final identifiers
were selected based on the rules that were developed based on the local contexts and
the global graphs of the location names in text. [22] employed a domain-specific knowl-
edge base, which includes synonyms, hypernyms, hyponyms, lexical variants and
related concepts, for normalizing entities in an information retrieval setting. Similarly,
[23] developed a dictionary-based NEN system for normalizing protein names, where
the dictionary was built from five databases in the medical informatics domain. In addi-
tion to the aforementioned research efforts, extensive amounts of efforts have been
undertaken towards developing domain-specific dictionaries for supporting NEN (e.g.,
[20, 24-26]). On the other hand, some studies also utilized the open-domain Wikipedia
as a knowledge source. For example, for normalizing named entities in user-generated
content, [27] developed an NEN system that employed within-document coreference
resolution to link the entities referring to the same identifier concept and utilized the
Wikipedia disambiguation page to generate an identifier for the linked entities. [19]
normalized the entities extracted from Tweets by representing the linked entities using
their corresponding Wikipedia entry. Also, [28] evaluated the impact of using a Wiki-
pedia-based NEN method on information retrieval for question answering.

ML-based NEN methods use ML algorithms to learn how to normalize named entities
from training examples. For example, [29] developed a support vector machines (SVM)
classifier to learn from the lexical, orthographic, phonetic, and morphological features of
named entities for NEN. [30] developed a CRF model to learn from edit operations of
labeled data and from the features induced from unlabeled data by character-level neural
text embeddings for named entity normalization. [31] utilized a CRF algorithm to perform
character-level labeling to generate the variants of names for supporting the normalization.
Other ML algorithms and models have also been used in this regard, such as random walks
[32], unsupervised noisy-channel models [33], semi-Markov models [34], etc.

4.2 Knowledge Gaps

Despite the importance of the aforementioned efforts, two main knowledge gaps in the area
of NEN are identified. First, existing NEN methods heavily rely on external knowledge
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sources and/or training data. In existing dictionary-based methods (e.g., [20-26]), domain-
specific dictionaries or knowledge bases are generally required. However, it is very chal-
lenging to develop such domain-specific knowledge sources, especially given the dynamic
nature of knowledge. For example, bridge inspection reports are continuously generated
from different inspectors/writers, who have different writing styles and come from various
bridge agencies. Hence, the named entities in the reports exhibit different levels of varia-
tions in their surface forms, and the variations keep evolving across time. It would be chal-
lenging, in terms of comprehensiveness and representativeness, to capture the knowledge
of how to map these entities into identifier concepts. Although some methods (e.g., [19, 27,
28]) attempted to use Wikipedia as the knowledge source to reduce the effort of building
dictionaries, they are insufficient in dealing with domain-specific text. For example, most
of the names/concepts and their variations in bridge inspection reports are not listed on
Wikipedia. On the other hand, in existing ML-based methods, training data are generally
needed in order to develop NEN models (e.g., [29-31]). Similar to building dictionaries,
developing a comprehensive yet representative training dataset is rather challenging.
Despite that some unsupervised NEN methods have been proposed (e.g., [33]), they mostly
still require prior knowledge about how to map named entities to identifier concepts from
dictionaries or lexicons.

Second, and more importantly, existing NEN methods mostly ignore the impact of
the normalization on data analytics. As presented in Sect. 3, the named entities in the
linked records need to be normalized and then used in the subsequent data analytics for
predicting bridge deterioration. Thus, the level of detail of the resulting normalized
identifier concepts directly affects the performance of the data analytics. The following
example scenario illustrates how different detail levels of the identifier concepts would
affect the performance of the subsequent data analytics. If the normalized identifier
concepts have a high detail level (i.e., for example, each set of the linked records has an
identifier concept that is different from the others), the data analytics will suffer from
the curse of dimensionality. This is because each identifier concept would act as a feature
in the analytics, and the size of the feature space would become unnecessarily too large.
Conversely, if the detail level is low (i.e., for example, most of the linked records have
the same identifier concept), the analytics will not be able to sufficiently capture the
distinctive patterns about different deterioration cases, which would lead to errors in the
prediction. Therefore, balancing the abstractness and detailedness levels of the identifier
concepts during the normalization is critical.

S Proposed Unsupervised Named Entity Normalization Method

To address the aforementioned knowledge gaps, the authors propose a new unsupervised
named entity normalization (NEN) method. The proposed NEN method consists of two
main components: candidate identifier concept generation and candidate identifier
concept ranking.
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5.1 Candidate Identifier Concept Generation

Candidate identifier concept generation aims to enumerate all possible identifier
concepts that the named entities in the linked records could have. In this paper, the
authors formulate this task as an n-gram generation problem. For a set of linked named
entities, the n-gram generation aims to generate all possible grams (e.g., unigrams,
bigrams, trigrams, etc.) based on and for each of the named entities in the set. To better
illustrate the n-gram generation, an example case is provided in Table 1.

Table 1. An example case of candidate identifier concept generation.

Linked named entity entities Candidate identifier concepts (multi-grams)™®
Deck Deck (9)

Deck Bridge (1)

Deck Concrete (1)

Deck Approach (2)

Deck Span (2)

Bridge deck Surfaces (2)

Concrete deck Bridge deck (1)

Approach span deck surfaces Concrete deck (1)

Approach span deck surfaces Approach span (2)

- Span deck (2)

- Deck surfaces (2)

— Approach span deck (2)

- Span deck surfaces (2)

- Approach span deck surfaces (2)

“The numbers in the parenthesis indicate the frequencies of the grams.

°The candidate identifier concepts were generated based on the original named entities. Unigrams, bigrams, trigrams, and
four-grams of the named entities were used for generating the concepts.

This approach is adopted because of two main reasons. First, it allows for capturing
different variations of the named entities at different abstraction (or detail) levels. For
example, the following grams (partial) for the named entity “asphalt deck wearing
surface” would be generated: “deck”, “wearing surface”, and “deck wearing surface”.
As seen, these grams have different levels of abstraction in describing this bridge element
entity: at the highest level of abstraction, the entity would be normalized as “deck” (i.e.,
a wearing surface is a part of a deck system); and, at the lowest level of abstraction, the
entity would be normalized as “asphalt deck wearing surface” (a much more descriptive
gram than “deck”, by also indicating the material and the sub-element of the deck).
Second, the n-gram generation allows for preserving the sequence of the terms in a
named entity, and thus generates meaningful grams. For example, when generating
bigrams for the named entity “asphalt deck wearing surface”, the concept “deck asphalt”
that does not carry any real-word semantic meaning will not be generated. This helps
assure that the resulting grams are technically and semantically meaningful and can be
used as features in the data analytics.
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5.2 Candidate Identifier Concept Ranking

Candidate identifier concept ranking aims to rank the generated grams of each named
entity set. The top-ranking grams are then used as the final, normalized identifier
concepts for representing their corresponding named entities in a set. To rank the grams,
a new ranking function, as per Eq. (1), is proposed in this paper.

Ranking score = TF-IDF weight X GLweight X GP weight X SW weight 1

TF-IDF Weight. In Eq. (1), the TF-IDF weight is determined by term frequency (TF) and
inverse document frequency (IDF). The TF, as defined in Eq. (2), captures the frequencies
of the grams in each set of the linked entities, where f, , denotes the frequency of a gram, g,
in a “document”, d. In this paper, each named entity set is considered as a “document”. In
ranking the candidate identifiers (grams), the TF favors those that have high frequency rates
per each entity set. For example, only based on the TF, unigrams and bigrams would have
a higher probability to be selected as the identifiers, because they are the constituent parts
of the named entities and are thus more common and frequent in the dataset. The IDF, as
defined in Eq. (3), captures the frequency rates of the grams across all the “documents” in
the dataset (i.e., how many “documents” contain a specific gram), where N is the total
number of “documents” in the dataset. In ranking the candidate identifiers, the IDF favors
those that appear only in a few “documents”. For example, only based on the IDF, the grams
with longer lengths would have a higher probability to be selected as the identifiers. This is
because such grams are less common in most of the “documents”, and thus have a higher
IDF score. As noted, the TF and IDF weights favor different types of grams — the former
prefers shorter grams while the latter prefers longer ones. The TF-IDF weight, the multipli-
cation of the TF and IDF weights, is thus applied to balance these two types of prefer-
ences. This helps balance the abstractness and the detailedness of the final identifier
concepts (used as features in the data analytics), resulting in a feature space that is neither
too dense nor too sparse for the analytics.
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Gram Length Weight. In Eq. (1), the gram length (GL) weight is determined by the
length of the current gram and the greatest gram length in a “document”. The GL weight
is defined in Eq. (4), where |g| denotes the length of a gram. As seen, this weight gives
a higher score to the grams with shorter lengths, which has a similar effect in the ranking
as the TF weight. Here, the GL weight is further applied in the ranking because the effect
of the IDF is much stronger than that of the TF, resulting in that the ranking prefers the
identifier concepts with longer lengths (more detailed, less-frequent concepts). The
stronger effect of the IDF is caused by two main reasons. First, the number of “docu-
ments” is much greater than the highest frequency of the grams. Second, as per Eq. (2),
the TF scores are within the range of 0.5 to 1.0; while, the IDF scores are generally much
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greater than the TF scores. As a result, although TF is used, less-frequent grams are
always selected because of their IDF weights. Therefore, the GL weight is proposed to
further balance the two types of preferences.

F
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Gram Position Weight. In Eq. (1), the gram position (GP) weight is determined by
the position of the current unigram in the longest gram in a “document”. This weight is
defined in Eq. (5), where I(g) denotes the ordinal number of the gram in the longest
gram. It is used to ensure that, in the case of selecting a unigram as an identifier, the
selected unigram is meaningful. As seen in Eq. (5), this weight gives a higher score to
the unigrams that are placed at the ending position(s) of the longest grams. This is
because such unigrams carry more meanings than those at the beginning positions. For
example, the following unigrams are generated from the named entity “asphalt overlay™:
“asphalt” and “overlay”. Compared to the former one, the unigram “overlay” carries
more meaning towards representing its original named entity.

GP=1.0+L 5)

maxgeq18'|

Stop-Word Weight. In Eq. (1), the stop-word (SW) weight is determined by a pre-
defined stop-word list. This weight is defined in Eq. (6), where a gram is associated with
a stop-word weight of 0.0 if it is in the stop-word list; otherwise, it is associated with a
weight of 1.0. The initial stop-word list was developed by enumerating the grams whose
TF-IDF weights are smaller than 2.0. Here, the TF scores were calculated by using the
frequencies of the grams in the entire collection of the “documents”. Then, the mean-
ingful grams in the original stop-word list that are important to consider when normal-
izing the named entities were removed based on engineering judgement. The developed
stop-word list is shown in Table 2.

Table 2. Developed stop-word list.

Grams in the stop-word list®

Lower South (Bar) (Paint System)
(Bolt) Top (Lacing bar) (Overlay)
North Surface South approach | Member
Concrete | (Web) (Connection) (Lower chord)
Paint East (Joint) (Bent)

Timber North abutment | System -

Steel (Lacing) End -

“The grams in parenthesis with italic font were removed from the original list based on
engineering judgement. The resulting list contains words that are less informative (i.e.,
adjectives) and contribute less (if any) to generating gold standard identifier concepts
(e.g., “deck” is preferred over “south deck” as an identifier concept).
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_J 1.0, gramnot in the stopword list;
SW= { 0.0, otherwise. ©)

6 Experimental Setup

A set of experiments were conducted to evaluate the performances of the proposed NEN
method and its variations. The experimental setup for these experiments included three
main steps: dataset creation and human annotation, NEN method implementation, and
NEN method evaluation.

6.1 Dataset Creation and Human Annotation

Dataset creation aimed to create a representative set of named entities for evaluating the
performance of the proposed NEN method. In creating the dataset, five bridge inspection
reports were selected and collected. The information about these reports is summarized
in Table 3. These reports are considered representative, because they are from different
reporting years and are form different state Departments of Transportation in the U.S.
The information about bridge conditions and maintenance actions were extracted and
represented in a semantically-rich structured way — representing the unstructured infor-
mation as a set of structured data records. The records that refer to the same entity were
linked together. The extraction, representation, and linking were implemented by
following the methods presented in Sect. 3. Finally, all the named entities about bridge
element were included in the dataset.

Table 3. Information about the bridge inspection reports in the created dataset.

Report no. State Reporting year
1 Virginia 2016
2 New Mexico 2007
3 New Mexico 2008
4 Montana 2011
5 Washington 2009

Human annotation aimed to manually assign each set of the linked named entities
with an identifier concept by human annotators. The dataset was annotated by the first
author and two other researchers [with expertise in civil engineering, natural language
processing (NLP), and ML]. During the annotation, two main annotation rules were
followed. First, the manually-assigned concepts should be neither too detailed nor too
abstract. Second, the annotation should be an iterative process — the gold standard
identifier concepts are iteratively refined by balancing their abstractness and detailedness
levels across the entire dataset. This process terminated until no more refinement can be
done by the annotator. As a result, three initial sets of annotations were generated. For
example, for the first named entity set (as per Table 4), each of the annotators annotated
the concept as “deck”, “deck”, “concrete surface”, respectively. Such discrepancies
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across the annotation sets were discussed until mutual agreement was achieved, resulting
in a final set of agreed-on annotations (e.g., “deck” for the aforementioned example)
that formed the gold standard.

Table 4. Examples of the linked named entities in the dataset.

Named entity set 1 Named entity set 2

Deck Walls

Deck Abutment wall

Deck East walls of north abutment
Deck East walls of north abutment
Deck Retaining walls of abutment
Bridge deck West wall of north abutment

Concrete deck

Approach span deck surfaces

Approach span deck surfaces —

6.2 NEN Method Implementation

The implementation of the proposed NEN method included three main steps. First, all
the named entities in the dataset were stemmed. Stemming aimed to analyze how terms
of the entities are formed based on morphological derivation and inflection, and to map
them into their root forms. Stemming was conducted because it captures the variations
in the term/entity surface forms, and thus supports better analysis of the TF and IDF of
the candidate identifier concepts (grams) in the dataset. For example, the unigrams
“cracks” and “cracking” were stemmed into the same root “crack”, which helped better
count their frequencies. The stemming was conducted using the natural language toolkit
(NLTK) Porter stemmer [35]. Second, the candidate identifier concepts were generated
based on and for each set of the linked named entities. The candidate identifier concept
generation was implemented using the NLTK n-gram module [35]. Third, for each set
of the multi-grams, the grams were ranked based on Eq. (1). The ranking was imple-
mented by the authors in the Python programming language environment [36].

6.3 NEN Method Evaluation

The evaluation aimed to benchmark the performance of the proposed NEN method using
an evaluation metric. Two main steps were conducted. First, the algorithm-generated
identifier concepts were compared with the gold standard concepts. Second, the perform-
ance of the proposed NEN method was reported using an evaluation metric. In this study,
accuracy was selected as the metric. As defined in Eq. (7), accuracy is the percentage
of the number of correctly-generated concepts out of the total number of the generated
concepts.

A Number of correctly generated concepts ;
ccuracy =
Y Total number of generated concepts ™




142 K. Liu and N. El-Gohary

7 Preliminary Experimental Results and Analysis

Three main groups of experiments were conducted. The experiments were conducted
using the TF, the IDF, and the TF-IDF as the base weights for each group, respectively.
The methods that only used these base weights served as the baseline methods. Each
group also contained the experiments using different combinations of the base weight
and the other weights (as per Sect. 5.2). The performances of these experiments are
presented in Fig. 3. To facilitate the analysis of the experimental results, example cases
of using these weights for the normalization are provided in Tables 4 and 5.

+GP+GL+SW

+GP+SW

+GL+SW

+GL+GP

NEN method

N3-4 [T 65.0%
n N24 S 45.6%

N4 [ ] 78.6%

+SW

N3-3 [T 73.8%

N2-3 ST 64.1%

+GP

N3-2

N2-2

+GL

Ni1-2

N3-1

N2-1 R

Base

Ni-1 175.7%

40% 50% 60% 70% 80% 90%
Accuracy

TF as base weight Yy IDF as base weight [ TE-IDF as base weight

Fig. 3. The performances of the proposed unsupervised named entity normalization (NEN)
method and its variations. The indices of these methods follow those defined in Table 5.
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Table 5. Identifier concepts generated by the proposed NEN method and its variations.

No. | NEN methods Identifier concepts
Named entity set 1 | Named entity set 2
NI-1 | TF Deck Wall
N1-2 | TF + GL Deck Wall
N1-3 | TF + GP Deck Abutment
N1-4 | TF + SW Deck Wall
N1-5 | TF + GL +GP Deck Abutment
N1-6 | TF + GL + SW Deck Wall
N1-7 | TF + GP + SW Deck Abutment
N1-8 | TF + GL + GP + SW Deck Abutment
N2-1 | IDF Span deck North abutment wall
N2-2 | IDF + GL Bridge Retaining
N2-3 | IDF + GP Surface Of
N2-4 | IDF + SW Span deck North abutment wall
N2-5 | IDF + GL +GP Surface Of
N2-6 |IDF 4+ GL + SW Bridge Retaining
N2-7 | IDF 4+ GP + SW Span Of
N2-8 | IDF + GL + GP 4+ SW Span Of
N3-1 | TF-IDF Span deck Wall of
N3-2 | TF-IDF + GL Deck Of
N3-3 | TF-IDF + GP Deck Of
N3-4 | TF-IDF + SW Span deck Wall of
N3-5 | TF-IDF + GL +GP Deck Of
N3-6 | TF-IDF + GL + SW Deck Of
N3-7 | TF-IDF + GP + SW Deck Of
N3-8 | TF-IDF + GL + GP + SW | Deck Of
— Annotation Deck Abutment wall

7.1 Effect of the TF-IDF Weight

The experimental results of the NEN methods that only used the TF, IDF, and TF-IDF
weighs are shown in Fig. 3 (N1-1, N2-1, and N3-1 in Fig. 3). These methods achieved
anaccuracy of 75.7%, 45.6%, and 65.0%, respectively. Two main observations are drawn
from the results and the examples. First, the TF weight prefers the identifier concepts
that are more abstract, whereas the IDF weight prefers those that are more detailed. For
example, using the TF weight, the following two concepts were generated for the named
entities in sets 1 and 2 (as per Table 4), respectively: “Deck” and “Wall”. Using the IDF
weight, these concepts were generated as “Span deck” and “North abutment wall”. This
further supports the analysis in Sect. 5.2 that these two types of weights have opposite
effects in normalizing the entities. Second, combining the TF and IDF weights seems —
conceptually — to be a better solution to the NEN than using any of the weights alone
(because the TF-IDF balances the opposite preferences of the TF and IDF in terms of
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the abstractness and the detailedness); but, the experimental results indicate that the TF-
IDF did not further improve the NEN performance. As noted, compared to the TF weight,
when the TF-IDF weight was used, the accuracy dropped by around 10.7%. This might
be attributed to the fact that the IDF weight is dominating in the TF-IDF weight, and the
performance of the TF-IDF weight was thus much affected by that of the IDF. The
examples in Table 5 provide further evidence to this observation. As seen, the identifier
concepts generated by the IDF and TF-IDF weights are quite similar.

7.2 Effect of the Gram Length and Position Weights

The experimental results of the NEN methods that used the gram length and position
weights are shown in Fig. 3 (N1-5, N2-5, and N3-5 in Fig. 3). These methods achieved
an accuracy of 76.7%, 64.1%, and 73.8%, respectively. Three main observation are
drawn from the experimental results and the examples. First, the gram length and posi-
tion weights were able to improve the accuracy performance. Compared to the methods
that did not use these weights (N1-1, N2-1, and N3-1), the accuracy was improved by
around 1.0%, 18.5%, and 8.8%, respectively, when the gram length and position weights
were used.

Second, the gram length and position weights show larger positive impacts on the
IDF and TF-IDF weights than on the TF weight. This is because, as presented in
Sect. 5.2, the gram length and position weights are used in order to select more abstract
identifier concepts that are at the ending positions of the longest named entities, over
those that are more detailed and at the beginning positions. As seen in the examples in
Table 5, the TF weights already considered such preference to some extent, whereas the
other weights did not. For example, without the gram length and position weights, the
identifier concepts generated by the TF, IDF, and TF-IDF are “Deck”, “Span deck”, and
“Span deck”, respectively. When these weights were included, these concepts changed
to “Deck”, “Surface”, and “Deck”, respectively. As seen, including these weights did
not change the identifier concepts generated by the TF weight. However, it changed
those generated by the IDF and TF-IDF weights.

Third, at the presence of the gram position weight, the gram length weight showed
a minimum (if any) impact on the normalization. For example, when the TF-IDF weight
was used as the base weight (N3-1), by incorporating the length, the position, and the
combination of the length and position weights (N3-2, N3-3, and N3-5), the accuracy
was improved by 5.9%, 8.8%, and 8.8%, respectively. The gram position weight achieved
the same accuracy improvement rate as the combination. This observation also holds in
the case where the TF and IDF weights were used as the bases. This might be attributed
to that the position weight already gives higher weights to the abstract concepts.

7.3 Effect of the Stop-Word Weight

The experimental results of the NEN methods that used the stop-word weight (list) are
shown in Fig. 3. These results indicate that the use of stop-word weight is effective in
normalizing the named entities. For example, compared to the methods that included
the gram length weight into the base methods (N1-2, N2-2, and N3-2 in Fig. 3), further
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including the stop-word weight (N1-6, N2-6, and N3-6) improved the accuracy by 8.8%,
7.7%, and 5.8%. Similarly, compared to the methods that included the gram position
weight into the base methods (N1-3, N2-3, and N3-3), using the stop-word weight (N1-7,
N2-7, and N3-7) improved the accuracy by 7.8%, 9.7%, and 6.8%, respectively. This
indicates the effectiveness of using a stop-word list for improving the NEN performance.

7.4 Error Analysis and Overall Performance

An error analysis was conducted. Accordingly, two main sources of error were identi-
fied. First, although the TF-IDF (and it constituent parts) was effective in supporting the
normalization, some normalization errors were generated because of its use. For
example, for the named entities in set 2 (as per Tables 4 and 5), the gold standard
identifier concept is “abutment wall”. However, the proposed NEN method and its
variations all failed to generate a correct concept for this set. For instance, even when
the NEN method that achieved the highest accuracy (i.e., TF + GP + SW) was used, an
incorrect identifier concept “abutment” was still generated. This is mainly due to the
fact that TF-IDF and its constituent parts are not always able to adequately capture the
distribution characteristics of the grams in the dataset, and thus sometimes fail to balance
the abstractness and detailedness of the identifier concepts — resulting in some errors in
the normalization. Second, the way of generating multi-grams sometimes limited the
method in achieving further improved performance. In this paper, the grams were
generated by strictly following the term orders in their original named entities. In some
cases, the gold standard identifier concepts are not even in the generated grams, hence
resulted in errors. For example, the gold standard concepts for these two named entities
“east nose of pier” and “east nose of pier” is “pier nose”. Based on the conditions on
how the grams were generated, the “pier nose” was not even in the gram list, which
makes the method fail to conduct correct normalization.

Overall, when the TF, gram position, and stop-word weights were used, the proposed
NEN method achieved the highest accuracy of 84.5%. This shows the promise of the
proposed NEN method in supporting the normalization.

8 Conclusions and Future Work

In this paper, the authors proposed an unsupervised named entity normalization (NEN)
method for normalizing the named entities extracted from bridge inspection reports. The
NEN is an important component in the authors’ big bridge data analytics framework
towards using and learning form big bridge data for better predicting bridge deterioration
for enhancing cost-effective bridge maintenance decision making. In this framework,
the information about bridge conditions and maintenance actions is extracted from
unstructured bridge inspection reports and is represented in a semantically-rich struc-
tured way, and then the structured records that refer to the same entity are linked and
the conflicts in the linked records are fused.

Normalizing the named entities in the linked records, who have different and ambig-
uous surface forms, into the same identifier concept is one of the most important tasks
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of the fusion. To this end, an unsupervised NEN method was proposed. This paper
focused on presenting the proposed NEN method and its evaluation. The NEN method
includes two primary components: candidate identifier concept generation and candidate
identifier concept ranking. At the backbone of the NEN method is a proposed ranking
function. The function relies on TF-IDF, gram length, gram position, and stop-word
weights for the ranking of candidate identifier concepts. A set of experiments were
conducted to evaluate the performance of the proposed NEN method. Overall, it
achieved an accuracy of 84.5%. Three main conclusions were also drawn from the
experimental results. First, the TF weight alone (without using the IDF weight) served
as a better base weight in the ranking. Second, the gram length and position weights
were effective in improving the NEN performance. However, at the presence of the
position weight, the gram length weight did not further improve the performance. Third,
the use of the stop-word list was effective in the normalization. Also, one main limitation
of this paper is acknowledged. The performance of the proposed NEN method was
evaluated using a relatively small dataset. As a part of their ongoing research efforts,
the authors are working towards developing a larger collection of bridge inspection
reports for better evaluating the performance of the proposed NEN method. A similar
performance level is expected in the evaluation.

In their future work, the authors also plan to further improve the performance of the
proposed NEN method. Two main directions will be explored. First, for the candidate
identifier concept generation, the authors plan to also include skip and reversed grams
into the generated multi-grams. This would potentially address the errors introduced by
only considering consecutive terms as grams. Second, for the candidate identifier
concept ranking, the authors plan to test more advanced ranking methods and models,
such as the Okapi Best Matching (BM25) model. A new ranking method will be devel-
oped, based on the testing results, to better balance the abstractness and the detailedness
of the generated concepts for better supporting the subsequent bridge data analytics.
These future research efforts would provide opportunities for further improvements.

At the policy level, one direction would be to work with bridge agencies, industry,
and academia to streamline the data collection process in the bridge domain, where data
could be pre-processed and normalized at the collection time. This would help establish
more efficient and effective data management practices in the domain, which would
result in high quality data for better data analytics performance for supporting enhanced
decision making.
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Abstract. Information exchange among project stakeholders as part of structural
life-cycle management has been gaining increasing interest in civil engineering.
An integral part of structural life-cycle management is the operation and main-
tenance phase of structures, which is frequently associated with structural health
monitoring (SHM). SHM has emerged as a novel methodology enabling the
assessment of structural conditions by extracting information from structural
response data and environmental data collected by sensors attached to structures.
Representing a paradigm for exchanging information among stakeholders for
structural life-cycle management, conventional building information, such as
geometry, material and cost, is structured in so-called “building information
models”. These models are defined within building information modeling (BIM)
standards, such as the Industry Foundation Classes (IFC). Furthermore, in recent
research efforts, [IFC-compliant descriptions of “monitoring-related information”,
i.e. information on SHM systems, have been reported. However, semantic
descriptions of algorithms employed for SHM (“SHM-related algorithms”) have
not yet received adequate research attention. This paper introduces a semantic
description approach for modeling and integrating SHM-related algorithms into
IFC-based building information models. Specifically, this study focuses on algo-
rithms embedded into wireless sensor nodes for automatically processing SHM
data on board. The semantic description approach is validated by describing a
wireless SHM system installed on a laboratory test structure designed and imple-
mented with an embedded algorithm (fast Fourier transform). The expected
outcome of this study is essentially an extension to the current IFC schema
enabling the description of SHM-related algorithms in conjunction with SHM
systems and structures to be monitored.

Keywords: Structural health monitoring - Building information modeling
Monitoring-related information - Semantic modeling - Metamodeling
Description of algorithms

1 Introduction

In recent years, building information modeling (BIM) has emerged as a promising para-
digm in the architecture, engineering and construction industry for describing
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conventional information about structural life-cycle management [1]. Building infor-
mation models are created for geometrically and semantically representing structures
while offering full access and editability options to structure-related information
throughout the structural life-cycle, which includes the planning phase, the construction
phase, the operation and maintenance phase, and the demolition phase. BIM comprises
tools, processes, and technologies for documentation purposes, and it typically builds
on 3D geometrical models of structures supplemented by semantic information related
to structural components [2]. BIM can advantageously be used to support all life-cycle
phases. In the planning phase, structures can be optimized, e.g. with respect to design,
cost, or durability, by combining BIM-based planning tools with analysis tools [3].
Furthermore, with BIM, discrepancies between plans and the structure being built can
be semi-automatically documented in the construction phase [4], service intervals can
be improved in the operation and maintenance phase [5], and in the demolition phase,
the amount of waste produced during the demolition of structures can be estimated [6].

Due to ageing infrastructure, structural health monitoring (SHM) has been gaining
an increasingly important role in the operation and maintenance phase of structural life-
cycle management. SHM enables monitoring and assessing structural conditions, thus
optimizing structural maintenance and enhancing structural safety [7]. In the past
decades, SHM has been the topic of extensive research and has been successfully applied
to large-scale engineering structures, such as bridges, wind turbines, and tunnels [8—
11]. Furthermore, advances in informatics have introduced new techniques, such as
artificial intelligence [12], autonomous software [13], biologically-inspired approaches
[14], and agent-oriented concepts [15], which have substantially improved the perform-
ance and the applicability of SHM systems. Traditional SHM systems are composed of
cable-connected components; however, in recent years, wireless SHM systems have
been increasingly adopted in SHM offering several benefits compared to cable-based
SHM systems, such as reduced installation time, lower costs, and higher flexibility. Since
SHM is an integral part of the operation and maintenance phase in SHM-equipped
structures, it is beneficial to enable semantic descriptions of SHM systems using BIM.

Drawing from the requirement for interoperability between building information
models, SHM systems need to be semantically described in a holistic manner. Broadly
speaking, the information related to SHM systems can be categorized into ‘““sensor-
related information” and into “monitoring-related information”. For sensor-related
information, several standards, modeling languages and ontologies have been devel-
oped, such as the Sensor Model Language (SensorML), the Semantic Sensor Network
(SSN) Ontology, the Systems Modeling Language (SysML), and the Web Ontology
Language (OWL) [16-19]. Furthermore, the IEEE 1451 standards family provides
modeling capabilities for connecting sensors to microprocessors, instrumentation
systems, and control/field networks [20]. Contrary to sensor-related information, the
description of monitoring-related information is still an open research issue. Monitoring-
related information encompasses information related to the SHM strategy, such as
information about the semantic composition of SHM systems, about algorithms
employed for data processing (SHM-related algorithms), or about the dynamics of SHM
systems [21]. An accurate semantic description approach for monitoring-related infor-
mation would facilitate tracking changes in SHM systems and substituting components
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of SHM systems. To this end, SHM system components to be described must be put into
the context of the structures to be monitored, which has not yet received adequate atten-
tion and, thus, cannot be fully achieved with current BIM capabilities [22, 23].

In recent research efforts, monitoring-related information has been described using
the Industry Foundation Classes (IFC), an open standard for the description of BIM-
based models [24]. In particular, an extension of the IFC schema, referred to as “IFC
Monitor” [25], has been proposed to describe SHM systems with structural systems to
be monitored. As has been shown, the IFC Monitor extension facilitates the description
of monitoring-related information, such as information about (i) semantic compositions
of SHM systems, (ii) network topologies, and (iii) semantic relationships between
components of SHM systems and components of structural systems to be monitored. In
this study, the IFC Monitor extension is used as a basis, first, to generally describe SHM
systems and, then, to represent SHM-related algorithms. Focusing on algorithms
embedded into wireless sensor nodes for automatically executing SHM data analyses,
this study advances BIM-based, [FC-compliant descriptions of SHM-related algorithms
facilitating life-cycle documentations of SHM systems.

The paper is organized as follows. First, background information on semantically
describing algorithms is provided, followed by a concise presentation of modeling
capabilities of the current IFC schema. Next, based on the background information, a
semantic description approach (semantic model) is developed serving as a technology-
independent metamodel to describe SHM-related algorithms. Then, the IFC schema is
extended to enable BIM-based descriptions of SHM-related algorithms in compliance
with IFC modeling capabilities. Finally, to validate the semantic description approach,
a wireless SHM system installed on a laboratory test structure with an embedded fast
Fourier transform algorithm is described using the extended IFC schema.

2 Modeling of SHM-Related Algorithms

Strategies towards SHM usually involve collecting structural response data and envi-
ronmental data, which are processed through algorithms to extract information on struc-
tural conditions. In this section, the existing capabilities for describing SHM-related
algorithms are concisely presented. First, the semantic description of algorithms in
general is explained, followed by a concise presentation of SHM-related algorithms
commonly used for structural health monitoring. Then, the capabilities of the current
IFC schema for describing SHM-related algorithms are illuminated.

2.1 Semantic Description of Algorithms

According to the ISO 9000 family of quality management systems standards [26], a
“procedure” is referred to as a structured means to conduct activities or processes,
including step-by-step descriptions of actions towards addressing problems. Algorithms
consist of a sequence of components, which are executed for solving problems. As
opposed to procedures, algorithms must terminate once a finite number of steps are
executed, even if no solution to a problem can be found or if objectives of the problem
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have not been met [27]. Consequently, algorithms are often referred to as “effective
procedures”.

To ensure proper execution of algorithms, defining the chronological succession of
components is essential. In Unified Modeling Language (UML) activity diagrams
activity diagrams, the chronological succession of components is illustrated by arrows,
referred to as control flow, which is strictly sequential and therefore linear. The simplest
component of algorithms corresponds to a single command and is termed “statement”.
In addition to statements, Bohm and Jacopini [38] have stated essential to solve every
problem with three elementary control structures: (i) “sequences”, (ii) “selections”, and
(iii) “iterations”. Each control structure has one input and one output, according to which
the control flow executes the next algorithm component. A sequence is a block of algo-
rithm components executed in a predefined order. A selection is often referred to as a
conditional branch, the execution of which depends on meeting a predefined condition.
An iteration contains an algorithm component that is executed repeatedly as long as a
predefined condition is met. Exemplary illustrations of sequences, selections, and iter-
ations are shown in Fig. 1.

Sequence Selection Iteration
. : [True] * [False] [False] *

tatement <
S

Statement 1 Statement 2

Statement 2

Statement 1

Statement 3

Fig. 1. Control flow of elementary control structures.

2.2 SHM-Related Algorithms

The main goal of SHM is to assess structural conditions using information derived from
data collected by sensors that are attached to structures. To derive information from
sensor data, different algorithms, depending on the specific objective of a SHM project,
are applied. SHM-related algorithms can be categorized in groups based on common
characteristics, such as the domain of applicability or the type analysis applied to the
sensor data. For example, algorithms executed using sensor data in the form of time
series are called time-domain algorithms, while algorithms using sensor data decom-
posed in terms of sinusoidal harmonic functions are termed frequency-domain algo-
rithms. Furthermore, depending on whether physical principles of the structural behavior
are considered or not, SHM-related algorithms are distinguished into physics-based
algorithms and into data-driven algorithms, respectively. Given the diversity of SHM-
related algorithms and the influence of the algorithm outcomes in decision making as
part of the operation and maintenance phase of structural life-cycle management, the
importance of efficient holistic semantic descriptions of SHM systems including
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monitoring-related information, and, by extension, SHM-related algorithms, comes to
the forefront. In the next subsection, a concise description of current semantic descrip-
tion approaches for SHM systems is attempted, highlighting the shortcomings with
respect to the description of SHM-related algorithms.

Table 1. Summary of commonly used SHM-related algorithms.

Algorithm Domain Analysis type
Fast Fourier transform Frequency Data-driven
Peak picking Frequency Data-driven
Frequency domain decomposition | Modal Data-driven
Auto-regressive modeling Time Data-driven
Random decrement Time Data-driven
Stochastic subspace identification | Modal Data-driven
Ibrahim time domain Time Data-driven
Artificial neural networks Time/frequency | Data-driven
Direct integration Time/frequency | Physics-based
Dynamic substructuring Time Physics-based

2.3 Existing Approaches for Semantic Description of SHM Systems

The following discussion focuses on approaches available for semantically describing
SHM systems. Several modeling languages, models and ontologies have been intro-
duced for describing sensor-related information. For describing SHM-related algo-
rithms, emphasis in this study is placed on semantic description approaches following
the BIM paradigm, as BIM-based standards are widely used in the architecture, engi-
neering and construction industry and may provide a formal basis for documenting and
exchanging SHM-related algorithms.

Non-BIM-Based Approaches. For semantically describing SHM systems, several
sensor modeling languages and semantic models have been adopted, such as the Sensor
Model Language (SensorML), the Semantic Sensor Network (SSN) Ontology, the
Systems Modeling Language (SysML), and the Web Ontology Language (OWL).
SensorML, which according to [28] is a useful standard for interpreting and pre-
processing sensor data, offers possibilities for sensor representations via information
models as well as XML encodings for describing sensors and processes related to sensor
measurements [16]. The SSN Ontology integrates sensor technologies and semantic
Web technologies towards describing sensors and sensor networks, and it supports the
description of sensor-related information in terms of capabilities, measurement
processes, observations, and deployments [17]. With respect to describing sensors, the
SSN Ontology enables describing measuring options, measuring properties (e.g. accu-
racy, resolution), sensing processes, observations as well as deployment information of
sensors. SysML, a standardized general-purpose modeling language proposed by the
Object Management Group, provides tools to describe systems engineering applications,
including sensor-based information [18]. The Web Ontology Language offers an
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explicit concept for the structure of processes enabling the description of control struc-
tures, such as sequences, selections, and iterations [29].

BIM-Based Approaches. With respect to BIM-based semantic descriptions of SHM
systems, it has been demonstrated by Theiler and Smarsly [25] that a common semantic
description of traditional building information and monitoring-related information helps
categorize, document, update, and exchange monitoring-related information among all
parties associated with the operation and maintenance phase of the structural life cycle.
In the context of open BIM processes ensuring interoperability between different soft-
ware, the IFC has been established to document and to exchange building information
models. The IFC provide a formal basis for data storage and information exchange, thus
enhancing the interoperability of building information models, which is a key require-
ment in BIM. The IFC semantic modeling approach is based on the “entity-relationship”
(ER) concept, according to which physical objects and virtual components are referred
to as “entities”, whose characteristics are described as “attributes”. Based on the rela-
tionships between the physical objects (or the virtual components), the entities are linked
through “relationships”, which are typically “objectified”, i.e. modeled as separate enti-
ties pointing to other entities.

The basic entity, from which all entities with semantic significance are derived, is
the IfcRoot entity. Objects, such as physical elements and activities, are defined using
IfcObjectDefinition entities, from which IfcObject and IfcProcess entities are derived.
Activities represented by entities derived from abstract IfcProcess entities are (i) events
(IfcEvent), (ii) procedures (IfcProcedure), and (iii) tasks (IfcTask): Events trigger an
action or response, procedures are used to describe sets of logical actions executed in
response to events, and tasks represent identifiable work units.

Relationships between entities are described with IfcRelationship entities, from
which entities representing objectified relationships are created. For example, for
describing entities constituting parts of other entities, IfcRelDecomposes entities are
adopted, and generic connections between two entities are defined by IfcRelConnects
entities. Nesting relationships between entities are described with IfcRelNest entities,
while the logical order of execution of different processes is modeled using IfcRelSe-
quence entities [30].

Using the current version of the IFC schema (IFC4 — Addendum 2), which has been
originally created for the building sector, a holistic BIM-based description of SHM
systems is not possible, as entities to describe monitoring-related information are not
fully supported in the IFC schema [22]. Nevertheless, partial description of monitoring-
related information may be performed using existing entities. For example, sensor
information in general can be described using the entity IfcSensor. Moreover, for inte-
grating sensor information with respect to monitoring with emphasis on acceleration
response data, Rio et al. have employed user-defined property sets of the IFC, proving
that the representability of monitoring-related information through user-defined prop-
erty sets is restricted [31]. Specifically for describing SHM-related algorithms, several
IFC entities can be used, whose capabilities, however, need to be tested as these entities
have been originally created to describe processes related to the construction industry.
To tackle the aforementioned shortcomings of the current IFC schema with respect to
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describing SHM-related algorithms, an extension of the IFC schema is necessary. The
semantic description approach (i.e. the semantic model), which will form the basis for
the IFC schema extension, is described in the next section.

3 A Semantic Model for SHM-Related Algorithms

In this section, information relevant to describe algorithm components is integrated into
a semantic model serving as a technology-independent metamodel for describing SHM-
related algorithms. The semantic model is augmented with components describing
SHM-related algorithms or, more precisely, describing statements and elementary
control structures characterizing SHM-related algorithms in an object-oriented manner.
The elementary control structures are semantically subdivided into components enabling
consistent semantic descriptions of SHM-related algorithms.

As shown in Fig. 2, according to the semantic model, one process contains at least
one algorithm, which is related to zero or more inputs and to one or more outputs.
Furthermore, the domain and the analysis types of algorithms can be specified. Algo-
rithms comprise one or more algorithm components, which are either statements (State-
ment) or elementary control structures (ControlStructure). In the semantic model, three
subtypes of elementary control structures are distinguished: sequences, selections, and
iterations. In the following paragraphs, the types of algorithm components, i.e. state-
ments and subtypes of elementary control structures, contained in the semantic model
are discussed in more detail.

| Process |

Tl..n
0.. ..
Input lLQ Algorithm < ! n

domain
analysisType

Tl .
. 1
—1n| AlgorithmComp t I

il
| |

Statement | ControlStructure I
command I
—<>| Sequence | | Selection l | Iteration |

]

1
BooleanExpression —<>| ConditionalBranch |<>—

condition

Fig. 2. Extract of the semantic model for describing SHM-related algorithms.
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e Statements. Representing a basic, non-divisible component, statements refer to one
command to be executed and are described by the subtype Statement. For the sake
of simplicity, descriptions of statements are not further specified in the semantic
model, because the description of statements depends on the target platform, i.e. on
the underlying programming language. As an alternative, statements can be described
textually, with pseudocode, or in mathematical notation for documentation purposes.

e Sequences. Sequences are described in the semantic model with the subtype
Sequence. Since algorithm components contained in sequences must be executed
sequentially, the Sequence subtype enables explicitly describing the control flow of
algorithm components to be executed. The algorithm components can be simple, non-
divisible commands (Statement) or elementary control structures, i.e. iterations,
selections, or sequences.

o Selections. Selections are described using the subtype Selection. Conditions of selec-
tions and algorithm components bound to the conditions are described with condi-
tional branches (ConditionalBranch). Conditional branches refer to Boolean expres-
sions representing the conditions and to algorithm components representing the
activity to be executed.

o [terations. Iterations are described by the subtype Iteration. Similar to selections,
conditions of iterations and algorithm components bound to the conditions are
described with conditional branches (ConditionalBranch). By referring from a condi-
tional branch to another algorithm component, algorithm components can be nested
enabling, for example, nested iterations.

4 Extending the IFC Schema with Semantic Information on SHM-
Related Algorithms

In this section, an IFC extension is presented proposing a mapping of the semantic model
into the IFC schema. Capabilities from the current version of the IFC schema are reused
to map the modeling requirements for a well-defined description of SHM-related algo-
rithms. The IFC extension is based on the IFC Monitor extension previously introduced
[25] to describe the semantic structure of SHM systems. With the IFC Monitor extension,
the description of monitoring-related information is facilitated. Precisely, monitoring-
related information includes information about (i) semantic compositions of SHM
systems, (ii) network topologies, and (iii) semantic relationships between components
of SHM systems and components of structural systems to be monitored. In this paper,
the IFC Monitor extension is supplemented by entities to describe components of SHM-
related algorithms and relationships among the algorithm components. Since the
description of algorithm components is implemented hierarchically, the level of detail
required to describe algorithms can case-specifically be adapted. The hierarchical
description allows refining processes in subprocesses according to the level of detail
required.

As shown in Fig. 3, two entities IfcRelSelection and IfcCondition are added to the
IFC schema enabling BIM-based descriptions of SHM-related algorithms related to
SHM systems. IfcRelSelection entities extend IfcRelSequence entities relating two
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statemen