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Preface

The Multi-Agent-Based Simulation (MABS) Workshop series aims to bring together
researchers engaged in modeling and in analyzing multi-agent systems, and those
interested in applying agent-based simulation techniques to real-world problems. Its
scientific focus lies in the confluence of socio-technical-natural sciences and
multi-agent systems, with a strong application/empirical vein. Lately, its emphasis has
been placed on (a) exploratory agent-based simulation as a principled way of under-
taking scientific research in the social sciences, and (b) using social theories as an
inspiration to new frameworks and developments in multi-agent systems.

The 2017 International Multi-Agent-Based Simulation Workshop was held in
conjunction with the 16th Autonomous Agents and Multi-Agent Systems Conference
(AAMAS) in São Paulo (Brazil) during May 8–12, 2017.

This volume represents the 18th in a series that began in 1998. In total, 15 papers
from 10 countries were submitted to the workshop. We selected 13 papers for long
presentation and three papers for short presentation (around 62% acceptance). The
papers presented at the workshop were extended and revised, incorporating points from
the discussions held at the workshop with their original ideas, resulting in 15 papers
about architectures, methods, simulations methodologies, and MABS applications.

In this MABS edition, two papers, the most “visionary” and the “best” papers, had
already been published by Springer in the Lecture Notes in Artificial Intelligence
(LNAI) series and the Communications in Computer and Information Science (CCIS)
series, respectively.

The workshop could not have taken place without the contribution of many people.
We are very grateful to Jaime Simão Sichman, who gave a very interesting invited talk
in homage to Rosaria Conte, and to all the participants who took part in a lively debate
during the presentation of the papers. We are also very grateful to all the members
of the Program Committee for their hard work. Thanks are also due to Juan Antonio
Rodríguez-Aguila and Gita Sukthankar (AAMAS 2017 workshop chairs), to Kate
Larson and Michael Winikoff, (AAMAS 2017 general co-chairs), to Sanmay and Ed
Durfee (AAMAS 2017 program co-chairs), and again to Jaime Simão Sichman
(AAMAS 2017 local arrangements chair).

March 2018 Graçaliz Pereira Dimuro
Luis Antunes
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NATYASASTRA: A Dramatic Game
for the Self-Regulation of Social Exchange

Processes in MAS

Renata Gomes Wotter1, Nelson de Farias Traversi1, Lucas Tubino Costa1,
Graçaliz Pereira Dimuro1,2, and Diana Francisca Adamatti1(B)

1 Centro de Ciências Computacionais, Universidade Federal do Rio Grande,
Av. Itália km 08, Campus Carreiros, Rio Grande 96201-900, Brazil

dianaada@gmail.com
2 Institute of Smart Cities, Universidad Publica de Navarra,

Campus Arrosad́ıa, 31006 Navarra, Spain

Abstract. This paper presents a dramatic game for the self-regulation
of social exchange processes in multi-agent systems, called Natyasastra,
based on the concepts of Drama Theory. The model has five phases of
dramatic resolution, which involve feelings, emotions, trust and repu-
tation. Agents with different social exchange strategies interact among
each other in order to maximize their strategy-based fitness functions.
The objective is to obtain a more natural model than the ones existing in
the literature, which are based either on (partially observable) Markov
decision processes or in game theory, so that it can be applied in real-
world applications. We aim at promoting more balanced and fair multi-
agent interactions, increasing the number of successful social exchanges
and, thus, promoting the continuity of social exchanges. The simulations
showed that there is an improvement of fitness along time, as result of the
self-regulation of the interactions. The agents have evolved their social
exchange strategies, and other strategies, different from the original ones,
have emerged in the society, so contributing to this evolution. This game
was implemented in NetLogo.

Keywords: Regulation of social exchange processes · Drama theory
Emotions

1 Introduction

Piaget’s Social Exchanges Theory [18] has been used as the basis for the analysis
of interactions in Multiagent Systems (MAS), where the interactions are under-
stood as services exchanges, which are evaluated by the agents themselves while
interacting, creating the concept of social exchange values, that are qualitative
and subjective values [4]. A fundamental problem that has been discussed in
the literature is the regulation of social exchanges [3,5,6,14,17,22,26], in order
to allow, for example, the emergence of balanced exchanges along time, lead-
ing to social equilibrium and stability [18] and/or fairness behaviour [19,28]. In
c© Springer International Publishing AG, part of Springer Nature 2018
G. P. Dimuro and L. Antunes (Eds.): MABS 2017, LNAI 10798, pp. 3–17, 2018.
https://doi.org/10.1007/978-3-319-91587-6_1
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particular, this is a difficult problem when the agents, adopting different social
exchange strategies, have incomplete information on the other agents’ strategies.
This is a crucial problem in open agent societies (see [5,6]).

Dimuro et al. and Pereira et al. [3,5,6], introduced different models for the
social exchange regulation problem, some based in hybrid agent models BDI1

and (partially observable) Markov decision processes. On the other hand, in [14],
Macedo et al. introduced the Game of Self-Regulation of Social Exchange Pro-
cesses (GSREP), where the agents, possessing different social exchange strate-
gies, considering both the short and long-term aspects of the interactions, evolve
their exchange strategies along the time by themselves, in order to promote
more equilibrated and fair interactions, guaranteeing the continuation of the
exchanges. In [26], Von Laer et al. analysed the problem of the self-regulation
of social exchange processes in the context of a BDI-based MAS, adapting the
GSREP game to Jason [2] agents and introducing a cultural aspect, where the
society culture, aggregating the agents’ reputation as group beliefs, influences
directly the evolution of the agents’ exchange strategies, increasing the number
of successful interactions and improving the agents’ outcomes in interactions.

In Game Theory [13], usually, a game is defined by fixing the preferences
and opportunities of the players. In 1991, Nigel Howard created the Drama
Theory [9,11], a game theory extension, where the preferences and choices of the
characters (players) may change under the pressure of the pre-game negotiations.
Game theory tries to predict the outcome of a game with “rational” players.
However, drama theory shows how aspiring players, communicating each other
before a game, build not only the game that they will play, but also the result that
they expect of it, without the need to predict an outcome. Furthermore, drama
theory challenges the theoretical concept of “rational” game. After analysing the
pre-game communication, it is discarded the hypothesis that the players know
what they want, what the others want, and what they and others can do about
it, and that all these things are fixed [11].

The objective of this paper is to introduce a dramatic game model for the
self-regulation of social exchange processes, applying the concepts of drama the-
ory to GSREP, adding feelings and expressions of emotions based on the OCC
model [16], in order to obtain a natural model that approximates the reality.2 In
this model, called Natyasastra3, the agents may adopt different social exchange
strategies, e.g., altruism, selfishness and rationality. Unlike GSREP, Natyasastra
has the pre-game stage, the strategies are not fixed and can be changed through-
out the interactional process among the characters. The proposed drama con-
siders the five stages of dramatic resolution, and may or may not generate some
emotions, depending on the strategy chosen and whether or not the exchange
are balanced. The agents evolve their social exchange strategies based on their

1 BDI stands for “Beliefs, Desires, Intentions”, a cognitive agent model introduced
in [20].

2 A very initial proposal of this model was presented in [27].
3 Natyasastra is a text on the theatre, written between 200 BC and 200 AC in India,

by a prophet, Bharata, which manifests itself in sensitivities, reasons and feelings.
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fitness functions, which take into account the adopted strategies, the emotions
involved and the agents’ reputation.

The paper is organized as follows. Section 2 summarizes its theoretical basis.
Section 3 presents Natyasastra. The simulation are in Sect. 4. Section 5 is the
Conclusion.

2 Social Exchanges Theory and Drama Theory

This sections briefly discusses the theoretical basis of this work, namely, the
social exchange process and the drama theory.

Social Exchanges in MAS. According to Piaget [18], a social exchange process
is any sequence of actions among two agents, such that one of them, to realize
his/her actions, provides a service to another, with the immediate individual
qualitative evaluation of the services provided. That is, the agent assigns a value
to its investment in the realization of a service to another agent and the latter
assigns a value of satisfaction for having received such a service. Such values are
called material exchange values. In a social exchange process, debt and credit
values are also generated, which allow the realization of future exchanges. Debt
and credit are called virtual values.

A social exchange is analysed individually among agents and involves at
least two agents, X and Y , in two exchanges steps/stages. In Step I the agent
X performs a service to the agent Y , generating the following exchange values:
rX (Investment value of agent X), sy (Satisfaction value of agent Y ), ty (Debit
value of agent Y ) and vx (Credit of agent X). In Step II, the agent X requests
to the agent Y a payment for the service previously performed for it, and the
values generated are analogous. A social exchange process is a sequence of these
steps exchanges, in any order. A balanced exchange happens when the sum of
the investment and satisfaction of an agent is around zero, after the two steps
of an exchange process had occured between a pair of agents. A society is in
equilibrium if the exchanges among pair of agents are balanced for both agents
after a sequence of exchange processes.

Drama Theory. Differently from Game Theory, which considers that a game is
defined by previously fixed preferences and opportunities for the players, Drama
Theory [8–11] shows under which conditions the game itself may change. The
game transformations result from the fact that the players may put pressure
on the others during the pre-game negotiations, since they exchange threats,
promises, emotional persuasion and rational arguments. Then, Drama theory
helps to identify the transformations caused by the internal dynamics of the
pre-game negotiations. Such transformations describe rational and irrational pro-
cesses of human development and self-realization, rather than just the rational
choice of a given end.

While game theory exposes the rational behaviour, based on goals, drama
theory shows how, in the course of an interaction, people change and evolve.
Rationality is still important, but no longer dominates. Then, Drama theory
depends on the fact that, only if there are no paradoxes of rationality, the
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agents solve their problem totally convincingly. Specifically, in Phase 2 (see next
Section), when the agents decide on a group of positions, they are confronted
with paradoxes. If there is just one position, there is a strict and strong balance
[10]. The phases of Drama Theory are explained in Sect. 3.

3 The Natyasastra Drama Model

The dramatic model of self-regulation of social exchange processes is based in
the five phases of the dramatic resolution of drama theory, which are represented
in Fig. 1.

Fig. 1. Phases of the dramatic resolution

3.1 Phase 1: Scene-Setting

At this phase, the environment is defined with the actors (agents), agents’
social exchange strategies, results and consequences. The agents’ social exchange
strategies that are considered in this paper are: altruism, weak altruism, self-
ishness, weak selfishness and rationality. For example, an agent with selfishness
strategy is more likely to undervalue the received service and overvalue an offered
service, which impacts on debt and credit values; the rational agent plays just
for the Nash Equilibrium4.

A social exchange strategy of an agent λ = i, j, is defined by the tuple:

(rmax
λ , rprop

λ , refect
λ , smin

λ , sexp
λ , kρt

λ , kρv
λ ), (1)

where rmax
λ ∈ [0, 1] and smin

λ ∈ [0, 1] are the maximal investment value that the
agent λ is willing to have for a service performed for another agent, and the
minimal satisfaction that the agent λ is willing to accept for a received service,
4 See [14] for a discussion on the Nash Equilibrium of the Game of Social Exchange

Processes.



NATYASASTRA: A Dramatic Game for the Self-Regulation 7

respectively; rprop
λ ∈ [0, 1] and sexp

λ ∈ [0, 1] are the proposed investment that
the agent λ will have for this service and the expected satisfaction value of the
another agent, respectively; refect

λ ∈ [0, 1] is the effective investment that the
agent λ actually has, since depending on the chosen strategy by the agent, this
investment may be higher, lower or equal to the proposed; kρt

λ , kρv
λ ∈ [0, 1] are,

respectively, the factors of depreciation (ρ = d) or overvaluation (ρ = o) of debit
and credit values that define each exchange strategy.

In the dramatic model, the result of an agent is represented by the pro-
posed investment (rprop) (i.e., the future it proposes to other agents) and the
expected satisfaction (sexp) (i.e., the desire, a particular future that it would like
to achieve).

3.2 Phase 2: Exchanges

At this phase, a determinate frame F = (Q,P ) is selected, where, Q is the result
set of each agent and P = (Pi|i ∈ C) is a family of preference relations, one for
each character or agent i at casting C, defined along of results set X. In this
game, (x, y) ∈ Pi means that “the agent i prefers the strategy x to strategy y”.

After selecting the frame, the steps I and II of the social exchange process are
executed, as shown in Sect. 2. Observe that an important parameter is (sefect),
which represents the effective satisfaction that another agent actually has for
the received service. This parameter is not part of the social exchange strategy
of an agent, and is calculated during the exchange as follows:

sefet
ij (rprop

ji , refet
ji ) =

{
min{rprop

ji + 0.05, 1} if refet
ji ≥ rprop

ji

max{rprop
ji − 0.05, 0} otherwise,

where 0.05 is an step value, the minimum value that does change the strategy.
After performing Steps I and II of a social exchange, we calculated the Sup-

posed Payoff (SupPayoff ) and the Effective Payoff (EffectPayoff ) of the social
exchange between the agents i and j:

(rmax
i , rprop

ij , refect
ij , smin

i , sexp
i , sefect

i , kρt
i , kρv

i ),

(rmax
j , rprop

ji , refect
ji , smin

j , sexp
j , sefect

j kρt
j , kρv

j )

The SupPayoff obtained by an agent i in this interaction is evaluated by
function psup

ij : [0, 1]4 → [0, 1], defined by:

psupij (rpropij , rmax
i , sexpji , smin

j )=

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

1 − rpropij + sexpij

2
if (rpropij ≤ rmax

i ∧ sexpji ≥ smin
j )

∧(rpropji ≤ rmax
j ∧ sexpij ≥ smin

i )
1 − rpropij

2
if (rpropij ≤ rmax

i ∧ sexpji ≥ smin
j

∧(rpropji > rmax
j ∨ sexpij < smin

i )

0 if (rpropij > rmax
i ∨ sexpji < smin

j )

(2)
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The EffectPayoff obtained by an agent i in this interaction is evaluated by
function pefect

ij : [0, 1]4 → [0, 1], defined by:

pefectij (refectij , rmax
j , sefectji , smin

j ) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 − refectij + sefectij

2
if (refectij ≤rmax

i ∧ sefectji ≥smin
j )

∧(refectji ≤rmax
j ∧ sefectij ≥smin

i )

1 − refectij

2
if (refectij ≤rmax

i ∧ sefectji ≥smin
j )

∧(refectji >rmax
j ∨ sefectij <smin

i )

0 if (refectij >rmax
i ∨ sefectji <smin

j )

(3)
In the Eqs. (2) and (3), the first line represents a complete social exchange

(both Steps I and II are executed), the second line is an incomplete social
exchange (only Step I is executed) and the third line represents that no social
exchange occurs (Step 1 is not executed and, thus, there is no Step 2). The
SupPayoff and the EffectPayoff of j agent are defined analogously.

Considering an environment composed of the cast C = 1, . . . , m of m agents,
each agent i ∈ C interacts with the others m − 1 neighbours agents j ∈ C,
such that j �= i. In every interaction cycle, each agent i evaluates its material
results of local social exchange with each neighbour agent j, using the local
SupPayoff and EffectPayoff functions, given in the Eqs. (2) and (3). Then, the
full SupPayoff and EffectPayoff received by each agent are calculated after each
agent has performed the two-step exchange with all its neighbours. For psup

ij and
pefect

ij calculated by Eqs. (2) and (3), the allocation of total SupPayoff and
EffectPayoff of a neighbourhood of m agents, is given by:

Xsup = xsup
1 , . . . , xsup

m , where xsup
i =

∑
j∈C,j �=i

psup
ij (4)

Xefect = xefect
1 , . . . , xefect

m , where xefect
i =

∑
j∈C,j �=i

pefect
ij (5)

After calculating the effective payoff of exchanges, the balance of these
exchanges is analysed. Ideally, a balanced exchange is when the difference
between the payoffs of all exchanges is zero. However, in practice, this diver-
gence occurs around zero. This divergence between the payoffs are calculated
according to:

Di =
1

(m − 1)

j=[1..m]∑
i�=j

|xi − xj | (6)

where m is the total number of agents. The exchanges are considered balanced
when Di ≤ α, for all exchanges, for α = 0

3.3 Phase 3: Climax

If, in phase 2, all the exchanges occur in a balanced way, the phase 3 is ignored
and the drama moves on to the phase 4, where the emotions will have null weight
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in the calculus of the fitness value, denoted by Fi(Xefect) of an agent i. If the
exchanges are not balanced, all agents migrate to the phase 3.

We consider four types of emotions of the OCC model [16], namely, grat-
ification, gratitude, regret and anger, represented by the factors aλ, bλ, cλ and
dλ, respectively. Observe that in the OCC model there are three aspects that
change the world reactions: events, agents and objects. The events are interesting
because we may analyse the consequences, the agents because we may analyse
their actions, and objects because the aspects and properties of those objects
are analysed. The chosen emotions are part of a group that focuses on the action
of an agent and the consequences of the events [1].

A spatial social exchange strategy of an agent λ, λ = 1, . . . ,m is defined by:

(rprop
λ , refect

λ , sexp
λ , sefect

λ , aλ, bλ, cλ, dλ, kρt
λ , kρv

λ ), (7)

where aλ, bλ, cλ, dλ reflect the influence of the emotions in the fitness value
Fi(Xefect) of an agent i, in the following way:

– Gratification (ai): Fi(Xefect) = xefect
i + ai

(m−1)

∑
i�=j max(xefect

j − xsup
j , 0),

where Xefect is the total effective payoff allocation of agent i. Gratification
is a positive feeling generated in the agent itself who proposed the exchange
when the effective payoff (EffectPayoff) of the agent that received the service
(xefect

j ), obtained by effective investment, is greater than the supposed payoff
(paypffSup) it was supposed to receive (xsup

j ). This means that practising a
value greater than the promised value, the agent feels more confident, also
generating a reciprocal gratitude feeling on the other agent.

– Gratitude (bi): Fi(Xefect) = xefect
i +bi max(xefect

i −xsup
i , 0), where Xefect is

the total effective payoff allocation of agent i. Gratitude is a positive feeling
generated in the agent that received the service when the effective payoff
(EffectPayoff) of the agent that has done the exchange (xefect

i ) is greater
than the supposed payoff (SupPayoff) it was supposed to receive (xsup

i ). When
receiving a greater value than the one promised, the agent is grateful to the
agent who performed the service, generating a good reputation of this agent,
since it complies with what it has previously promised.

– Regret (ci): Fi(Xefect) = xefect
i − ci

(m−1)

∑
i�=j max(xsup

j − xefect
j , 0), where

Xefect is the total effective payoff allocation of agent i. Regret is a negative
feeling generated in the agent itself who proposed the exchange when the
effective payoff (EffectPayoff) of the agent that received the service (xefect

j )
is less than the supposed payoff (SupPayoff) that it was supposed to receive
(xsup

j ). This feeling generates a reciprocal feeling of anger in another agent,
and consequently it will get a bad reputation of this other agent, since it did
not comply with what it has previously promised.

– Anger (di): Fi(Xefect) = xefect
i − dimax(xsup

i − xefect
i , 0), where Xefect is

the total effective payoff allocation of agent i. Anger is a negative feeling
generated in the agent who received the service when the effective payoff
(EffectPayoff) of the agent who practised the exchange (xefect

i ) is less than
the supposed payoff (SupPayoff) it was supposed to receive (xsup

i ).



10 R. G. Wotter et al.

Therefore, it is clear that an equilibrated balance is achieved when the antag-
onistic emotions are annulled.

3.4 Phase 4: Resolution

After execution of the steps I and II of the social exchange process in the build
up phase, if there is an equilibrated balance, the game progresses to phase 4.
At this phase, considering the payoff obtained in phase 2, the agent i calculates
its adaptation degree through its fitness function Fi : [0, 1]m → [0, 1], defined
by Fi(Xefect) = xefect

i , where Xefect is the total payoff effective allocation of
agent i.

If the phase 3 has been executed, the generated emotions are considered in
the fitness function, representing the influence of these emotions on the results
of the total effective agents’ payoff. Let X be the allocation of total EffectPayoff
of a neighbourhood of m agents. The general definition of the fitness function,
based on exchange strategy of an agent i, is given by:

Fi(Xefect) =

xi +
ai

(m − 1)

∑
i�=j

max(xefect
j − xsup

j , 0) + bi max(xefect
i − xsup

i , 0)

− ci

(m − 1)

∑
i�=j

max(xsup
j − xefect

j , 0) − dimax(xsup
i − xefect

i , 0). (8)

3.5 Phase 5: Denouement

After obtaining the value of the fitness function, the phase 5 is executed. At this
phase, the reputation of agents is calculated. For the social sciences, reputations
are defined as a collective of beliefs and opinions that influence the actions of
individuals in relation to their peers. The reputation can still be seen as a social
tool in order to reduce uncertainty to interact with individuals of unknown
attributes. To [15], reputation is generally defined as the amount of confidence
inspired by a particular person in an environment or specific area of interest.
Trust and Reputation may be used for the search for partners. The reputation has
the power to propagate trust and can prevent unnecessarily agent interactions.
See also [12,24,25,29].

Rodrigues et al. [21] developed a reputation model based on models such as
REGRET [23] and Hübner et al. [7]. The analysis of the reputation is divided into
three dimensions: Social Dimension, Single Dimension and Ontological Dimen-
sion, as proposed in REGRET model. In the Social Dimension it is analysed
the effectiveness of the agent to its social group. In the Single Dimension it
is analysed the direct exchanges among agents. Finally, there is the Ontologi-
cal Dimension, where social and individual dimensions are combined for a final
analysis.

In our dramatic model, inspired by the initial reputation model proposed in
[21], we consider only the single dimension at the moment. At this phase 5, the
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payoffs obtained in phase 3 through social exchanges between the agents i and
j is stored in a list of size v. The calculation of the reputation is then given by
Rep =

∑
j∈C,j �=i pij

size(v) .
With the obtained information in the denouement phase, the game return to

phase 1 and a new fitness (F ′) is calculated by F ′ = F − / + (Rep.β), where
F is the fitness calculated in the phase 4, and β is the setting value in percent.
This means that, if the agent’s reputation is greater than or equal to the average
of the total payoffs, then it is considered a good reputation, and the resulting
value of (Rep.β) is added to the previous fitness value. Otherwise, we subtract
it from the previous fitness value.

The agents analyse the results of their previous fitness and actual fitness,
adjust their strategies according to an adjustment vector of 27 probabilities,
increasing, decreasing, or keeping constant the investment values they want to
achieve, maximum investment which it intends to offer and the lowest acceptable
satisfaction, refet, rmax and smin, respectively. This process is repeated in each
cycle of the simulation.

Before starting the a new cycle, the agent evaluates its fitness comparing
its current fitness with the previous one: if it exceeds the value of the previous
fitness, then the current strategy is better than the previous one, and the agent
makes an adjustment in the vector of 27 probabilities, increasing the probability
of the current strategy to be chosen again, increasing/decreasing the parameters
of its strategy. So, the agent will redefine the environment from new strategies,
i.e., the agents will choose new partners to execute the social exchange, and start
the second cycle.

4 Simulation and Results

Each agent has its social strategy determined by its behaviour in relation to
the exchanges proposed by other agents, by the investment values it intends
to perform and by the degree of the emotions generated in the social exchange.
Agents become regulators of the exchange processes, as the overall results emerge
in the evolution of time.

Each strategy is defined by the following characteristics: maximum invest-
ment value that the agent intends to perform, investments values that the agent
proposes and that it effectively performs, minimum satisfaction value accepted by
the agent, and the expected satisfaction value, both when receiving the service.
These characteristics are determinant in the evolution process of the agents. The
parameters adopted, which define each exchange strategy, are in the Table 1. The
feelings generated when performing a exchange are null for the rational agent,
so the values a, b, c and d are set to zero.

Each agent plays with its neighbours seeking the best strategy, finding a
combination of values (Table 1) that provide the increment of the number of
successful exchanges, the decrement of the unsuccessful interactions and the
increment of its fitness.
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Table 1. Parameters of social exchange strategies

Strategy rmax rprop refect smin sexp a b c d kρt kρv

Altruism 1 [0.75; 1] [0.75; 1] 0.51 [0.51; 0.61] 0.8 0.8 0.2 0.2 0.2, ρ = o 0.2, ρ = d

Weak altruism 0.8 [0.68; 0.75] [0.68; 0.79] 0.6 [0.62; 0.75] 0.6 0.6 0.4 0.4 0.1, ρ = o 0.1, ρ = d

Selfishness 0.6 [0.55; 0.55] [0.4; 0.55] 0.8 [0.85; 1] 0.2 0.2 0.8 0.8 0.2, ρ = d 0.2, ρ = o

Weak self 0.7 [0.55; 0.67] [0.55; 0.69] 0.7 [0.75; 0.85] 0.3 0.3 0.7 0.7 0.1, ρ = d 0.1, ρ = o

Rationality 0.5 [0; 0.5] [0; 0.5] 0.5 [0; 0.5] 0 0 0 0 0 0

Given a game between an agent i and an agent j, the number of exchanges
is defined as follows: agent i makes a proposal according to its strategy defined
in Table 1. The agent j analyses if the proposal performed is greater than the
minimum satisfaction value defined in its strategy. If so, then the game moves
on to the next stage. Otherwise, it is defined that no exchange occurs between i
and j.

In a second moment of the game, i charges such investment made, according
to the credit that i believes to have with j. The agent j analyses his debt and
makes an investment proposal for i, which analyses if the proposal made by j is
greater than the minimum satisfaction value defined in its strategy. If positive,
then the two exchanges between the agents i and j occur. Otherwise, it just
an exchange occur between agents i and j, the exchange that j accepted the
investment made by i.

We have analysed 5 different simulation scenarios. However, for the lack of
space, in this paper, we chose an heterogeneous scenario to be presented, i.e.,
with the five defined strategies. In this scenario, each strategy was allocated to
30 agents. Thus, there are 150 agents (30 altruist, 30 weak altruist, 30 selfish, 30
weak selfish and 30 rational agents). The simulations were performed with 1000
cycles, in a total of 10 simulations.

In some cases, the system stabilizes before 1000 cycles. However, in most
simulations, there was no such stability, even at the end of 1000 cycles. To
achieve stability, an adjustment factor of 0.1 was used for 50 consecutive cycles,
i.e., strategies should maintain a difference between values of at least 0.1 for a
minimum period of 50 cycles.

Three aspects were analysed: amount of performed social exchanges, fitness
value at the beginning and end, and evolution of each agent’s strategy. The
fitness is the individual gain of each agent during the game; increase of successful
exchanges is the gain of society. Evolution means the adaptation of agents in the
proposed scenario.

Through the simulations, we observed the evolution of the strategy of each
agent. New ranges for the maximum investment and minimum satisfaction values
of each strategy were determined (see the Table 2). The agents that during the
evolution process did not have their values belonging to these new intervals were
classified as “unclassified”.

The objective of this scenario is to show a heterogeneous environment, more
conductive to obtain successful exchanges, as can be seen in the Table 3. In
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Table 2. Parameters of strategies after evolution

Altruist Weak Alt. Selfish Weak Self. Rational

rmax [0.86; 1] [0.76; 0.85] [0.56; 0.65] [0.66; 0.75] [0.45; 0.55]

smin [0.51; 0, 55] [0.56; 0.65] [0.76; 0.85] [0.66; 0.75] [0.45; 0.5]

this scenario, there was an increase in the number of complete exchanges (2
exchanges) and incomplete (1 exchange) in the last stage (cycle 1000) in relation
to the first one (cycle 1).

Table 3. Number of exchanges in cycles 1 and 1000

Cycle 1 Cycle 1000 Exchange gain

0 1 2 0 1 2 0 1 2

Sim. 1 4708 4150 2317 1809 6214 3152 −2899 2064 835

Sim. 2 4574 3838 2763 1641 6054 3480 −2933 2216 717

Sim. 3 4484 4147 2544 1589 6159 3427 −2895 2012 883

Sim. 4 4368 4122 2685 1866 6248 3061 −2502 2126 376

Sim. 5 4384 4278 2513 1558 6515 3102 −2826 2237 589

Sim. 6 4378 4127 2670 1451 5864 3860 −2927 1737 1190

Sim. 7 4827 4098 2250 1355 6180 3640 −3472 2082 1390

Sim. 8 4468 4152 2555 2306 6367 2502 −2162 2215 −53

Sim. 9 4544 3865 2766 2166 6242 2767 −2378 2377 1

Sim. 10 4699 3978 2498 1470 6398 3307 -3229 2420 809

Media 4543.40 4075.50 2556.10 1721.10 6224.10 3229.80 -2822.30 2148.60 673.70

S. D. 158.26 138.67 174.07 314.34 182.90 403.82 388.43 204.58 489.54

Table 4 presents the behaviour of the fitness value of each kind of strategy
agent in the initial (cycle 1) and final (cycle 1000) stages of the simulations.

As the number of exchanges increased, the fitness value also increased for all
strategies. A greater increase of fitness is observed for the agents Selfish, Weak
Selfish and Rational, which in cycle 1 presented a very low value, and over time,
due to the evolution, it increased considerably, reaching more than an average
of 90% of gain.

The evolution of the strategies of this scenario is presented in Table 5. It can
be seen that, although most of the strategies have evolved into an unclassified
strategy, the exchanges continued to increase, as well as the game adaptation
factor (fitness).

This scenario, in relation to the others, proved to be the most favourable to
exchange processes, presenting a greater gain in exchanges and fitness. In this
environment, selfish, weak selfish and rational agents obtained the highest gain
at the end of the 1000 cycles, almost 100% in the value of fitness.
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Table 4. Fitness value in cycles 1 and 1000, and the obtained gain.

Fitness cycle 1 Fitness cycle 1000 Fitness gain

Alt W. Alt Self W. Self Rat Alt fW. Alt Self W. Self Rat Alt W. Alt Self W. Self Rat

Sim. 1 30 25.75 0.89 1.28 0 90.32 44.50 20.91 74.35 49.05 60.08 18.75 20.02 73.07 49.05

Sim. 2 32 26.80 0.76 1.400 0 81.88 67.96 15.96 45.18 37.82 50.38 41.15 15.20 43.78 37.82

Sim. 3 29 24.80 0.64 1.20 0.66 84.19 71.77 22.24 41.84 38.38 54.83 46.97 21.59 40.63 37.71

Sim. 4 31 26.359 0.795 1.141 0.42 89.70 75.61 20.217 40.02 39.40 58.28 49.25 19.42 38.88 38.98

Sim. 5 31 27.56 0.94 1.42 0 83.72 73.66 23.98 48.19 39.19 52.47 46.10 23.04 46.76 39.19

Sim. 6 30 23.94 0.82 1.10 0.79 93.11 67.15 25.86 32.29 57.50 63.40 43.20 25.04 31.18 56.70

Sim. 7 31 23.39 0.82 1.30 0 93.39 76.04 31.79 51.00 41.65 61.99 52.64 30.97 49.70 41.65

Sim. 8 28 22.35 1 1.09 0 93.88 72.85 22.38 36.19 47.12 65.66 50.50 21.46 35.09 47.12

Sim. 9 28 21.61 0.71 1.03 0 98.62 78.71 18.38 48.83 44.79 71.03 57,098 17.67 47.80 44.79

Sim. 10 30 26.37 0.82 1.46 0 88.87 77.09 30.71 52.74 34.14 58.63 50.72 29.88 51.28 34.14

Media 30.09 24.89 0.81 1.24 0.18 89.77 70.53 23.24 47.06 42.90 59.67 45.64 22.43 45.82 42.72

S.D. 1.38 2.01 0.09 0.15 0.32 5.28 9.88 5.05 11.61 6.85 6.23 10.51 5.02 11.55 6.74

Table 5. Evolution of strategies at the end of simulations

Altr. W. Alt. Self. W. Self. Rat. Unclassified

Sim. 1 1 1 2 2 144

Sim. 2 2 1 147

Sim. 3 2 148

Sim. 4 1 2 147

Sim. 5 2 1 1 146

Sim. 6 1 2 1 2 145

Sim. 7 1 1 1 1 146

Sim. 8 1 149

Sim. 9 3 1 1 145

Sim. 10 3 1 2 144

In this presented scenario, it was observed that agents with altruistic strat-
egy evolved into egoistic strategies, selfish weak and rational, and selfish agents
became altruistic and rational. In relation to the other scenarios, this was what
most had agents evolving into non-classified strategies.

5 Conclusion

This paper introduced a dramatic game of self-regulation of social exchange
processes.

In the real world, the social exchanges do not happen exclusively in a rational
way, frequently involving feelings and emotions. In this way, the possibility of
applying the drama theory to the game of self-regulation of social exchange
processes has emerged.
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Applying the concepts of drama theory and improving the trust and the
reputation model to the developed dramatic model, we aim at the application in
a simulation game of social exchanges in an environment that approximates the
real world, that is, a world where the exchanges relations are based on emotions,
feelings, trust and reputation.

The model was implemented in NetLogo, and simulations with different com-
positions of the agent society and scenarios were conducted to study the devel-
opment of the strategies and social exchange processes through time.

In most simulations there was no stability in the exchanges, but this is due to
the fact that the adjustment factor contains 243 possibilities, causing the agents
to require more cycles to achieve stability. In spite of this, the results showed
that in all scenarios there was a gain of fitness, especially in the simulations of
the scenario presented in this article, composed of agents of all strategies, which
obtained a gain of almost 100%. It was observed that, in all scenarios, the agents
evolved, contributing to the evolution of society.

In addition to the strategies defined in Natyasastra, other strategies emerged
from the evolution of these strategies. Analysing the simulations, it was possi-
ble to verify which agents evolved. Most were classified as “unclassified”, but
some maintained their strategies and others progressed to one of the classified.
Depending on the configuration of the environment, these unclassified strategies
obtained, in the end, values very close to 1 or zero, reaching the extreme limits.
For example, maximum investment value close to 1 and minimum satisfaction
value also close to 1. That is, the agent while offering a high value, also has its
minimum high satisfaction.

Future work will consider a more complex evaluation of reputation and exam-
ples of simulation in real-world applications.

Acknowledgments. Thanks to CNPq (Proc. No. 306970/2013-9).
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Abstract. Reputation may be understood as representing beliefs or
opinions about someone or something, and it is recognized as a mech-
anism of social control. Reputation mechanisms are largely applied in
online marketplaces, multiagent systems (MAS), P2P networks and
other applications that require distributed and known information about
agents. The process of evaluating agent’s reputation clearly involves
imprecision, ambiguity and incompleteness. In this paper, we introduce a
fuzzy logic-based reputation model for social exchange processes in MAS.
We consider a variable dimensional system evaluation, using weighted
aggregation functions in order to aggregate the fuzzy information of
agent’s experiences (related to all considered dimensions) continuously,
giving greater weight to more recent information. Some case studies are
presented to analyse the behavior of the model. For that, we consider
a MAS scenario in the context of online marketplace. We adopt the
JaCaMo framework for the implementation, which uses BDI (Believe,
Desires and Intentions) agent architecture and artifacts.

Keywords: MAS-based social simulation · Reputation · Fuzzy systems

1 Introduction

It is well known the importance of computational models of trust and reputation
for multiagent systems (MAS). In fact, the relation trust-reputation is recognized
as an implicit form of social control. The information extracted from such models
contributes to MAS interactions in the form of cooperation, exchanges, formation
of coalitions, choice of partners, among others [11].

The definition of trust, on one hand, is related to reliability, truth or ability
of someone or something. On the other hand, reputation is defined as beliefs or
opinions about someone or something. Pinyol and Sabater [11] have discussed
about the boundaries of current models proposed over such definitions. This
paper does not argue about this discussion and it is assumed that the model is
an information provider of the reputation of the agents involved.
c© Springer International Publishing AG, part of Springer Nature 2018
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The information about the reputation of an agent can be stored in a cen-
tralised way, which is commonly used in e-commerce web sites, or in a dis-
tributed form, as in MAS, where very often the agents are responsible for storing
the results of their own experiences [11,17]. Then, besides e-commerce, MAS is
another context in which the concept of reputation is frequently approached. In
particular, in cognitive MAS [11], agents have to rely in the other agents since
they frequently need cooperation of them in order to accomplish their tasks and
achieve individual or collective goals.

Observe that the process of evaluating an agent’s reputation clearly involves
imprecision, ambiguity and incompleteness [19], in which context fuzzy sets and
logic [21,22] can provide more suitable results [3,8], since they allows an inter-
pretable model, with a similar behavior to a human-being reasoning, and offer
theoretical support for modeling the aggregation of group information about the
social interactions of the elements of the group. Besides that, the use of linguistic
terms for modeling the problem domain allows these systems to be easily applied
and understood by the final users of real world applications.

The objective of this paper is to introduce a fuzzy logic-based reputation
model for social exchange process in MAS. For that, besides the fuzzy modeling
of individual evaluation of agent’s reputation, we consider a variable dimensional
system evaluation, using weighted aggregation functions in order to aggregate the
fuzzy information of agent’s interactions (related to all dimensions) continuously,
giving greater weight to more recent information. A case study is presented to
analyse the behavior of the model. We consider a MAS scenario in the context of
online marketplace. For the implementation, we adopt JaCaMo [1] framework,
which uses BDI (Believe, Desires and Intentions) agent architecture and artifacts.

This paper is organized as follows. Section 2 discusses related work. Section 3
explains our motivation. The proposed model is introduced in Sect. 4. The fuzzy
evaluation method is in Sect. 5. The case study is in Sect. 6. Section 7 is the
Conclusion.

2 Related Work

Reputation models can be divided into two groups: (i) centralized reputation
models, where all information is calculated and stored in a repository and to
which all agents have access; and (ii) decentralized models, where the infor-
mation is not stored in a repository, but each agent stores its own experiences
individually [11,17].

The centralized reputation model is commonly used in online e-commerce
systems, where all information about the reputation is managed centrally, such as
the SPORAS model [20]. In SPORAS model, new users receive a minimum value
of reputation, building their reputation during their activities in the system.
This might discourage the entry of new users, but it prevents users with a bad
reputation leave the system and come back with a better reputation than the
last.

The decentralized reputation model gives each agent the power to make its
own evaluation about the others’s reputations, without relying on a central unit.
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Some examples of models adopting this approach are: Jurca and Faltings [7],
ReGreT [16] and TRAVOS (Trust and Reputation model for Agentbased Virtual
OrganisationS) [19].

The ReGreT model [16] is a completely decentralized mechanism, where each
agent classifies others at the end of each interaction (−1 = absolutely negative,
1 = absolutely positive and 0 = neutral), and these classifications have weights
according to the time. ReGreT also divides the evaluation into three dimensions,
where the Individual Dimension examines only the direct interactions between
the involved agents; the Social Dimension, in which, on some occasions, it is
possible to obtain information about the target agent based on reviews of other
agents in the society; the Ontological dimension, which combines the Individual
and the Social Dimension in a single one.

TRAVOS [19] adopts a binary classification (1 for successful interaction, and
0 for failure). After interacting with the target agent itself, the evaluator com-
pares the report of witnesses with its own observations.

In [24], fuzzy logic is used for self evaluation and evaluation of third party
recommendations for the composition of confidence. As will be presented in this
paper, this model is based on expectations, that is, the evaluation is obtained
through the relation of an initial expectation of the service and its effective
realization. The model also offers a dynamic confidence update function. Basi-
cally the model consists of the following steps: search of partners (contractor’s
agents), choice of partner and finally update of trust. As it is a trust model, the
model does not worry about storing the history of interactions cumulatively, but
modifies it dynamically.

PATROL-F (comPrehensive reputAtion -based TRust mOdel with Fuzzy
subsystems) [23] is a fuzzy version of the PATROL [26] model. Just as [24],
PATROL and PATROL-F use of third-party information to compose a reputa-
tion for value about a particular agent. PATROL addresses the idea of “First
Impression,” a period in which the agent is tested until the information about
the reputation is stabilized. Beside this, the information obtained by third par-
ties is based on Similarity (Sim), Activity (Act), and Popularity (Pop). In the
PATROL-F model, the result of an interaction is based on satisfaction of inter-
action (good or bad), time (more than expected or less than expected) and
monetary value, where high monetary values express valuable services and low
monetary values express low valuable services.

In [25] model, just as PATROL-F, uses decay factors to qualify information
according to the time frame. Another important factor is that both models use
support agents to obtain information about the target agent, that is, agents that
provide some kind of information about previous experiences of the target agent,
being these agents of the system itself (as is the case of [24]), or participating
agents playing roles of the same hierarchy (as is the case of [23]).

In [5], the Reputation Artifact [5,13,14] works as a centralized unit that
stores the performance or competence of the agent, visible to other agents. This
model works with competence measures, which can be quantified in a binary
form, in this case 0 or +1. Beside that, the model provides an architecture
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capable of taking into account social aspects of the agent, such as its role(s) and
the implemented policies.

3 Motivation

Virtual communities have arisen in recent decades and changed the way we view
human relationships. Some examples, such as e-commerce and virtual multi-
player games, bring together several people in different places on an unprece-
dented scale in the physical world [9]. E-commerce, for example, offers the user
a wide search on different products and salesmen in search of the best deal, but,
at the same time, demand confidence that the virtual agreement will be realized,
and, for this reason, reputation and trust are important social factors. Mui [9]
presents some aspects of virtual interactions:

– Members of virtual communities often overpass geopolitical boundaries, where
formal mechanisms that guarantee trust are difficult to establish.

– Virtual interactions do not have direct physical cues, such as tone of voice,
body language, handshakes, store-front etc., which are often used as first
impression to measure reliability in everyday interactions.

– The members are often anonymous and can get in and out of a community
easily.

– Members often interact with strangers that the others members and even
their friends had not met before.

Virtual communities, even with these limitations, have been booming and
they are part of everyday life, such as the web sites Ebay (http://www.ebay.
com/) and Amazon (http://www.amazon.com/). They aggregate a large com-
munity as well as move an entire economy. To address these limitations, trust
and reputation mechanisms have been adopted in order to provide more security
to their participants.

Cognitive MAS are usually populated by a few agents, due to the high degree
of specification of these agents. Cognitive agents are able to represent and observe
the environment where they act, manage to keep a history of their actions, orga-
nize themselves socially and have their own goals. For these reasons, the com-
munity of agents need a mechanism of control so that agents can choose their
partners based on some information. However, a reputation value can not be
analysed under a crisp approach, due to its imprecision, ambiguous and incom-
plete nature, as other kinds of values that are imbedded in contexts of imperfect
information [22]. The performance of reputation systems has always been a con-
cern for the users due to the existence of unfair/unrealistic ratings [8].

Then, a reputation model based on fuzzy logic [21] aims to provide a more
realistic approach for evaluating and aggregating qualitative, uncertain, sub-
jective, imprecise and/or ambiguous information, closer to human relationships,
thinking and reasoning. Such approach presents an interpretable character, using
linguistic terms and variables, so can be trustworthy to those adopting roles in
the social organization.

http://www.ebay.com/
http://www.ebay.com/
http://www.amazon.com/
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4 The Proposed Model

The reputation model is inspired in the structure adopted by ReGreT model
[16], where the evaluation of the reputation is based on a composition of differ-
ent dimensions. In the case of the ReGreT model, there are three dimensions:
Individual Dimension, Social Dimension and Ontological Dimension.

The Individual Dimension is the result of direct interactions between the
agents. In [16], this dimension is treated as the most reliable, because it expresses
results of direct interactions with the target agent, i.e., an assessment given by
the result of the interaction between the involved agents. Direct interactions are
not exclusive of the agents involved in the process, but can also be caused from
a direct observation of the agents involved, however this kind of information is
less common.

The Social Dimension is related to group relationship [16]. In this dimension,
the agents can get information about a particular agent when there was no direct
interactions with it, based on information provided by other agents, thus con-
stituting an initial expectation for the agent’s reputation. When this dimension
is adopted, agents can increase their network of relationships in a safer manner,
having initial information about their future partners. Therefore, the system can
relate the ability of an agent to provide any information about other agents (the
information provider agent - IPA), thus providing higher compatibility in the
exchange of information and evaluations. Table 1 shows the fuzzy rule base for
qualifying the IPA. Observe that the farther away the information received by
the IPA is from the real interaction, the worse it should be qualified.

Table 1. Fuzzy rule base for qualifying the IPA

IPA qualification Provided information

Interaction Bad Regular Good

Bad good regular bad

Regular normal good regular

Good bad regular good

The Ontological Dimension is able to combine the concepts of Social Dimen-
sion and Individual Dimension into a single dimension.

The proposed model extends the ReGreT model assuming that there are
several possible dimensions necessary to generate a reputation, evaluating dif-
ferent aspects with their respective weights or influences. The use of other kinds
of dimensions, different from just the Individual and Social dimensions, also
appeared in other works. For example, in [10,15,18], the authors adopt a dimen-
sion called Normative Dimension, where agents with certain roles should fulfil
certain obligations, and regulator agents are able to insert information about
the agent’s obedience in a centralized unit, allowing all other agents to verify
the performance of the others in relation to the normative policy.
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Moreover, agents can assume multiple reputation values with the same agent,
because an agent can assume different roles in the same organization, so the
evaluation of each role played by the agent must be different. When an agent
performs more than one role it may have distinct performances exercising the
different roles.

In our approach, the Ontological Dimension is the combination of all dimen-
sions and their respective weights. The weights are used to assign importance
to dimensions, that is, the relevance of a particular aspect in the formation of
the opinion. We point out that the direct interactions (Individual Dimension)
should always have greater weight in relation to the others, because they are
more reliable.

Then, the fuzzy evaluation of an agent α is given by the weighted n-ary
aggregation function evaluation(α) : [0, 1]n → [0, 1], for n > 0, defined by:

evaluation(α)(ID(α), SD(α), . . . , Dn(α)) =
γID(α) + δSD(α) + . . . εDn(α)

γ + δ + . . . + ε
(1)

for all ID, SD, . . . ,Dn ∈ [0, 1], where ID, SD, . . . ,Dn are the fuzzy evaluations
of the Individual, Social, . . . , Dn dimensions, respectively, and the factors γ, δ,
. . ., ε define the importance of such dimensions. This aggregation function is an
called a weighted mean whenever the weights are fixed. When the weights are
given differently accordingly to the different agents, then this function is called
a mixture operator [4].

5 Fuzzy Evaluation

Each aspect evaluated for the constitution of an image must be defined in any
fuzzy function, with its respective linguistic terms, rule bases and defuzzifica-
tion methods. An image is the evaluation that the agent perceives of a single
interaction with an agent.

In e-commerce, for example, the evaluation of a product could be based
on its price, delivery time and quality. The relationship between the expected
satisfaction at the time of purchase, and the reception of the product can be
used in order to generate feedback.

In a fuzzy rule base, the factors used for the product evaluation combine
themselves to provide some information extracted from the fuzzy membership
functions. Given such fuzzy inferences, we can aggregate this information and
extract a defuzzified value, using an appropriate defuzzification method, which
will be used to compose an agent’s reputation. For basic information about fuzzy
systems, see [21].

Consider that the history of information is allocated in a list V corresponding
to the occurred interactions. In the proposed model, the aggregate of images, i.e.,
the information about the agent, is done by the a weighted aggregation mapping
I, where assigning greater weights to the most recent interactions, defined by:

I(size(V ), V ) =

size(V )∑

i=1

vi ∗ ai

size(v)
, (2)
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where ai = a1 + (i − 1) * β, being β given by β = a1+1

size(V )+1
and a1 = 0.1

Assigning higher weights to the most recent interactions allows agents to
recognize a possible change in the behavior of their partners more quickly.

5.1 Service Evaluation Attitudes

The service evaluation attitude refers to the possibility that the agent can com-
bine several aspects observed to form an image of the interaction being evaluated.
For example, in e-commerce, the agent could evaluate only the time of delivery
in a commodity, or even the quality of the same, even combine delivery time
and product quality to form an evaluation. This combination is done through
fuzzy rules tables, such as those presented in Tables 2 and 3. The attributes
of the services are represented by linguistic variables, whose value is expressed
qualitatively by linguistic terms and quantitatively by membership functions.

Some considerations about the model: (1) if there is a need to define an initial
reputation value this should be the initial value for new agents in the system; (2)
each agent can have different service evaluation attitudes in relation to different
agents and services; (3) Individual Dimension and Social Dimension may or may
not coexist; (4) agents assuming different roles should be evaluated individually
for each role; (5) the maximum and minimum reputation values reached by the
agents are related to the definition of the membership functions, fuzzy base rules
besides the used defuzzification method; (6) the lowest reputation value should
be attributed to new agents according to [20], because it inhibits agents who have
a bad reputation from leaving and entering the system with a better reputation
than the previous one; this may discourage interactions with new agents because
in some cases the information about them may be unknown.

6 Case Study

In this section, we present a case study related to online markets. We adopted
the JaCaMo [1] platform, which is a framework for MAS programming consisting
of three tools: Jason, CArtAgO and MOISE+. Jason [2] is an AgentSpeak(L)
[12] language interpreter based on the BDI architecture.

6.1 Online Marketplaces

E-commerce communities illustrate direct relationships between agents. Usually
this relationship happens among sellers and buyers who can take one or both
roles, depending on the dynamics of the community. Information is usually cen-
trally placed so that all participants have access to an agent’s reputation. This
type of system, although simple, is able to guide the choice of agent’s partners,
i.e., a Social Dimension that provides an overview of the attitudes of a given
agent taking into account their interactions with a varied number of agents.

For this case study, we consider the individual side, i.e., the Individual Dimen-
sion that expresses the interactions between pairs of seller and buyers agents,
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because a Social Dimension in this case is nothing more than a broad consider-
ation of Individual Dimensions of various agents.1

The fuzzy membership functions associated with this experiment are shown
in Fig. 1. A product is composed of three linguistic variables: price, delivery time
and quality. The price varies between 0 and 10, the delivery time and the quality
range from 0 to 100. Price is associated with the linguistic terms low, medium
and high. Delivery time is associated with the linguistic terms quickly, normal
and slow. Quality is associated with the linguistic terms bad, regular and good.

Fig. 1. Membership functions used in the online marketplace experiment

The relationship between expected satisfaction and actual satisfaction corre-
sponding to the feedback is the image of each interaction. Feedback is associated
with the linguistic terms bad, regular and good. Agents who exceed expectations
tend to have larger image values than those who disappoint their buyers.

The fuzzy rule bases that compose this system are presented in Tables 2, 3
and 4.

Table 2. Satisfaction based on arrival time and quality

Satisfaction Quality

Arrival time Low Average high

Slow low low average

Normal low average high

Quickly average high high

1 The construction of the simulation scenarios was based on scenarios found in the
literature related to e-commerce, social simulation experiments, JaCaMo platform
and MAS applications.
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Table 3. Satisfaction based on just the arrival time (quality)

Arrival time (quality) Satisfaction

Slow (low) low

Normal (average) average

Quickly (high) high

Table 4. Feedback based on expected satisfaction and real satisfaction

Feedback Real satisfaction

Expected satisfaction Low Average High

low regular good good

Average bad regular good

High bad bad regular

Experiment 1 - Analyzing the Service Evaluations Attitudes. Agents
can evaluate the service in different ways according to their service evaluation
attitudes in order to reach their individual interests. According to the Tables 2
and 3, agents can evaluate a service taking into account a combination of deliv-
ery time and product quality, or either just quality or just delivery time. This
experiment aims to demonstrate how the evaluation service attitude influences
the composition of a reputation. For this purpose, we performed simulations in
order to evaluate the same product with unchanged values and with different
service evaluations of only two agents (buyer and seller) (Fig. 3).

The product in question has a price value of 8, an estimated delivery time of
30 days and an expected quality of value 25. When the service is actually deliv-
ered, the delivery time exceeds the expected expectations in 3 days, this means
a slight improvement compared to the estimated. Quality, however, exceeds the
expectations, taking the value of 64. In this way, the agent takes into account
only the quality of the product, creates images of larger values and computes a
better reputation in relation to the selling agent than that taken into account
delivery time and quality or only the delivery time.

Experiment 2 - Deeper Analysis of Expectations. In this experiment, we
demonstrate how the fuzzy rule base is determinant for the construction of an
image. In this case study, there are three distinct situations in simulations: the
first is when the agent fully meets expectations (Simulation 1); the second is
when the agent exceeds expectations (Simulation 2); and the third is when the
agent disappoints the buyer by delivering a product with a delivery time much
larger than the combined and a lower quality (Simulation 3) (see Fig. 2). For the
evaluation of the product we used the service evaluation attitude that takes into
account delivery time and quality.
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Fig. 2. Experiment 1: results of the analysis of expectation simulation

Fig. 3. Experiment 2: results for different service evaluation attitudes

Experiment 3 - Behavior Changes. The goal is to evaluate how much a
change in the agent’s behavior affects the reputation of the agent. For that,
negative variation was chosen, i.e., the agent in determined time changes its
strategy offering a service or product with low values than it has been performing
or offering. The model is not only capable of evaluating negative changes as well
as positive behavior changes too.

The evaluation of a behavior change is relative because the generation of
images of the interactions is related to the fuzzy functions and their rule bases.
The objective of this experiment is to demonstrate that the model is able to take
into account the history of interactions among the agents, as well as to identify,
even taking into account this history, a possible change in an agent behavior
in a satisfactory way. A very deep change in the reputation of an agent due to
its change of behavior would disregard all its history of interactions and a little
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accentuated change would put all the system at risk, not being able to identify
that that agent no longer performs in the same way its attributions.

We have done three simulations where for all simulations the initial value
of the service are Product (Price, Delivery Time, Quality), with the respective
values Product (8, 50, 50), both for the calculation of expected satisfaction,
as for the actual satisfaction, i.e., the agent corresponded exactly to all the
expectations, being analyzed by the buyer the delivery time combined with the
quality of the product. To analyze the change in behavior, it was assumed that
at certain periods the agent altered its behavior in relation to the generation of
real satisfaction, disappointing its client in this case.

In the first simulation, the change of behavior occurred in the iteration of
number 26. In the second iteration, the change occurred in the iteration of num-
ber 51, and in the third simulation the behavior change occurred in the iteration
of number 76, i.e., after 76 iterations corresponding to the expectations, the
agent starts to “disappoint” the expectations of its client, and the same hap-
pened to the other simulations in their respective interactions. This behavior
change occurred when in fact the agent provides the service and for this the
attributes for the final product fProduct (8, 80, 20) were defined. The expected
satisfaction calculated by the agent was not changed (Fig. 4).

Fig. 4. Experiment 3: analysis of behavior change taking into account the history of
interactions

The variations in the reputation value of the agents in simulation 1, simula-
tion 2 and simulation 3, in the first 10 iterations starting from the first service
rendered after the behavior has changed are shown in the Table 5. In this table,
it is possible to notice that the amount of interactions accumulated, i.e., the
history of interactions, influence in fact on future reputation values, as expected
in the model proposal. It is important to note that the maximum and minimum
reputation values reached by agents are related to the fuzzy definition of the
problem as well as the defuzzification method used.
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Table 5. Variation in ten first interactions after the behavior has changed

Iteration number 26 0.104414896

Iteration number 51 0.076104129

Iteration number 76 0.058774847

Experiment 4 - Centralized Reputation. Online Marketplaces generally
group information centrally, combining user ratings to form an agent’s reputa-
tion. In this experiment, we aggregate the various evaluations of three agents
that evaluated based on the initial expectation values iProduct (8, 50, 50) and
final product fProduct (8, 80, 80), and with the evaluation rates: Delivery Time
And Quality, Delivery Time only and Quality only, each agent assumed one of
these attitudes independently.

In Jason [2], the execution of a multi-agent environment is no-deterministic
and distributed. In this way, it is not possible to specify a prior order for which
agent inserted an image in the Reputation Artifact, which gives a higher degree
of realism in this experiment, because in a virtual e-commerce environment,
agents can receive feedback at any time, including out of order of the purchase.

Figure 5 shows the result of this experiment for the simulations. Series 1
combines 10 interactions of each agent, totalizing 30 interactions. In this series,
each agent after interacting with the seller inserted the image into the Reputa-
tion Artifact. In Series 2, 3 and 4 interactions were simulated between pairs of
agents, a seller and a buyer interacting for 30 times. Each series presents a great
difference since they all used different service evaluation criteria. In Fig. 5, the
concern was about how this no-determinism of interactions influenced the repu-
tation results of an agent. For this purpose, we simulated 10 times the scenario,
series 1 already presented and the results are shown in Fig. 6.

Fig. 5. Experiment 4: reputation stored centrally and no-deterministically
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Fig. 6. 10 simulations for centrally nondeterministically reputation

7 Conclusion

After the analyzes made in this paper, some aspects should be considered. The
first aspect is that reputation models can be used as implicit social control mech-
anism, giving support to its users about information about the agents involved,
helping to build networkings, guiding agents to achieve the expected objectives.

The second aspect is the use of fuzzy logic in a reputation model. As pre-
sented, fuzzy logic is able to represent the ambiguity, incompleteness and sub-
jectivity of information, such as human behavior tends to represent it. This is an
important tool if it is a mechanism that has all its information-based functioning.

The third aspect is about the applicability of the model. The results pre-
sented are a simulation using BDI agents. The model can be efficient in MAS
applications, in an e-commerce scenario, P2P networks or distributed systems
in general. Its efficiency is related to the fuzzy definition of the problem. In
addition, consideration of the history of interactions as well as the attribution
of weights is useful in the sense that agents are sensitive to behavioral changes
without disqualifying the history of their partners.

For future work will consider other kinds of dimensions in order to apply in
other contexts and to be able to a fully comparative analysis of the presented
model in relation to other models in different applications.
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Abstract. We consider an adaptation of Axelrod’s metanorm model,
where a population of agents choose between cooperating and defecting
in bilateral interactions. Because punishing incurs an enforcement cost,
Axelrod proposes using metanorms, to facilitate the stability of a norm of
punishing defectors, where those who do not punish defectors can them-
selves be punished. We present two approaches to study the social effects
of such metanorms when agents can choose their interaction partners: (a)
a theoretical study, when agent behaviors are static, showing stable social
configurations, under all possible relationships between system param-
eters representing agent payoffs with or without defection, punishment,
and meta-punishment, and (b) an experimental evaluation of emergent
social configurations when agents choose behaviors to maximize expected
utility. We highlight emergent social configurations, including anarchy,
a “police” state with cooperating agents who enforce, and a unique
“corrupt police” state where one enforcer penalizes all defectors but
defects on others!

Keywords: MABS workshop · Multi-agent systems · Cooperation
Norm emergence · Network topologies · Metanorm · Metapunishment
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1 Introduction

With the burgeoning of participation and activities in online social networks,
there is increasing interest in understanding how interactions between individ-
uals can give rise to emergent social structure and phenomena [3,4,10], such as
information cascades [7], as well as the influence individuals have on others [9].
Concomitantly, researchers have used agent-based models and simulations to
study how behavioral traits and interaction decisions can shape the dynamics of
social networks. The goal of these research is to understand the dynamics of net-
work connections and topologies [13,15,18], information flow [5,19], or to char-
acterize the emergence of conventions or norms [1,11,12,17,21] or cooperative
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behavior [14,16]. While some of these research analytically prove convergence
or equilibrium or formally derive rational agent behaviors [8,16,18], others use
extensive experimental evaluations to understand the nature of emerging behav-
iors and topologies in networks of self-interested agents [1,14,15].

A number of these studies investigate scenarios where the network topol-
ogy changes based on strategic or exploratory rewiring of connections by agents
seeking more beneficial partnerships [15,17,18]. Interaction between neighbors
on networks are often represented as a stage game [11,12]. Some of these studies
on norm emergence have also considered agents who use punishments and sanc-
tions to facilitate convergence to social welfare maximizing outcomes for these
games [14,20]. The use of punishments to facilitate norm emergence goes back
to the work of Axelrod [2] who observes “A norm exists in a given social setting
to the extent that individuals usually act in a certain way and are often punished
when seen not to be acting in this way.” Axelrod observes that punishing norm
violators can be costly and hence free riders, who do not punish violators but rely
on others to do so, may proliferate. He then suggested the use of a metanorm,
a norm to punish those who do not punish norm violators (we refer to this as
metapunishment)! Mahmoud et al. [14] have used resource-aware, adaptive use
of metanorms to promote cooperation in peer-to-peer resource sharing networks,
when individuals may have incentives to defect.

Our goal in this paper is to investigate how the ability to rewire as well
as the use of punishment and metapunishment can result in the emergence of
different network topologies between different types of agents. We consider the
following agent types connected in a network: cooperators who always cooperate
with their neighbors, defectors who defect against all neighbors, punishers (cor-
rupt) who are cooperating (defecting) agents that also punish, and metapunish if
that option is available. A link is created between two agents if any one of them
wants to interact with the other. Each agent interaction is represented as a stage
game with a payoff matrix representing a social dilemma: mutual cooperation
is preferable to mutual defection but there is incentive to defect against a coop-
erator. When punishment is allowed, the situation corresponds to an extensive
form game, where an agent has the option to punish a defecting neighbor. When
metapunishment is allowed, an agent can metapunish a neighbor who do not
punish its defecting neighbors. Punishment and metapunishment have costs to
the enforcer, which are less than the corresponding costs to the recipient.

In the present study, we make the two following assumptions: Only one agent
is necessary to choose another as a neighbor, or, equivalently, both agents must
agree to cease interacting; and agents, once having selected a strategy, do not
change their behavior. We assume the former following initial work in [6], wherein
only one agent must choose to interact in order to connect to the other agents.
Additionally, one can imagine a variety of real world scenarios corresponding to
bilateral agreement, such as a group in a social network where leaving brings a
substantial cost to the user, reputation or otherwise, which forces the user to
interact with others he or she may not like. This formulation of the problem
also allows for an interesting new aspect of the game: oppression. With mutual
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consent required to terminate a link, one party can defect and enforce norms
upon another without this parties permission. Additionally, we find the choice
of static strategies a reasonable formation because people tend to maintain a
mostly constant persona when interacting with their neighbors.

Similar work was performed by Galán et al. in [13]. We note, however, that
their work focused on stable norms resulting from static topologies; our paper
considers the converse question of the stable topologies that result from rewiring
connections while agents follow static behaviors. The network characterizations
that they present are also unsuitable for our model due to the fact that, in our
work, the networks either initialize as fully connected or links can be added as
agents deem rational, as opposed to constant topologies. For example, since all
agents of a particular type behave in the same manner in our model, they will
all make the same decisions as to which other agents to connect to or attempt
to disconnect from—contrasting the probabilistic behaviors used in their work.
Consequently, analyses of the resultant clustering coefficients, numbers of triples,
or other metrics are uninteresting. Another key difference between the two works
is that the agents in their work change strategies by the genetic forces of selection
and mutation; in our work, however, behaviors only change in the experimental
analysis due to rational choice, and are constant in the theoretical analysis.

The paper is organized as follows. In Sect. 2, we present the configurations
that will result when agents cannot change their type but can change their
connections. These situations are amenable to algebraic solutions and we can
precisely derive the network topologies that will arise by the rewiring process.
We consider all possible game scenarios conforming with the social dilemma
mentioned above and for various cost of making a new connection. We highlight
interesting resultant networks for situations where there is (a) no punishment,
(b) punishment but not metapunishment, and (c) metapunishment. In Sect. 3,
we present experimental results showing converged network topologies where in
addition to rewiring their connections, agents can also myopically change their
types to maximize the utility they expect to receive given their current neigh-
bors (these scenarios do not lend them to similar algebraic analysis as in the
case of fixed agent types). We find interesting converged topologies such as a
police state where few punishing agents keep other agents from defecting, as well
as an oddball corrupt police state where a lone (meta)punishing agent prevents
others from defecting but itself defects against all others! An associated inter-
esting observation is the relative frequency with which the different converged
topologies result when punishment is used with or without metapunishment. We
conclude with a brief discussion of future work.

2 Theoretical Analysis

2.1 Specification

Game Mechanics. Starting with an initial network of fully connected agents,
the game proceeds in many rounds. In each round, an agent interacts with each
of its neighbors. An agent, Player A, can either choose to cooperate or defect
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against its neighbor, Player B. Choosing to defect gives Player A the temptation
reward and Player B the hurt value, and choosing to cooperate gives the baseline
reward to both players. When the punishment option is present, each interaction
has a second stage, wherein, if Player A chooses to defect against Player B, then
Player B has the opportunity to punish Player A.

Finally, if the metapunishment option is present, each round has a second
phase. Each player, Player A, observes the interactions of each other agent,
Player B—specifically, whether Player B chose to punish. If Player B chose not
to punish a defector, then Player A has the opportunity to metapunish Player
B. Metapunishment enables agents to encourage other agents to punish those
agents who defect.

An agent has to pay a linking cost r for each of its link to a neighbor. If a
link to a neighbor brings negative utility, then an the agent will try to cut that
link at the end of a round. If both agents in a linked pair attempt to cut a link,
the link will be eliminated. If only one agent, however, attempts to cut that link,
then the link will remain.

Agent Strategies. For a description of the payoffs used in this game, see
Table 1.

Table 1. Glossary of Payoffs. If a payoff contains the letter on the left, then the payoff
includes the reward for the interaction on the right (the payoffs are additive). For
instance, dh indicates that the agent both defected and was defected against.

b The baseline—the reward for cooperation on both sides

d Defecting

h Being defected against (harmed)

dp Defecting and being punished

he Being defected against and enforcing

m Being metapunished

M Metaenforcing

Each agent type in the population has a type or strategy which cannot
be changed. Without punishment, there are two agent types: cooperator types
always cooperate and defector types always defect.

In the case of basic punishment, the cooperator type agents cooperate but
do not enforce punishment. The defector type agents defect but do not enforce.
There are two additional types: The punisher and corrupt. The punisher type
agents cooperate and enforce punishment. The corrupt type agents defect and
enforce punishment.

In the case of metapunishment, the agent types are the same as those in the
basic punishment case, but the punisher and corrupt types both metapunish as
well while other agent types do not.
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2.2 Payoff Topologies

No Punishment. We first examine the case of no punishment. Table 2 repre-
sents the payoff matrix for this scenario.

Table 2. Payoffs without punishment

cooperator defector

cooperator (b, b) (h, d)

defector (d, h) (dh, dh)

Because there is no punishment, the only options are passivity and defection.
b is simply the baseline. d is the baseline plus the temptation reward, which is
included to incentivize agents to defect. h is b plus the hurt value, included to
incentivize agents to punish. So, we make the following assumptions:

1. The temptation reward is greater than 0, or equivalently, d > b
2. The hurt value is less than 0.

From these assumptions, we can conclude that d > b > h and, furthermore, that
d > dh > h, since dh is simply b + hurt value + temptation reward

These conditions lead to six meaningful placements of the linking cost, r, and
five unique topologies:

1. r > d: The network is empty because the linking cost is higher than the
maximum possible reward from a link.

2. d > r ≥ dh, b: The defecting agents form links with the passive agents in
order to gain the temptation reward, d.

3. d, dh > r > b: The defecting agents form links with themselves (for dh) and
the passive agents (for d).

4. b > r ≥ dh, h: The defecting agents connect to the passive agents, and the
passive agents connect to themselves.

5. b, dh > r > h: A complete network is formed (the defecting agents will forcibly
connect to the passive agents).

6. h > r: A complete network is formed.

Punishment. In this section, we examine the case of basic punishment. Table 3
represents the payoff matrix for this scenario.

In addition to the assumptions made in the previous section, we assume that
enforcing and being punished cost the agent, and that it is worse for an agent
to be punished after defecting than for an agent to enforce after being defected
against:

1. The enforcement cost is less than 0.
2. The punishment cost is less than the enforcement cost.
3. he > dp: Total payoff for the punisher is greater than that of the punished.
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Table 3. Payoffs with basic punishment

cooperate punish defect corrupt

cooperate (b, b) (b, b) (h, d) (h, d)

punisher (b, b) (b, b) (he, dp) (he, dp)

defector (d, h) (dp, he) (dh, dh) (dhp, dhe)

corrupt (d, h) (dp, he) (dhe, dhp) (dhpe, dhpe)

From these assumptions, we can conclude that d > b > h > he > dp > dhp >
dhpe, that d > dh > h, and that dh > dhe > he. These orderings suggest 13
possible placements for the linking cost, which lead to 10 different topologies.
An interesting few selected results follow.

Agents who punish can, in some configurations, prevent defecting agents from
connecting to themselves. Figure 1(a) shows a sample configuration wherein the
punisher agents are not connected to defecting agents, but the cooperator agents
are. An interesting note about Fig. 1(a) is its similarity to a hub network, where
the cooperator agents are the hub, and the other agents do not interact outside
of their own groups.

In general, punishment is a highly effective method for agents to defend
themselves against defection. Figure 1(b) represents the most connected network
wherein agents who defect, corrupt and defector agents, still connect to the
punisher agents.

Corrupt

Defectors

Cooperators

Punishers

Corrupt

Defectors

Cooperators

Punishers

(a) d, b, dh > r ≥ dhe,
he, dp, dhp, dhpe
This is an example of a
network where punishers
are safe from defection.

(b) d, b, dh, h, dhe, he >
r ≥ dp, dhp, dhpe
This topology is the
most connected network
wherein agents still defect
against punishers.

Fig. 1. Interesting topologies from basic punishment.

Metapunishment. In this section, we examine the case of metapunishment.
Table 4 represents the payoff matrix for this scenario. In this section, similarly
to the case of basic punishment, we assume additionally that it costs to meta-
enforce and to be metapunished, and that being metapunished for neglecting to
punish is worse for an agent than for an agent’s meta-enforcing. That is,
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1. The meta-enforcement cost is less than 0.
2. The metapunishment cost is less than the meta-enforcement cost.
3. M > m: Being metapunished is worse than meta-enforcing.

Table 4. Payoffs with metapunishment

cooperate punish defect corrupt

cooperate (b, b) (m,M) (h, d) (hm, dM)

punish (M,m) (b, b) (eM, dpm) (he, dp)

defect (d, h) (dpm, eM) (dh, dh) (dhpm, dheM)

corrupt (dM, hm) (dp, he) (dheM, dhpm) (dhpe, dhpe)

From these assumptions, we can conclude that d > b > h > he > dp >
dhp > dhpe, that d > dM > M > m > hm > dpm > dhpm, that M > eM >
dpm > hm, that d > dh > h, that dh > dhe > he, that dhe > dheM , and that
dM > dheM > dpm.

These constraints imply 113 possible placements for the linking cost, which
lead to 73 unique topologies. In the following paragraphs, we highlight notable
results.

Metapunishment can destabilize previously stable topologies. Figure 2(a)
shows one circumstance in which punisher agents will not connect to cooperator
agents in contrast to the case of basic punishment. Specifically, the cooperator
and punisher agents used to receive b when they interacted; however, in this
case, metapunishment reduces the payoffs below the linking cost.

Additionally, metapunishment can entirely cease interactions between
punisher agents and nonpunishing agents. As an example, Fig. 2(b) contains
no connections between the punisher agents and the defector agents nor the
cooperator agents. This topology is also remarkable because the temptation
reward is sufficient to offset the meta-enforcement cost, as evidenced by the
connection from the corrupt agents to the nonpunishing ones. This phenomena
is interesting because the corrupt agents are punishing agents for not punishing
the corrupt agents.

An interesting side effect of metapunishment is that the defector strategy
may actually present a way for agents to defend themselves. In Fig. 2(c), the
defector agents are not connected to the punisher agents. The cooperator agents
also are connected to the punisher agents. This connections implies that the
meta-enforcement cost is, alone, insufficient to prevent punisher agents from
linking to cooperator agents. Additionally, the corrupt agents are, connected to
the punisher agents. This connection implies that the hurt value and enforce-
ment cost are insufficient to prevent a link from forming. Therefore, it is the
combination of hurt value, enforcement cost, and meta-enforcement cost that
does prevent the link from the punisher to the defector agents from forming—a
combination that can only occur with agents using the defector strategy.
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Corrupt

Defectors

Cooperators

Punishers

(a) d, b, dh, dhe, dM ,
dheM > r > h, he, dp,
dhp, dhpe, M , m, hm, eM ,
dpm, dhpm
This topology demon-
strates metapunishment
can halt agents connected
with only basic punishment
from connecting now.

Corrupt

Defectors

Cooperators

Punishers

(b) d, b, dh, h, dhe, he, dp,
dhp, dM , dheM , > r >
dhpe, M , m, hm, eM , dpm,
dhpm
A topology wherein the
meta-enforcement cost pre-
vents punisher agents from
connecting to nonpunishing
agents.

Corrupt

Defectors

Cooperators

Punishers

(c) d, b, dh, h, dhe, he, dp,
dhp, dhpe, dM , M > r >
m, hm, eM , dheM , dpm,
dhpm
This topology shows the
power of defector agents to
thwart metapunishment.

Fig. 2. Interesting topologies from including metapunishment

3 Experimental Analysis

The above analysis assumed agent types were static. To understand the emer-
gent topologies when agents could myopically adapt their types to optimize pay-
off given their neighbors types, we ran simulations varying various parameters.
During rounds, agents would follow this algorithm:

procedure Agent Behavior()
maxUtility = Utility(currentStrategy)
maxStrategy = currentStrategy
for strategy in Strategies do

if Utility(strategy) > maxUtility then
maxUtility = Utility(strategy)
maxStrategy = strategy

end if
end for
if maxStrategy ! = currentStrategy then

currentStrategy = maxStrategy
return

end if
for link in CurrentLinks do

if Utility(link)<0 then
removeLink()
return

end if
end for

LinkToRandomAgent()

Where the utilities of links are defined by the values in the payoff matrices
given in Sect. 2, and the utility of a strategy is simply the sum of all of the links
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of an agent, assuming that the agent adopts that strategy. In a round agents
make their decisions sequentially. The order of turns was decided randomly at
the beginning of each round. Simulations were run with both simple punishment
and meta-punishment and with various numbers of agents. Each simulation ran
for 1000 rounds. Only simple graphs were used; i.e., if Agent 1 connected to
Agent 2, then Agent 2 could not connect to Agent 1. Each agent was assigned a
random strategy at the beginning of the game.

3.1 Observed Stable Configurations

All experiments produced one of three stable configurations: Anarchy indicates
all agents are defecting, Police State refers to a few punishing agents and the
rest neutral, and Corrupt Police State refers to exactly one agent defecting and
punishing while the rest are neutral.

The three stable configurations mentioned above could form different topolo-
gies: Complete Network, Empty Anarchy, One way corrupt police. In the complete
network, all agents linked with all other agents. Any of the three configurations
could form with this topology. Empty anarchy was an anarchy network without
any agent linking to any other agent. The one way Corrupt Police was the most
interesting of the three topologies. It was a corrupt police state, but none of the
cooperators were willingly linked to the corrupt police officer. Thus we had one
group of agents that would link to only agents of their own type, but were being
stabilized and exploited simultaneously by an outside agent. See Fig. 3.

Fig. 3. One way corrupt police (red-cooperator, violet-corrupt). (Color figure online)

3.2 Conditions for Network Development

An important goal of the experimental analysis was to observe what conditions
were required for each of the three stable configurations to emerge.

Figure 4 shows the relative frequency of emergence of different stable config-
urations as we vary the number of agents in the network. Without metapunish-
ment, as the number of agents increases, the number of configurations that result
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Fig. 4. End topologies with different # of agents: punishment only (left), metapun-
ishment included (right). Parameters: Base 0, Defection Reward 3, Defection Hurt 1,
Punishment Cost 2, Punishment Hurt 9, Linking Cost 0.

in anarchy also increases. We will discuss this phenomena in detail below. With
metapunishment, increasing the number of agents increases the likelihood of a
police state emerging. Presence of more metapunishers force non-punishers to
start punishing; thus with more agents present there is an increase in frequency
of the emergence of police states.

Fig. 5. % of agent types as anarchy develops, 10 agents: punishment only (left), with
metapunishment (right). Parameters: Base 10, Defection Reward 1, Defection Hurt 3,
Punishment Cost 3, Punishment Hurt 12, Linking Cost 0.

Anarchy. Due to the randomness of allocation of initial agent types, the initial
number of agent types may not be equal. The initial agent type distribution is
likely to be more skewed particularly for small agent populations. If there were
too many defectors at the beginning, anarchy developed from large numbers
of agents defecting. When a punisher links with a defector, one of two things
happen: the defector stops defecting or the punisher stops punishing. When there
are far more defectors than there are punishers, it becomes much more likely that
the punisher will have to back down and stop punishing at some point. For small
populations there are more chances of very few defectors in the initial population,
whence the network may evolve to a state different from anarchy. With larger
populations, there are more agents that can defect in the early rounds of the
game and it becomes harder for the punishing agents to maintain order. With
large enough numbers of agents, the end topology is almost always anarchy.
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Hence, all figures of networks developing are shown with 10 agents. Anarchy was
by far the most common of the three stable configurations that formed without
metapunishment. When metapunishment was included, the frequency of anarchy
networks drastically decreased because of reasons listed below. The percentage
of different agent types in sample runs that evolved Anarchy networks, with
or without metapunishment, are shown in Fig. 5. Modified parameters are used
when observing network developments to reduce the anarchy development rate.

Police. The convergence to a police state was facilitated by an initial state of a
large number of punishers. These punishers would have to immediately link with
each other in order for the police state to form, because otherwise the punishers
would want to become defectors. If two punishers link with each other, neither
will defect to avoid being punished by the other. However if a punisher is linked
only with non-punishing agents, then it will become a defector for the Utility
boost. From there they would force all defecting agents to become neutral as
they connected to them. When metapunishment is included, punishers gain the
ability to force other agents to become punishers. This aides the development of
police networks and increases their relative frequency. Sample runs that evolved
the Police state are presented in Fig. 6.

Fig. 6. % of agent types as police state evolves, 10 agents: punishment only (left); with
Metapunishment (right). Parameters: Base 10, Defection Reward 1, Defection Hurt 3,
Punishment Cost 3, Punishment Hurt 12, Linking Cost 0.

Corrupt Police. The corrupt police state developed from an initial state of a
large number of agents who were defecting and punishing. As these agents linked
with others, they forced those agents to become neutral to avoid punishment.
When two of these agents connect, one will back down and become neutral
while the other will remain a defector and punisher. A sample run that evolved
a Corrupt Police network is shown in Fig. 7.

This demonstrates one of the more interesting outcomes of the game: Corrup-
tion will not tolerate company while non-corruption requires it. In the corrupt
police network, all corrupt police officers will eliminate each other until only
one remains, while the police network requires multiple interacting officers. The
corrupt police network was only stable without metapunishment. If metapun-
ishment exists, then the corrupt police officer will have to punish neutral agents
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for not punishing it. This in turn forces the neutral agents to become punishers,
and hence the corrupt police network does not emerge with metapunishment.

Fig. 7. % of agent types as corrupt police configuration develops (simple punishment);
10 agents. Parameters: Base 10, Defection Reward 1, Defection Hurt 3, Punishment
Cost 3, Punishment Hurt 12, Linking Cost 0.

4 Conclusions

We investigated the effect of rewiring and behavior adoptions on the emergent
topology of networked self-interested agents interacting in a social dilemma sce-
nario with and without punishment and metapunishment options. When agent
types were fixed, we identify, using algebraic calculations, interesting topologies
that result under various relationships between agent interaction payoffs and
rewiring costs. Such derivations are not forthcoming when agents can change
their types myopically to maximize payoffs given their neighborhood. We run
a suit of experiments and observe the emergence of different classes of network
topologies. Particularly interesting are the police and corrupt police states and
their relative abundance with and without the option of metapunishment.

We plan to investigate unilateral elimination of links which should allow
for cooperators to thrive more frequently. We will analyze mixed, rather than
pure strategy types, where agents defect with some probability 0 < p < 1.
We will also study a broader class of social dilemmas, including the prisoner’s
dilemma and the Hawk-Dove game. In Sect. 2, we assumed all types are present in
equal numbers; we will analyze non-uniform distribution of agent types. Finally,
we intend to perform analyses similar to those done by Galán et al. in [13]:
Allowing for nondeterministic behavior could lead to some highly intriguing
resultant social networks and network properties. Combining all of these future
directions, characterizing networks with unilateral links could additionally prove
fascinating.
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Abstract. Multi-agent modeling is a computational approach to model
behavior of complex systems in terms of simple micro level agent rules
that result in macro level patterns and regularities. It has been argued
that complex systems approaches provide distinct advantages over tradi-
tional equation-based mathematical modeling approaches in the process
of scientific inquiry. We present a case study on how multi-agent model-
ing can be used to develop thought experiments in order to push theory
forward. We develop a model of the evolution of gamete dimorphism
(anisogamy), for which there are several competing theories in the evo-
lutionary biology literature. We share the outcomes of our model and
discuss how the model findings compare with, and contribute to pre-
vious work in the literature. The model clarifies mechanisms that can
result in the evolution of anisogamy and offers a much simpler structure
that is easier to understand, test, modify and extend.

1 Introduction

The most commonly used approach to model behavior of biological systems
involves equational modeling with a focus on describing population-level changes
based on population level descriptor variables [9]. Unfortunately, this modeling
approach is limited when it comes to adding new variables or incorporating
new assumptions because entirely new equations might be needed to capture
even small changes [25]. In contrast, multi-agent-based modeling is a powerful
approach to model complex natural and social phenomena in terms of simple
micro-level agent rules that result in the emergence of macro-level patterns and
regularities [22]. In this paper, we draw on Wilensky and Papert’s Restructura-
tion Theory and argue that multi-agent-based modeling can be used to develop
thought experiments on complex scientific questions for novices to learn scien-
tific domain knowledge easily, as well as domain experts to verify, modify, and
even extend these models [25].
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We present a multi-agent-based model about the evolution of gamete dimor-
phism (anisogamy) to make a case for our argument. Anisogamy is the phe-
nomenon of males producing large numbers of small sperm cells and females
producing small numbers of large egg cells for reproduction [4]. We believe this
topic is a good fit for developing a multi-agent-based thought experiment for
two primary reasons: (1) there is no universally accepted theory or model in the
literature [4,6,17], (2) the bulk of research in this area has been done through
equation-based modeling (e.g., [5,12,14,15]). We begin by reviewing Restruc-
turation Theory in detail. Then, we describe anisogamy and review the liter-
ature related to the evolution of anisogamy, as our multi-agent-based thought
experiment incorporates and builds on the ideas from the existing evolutionary
biology literature. We describe our model’s assumptions and agent rules in detail
and then present our findings. We demonstrate that our model achieves similar
results to those achieved in the literature while increasing access to underlying
ideas.

2 Restructuration of Scientific Domain Knowledge
Through Multi-agent-based Modeling

Restructuration Theory, as proposed by Wilensky and Papert, describes how dis-
ciplinary knowledge can be re-encoded using new representational technologies
in a way that can have powerful implications for science, culture and learning
[25]. Many such historical restructurations are presented including the restruc-
turation of Roman numerals to Hindu-Arabic numerals. Wilensky and Papert
argue that computation offers many new opportunities for powerful restructura-
tions and that multi-agent-based modeling can be used to create many such
restructurations [25].

A good example is Wilensky and Reisman’s restructuration of models of
predation [23]. Traditionally, predator-prey relationships are modeled through
differential equations. An example of such models is the Lotka-Volterra models
that offer two equations that describe the rate of change in the densities of the
predator and prey populations over time [11,20]:

dN1

dt
= b1N1 − k1N1N2 (1)

dN2

dt
= k2N1N2 − d2N2 (2)

In these equations, N1 is the density of the prey population, N2 is the den-
sity of the predator population, b1 is the birth rate of the prey, d2 is the death
rate of the predators, and k1 and k2 are constants. These equations specify the
dependence of the density of each population to one another. When plotted, the
model shows cyclical fluctuations between the two populations: increases in the
prey population will result in rising predator birth rates and increases in the
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predator population will result in rising prey death rates. Wilensky and Reis-
man’s attempt to restructurate this problem through multi-agent-based model-
ing focuses on considering prey and predator as agents and describing the agent
rules that emerge as population level patterns:

Rule set for wolves (at each clock-tick):
1. move randomly to an adjacent patch which contains no wolves.
2. decrease energy by E1

3. if on the same patch as a sheep, then eat the sheep and increase energy
by E2

4. if energy < 0 then die
5. with probability R1 reproduce
Rule set for sheep (at each clock-tick):
1. move randomly to an adjacent patch and decrease energy by E3

2. if on grassy patch, then eat grass and increase energy by E4

3. if energy < 0 then die
4. with probability R1 reproduce

Fig. 1. Two models of predation compared to real world observations: (a) the Lokta-
Volterra equational models [11,20], (b) the Wilensky-Reisman multi-agent-based model
(middle) [23], and (c) real world data from a lynx-hare population in Northern
Canada [16].



50 U. Aslan et al.

Rule set for grass (at each clock-tick):
1. if green, then do nothing
2. if brown, then wait E4 clock-ticks and turn green

Wilensky and Papert theorize that multi-agent-based restructurations of such
natural phenomena offer three powerful advantages over equation-based model-
ing in terms of learnability: (1) rules for agents are closer to our intuitive notions
of these “objects” as distinct individuals rather than aggregate populations, (2)
equational models often require bigger changes or completely new equations even
for small adjustments, (3) visualization of individual agents and their dynamics
afford greater realism compared to graphs of populations [25]. These advantages
make it possible for even high school students to easily learn topics that used to
be hard for college graduates in related fields [23].

As Fig. 1 shows, a comparison between the real data, the equation-based model,
and the multi-agent-based model shows that real world phenomena produce pat-
terns that are more similar to the outcome of the multi-agent-based model. The
outcome of the multi-agent-based model is similar to the equation-based model but
with more noisy fluctuations, which the equation-based model shows less, because
it is a discrete model. In this paper, we attempt a very similar restructuration of an
evolutionary biology topic, which is historically studied through equational mod-
els, and re-examine it through multi-agent-based modeling.

3 Developing a Multi-agent-based Thought Experiment
on the Evolution of Gamete Dimorphism

There are two main types of reproductive strategies employed by organisms: sex-
ual reproduction and asexual reproduction [6]. The most prevalent sexual repro-
duction strategy is called gamete dimorphism or anisogamy. Many animal and
plant species, including humans, are anisogamous: one mating type (males) pro-
vides half the chromosomes by producing small cells in large quantities (sperm)
and the other mating type (females) provides half the chromosomes by produc-
ing much larger cells in much smaller numbers (egg). When two such cells, called
gametes, belonging to opposite sexes fuse, a zygote is formed and this zygote
gradually grows into an adult [3,15].

The evolution of anisogamy is a yet to be resolved topic in evolutionary biol-
ogy and is the foundation of theories on gender differences and relations [4]. This
starts with the very question of “why do sexes exist?” [4,17]. Given that asex-
ual production (parthenogenesis) actually has some distinct advantages in terms
of numerical advantage in progeny, many have wondered why sexual reproduc-
tion evolved in the first place [6]. It is also not known why anisogamy prevailed
over other sexual reproduction strategies. For instance, there are some fungal
species which reproduce through more than two mating types [10] or by pro-
ducing gametes of equal size (isogamy) [15], but they are exceptions. In this
paper, we attempt to address the latter question because the discussion on the
evolution of anisogamy mostly revolves around the validity of the assumptions
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of theoretical models [17]. The equation-based methods used in these models
make it harder for beginners to join the conversation and domain experts to
manipulate the models for further analysis. We argue that a multi-agent-based
thought experiment of anisogamy can afford domain experts the ability to easily
plug new assumptions into an existing model while making it significantly easier
for non-experts to learn about anisogamy [23]. In this section, we describe the
process of developing one such thought experiment through reviewing the liter-
ature on anisogamy, determining model assumptions, defining agent rules and
designing the user interface.

3.1 Literature Review

Evolutionary theories in general try to show how it is that a trait might be
selected when there are many competing treats. In the case of reproductive
strategies, there is no clear answer on why anisogamy is a more successful strat-
egy over isogamy or multiple mating types. The most accepted theory on the evo-
lution of gamete dimorphism is called “the Parker-Baker-Smith (PBS) model”. It
lays out mathematical formulations to determine the conditions for the evolution
of anisogamy through a zygotic fitness function and a gametic fitness function.
The PBS model makes three simple but powerful assumptions [5,15]:

1. individuals of a marine ancestor population produce a range of gametes and
the fusion between pairs of gametes is at random at sea

2. each adult has only a fixed biomass available for gamete production
3. there is some sort of relationship between zygote fitness and zygote size

It is important to caution that we are far from having a model that offers a
universal explanation yet. Many of these theories, including the PBS model, are
actively debated [17] and there are still many questions that remain unanswered
[4]. The PBS theory of evolution is generally viewed as a foundational model but
not the ultimate answer [6]. Both the assumptions and the formulations of the
model are challenged by other theorists [4,17]. There are also many theories that
build on the PBS model and attempt to offer more explanatory value (e.g., [7]).

3.2 The NetLogo Model of Gamete Dimorphism

We develop our multi-agent-based thought experiment of anisogamy in the Net-
Logo agent-based modeling environment [21] as it provides powerful tools to
model emergent phenomena through a beginner friendly programming environ-
ment that allows writing open, easily readable code and a rich set of visualization
options [18,22]. In the model1 [1], adults of two mating types begin with produc-
ing middle-sized gametes at approximately the same rate (isogamy). Every time
an adult produces new gametes, there is a chance of a small, random mutation in

1 Source code of the NetLogo model of anisogamy is openly available through http://
modelingcommons.org/browse/one model/5007.

http://modelingcommons.org/browse/one_model/5007
http://modelingcommons.org/browse/one_model/5007
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the gamete size strategy. These mutations introduce a competition among multi-
ple reproductive strategies. In this section, we describe the model’s assumptions,
agent rules and interface in detail.

The Assumptions and the Agent Rules. Similar to the existing theories in
the literature, our model builds on the following set of basic assumptions that
we appropriated from the PBS model and its derivatives [3–5,12,14,15,17,19]:

1. Adults have limited lifetimes.
2. Gamete production budget is fixed and the same for all adults.
3. Gametes have limited lifetimes, too, but much shorter than adults.
4. A zygote has to achieve a minimum mass to survive.
5. There are initially two isogamous mating types in the population.
6. The gamete size and the mating type traits are inherited as a bundle.
7. The chance of a zygote inheriting these traits from either gamete is equal.

Assumptions 2 and 4 directly correspond to the 2nd and 3rd assumptions
of the PBS model (Sect. 3.1). We implement the 1st assumption of the PBS
model by implementing a random walk algorithm in the model’s code. We also
implement a lifetime mechanism to simulate successive generations, although
there is no mention of this in the PBS model or other equational models. Based
on these assumptions, we define three agent types as adults, gametes and zygotes
and define simple rules for each agent type.

Rule set for adults (at each clock-tick):
1. turn around randomly and move one step forward.
2. with probability P produce gametes:

– randomly pick the new gametes’ size (mt) through a normal distri-
bution with mean = my gamete size strategy (m) and standard devi-
ation = σ.

– hatch own mass (M)/mt gametes of my mating-type and of the
size mt

3. decrease the remaining lifetime by 1, die if no lifetime left.
Rule set for gametes (at each clock-tick):
1. turn around randomly and move one step forward.
2. fuse (form a zygote) if touching a gamete of the opposite sex:

– inherit the total mass of myself and my mating partner.
– randomly inherit the mating type and gamete size strategy as a pack-

age
3. decrease the remaining lifetime by 1, die if no lifetime left.
Rule set for zygotes (at each clock-tick):
1. decrease the remaining incubation time by 1. if incubation time is 0:

– if own mass (M) mass is greater than the survival threshold (M ≥ δ),
turn into an adult.

– if own mass (M) is less than the survival threshold (M < δ), die.

Interface and Parameters. NetLogo’s interface affords easy manipulation of
the parameters of the model, and we can observe the changes in the system
visually through the model’s world and plots. The world is a graphical window
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which is not a mere visualization but an actual space where the agents follow
the rules and interact with each other [22], seen as the central window shown in
Fig. 2. The adults are represented by circles with black dots in them. An adult’s
color (blue or red) represents its mating type. The tiny arrow shaped agents
are the gametes produced by adults. They, too, are either blue or red but vary
in size depending on their parents’ gamete size strategy. Lastly, the egg-shaped
agents with lighter shades of red and blue are the zygotes formed by the fusion
of two gametes.

Fig. 2. The interface of the NetLogo Anisogamy model (Color figure online)

The first two plots on the right allow us to see the change in the overall
population and the number of gametes of each mating type over time. The
histogram on the bottom right shows the distribution of the gamete sizes at
the observed clock-tick. The two integer outputs on the top right (blue adults
and red adults) allow us to observe if the mating type balance is disrupted or
not. The controls on the left allow us to change the parameters of the model
so that we can test implicit and explicit assumptions. Each of these controls
corresponds to bigger questions that we want to ask through this model. For
example, one of the questions we want to ask is “what, if any, thresholds of
zygote critical mass effect the potential evolution of anisogamy”, so we implement
a ZYGOTE-CRITICAL-MASS slider that determines the threshold of mass that a
zygote needs to achieve to survive. Similarly, we want to investigate whether the
assumption of differentiation in mating types is viable, so we place the SAME-

TYPE-MATING-ALLOWED? switch.

4 Findings and Discussion

A comparison of our multi-agent-based model and equation-based models of
anisogamy highlights the advantages of multi-agent-based thought experiments.
In this section, we first share the outcomes of our model with the default
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parameter-set, which corresponds to our basic set of assumptions (see Sect. 3.2).
In this condition, we run the model with approximately 100 adults in a confined
space. The average lifetime is 500 clock-ticks for adults and 50 clock-ticks for
gametes. Because the model’s space is 256 square unit-lengths and computing
power is limited, we implement a carrying capacity mechanism. Whenever the
model’s adult population exceeds 100 members, some adults are randomly taken
out of the population. This does not apply to gametes or zygotes. All adults
are of 1 unit-length, mass of 1 unit-mass, and they move around randomly with
the speed of 1 unit-length per clock-tick. Adults can use half of their mass for
producing gametes. Initially, all adults have the same reproductive strategy of
producing two middle sized gametes. Gametes move around randomly with the
same speed, too, and they are only allowed to fuse with gametes of the oppo-
site mating type. Lastly, the critical threshold for a zygote to survive is 0.45
unit-mass.

(a) (ticks = 100) (b) (ticks = 500) (c) (ticks = 1000)

(d) (ticks = 5000) (e) (ticks = 10000) (f) (ticks = 15000)

Fig. 3. The emergence of gamete dimorphism over time in the multi-agent model

Figure 3 shows the outcome of a typical run with the default parameters.
Each subfigure consists of two plots: a plot showing the change in the number
of red versus blue gametes over time and a plot showing the distribution of
gamete sizes at the presented clock-tick. Gametes of the two mating-types are
represented with red and blue colored lines and bars in the graphs. As our model
assumes that the reproduction budget is fixed for all the adults, a large gamete
number means smaller gamete size, and vice versa. Figure 3a is a snapshot of the
model after 100 clock-ticks and the subsequent subfigures are after 500, 1000,
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5000, 10000 and 15000 clock-ticks. In our model, 15000 clock-ticks correspond
to approximately 300 generations. This might be extremely small for such an
evolutionary process in real life but in the small world of our thought experiment,
it is enough to observe meaningful and consistent results.

As the first four subfigures show, the model starts with oscillations between
two similar strategies. In this specific run, a stochastic disruptive event happens
at about 7000 clock-ticks (Fig. 3e) resulting in one mating type getting com-
mitted to producing big gametes and the other to producing small gametes. In
other words, anisogamy evolves and is sustained. Figure 4 presents the results
of 300 runs with this default parameter-set over 20000 clock-ticks. Each data
point presents the average number of red or blue gametes in the last 5000 clock-
ticks, which provides more reliable data because the number of gametes in the
model oscillates continuously. We clearly observe evolution of two distinct gamete
size strategies at the end of each simulation run (Fig. 4). Statistical analysis
of this data shows that there was a significant difference between the number
of large gametes (m = 1.735, sd = 0.184) and the number of small gametes
(m = 437.675, sd = 19.505); t(299) = −384.221, p < 0.0005. These findings pro-
vide a theoretical explanation of not only why but also how anisogamy might
have evolved, as well as supporting previous theory on the instability of isogamy
in the long run [19].

Fig. 4. Testing the model with default parameters (n = 300, ticks = 20000).

The affordances of multi-agent-based thought experiments become even more
noticeable when it comes to testing assumptions of a model to answer “what if?”
questions. In the following sections, we test an explicit and an implicit assump-
tion of the PBS model, as well as another non-PBS assumption that is common
in the literature. We not only show the ease of doing this through our model but
also demonstrate how powerful the outcomes of such assumption tests can be.

4.1 Zygote Survival as a Function of Zygote Mass

We begin testing assumptions with one of the main assumptions of the PBS
model concerning the relationship between viability of a zygote to its size [3,
5,15]. We call this the ZYGOTE-CRITICAL-MASS assumption, which can be
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turned on and off easily with a switch on the models interface (see Fig. 2). With
the default parameter-set of the model, we observe the emergence of anisogamy
after 10000 ticks. We keep all the other parameters the same, but allow zygotes
to survive regardless of their mass and run the model again. As seen in Fig. 5b,
the gamete sizes and gamete population for both sexes fluctuate over time with
the overall direction of reduction in the size. Anisogamy does not evolve when
each zygote survives regardless of its mass.

(a) critical mass enforced (b) critical mass not enforced

Fig. 5. The comparison of the model outcomes with ENFORCE-CRITICAL-MASS?
switch turned on and off.

We also conducted an experiment running the model starting with 0.0 as the
value of the ZYGOTE-CRITICAL-MASS variable and then incrementing it by
0.01 until 0.5 over 20000 ticks. For each value, we ran the model 3 times, so we
ended up with a total of 150 experiments. Figure 6a shows the results of this
experiment. Once again, each data point corresponds to the running average
of the number of gametes in the last 5000 ticks of each run. The most impor-
tant outcome of this test is the fact that anisogamy did not evolve and isogamy
was sustained when the value of the ZYGOTE-CRITICAL-MASS parameter was
below 0.1, which is consistent with the assumptions of the PBS model [5,15]. Sur-
prisingly, we also noticed some runs which did not result in anisogamy between
the range of 0.3 and 0.45. We hypothesized that anisogamy would still evolve
in this parameter space in a longer experiment. Accordingly, we conducted the
same experiment but this time over 200000 clock-ticks and the results confirmed
our hypothesis (Fig. 6). Once again, these findings align with the PBS model’s
assumption that for anisogamy to evolve, some sort of a relationship between the
zygote size and zygote survival is necessary [6,15].

4.2 Mating Types

Another affordance of multi-agent-based thought experiments is the possibil-
ity of testing implicit assumptions. For instance, the existence of two mating
types is a common assumption in many models of anisogamy, but it is rarely
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(a) (ticks = 20000) (b) (ticks = 200000)

Fig. 6. Testing the model with a range of ZYGOTE-CRITICAL-MASS values between
0 and 0.5 (n= 150).

discussed explicitly (e.g., [5]). Our model assumes two mating types, too, but
it is actually possible to test this assumption indirectly by allowing gametes of
the same mating type to fuse. When we run the model with this alternative
assumption, we observe that anisogamy does not evolve. Instead, there are two
possible outcomes. In most of the runs, genetic drift [8] happens and one mating
type prevails over the other (Fig. 7a and c). However, in some rare occasions, we
observe almost no quantitative change in the population composition (Fig. 7b)
because, by random chance, it takes more time for genetic drift to emerge in some
runs (as in Sect. 4.1). These results provide support for the implicit assumption
that mating types are required for anisogamy to evolve. On the other hand, our
model currently does not allow testing the possibility of more than two mating
types. This could be an interesting follow up on our test, and it is possible to do
it with a few changes in the model’s code.

(a) run number 1 (b) run number 2 (c) run number 3

Fig. 7. The outcome of the model when fusion between two gametes of the same mating
type is allowed (ticks = 50000)

4.3 Adult and Gamete Motility

Another debated topic in models of anisogamy is the role of gamete and/or adult
motility in the marine environment [4,17]. Some of the models assume that the
speed of a gamete is inversely related to its mass according to Stokes Law [7],
while others challenge the validity of this assumption [17]. As the actual physics
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(a) GSS OFF, AM OFF (b) GSS OFF, AM ON

(c) GSS ON, AM OFF (d) GSS ON, AM ON

Fig. 8. The outcomes of the model when gamete-speed size relation (GSS) and adult
motility (AM) assumptions are tested (ticks = 15000)

of locomotion in water is somewhat complex, our point is to test whether a
relationship of this sort is needed for the evolution of anisogamy.

Our model allows us to (1) make all the gametes move with the same speed
or with a variable speed that is inversely related to a gamete’s size, and (2) make
adults move around randomly with the same speed or remain stationary (see
Sect. 3.2). In our runs with the default parameter-set, the adults were moving
and gamete size had no relationship with gamete speed. We tested the model by
varying these parameters but to our surprise, we did not observe any significant
differences in the model’s outcome (Fig. 8). This finding directly contradicts some
studies in the literature that claim that gamete motility is a critical factor in
the evolution of anisogamy (e.g., [7,14]).

4.4 A Qualitative Comparison Between the Two Models
of Anisogamy

In this section, we present a “relational alignment” [2,24] between our multi-
agent-based model and the equational PBS model developed by Bulmer and
Parker by qualitatively comparing the relationships between critical parameters
of these two models and the evolution of anisogamy as a continuously stable
strategy (ESS [12]). These critical parameters are gamete size (m), zygote size
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(S), and parameters that determine viability of gametes (α) and zygotes (β).
Figure 9 shows two plots from Bulmer and Parker’s mathematical formulation
of the PBS model. Figure 9a is concerned with the conditions that result with
anisogamy as ESS and Fig. 9b is concerned with a critical threshold for zygote
survival in an anisogamous ESS [5].

Fig. 9. Plots from Bulmer and Parker’s equational PBS model of anisogamy: (a)
anisogamy as ESS for given m and β values and (b) the critical value of β above
which anisogamy evolves as a function of δ [5].

Bulmer and Parker use the PBS model to explore the parameter space
for the parameters β and δ to find a parameter range over which anisogamy
would evolve as an evolutionary stable strategy (Fig. 9b). β is a parameter that
determines the shape of the response strategy function and δ is a parameter
related to the gamete critical mass. In our multi-agent model of evolution of
anisogamy, we demonstrate that anisogamy evolves as an ESS as reliably over
the default parameter range (Fig. 4). We have also demonstrated that our multi-
agent-modeling approach to evolution of anisogamy using NetLogo as a mod-
eling environment allows as such comparison where we have investigated the
parameter range for zygote-critical-mass (Fig. 6). Hence, these two models are
qualitatively similar, or relationally aligned, in terms of inputs (conditions) and
outputs (evolution of anisogamy as an ESS).

5 Conclusions

We argued that multi-agent-based models can be used to express scientific
domain knowledge in the form of thought experiments. As a case study, we devel-
oped a multi-agent-based thought experiment on the evolution of anisogamy,
which is the phenomenon of male species producing numerous small sperm cells
and female species producing only a handful of large egg cells for reproduc-
tive purposes. We noted that anisogamy is a topic in evolutionary biology with
direct implications on the evolution of animal and plant species, but it is yet
to be resolved. We reviewed the evolutionary biology literature and developed
a model in the NetLogo agent-based modeling environment building on a set of
assumptions that we adopted from previously research.
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Our model provided similar results to the equation-based models of anisogamy
but allowed us to easily test explicit and implicit assumptions suggested by pre-
viously offered theories. For example, we were able to confirm that the existence
of two mating types is a necessary prerequisite for anisogamy to emerge, and we
showed why anisogamy does not evolve when any two gametes can fuse with each
other [5,15]. On the other hand, we found no evidence of a possible relationship
between adult or gamete speeds with the evolution of anisogamy [7,14].

Our study demonstrates that multi-agent-based thought experiments can
allow scientists and theorists to explore a wide range of subtle and difficult “what
if” questions. One can think of a new question and almost immediately manip-
ulate the model to answer it. Even a strong mathematician may not be com-
fortable changing the equation-based models of anisogamy, but making changes
in our multi-agent-based model of anisogamy is almost mind-to-fingers. More
importantly, our model provides such opportunities not only to scientists but
also to informed citizens and younger students without having to master all
the formal mathematics. We argue that such multi-agent-based restructurations
would make scientific domain knowledge more accessible for a wider population
and speed up the progress in currently unresolved topics like the evolution of
anisogamy.

5.1 Limitations

It is important to note that the outcomes of our model are by no means defini-
tive as it is the case for all the other theoretical and equational models in the
literature [4,6]. Because our goal was to primarily demonstrate the advantages of
multi-agent-based thought experiments, we left out some theoretical considera-
tions in this paper such as the possibility of more than two mating types existing
in the population or a more comprehensive comparison between our model and
the PBS model [5,15]. In future studies, we hope to focus, in greater depth, on
the theoretical implications of our model for the field of evolutionary biology. We
also hope to conduct research which explores the use of this multi-agent-based
thought experiment and similar approaches in educational settings.
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Abstract. Open multi-agent systems consist of a set of heterogeneous
autonomous agents that can enter or leave the system at any time. As
they are not necessarily from the same organization, they can have con-
flicting goals, which can lead them to execute conflicting actions. To
prevent these conflicts from negatively impacting the system, a set of
expected behaviors – which we refer to as norms – can desirable; to
enforce compliance to such norms, sanctioning of violating agents can
be used to deter further violations. As new agents enter the system,
they must be able to identify existing norms in order to avoid sanc-
tions. In this context, this paper provides two contributions. First, we
propose a normative multi-agent system that can be used to evaluate
norm-identification algorithms. Second, we validate an existing bayesian
norm-identification approach in this system, confirming its positive result
in a set of experiments.

Keywords: Norm identification · Normative system
Multi-agent system

1 Introduction

Multi-agent systems allow the specification, modeling and implementation of
complex behaviors generated by multiple autonomous agents interacting in a
common environment. If these agents can perform actions that interfere with
each other and jeopardize the overall functioning of the system, some kind of
coordination mechanism can be employed to prevent this negative impact [5]; this
can be achieved using regimentation or enforcement approaches. This first app-
roach restricts the possible actions of the agents by design, completely preventing
forbidden actions. While regimentation precludes violations, it also decreases the
agent autonomy (e.g. in [6]). The latter, in turn, enforces a set of desirable behav-
iors (norms) by sanctioning violating agents (e.g. in [3,7,9,20]). This has two
main advantages: it allows agents to reason whether to follow a norm-compliant
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or a norm-violation behavior based on, for example, its resulting expected util-
ity, and it enables an open multi-agent system where agents are not necessarily
designed by the same organization [5].

As the expected behavior is not known at design time in enforcement
approaches, the participating agents must be able to identify norms currently
being enforced in a given system. This can be necessary, for example, in systems
in which norms are not explicitly available or if there is no trust between agents.
There are many different approaches to norm identification in the literature
[1,2,11,12,17,18]. In this paper we leverage an existing Bayesian approach [4] to
develop a norm identification procedure within an agent simulation [8]. In order
to validate the resulting approach we propose a normative multi-agent system
testbed. We perform a set of experiments using this testbed; the results show
that the employed approach is able to correctly identify the existing norms in the
system, enabling agents to start taking into account these norms in its reasoning
process, and thus allowing them to avoid sanctions.

2 Background

In this section we describe the Jason platform which is used to develop the multi-
agent system, and its companion CArtAgO to implement artifacts which can be
manipulated by agents. Then we describe how we formalize norms and how it
relates to the Bayesian norm identification approach.

2.1 Jason with CArtAgO

Jason is based on the AgentSpeak language [13], which in turn implements the
BDI architecture (belief, desires and intentions) [14] to simulate agent reasoning.
An agent designer provides a set of plan-rules to achieve an implicit goal; these
plans are chosen based on the current context of the agent beliefs and the set of
available plans for an agent is called the plan library.

While Jason provides a framework for the internal reasoning of the agents,
CArtAgO (Common ARTifact infrastructure for AGents Open environments)
provides the abstraction of a virtual environment [15] in terms of artifacts. Arti-
facts contain a set of operations available to agents and are a useful abstraction
of components used to perform a certain coordinated behavior among agents.

2.2 Norms

Norms exist in a society and are used to define the expected behavior of agents
when performing actions in this environment [10]. Their function is to avoid
potential harmful behavior that negatively impacts society, e.g. agents driv-
ing on the left and on the right side of the road, as this would lead to a
high number of car accidents. Norms can be violated by individual agents if
they reason that this is the best course of action, i.e. if an agent reasons that
the outcome of a norm violating behavior is more desirable than compliance.
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This makes norms more flexible than hard-constraint rules specified at design
time, and over which agents have no choice, limiting their autonomous behav-
ior. As a norm can be violated, it must be enforced in order to remain active,
i.e. agents not following established norms must be sanctioned to deter further
violations; this enforcement can be carried out by an authoritative organization
or by other agents in the society [16].

According to [16], there are five phases of norm development: creation, iden-
tification, spreading, enforcement and emergence. In the current work we focus
on the norm identification phase, which refers to the problem of how new agents
entering the society can infer the norms created and currently being enforced
in the system. We implement and validate a recent approach proposed in the
literature, which uses the Bayes Theorem to make this inference, described in
the next section.

2.3 Norm Identification Using a Bayesian Approach

In this section we describe a norm identification approach which uses the Bayes
Theorem in order to infer a set of norms in a given society [4]; we refer to
the original paper to more detailed information. Norm identification approaches
usually infer whether a norm exists in the society by looking at the actions
performed by existing agents in the system. For this, such approaches assume
that they have a model of how the system works and that they can collect a set
of observations; the first can be encoded as a state-space graph of the possible
transitions in the system, where nodes are states and edges are agent actions,
while the second is a list of observations, where each one is a sequence of nodes
visited by an existing agent.

In this approach, norms are defined in a subset of linear temporal logic (LTL),
which specifies constraints on sequences of states. They can be either obligations
(eventually or next) or prohibitions (never or not next); having the following
six norm interpretations:

1. eventually(δ): Constrain a plan execution to include node δ.
2. never(δ): Constrain a plan execution to exclude node δ.
3. next(γ, δ): Constrain a plan execution to, when agent reaches context node

γ, include node δ, where exists an edge from γ to δ in the graph.
4. not next(γ, δ): Constrain a plan execution to, when agent reaches context

node γ, exclude node δ, where exists an edge from γ to δ in the graph.
5. eventually(γ, δ): Similar to item 3, but it is not necessary to exist an edge

from γ to δ. This indicates that node δ will eventually be reached from node γ.
6. never(γ, δ): Similar to item 4, but it is not necessary to exist an edge from γ

to δ. This indicates that node δ will never be reached from node γ.

Given the above six norm interpretations, there are a number of possible
norm hypotheses with respect to a state-space graph; all these possible norm
hypotheses are candidates for actual norms in the system. The norm hypotheses



Norm Identification in Jason Using a Bayesian Approach 65

are weighted according to a number of observations given by some new agent
in the system; each observation contains a sequence of states in the state-space
graph, executed by existing agents.

The approach we employ [4] uses an alternative interpretation of the Bayes
Theorem that computes the odds of each possible norm hypotheses against a null
hypothesis (i.e. the hypothesis that there are no norms), given some observed
data D:

O(H1 : H2|D) =
p(H1|D)
p(H2|D)

=
p(H1)p(D|H1)/p(D)
p(H2)p(D|H2)/p(D)

= O(H1 : H2)
p(D|H1)
p(D|H2)

,

where H are the set of hypotheses and O(H1 : H2) is the prior odd of H1 over H2.
The prior odds of the null hypothesis is defined as one, while for the other norm
hypotheses is set to an arbitrary value less than one. Note that here, each norm
is considered in isolation against a null hypothesis of there being no norm. The
candidate norms became actual norms when their relative odds is greater than
the odds of other norm hypotheses. We refer to the original paper for further
details, and in the following sections we describe the scenario and experiments
performed.

3 Norm-Detecting System

We developed a multi-agent system testbed in Jason with CArtAgO. The envi-
ronment is a park (based on [19]), where agents can move in a grid simulating
a park environment. There are bars where agents can buy food or beverages;
after that, they can act in two ways: they can go to a trash can to recycle the
waste or they can discard it somewhere in the park. In the first case they are
non littering agents and in the second they are littering agents. Agents perform
these actions and walk randomly in the park until the simulation ends. In this
system, a norm is established when almost every single agent is from the same
type, i.e. littering or non littering.

Figure 1 shows a park environment example. The trash can is located at the
top left, in gray, and the bar is at the center, in green; yellow diamonds represent
garbage in the environment, and agents are represented by circles (dark and light
blue circles represent non littering agents carrying or not litter; gray and black
circles represent littering agents carrying or not litter).

All agents start with a score of 100 utility points, being either littering or
non littering agents, which we refer to as their strategy. The agents change their
strategy once its score reaches a certain threshold; in the current work we set
this threshold to 50 utility points. There are two sources of change in this score:
the first is when they litter or when they recycle; in the first case they have a
gain of utility of 0.5 points, while in the latter case they loss 0.5 points of utility.
These values represent the fact that is easier to litter than it is to find a trash
can and recycle.

The second source of change in the agent scores is when a non littering
agent observes another agent littering. This can occur when both agents are
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Fig. 1. Example of a park environment with seven agents (Color figure online)

within an observing distance of one another, i.e. agents cannot observe all other
agents and their performed actions in the environment. In this situation, the
observer agent yells at the other agent, losing a very small enforcement cost
(0.01 of utility); consequently, the agent that littered loses 10 utility points from
its score, representing a reputation loss or some loss derived from a negative
emotion (e.g. guilty).

When a new agent enters in the environment, it collects observations to infer
the current norms. In order to do this, it first needs a representation of the
state-space of the possible states and actions in this system. Figure 2 shows a
possible representation, where nodes are states and edges are actions available
to the agents. Note that not all actions present in the plan library appear in this
graph for readability purposes; we omit irrelevant actions (which will not give
us any useful information of the existing norms) in the figure only (but they are
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s(start)

i(initial)

start

w(wantToBuy)

buySomething

o(otherLocation)

walk

b(atBar)

goToClosestBar

f(final)

next

c(carryingWaste)

orderSomething

t(atTrashCan)

goToClosestTrashCan

r(atRandomLocation)

goToRandomLocation

n(not littered)

recycle

next

l(littered)

next

litter

Fig. 2. State-space graph of the plan library for an agent in the park environment

represented internally in the agents), like recursive actions that try to move from
one location to another. In the figure, states are labeled as a single character
with their corresponding description inside parentheses; as input to the norm
identification algorithm we will provide just the single characters.

Having the representation of the state-space graph, we now describe the
procedure to infer the established norms, shown in Algorithm 1. It starts with
the agent collecting a set of observations, where each observation is a sequence
of characters in the graph (Line 2). The algorithm then provides this set of
observations as input to the Bayesian norm identification algorithm (Line 3),
which in turn calculates the odds of all norm hypotheses; as these odds are
not absolute and must be considered as relative to other norm hypotheses, we
only retrieve the ten most probable norm hypotheses to infer the current norm
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(Line 4). We filter these ten norm hypotheses to detect the relevant norm to
our problem (Line 5), i.e. if there is a norm to litter or to not litter. To perform
this filter, we are interested in norm hypotheses where δ is t, n, r or l – i.e. the
main nodes in the graph that discriminates between the two behavior we are
interested in. For the norm interpretations where there is a node γ, we filter
those that are i, w, b or c – i.e. the nodes in the graph which contains a path
to nodes in δ. We then perform further processing to check which is the most
probable norm based on the corresponding norm hypotheses relation (Line 7):

1. for next or eventually: if δ = (t or n), then this is an indication that a not
litter norm is present in the system; if δ = (r or l) it is an indication of a
litter norm.

2. for not next or never: this is the opposite of the above rule, e.g. if δ = (r or
l), then this is an indication that a not litter norm exists in the system.

The new agent in the society adopts the behavior of the most probable norm,
based on the number of indications of the litter and not litter norm; for this, it
chooses the norm with the highest number of indications (Line 9). In case of a
draw, the agent can either keep collecting observations until it infers a norm or
it can arbitrarily adopts a norm (e.g. a not litter norm).

Algorithm 1. Norm Inference Procedure
1: procedure NormInferenceProcedure(stateSpaceGraph)

2: observations ← collect a set of observations

3: normHypotheses ← normIdentificationAlgorithm(stateSpaceGraph, observations)

4: topTenNormHypotheses ← retrieve top ten hypotheses from normHypotheses

5: filtered ← filter relevant topTenNormHypotheses

6: for normHypothesis in filtered do

7: check if normHypothesis indicates a litter or not litter norm

8: end for

9: return most probable norm based on the number of each norm indications

10: end procedure

4 Experiments and Results

In order to evaluate the accuracy of correct identification of existing norms, we
ran a set of simulations on the environment described in the previous section.
More specifically, we added a new agent in the system that collects a set of obser-
vations over 10000 execution cycles; this results in an average of two observations
for each observable agent in the system.

We designed four different types of experiments: the first one is designed to
test the accuracy of new agents detecting a not litter norm, while in the second
experiment there is a litter norm. In the third experiment there is no established
norm in the society; finally, in the last experiment we test the accuracy in relation
to the number of existing agents in the system.
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4.1 Not Litter Norm

For the first experiment we simulate the environment with six existing agents,
where all agents are of the non littering type, thus this society has an established
not litter norm. We add a new agent in the system, which collects a set of
observations; a sample of a set of observations follows:

1. i, o, f
2. i, w, b, c
3. i, w, b, c, t, n, f .

These sequences can be partial in the state-space graph of the scenario, i.e.
they do not need to begin in the initial node state and finish in the end node state,
because agents have a limited observing time and can only observe a limited set
of agents which are at a close distance. From the first observation we cannot
infer any norm, because this is a sequence of states of an agent that decided to
randomly walk in the park. The second observation represents a partial sequence
of states which ends with the state where the agent is “carrying waste”; again,
this does not indicate any norm. Finally, the third observation indicates that a
not litter norm exists, because it is a sequence of states of an agent that has
recycled its waste.

An example of the output of the Bayesian norm identification algorithm given
this setup is the following top ten norm hypotheses:

1. (‘c’, ‘next’, ‘t’)
2. (‘c’, ‘not next’, ‘r’)
3. (‘c’, ‘eventually’, ‘n’)
4. (‘l’, ‘not next’, ‘f’)
5. (‘c’, ‘never’, ‘r’)
6. (‘r’, ‘never’, ‘l’)
7. (‘r’, ‘eventually’, ‘i’)
8. (‘l’, ‘eventually’, ‘s’)
9. (‘l’, ‘eventually’, ‘n’)

10. (‘r’, ‘eventually’, ‘c’).

From these hypotheses, we can infer that a not litter norm exists. This is sup-
ported by: the first norm hypothesis, indicating that after an agent is in node
c, it will go to node t (it will recycle); the second norm hypothesis, indicating
that agent will not go to a random location to litter; the third norm hypothe-
sis, indicating that agent will eventually recycle; and the fifth norm hypothesis,
indicating that agent will never go to a random location to litter. All other
hypotheses are irrelevant for the detection of the existing norm. For this experi-
ment, all simulations correctly inferred the not litter norm; this enables the new
agent to adopt the established norm.
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4.2 Litter

This experiment is similar to the previous one, but instead of an existing not
litter norm, there is a litter norm established in the society. An example of the
top ten norm hypotheses follows:

1. (‘w’, ‘eventually’, ‘l’)
2. (‘n’, ‘eventually’, ‘c’)
3. (‘t’, ‘not next’, ‘n’)
4. (‘n’, ‘eventually’, ‘r’)
5. (‘t’, ‘eventually’, ‘o’)
6. (‘b’, ‘never’, ‘n’)
7. (‘n’, ‘eventually’, ‘n’)
8. (‘i’, ‘never’, ‘n’)
9. (‘never’, ‘n’)

10. (‘w’, ‘never’, ‘t’).

Norm hypotheses one, six, eight, nine and ten indicate that there is a litter
norm, because they lead us to nodes r and l and away from nodes t and n.
Running this experiment in a set of simulations resulted in all new agents being
able to correctly infer the existing litter norm.

4.3 Undefined

While the previous experiments have an established norm, in this experiment
we have half littering agents and half non littering agents; the expected result
is that the new agent will not be able to infer any norm. An example of the top
norm hypotheses follows:

1. None
2. (‘w’, ‘never’, ‘w’)
3. (‘s’, ‘never’, ‘n’)
4. (‘s’, ‘eventually’, ‘n’)
5. (‘l’, ‘never’, ‘s’)
6. (‘s’, ‘never’, ‘l’)
7. (‘b’, ‘never’, ‘s’)
8. (‘t’, ‘never’, ‘l’)
9. (‘n’, ‘next’, ‘f’)

10. (‘w’, ‘never’, ‘s’)
11. (‘f’, ‘never’, ‘o’).

None of these norm hypotheses indicate that there is an established norm.
Accordingly, in the set of simulations the new agents were (correctly) not able
to infer any norm.
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4.4 Increasing the Number of Agents

For the last experiment we validate the norm identification approach on a society
with an increasingly large number of agents. We perform several simulations, and
in all cases where all existing agents in the society have a not litter norm or where
all have a litter norm, the new agent was able to correctly infer the established
norm.

When the relation between the number of non littering and littering agents is
close to one, and therefore there is no norm currently established, the approach
correctly infers so. When this relation is disproportional, i.e. there are many more
agents of one type than of the other, the approach is also capable of inferring the
norm of the predominant type. For example, with 50 agents, 95% non littering
agents and the remaining 5% littering agents, the approach inferred a not litter
norm. With 100 agents, 90% littering agents, the litter norm was inferred.

Table 1 shows results from experiments with an increasingly number of
agents, changing the relation between non littering and littering agents, along
with its corresponding inferred norm. When the approach is not able to infer any
norm, the new agent being added to the society can either assume an arbitrary
norm or can keep collecting observations.

Table 1. Inferred norms for an increasingly number of agents, and the percentage of
littering and non littering agents

Percentage of littering agents # of agents Inferred norm

100% to 90% 6 Litter

50 Litter

100 Litter

85% to 10% 6 None

50 None

100 None

5% to 0% 6 Not litter

50 Not litter

100 Not litter

5 Conclusion and Future Work

In this paper we described an experiment to validate a norm identification app-
roach in a multi-agent system implemented in Jason with CArtAgO. More specif-
ically, we used a Bayesian norm identification from [4] as a base to get the most
probable norm hypotheses, and then process these results to infer if there is a
norm established in the society. This paper provides two main contributions.
First, we developed a norm inference testbed in a popular agent programming
language that can be used for experiments of norm-identification algorithms.
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Second, we have conducted further experiments to validate the bayesian norm-
identification approach by Cranefield et al. [4], confirming their positive result
in a multi-agent setting.

In order for the Bayesian norm identification approach classify the norm
hypotheses, it needs both the state-space graph of the problem and a set of
observations. We manually built the state-space graph of the problem, identify-
ing its key states and actions. For future work we intend to try to automatically
generate the state-space graph of the plan library built in Jason; the main chal-
lenges would be to identify the key components of the problem and to remove
loops which exists inside the plan library. This would allow the Bayesian norm
identification approach to be applied to any system built in Jason.

We also intend to run more experiments in different and more complex sce-
narios, with norms with increasing complexity, to further evaluate the employed
approach. We would also like to investigate different ways of combining the top
norm hypotheses, maybe introducing weights accordingly to their relative odds.
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Abstract. This paper presents an overview of uncertainty assessment
in agent-based simulations, mainly related to land use and cover change.
Almost every multiagent-based simulation review has expressed the need
for statistical methods to evaluate the certainty of the results. Yet these
problems continue to be underestimated and often neglected. This work
aims to review how uncertainty is being portrayed in agent-based simu-
lation and to perform an exploratory study to use statistical methods to
estimate uncertainty. MASE, a Multi-Agent System for Environmental
simulation, is the system under study. We first identified the most sen-
sitive parameters using Morris One-at-a-Time sensitivity analysis. The
efforts to assess agent-based simulation through statistical methods are
paramount to corroborate and improve the level of confidence of the
research that has been made in land use simulation.

1 Introduction

Land use and cover change (LUCC) investigation are of importance to promote
insightful management of Earth’s land use to refrain environmental damage.
Moreover, LUCC is a complex process that relates the interaction between envi-
ronmental, economic and social systems at different temporal and spatial scales.
Computational frameworks are the most used technique to simulate LUCC mod-
els for its ability to cope with its complexity.

Agent-based model (ABM) has been incorporated into LUCC models, and
many other real-world problems, to explicitly simulate the effects of human deci-
sions in complex situations. They are based on the multi-agent system paradigm
that features autonomous entities that interact and communicate in a shared
environment. These entities perceive the environment, reason about it and act
on it to achieve an internal objective. Therefore, ABM can capture emergent
phenomena and provide an original description of the modeled system.

The Multi-Agent System for Environmental simulation (MASE) is a freeware
software developed at the University of Brasilia. MASE is a tool for exploring

This papers has already been published in: c© Springer International Publishing AG
2017 G. Sukthankar and J. A. Rodriguez-Aguilar (Eds.): AAMAS 2017 Best Papers,
LNCS 10642, pp. 36–50, 2017. https://doi.org/10.1007/978-3-319-71682-4 3

c© Springer International Publishing AG, part of Springer Nature 2018
G. P. Dimuro and L. Antunes (Eds.): MABS 2017, LNAI 10798, pp. 74–88, 2018.
https://doi.org/10.1007/978-3-319-91587-6_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91587-6_6&domain=pdf
https://doi.org/10.1007/978-3-319-71682-4_3


Uncertainty Assessment in Agent-Based Simulation: An Exploratory Study 75

potential impacts of land use policies that implement a land use agent-based
model [28]. Considering the purpose and reliance upon external data, MASE
may be characterized as a predictor-type agent-based simulation (ABS)
model [12]: a data-driven model with the overall goal of performing medium
to long term predictions. MASE simulations were calibrated to match available
GIS data [4]. Simulation results were validated according to a standard method-
ology for spatially explicit simulations [27] and then compared to similar frame-
works [29]. MASE performance was found to be higher than other 13 LUCC
modeling applications with nine different traditional peer-reviewed LUCC mod-
els according to [27]. Despite this fact, the lack of uncertainty assessment and
sound experimentation is the main reason for criticism and questioning about
the real contribution of frameworks to decision support for LUCC.

According to [3], any ABS has levels of uncertainty and errors associated with
it. ABS continues to harbor subjectivity and hence degrees of freedom in the struc-
ture and intensity of agent’s interactions, learning, and adaptation [18]. There
are significant chances of finding results which may be the consequence of biases.
Furthermore, almost every ABS review have expressed the need for statistical
methods to validate models and evaluate the results to improve the transparency,
replicability and general confidence in results derived from ABS. These problems
continue to be underestimated and often neglected. Some authors [12], likewise,
argued that validation is one of the most important aspects of a model building
because it is the only means that provides some evidence that a model can be
used for a particular purpose. However, at least 65% of the models in their survey
were incompletely validated. Of the models validated in some way, surprisingly
less than 5% used statistical validation techniques. Traditionally, ABS types of
systems are difficult to analyze given their non-linear behavior and size [6].

Treatment of uncertainty is particularly important and usually difficult to
deal with in the case of ABM’s stochastic models. While acknowledging the dif-
ferences in data sources and the causes of inconsistencies, there is still need to
develop methods to optimally extract information from the data, to document
the uncertainties and to assess common methodological challenges. To look away
could reinforce inconsistent results and damage the integrity and quality of sim-
ulation results.

This work aims to briefly discuss how uncertainty is being portrayed in ABS
and to perform an exploratory study to use statistical methods to estimate uncer-
tainty in a LUCC agent-based prediction simulation tool. The MASE system will
be the simulator under study. The Cerrado case study simulations [29] will be
the basis for the analysis. As a first investigation step, we assessed the uncer-
tainty within the inputs and configuration parameters of the simulation. Our final
goal would be to document, quantification and to foresee its propagation impacts
in the results. A particular challenge in performing measurements is coming up
with appropriate metrics. The thorough experimentation and repeatability would,
therefore, improve our understanding of the uncertainty and relations among the
variables that characterize a simulation. The remainder of the paper is structured
as follows. In Sect. 2, we present some background on uncertainty and in Sect. 3
some related work. In Sect. 4, we summarize the MASE characteristics and case
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study. We also present the methodology for the exploratory study. In Sect. 5 we
show results together with discussions. In Sect. 6 we conclude with a summary.

2 Overview of Uncertainty in ABS

The relevance of the treatment of uncertainty is dependent of the modeling
objective. Requirements regarding model uncertainty may be less critical for
social learning models, where communication and interaction among stakehold-
ers would be of more significance. Conversely, parameters, measurements, and
conditions used for model runs influence much more data-based predictions of
future states. Projection, forecasting and prediction models are usually very
affected by the variation of a system output from observed models.

Also, there are different sources of uncertainty that can influence the predic-
tion of a simulation model. It can arise from simulation variability in stochastic
simulation models or from structural uncertainty within assumptions of a model.
We will emphasize input uncertainty, what McKay [24] defined as incomplete
knowledge of ‘correct’ values of model inputs, including model parameters. If the
inputs of a model are uncertain, there is an inherent variability associated with
the output of that model. Therefore it is crucial to communicate it effectively to
stakeholders and technical audiences when outputting model predictions.

Uncertainty in environmental prediction simulations may limit the reliability
of predicted changes. This issue is one of the recurrent conclusions of the Inter-
governmental Panel on Climate Change (IPCC). Back at 1995, IPCC stated that
“uncertainties in the simulation of changes in the physical properties have a major
impact on confidence in projections of future regional climate change” [13] and
that was necessary to reduce uncertainties to increase future model capabilities
and improve climate change estimates. Since 2010, IPCC dedicates an integral fea-
ture of its reports to the communication of the degree of certainty within IPCC
assessment findings [23]. In the most recent report, IPCC assesses a substan-
tially larger knowledge base of scientific, technical and socio-economic literature
to reduce uncertainty and uses a large number of methods and formalization [7].
Especially for future predictions, validating a model’s predictive accuracy is not
straightforward due to a lack of appropriate data and methods for ‘validation’ [15].
That is another reason why applications, frameworks, and methods of formaliza-
tion in this research area are relevant and should be promoted.

Regarding the type of modeling, there are approaches such as Bayesian net-
works, able to explicitly deal with uncertainty in the interpretation of data,
measurements or conditions. In contrast, other approaches such as ABMs require
the development of comprehensive or compelling analysis of output data and a
lot of resource-intensive attention [18]. The level of testing required to develop
this understanding is rarely carried out, mainly due to time and other resource
constraints [15].

Indeed, uncertainty assessment in ABM can be a hard task for even relatively
small models. Due to their inherent complexity, ABS are often seen as black boxes,
where there is no purpose in explaining why the agents acted as they did, as long as
the modeler presents some form of validation (i.e., shows a good fit). According
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to Marks [22], ABMs simulations can prove existence, but not in general neces-
sity. Despite that, there is a research effort to make ABS more transparent and
to demonstrate that the simulations behave as intended through efforts in stan-
dardization in simulation model analysis and result sharing [21]. Besides from ver-
ification, uncertainty assessment aims to increase understanding, to improve the
reliability of the predicted changes and to inform the degree of certainty of key
findings. To achieve this effort, some techniques and methods such as uncertainty
and sensitivity analysis should be part of the modeling process.

Uncertainty Quantification is defined as the identification, characterization,
propagation, analysis and reduction of uncertainties. Sensitivity analysis (SA)
is defined as the study of how uncertainty in the output of a model can be
apportioned to different sources of uncertainty in the model input [30] and is
a method to assess propagation of uncertainties. SA responds the question of
which inputs are responsible for the variability of outputs. Local SA explores
the output changes by varying one parameter at a time, keeping all the others
constant. Although it is a useful and straightforward approach, it may be loca-
tion dependent. Global SA gives a better estimate of uncertainty by varying all
parameters at the same time by using probability density functions to express
the uncertainty of model parameters. Uncertainty analysis is a related broader
uncertainty propagation practice to SA. It focuses rather on quantifying uncer-
tainty in model output, addressing the variability of results. Ideally, uncertainty
and SA should be run in tandem.

3 Related Work

There are a growing number of attempts to assess uncertainty in ABS. However,
there is a lack of specific guidance on effective presentation and analysis of the
simulation output data. There is a variety of approaches to quantifying or reduce
uncertainty. The work of [18] offers an overview of the state-of-the-art methods
on the social simulation area, in particular examining the issues around vari-
ance stability, SA and spatiotemporal analysis. Because of our interest in LUCC
simulations, we choose to review how those approaches are being applied and
communicated on spatially-explicit simulations.

In [1], the authors propose an algorithm as an alternative to goodness-of-
fit traditional validation to answer if the agents in a simulation are behaving
as expected. To them, the key for effective interaction in multi-agent applica-
tions is to reason explicitly about the behavior of other agents, in the form of
a hypothesized behavior. This approach would allow an agent to contemplate
the correctness of a hypothesis. In the form of a frequentist hypothesis test, the
algorithm allows for multiple metrics in the construction of the test statistic
and learns its distribution during the interaction process. It is an interesting
approach to addressing the uncertainties within the model and agents behav-
ior. We believe it would be even more effective if coupled with an uncertainty
quantification technique.

The work of [26] assesses uncertainty that is characteristic of spatially explicit
models and simulations. The authors propose a benchmarking scheme of LUCC
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modeling tools by various validation techniques and error analysis. The authors
investigate LUCC tools that are based on map comparisons to analyze the accu-
racy of LUCC models in terms of quantity, pixel by pixel correctness and LUCC
components such as persistence and change. Also, they investigated the map
outputs of these simulations to test the fidelity of spatial patterns and the con-
gruency of the simulation maps from different modeling tools. Although the
variability of LUCC models does not allow strict comparisons, there is still room
for improvements in methodologies, validation and uncertainty quantification.

The work of [8] assesses model output analysis through a global SA, a com-
monly used approach for identifying critical parameters that dominate model
behaviors. They use the Problem Solving environment for Uncertainty Analy-
sis and Design Exploration (PSUADE) software, to evaluate the effectiveness
and efficiency of widely used qualitative and quantitative SA methods. Each
method is tested using a variety of sampling techniques to screen out the most
relevant parameters from the insensitive ones. The Sacramento Soil Moisture
Accounting (SAC-SMA) model, which has thirteen tunable parameters, is used
for illustration. The South Branch Potomac River basin near Springfield, West
Virginia in the U.S. is chosen as the study area. The authors show how dif-
ferent sampling methods and SA measurements can indicate different sensitive
and insensitive parameters and that a comprehensive SA is paramount to avoid
misleading results.

The work of [20] also performed a global SA to show which model parameters
are critical to the performance of land surface models. The authors considered
40 adjustable parameters in The Common Land Model and therefore compare
different SA methods and sampling. The size of each sample would vary as well.
The sampling techniques and SA measures that were considered optimal were
distinct from the results found by [8], meaning that not all LUCC ABS propagate
uncertainty the same way.

Another approach was performed by [17], also in a LUCC model. They use
the method of independent replication. In the case study, the authors replicated
the simulation 12 times for each mechanism and computed the mean values of
the impact indicators and their confidence intervals (CI) at a reliability of 95%.
They used uncertainty quantification to define a minimum certainty threshold
in the simulation outputs.

All these authors used several indicators to measure the variability of model
results based on changing input parameters. Table 1 illustrates a brief comparison
among those works. MASE exploratory uncertainty assessment will be described
in the next sections. A large panel of statistical tools exist to help with the
accuracy of the predictions such as Dakota1, PSUADE [32], UQ-PyL2, MEME
Suite3 and MC2MABS [2]. There are initiatives to apply the potential of classic
Design of Experiments (DOE) for ABS [16,21]. ABS field of research would
benefit from a systematic empirical research with standardized procedures, but

1 https://dakota.sandia.gov/.
2 http://www.uq-pyl.com/.
3 http://meme-suite.org/.

https://dakota.sandia.gov/
http://www.uq-pyl.com/
http://meme-suite.org/
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ABS idiosyncrasies in model output turn the task even harder. Researchers so
far failed to reach consensus and to determine sound methodological guidelines.
Hence the studies are still mostly investigative and exploratory.

Table 1. Overview of the general characteristics of each related work

Reference Model Uncertainty methods

[1] Generic ABS Correctness Hypothesis test and run-
time statistical verification in the
agent’s behavior

[26] Land use models Image statistical comparison of
pixel/maps and error analysis to find
uncertainty drivers

[8] SAC-SMA hydrological model Global SA with 15 sampling tech-
niques, 9 different sample sizes and 12
SA methods

[20] Land surface model Local SA and 4 Global SA methods
with 3 sampling techniques, and 6 sam-
ple sizes

[17] LUDAS: land use ABS Independent Replications and Confi-
dence Intervals to assess output vari-
ation

MASE MASE: land use ABS Global SA with different sample config-
urations, independent replications, and
Confidence Intervals

4 MASE Exploratory Study

The MASE Project4 objective is to define and implement a multi-agent tool for
simulating environmental change. MASE enables modeling and simulations of
LUCC dynamics using a configurable user model. The multi-agent architecture is
composed of three hierarchical layers (from top to bottom) [29]: a User Interface
(UI), a Pre-processing and an Agent layer. In the agent layer, there are cell agents
representing land units hosting natural processes, such as crop/forest grow, and
there are transformation agents, representing human agents and their behavior
as farmers or cattle rancher.

The Cerrado-LUCC model of MASE is used as a test problem. The simu-
lations depict the land use and cover changes of the most endangered biome
in Brazil. The Cerrado is the second largest biome in South America and har-
bors significant endemism and biodiversity. The landscape has been undergoing
severe transformation due to the advance of cattle ranching and soy produc-
tion. To promote transparency and replicability, the Cerrado-LUCC simulation

4 Software Availability: http://mase.cic.unb.br/.

http://mase.cic.unb.br/
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model was documented and described employing the standard ODD-protocol
(Overview, Design concepts, and Details) [10,11]. We also applied empirically
grounding ABM mechanisms for the characterization of agent behaviors and
attributes in socio-ecological systems [31]. In this article, we provide some core
information of MASE and the Cerrado-LUCC Model, mainly about the param-
eters and outputs. Readers who are interested in the details of this model and
the implementation of MASE multi-agent system should refer to [28,29], respec-
tively.

The input of the simulation is a couple of grid raster maps consisting of
the land cover of the region, from two different time periods (an initial and a
final map). Also, each simulation carries a set of maps to describe the physical
characteristics of the environment, such as water courses, water bodies, slope,
buildings, highways, environmental protected areas, and territorial zoning maps.

The simulations are calibrated from the two time-steps and project the land
use and cover change for future steps. The result of a MASE simulation is a cou-
ple of predicted maps (Fig. 1), with the allocation of change and a set of metrics
calculated during runtime. The resulting image is submitted to a goodness-of-fit
measurement and the quality and errors of the quantity of change and allocation
of land use change are calculated.

Fig. 1. A land cover predicted map of the Cerrado in Federal District, Brazil

Methodology

The objective is to perform an exploratory analysis, based on classical statis-
tics, to reduce uncertainty and to understand how the model behave. MASE
LUCC model is under input uncertainty investigation, to calculate their influ-
ence in the simulation output. For exploratory purposes, we want insight on the
parameters that affects the multi-agent system implementation, so we selected
a subset of Cerrado-LUCC model inputs for this demonstration. The subset of
input parameters of the multi-agent system are displayed in Table 2: TA-Number
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of Transformation Agents, TG- Number of Group Transformation Agents, IE-
Potential of Individual Exploration and GE- Potential of Group Exploration.
These parameters characterize the instantiation of MASE agents and therefore,
should be analyzed regarding uncertainty.

Table 2. MASE multi-agent input configuration parameters

ID Parameter Description Range

I1 TA Number of transformation agents [1, 100]

I2 TG Number of group transformation agents [10, 100]

I3 IE Potential of individual exploration [1, 500]

I4 GE Potential of group exploration [1, 1500]

The number of transformation agents is a parameter that reflects the number
of computational agents (in the multi-agent system paradigm) instantiated in
a simulation run. In this study case, one agent does not represent one single
individual. The Cerrado-LUCC model was formulated based on an empirical
characterisation of agent behaviors, proposed by [31], with two basic steps: the
development of behavioral categories and the scaling to the whole population
of agents. TA was derived from the Brazilian Agricultural Census of 2006 and
comprises a set of Producer legal status. The range of 1 to 100 is an abstraction to
the 3407 register producers in the region that may be active or inactive in a given
period. The details of this agent characterization are thoroughly illustrated in
[29]. Likewise, a particular type of agent is GT, which represent not an individual
but an organization, cooperative, business or so. The range is an abstraction of
the 548 group producers, 10 of which have permanent exploration licenses.

The potential of exploration, individual or of a group, represent the impact
an agent can produce in the natural vegetation cover of a cell during a step. In
the Cerrado LUCC Model, considering the deforestation process, the potential
of exploration is again an abstraction for the amount of m3 of wood that can
be obtained from a particular grid cell, until a nominal limit that represents
resource depletion.

In addition to the final LUCC maps, the simulation generates a set of metrics
as results, mainly spatial analysis measurements, which includes pixel by pixel
comparison, a quantitative and an allocation agreement. Those measurements
are certain statistical LUCC indices to determine the produced map accuracy,
proposed by [27]. It includes an objective function called the figure of merit
(FoM), a ratio between correct predicted changes and the sum of observed and
predicted changes. To evaluate the response of the model to the different param-
eters, the experiments considered the outputs described in Table 3 and tried to
identify and quantify the influence of the simulation input configurations on the
model outputs. The identification (ID) of each of the outputs follows the num-
bering of its generation in the file .csv produced by MASE at the end of each
simulation.
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Table 3. MASE output parameters

ID Output Description

O1 TM Total time of the simulation

O4 FoM Figure of merit

O5 PA Image producer’s accuracy

O6 UA Image user’s accuracy

O7 WC Pixel’s Wrong Change: observed change predicted as persistence

O8 RC Pixel’s Right Change: observed change predicted as change

O9 WP Pixel’s Wrong Persistence: observed change predicted as persistence

To identify and analyze these uncertainties we performed a method of elemen-
tary effects (EE) of global SA on the MASE LUCC model. For this calculation,
we used the software package developed by Tong [32] called PSUADE, contain-
ing various methods for parameter study, numerical optimization, uncertainty
analysis and SA.

Screening methods are based on a discretization of the inputs in levels, allow-
ing a fast exploration of the system behavior [14]. The aim of this type of method
is to identify the non-influential inputs with a small number of model calls. The
most used screening method is based on the one-parameter-at-a-time (OAT)
design, where each input is varied while fixing the others. The simplicity is one
of OAT’s advantages, but there are drawbacks when applying to ABM. For one,
it does not consider parameter interactions and may cover a slight fraction of
the input space.

The EE method we chose to apply is the Morris method (MOAT) proposed
by [25] and refined by [5], an expansion of the OAT approach that forsakes the
strict OAT baseline. It means that a change in one input is maintained when
examing a switch to the next input and the parameter set is multiply repeated
while randomly selecting the initial parameters settings. EE is suited for spatially
explicit simulations, usually computationally expensive models with large input
sets.

MOAT allows classifying the inputs into three groups: inputs having a neg-
ligible effect, inputs having large linear effects without interactions and inputs
having significant non-linear and interaction effects. In overall effect and interac-
tion effect of each parameter can be approximated by the mean μ and standard
deviation σ of the gradients of each parameter sampled from r.

The MOAT sampling technique was designed for the particular MOAT
method. The work of [8] details how the MOAT sampling works: the range
of each parameter is partitioned into p − 1 equal intervals. Thus the parameter
space is an n-dimension p-level orthogonal grid, where each parameter can take
on values from these p determined values.

First, r points are randomly generated from the orthogonal grid; and then,
for each of the r points, other sample points are generated by perturbing one
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dimension at a time. Therefore, sample size will be (n + 1) · r. For the sampling
size, [19] report that one needs at least 10 · n samples to identify key factors
among the parameters.

To avoid the effect size on the sample, we determining a minimum sample size
of 800(= 20 · 4), for four inputs. For MOAT sampling we used 160 replications,
resulting in sample size of 800(= (4 + 1) · 160).

Moreover, as in other stochastic models, it is not advisable to draw conclu-
sions from a single MASE simulation run. For an initial uncertainty assessment,
we applied the method of independent replications proposed by [9]. We run the
model approximately eighty-five thousand times (an arbitrary choice to explore
all the input parameter space) and randomly clustered the results into five inde-
pendent replication groups. We computed the mean values of the outputs and
their confidence intervals (CI) at a reliability of 95%. Another approach to esti-
mating the uncertainty of the model output is to study the variance in the
model outputs by using the Coefficient of Variation (CV) (the ratio of the stan-
dard deviation σ of a sample to its mean μ), to compare the variance of different
frequency distributions.

5 Results

In the current work, we analyzed four input parameters, displayed in Table 2,
regarding the multi-agent configuration of MASE LUCC model. First, we present
the results of the SA. Figure 2 presents the EE of CERRADO-LUCC model
parameters. Figure 2 (left) illustrates the modified means of MOAT gradients
and also their spreads based on bootstrapping. The results show that GE and TA
are the most sensitive parameters in term of having the largest average median
(26.466 and 25.205, respectively). The other two parameters have median sensi-
tivities close to zero, denoting the impact of these parameters on the simulation
output is minimal.
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Figure 2 (right) is a MOAT diagram that shows a consensus view among mean
μ and standard deviation σ of the gradients of each parameter sampled from r.
The more sensitive the parameter, the closer it is to the upper right corner of
the graph. These results show a positive correlation between input and output
uncertainties. Since GE and TA describe the amount of land transformation in a
simulation, high values of these parameters will increase the model output. GE
is the most sensitive parameter, followed by TA. To understand and to reduce
uncertainty within this two variables will, therefore, reduce the uncertainty of
the simulation as a whole.

GE represents the amount of land cover that is transformed by a group of
human agents in a cell of the map. GE is a sensitive value for it indicates the
voracity and velocity of the current land exploitation, what will directly affect
the result of the simulation. GE is probably sensitive because the socio-economic
groups responsible for large-scale cattle ranching and permanent agriculture are
the principal driver of deforestation in Cerrado. Their rates of land change are
more significance than the number of groups, what explain TG as an insensi-
tive parameter to the output. As for TA, the more agents one instantiates in a
simulation, more land cover will be affected, higher will be the land use trans-
formation rates. Conversely, the potential of exploration of a single individual is
less determinant than the number of single individuals acting on the land, with
SA indicating TA a sensitive and IE as an insensitive parameter.

To investigate MOAT sensitivity results, we used different replications times
r and different levels p to know for sure the relevance of the parameters as
displayed in Fig. 3. It is possible to see that even within the same method, results
may vary. The results for four replications are not very consistent with the other
replication results, mainly with the mean. The results with r = 56, r = 108 and
r = 160 present minor variations. We can infer that four replications are not
enough to identify the parameters sensitivity in the MASE model successfully
and therefore the number of replications should be higher to be effective.

0

10

20

30

40
4 replications

TA TG IE GE

M
ea

ns

0
5

10
15
20

56 replications

TA TG IE GE

M
ea

ns

0

10

20

108 replications

TA TG IE GE

M
ea

ns

0

10

20

160 replications

TA TG IE GE

M
ea

ns

0

10

20

30

40

TA TG IE GE

St
d.

 D
ev

s.

4 replications

0

10

20

30

TA TG IE GE

St
d.

 D
ev

s.

56 replications

10

20

30

TA TG IE GE

St
d.

 D
ev

s.

108 replications

0

10

20

30

TA TG IE GE

St
d.

 D
ev

s.

160 replications

Fig. 3. Sensitivity of parameters at different replication times r
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Table 4 is a summary of the Basic Output Statistics of the MASE LUCC
model. Each replication is assigned by i = [1 . . . 5], the sample mean from the
coefficient variation by CVi, and the mean of all replications by Z̄. We performed
independent replications to verify the variation of the indicators, and for an
initial analysis, we consider this variation as noise (uncertainty). Any impact
conclusions in predictions can only be drawn if the changes in standards are
greater than the uncertainty rate. Therefore, we have a first threshold to define
if some result is valid, compared to the simulations behavior.

We also estimated the expected average FoM for simulations, using the five
replication grouped results (b = 5). Considering the Z̄FoM = 43.87 and the
estimated Variance V̂R = 100.99, we have an approximately 100(1 − α)% two-
sided CI for θ, according to the formalization proposed by [9]. For level α = 0.05,
we have t0.025,4 = 2.78, and gives [31.39, 56.34] as a 95% CI for the expected FoM
for MASE simulations.

Table 4. Coefficient of variation for MASE outputs

Output CV1 CV2 CV3 CV4 CV5 Z̄

Time 0.300 0.130 0.250 0.260 0.200 0.230

Figure of merit 0.015 0.011 0.008 0.007 0.090 0.100

Producer’s accuracy 0.015 0.011 0.008 0.007 0.009 0.010

User’s accuracy 0.006 0.005 0.004 0.004 0.003 0.004

Wrong change 0.030 0.030 0.030 0.030 0.020 0.030

Wrong persistence 0.007 0.007 0.008 0.008 0.013 0.009

Right change 0.015 0.011 0.008 0.008 0.009 0.010

6 Conclusions

In this study, we first identified the most sensitive parameters for the MASE
LUCC model using MOAT SA. We investigated some proper sampling design
and sample size needed for MOAT screening the parameters effectively. Although
these conclusions are model-specific, it corroborates possible variation among
sampling techniques and SA methods.

This paper is the first exploratory study towards quantifying uncertainty
within MASE simulations. Following experiments must be done to promote more
standardization to this effort through the application of Design of Experiments.
We look forward to investigating further on the model parameters, analyzing the
remaining inputs besides the agent’s quantities and their impacts.

This paper is the first exploratory study towards quantifying uncertainty
within MASE simulations. The presented results allow us to understand the
uncertainty when defining the parameters of the simulation of the LUCC model
under study. Our feeling is that the uncertainty is very high which means that
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either model need to dramatically improve or LUCC policy need to be reevalu-
ated. Most simulation tools fail to validate models and to state the uncertainty
in simulation results. Consequently, policymakers and the general public develop
opinions based on misleading research that fails to give them the appropriate
interpretations required to make informed decisions. The efforts to assess ABMs
through statistical methods are paramount to corroborate and improve the level
of confidence of the research that has been made in LUCC simulation.
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Abstract. Social Simulations need agents with a realistic behavior to
be used as a scientific tool by social scientists. When simulating a human
society, a realistic behavior implies the use of cognition, social relations
between people but also to take into account emotions and the dynamic
between these features. However, developing such a behavior is often too
complex for people with little knowledge in programming. In this paper,
we present a formalism to represent cognition, social relations and emo-
tions, which is integrated in an agent architecture to give a dynamic
emotional behavior to social agents. This architecture is implemented in
the open-source multi-agent platform GAMA. A use case about evacu-
ation during bush fires in Australia is used to show the possibilities of
our work.

Keywords: Social simulation · Emotions · Cognition
Agent architecture

1 Introduction

Multi-agent simulation has become an important tool, especially in social sci-
ences where it is used to study complex systems composed of hundreds or thou-
sands of simulated humans. In this particular case, we now speak of social sim-
ulation [17] which means simulation featuring social agents.

A social agent can be described as a simulated human. In other words, a social
agent is an agent with a cognitive behavior able to interact with its environment
and with other agents through a social behavior. This social behavior can feature
an emotional engine, a personality, an engine to cope with social norms or social
relations.

In order to increase the accuracy of social simulations, these ones have to be
as close as possible to real cases studied. This goal for realism leads to the use
of believable social agents, i.e. agents with more and more of social features [43].

Let’s take the example of bush fires in Australia studied with multi-agent
simulation [2]. In this study, the goal was to simulate the evacuation of an area
c© Springer International Publishing AG, part of Springer Nature 2018
G. P. Dimuro and L. Antunes (Eds.): MABS 2017, LNAI 10798, pp. 89–104, 2018.
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in the context of bush fires in Australia. The authors used a BDI architecture
[11] for the modeling of their agent’s cognition but in this situation, a person
also reacts to his/her emotions and his/her social relations.

In this paper, we tackle this issue by adding dynamic emotions and social
relations into an existing cognitive architecture. The main goal is to provide a
formalism for the creation of emotions through cognition and for the evolution
of social relations according to an agent’s mental state and to integrate it in
an agent architecture. However, modeling and simulating such behavior requires
high level skills in computer programming and in artificial intelligence, so it is
out of reach of most modelers coming from social sciences. Our work was imple-
mented in the open-source simulation platform GAMA [20]. The main benefit
of integrating our agent architecture inside this platform is to take advantages
of the modeling language offered by GAMA that eases its use for modelers who
are not expert in programming.

This paper is structured as follows: in Sect. 2, we show existing works to
create social agents with a cognitive behavior, an emotional engine or social
relations. In Sect. 3, we propose a formalism used to deal with the mental state
of the agent in terms of cognition, emotion and social relations. In Sect. 4, we
describe the integration of this formalism into a cognitive agent architecture. In
Sect. 5, we present an example to illustrate how our social architecture can be
used on a model of evacuation in the context of bush fires in Australia. Finally,
Sect. 6 serves as a conclusion.

2 Related Works

Creating believable agents is a key point in social simulations. In this section,
we present various works dealing with the integration of cognition, emotions or
social relations in agents to improve the realism of social simulations.

2.1 Cognition in Social Agents

Adding cognition is a first step in order to increase the realism of social simula-
tions [3,5]. To give a cognitive behavior to agents, some cognitive architectures
have been proposed such as SOAR [26], ACT-R [13] or BDI [11], which is the
most adapted to simulation context [3]. The BDI paradigm uses modal logic [14]
to define the concepts of beliefs, desires and intentions that compose the mental
state of the agent. It then provides logical links between these concepts and a
collection of action plans to give a cognitive behavior to agents.

To ease its use, the BDI architecture has been implemented in different frame-
works. A classic one is the Procedural Reasoning Systems (PRS) [28] which is
based on three steps: firstly, a perception of the environment to update the
belief base, then a deliberation between desires and the state of the world and
finally the selection of an action to execute. PRS serves as a base for many other
frameworks such as JACK [21], JADE [8] or Jadex [33].
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Some researchers have tried to integrate the BDI architecture in modeling
and simulation platforms. An extension to NetLogo [47] implements a simplified
BDI architecture for educational purposes [38]. Sing and Padgham [40] decided
to connect a multi-agent platform with an existing BDI framework (JACK or
Jadex for example) and, in the same spirit, an application connecting the Matsim
platform [6] with the GORITE BDI framework [36] has been proposed.

2.2 Emotional Architectures

Various works have shown that adding emotions to agents increases the believ-
ability of their behavior [7,29]. This improvement of credibility is useful in social
simulations as the main goal of these simulations is to be as realistic as possible.

In psychology, there is no consensus about a unique emotional theory. The
most used theory in AI is the cognitive appraisal theory of emotion [4,41] and
more particularly the OCC theory [32] that is specifically developed to integrate
emotions in artificial intelligence.

The OCC model of emotions defines twenty-two emotions distributed in
eleven pairs according to the cognitive appraisal of a situation by an agent.
This cognitive appraisal is made according to three aspects: the consequences of
events, the actions of other agents and the aspect of objects.

Different implementations of emotional systems for multi-agent simulations
have been proposed. For example, DETT (Disposition, Emotion, Trigger, Ten-
dency) [46] considers the perception of a situation as the triggering condition to
the creation of emotions based on the OCC model. Gratch and Marsella pro-
posed a different approach with their EMA model [19] that not only creates
emotions based on the appraisal of a situation thanks to appraisal variables, but
which also study the coping behavior created by emotions. Finally, eBDI [23]
proposes to integrate directly the OCC model into a BDI architecture.

2.3 Social Relation in Multi-agent Simulations

As people create social relations when living with other people, it seems logical to
model social relations between agents that simulate humans. In [37], the agent’s
behavior is computed with a social-psychological model featuring personality,
emotions and attitude of the agent against its environment. Gratch [18] adds a
social level to modify the behavior of an agent according to the social state of
the world.

In those models of social agents, social relations are represented with a finite
number of variables, each one of them defining a precise dimension of the rela-
tion. As it is pointed out by Ochs [30], there is actually no consensus on the
type and number of variables required to correctly model a social relation but
four variables seem to be used more frequently than other ones. These variables
correspond to the ones present in the dimensional model of interpersonal relation
of Svennevig [44]:
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– The degree of liking for another agent [22,34].
– The degree of dominance one agent has over another one [34,37]. It repre-

sents the degree of power an agent thinks having over another one.
– The degree of solidarity also known as the social distance [9,12]. It indicates

the similarity in terms of desires, beliefs and values between two agents.
– The degree of familiarity that characterizes the number and the type (pri-

vate/public) of information that can be transmitted to another agent [9].

In works cited above, social relations are studied as behavioral change fac-
tors, so they are only used as static variables. But obviously, a social relation
between two people can evolve in time. To tackle this issue, Ochs [30] has pro-
posed an agent architecture incorporating personality and using emotions to add
dynamism to social relations to non playable characters of video games.

2.4 Synthesis

These three notions, cognition, emotions and social relations, have never been
combined in simulation to provide a realistic behavior to social agents. Moreover,
each of them has never been implemented to be easy to use for social scientists
who do not have high level skills in computer science.

This paper aims at proposing an architecture for social simulation that deals
with cognition, emotions and social relations and that can be used by modelers
with low level skills in programming. To do so, we use the principles of the
multi-agent simulation platform GAMA [20] that has proved its ease of use
[27,35] thanks to its modeling language GAML that we extended to use our
architecture.

3 Creating Emotions and Social Relations with Cognition

The main contribution of this article consists in defining a formalism to represent
and to articulate mental states of a social agent. This mental state is composed
of a cognitive state, an emotional state and social relations with other agents.

3.1 Representing Mental States of Agents

Representing the Cognition with Predicates. The cognitive part of our
architecture is based on the BDI paradigm [11], in which agents have a belief
base, a desire base and an intention base to store the cognitive states about
the world. We also use a base for uncertain beliefs that are expected, called the
uncertainty base, and used to create emotions about expected facts.

To represent this knowledge, we use predicates. A predicate unifies the rep-
resentation of the information about the world so it can represent a situation,
an event or an action. As the goal of this work is to create emotions from cog-
nition about events and values of actions from other agents, we represent an
information P caused by an agent j with a praiseworthiness value of pr by
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Pj,pr. The praiseworthiness value can be positive (in this case, the information
P is praiseworthy) or negative (in this case, the information P is blameworthy).
A predicate Pj represents an information caused by an agent j with any praise-
worthiness value and a predicate P represents an information caused by any
agent with any praiseworthiness value. We represent the opposite of a predicate
P by not P.

Depending on the storage base, a predicate can be considered as a belief, an
uncertain belief or a desire and it is represented as follows:

– Beliefi(P): indicates that the predicate P belongs to the belief base of the
agent i.

– Expecti(P): indicates that the predicate P belongs to the uncertainty base
of the agent i.

– Desirei(P): indicates that the predicate P belongs to the desire base of the
agent i.

Formal Representation of Emotions. For the definition of emotion, we
base our work on the OCC theory of emotions [32]. According to this theory, an
emotion is a valued answer to the appraisal of a situation. As we use emotions
to update dynamically social relations, our definition of an emotion also needs
to contain the agent causing the emotion. With this definition, we represent an
emotion by Ei(P,A, I,D) with the following elements:

– Ei: the name of the emotion felt by agent i.
– P: the predicate that represents the fact about which the emotion is

expressed.
– A: the agent causing the emotion.
– I: the intensity of the emotion.
– D: the decay of the emotion’s intensity.

For example, if an agent Alice feels fear about an action P caused by agent
Bob with an intensity of 4.5 and a decay value of 0.6, this will be represented by
the emotion FearAlice(PBob,Bob, 4.5, 0.6). An emotion with no specific intensity
nor decay is represented by Ei(P,A) and an emotion with no specific agent
causing it is represented by Ei(P).

Formalization of Social Relations. Based on the work of Svennevig [44]
exposed in Sect. 2, we define a social link with another agent as a tuple <agent,
liking, dominance, solidarity, familiarity> with the following elements:

– Agent: the agent concerned by the link, identified by its name.
– Liking: a real value between −1 and 1 representing the degree of liking with

the agent concerned by the link. A value of −1 indicates that the concerned
agent is hated, a value of 1 indicates that the concerned agent is liked.

– Dominance: a real value between −1 and 1 representing the degree of power
exerted on the agent concerned by the link. A value of −1 indicates that the
concerned agent is dominating, a value of 1 indicates that the concerned agent
is dominated.
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– Solidarity: a real value between 0 and 1 representing the degree of solidarity
with the agent concerned by the link. A value of 0 indicates no solidarity
with the concerned agent, a value of 1 indicates a complete solidarity with
the concerned agent.

– Familiarity: a real value between 0 and 1 representing the degree of familiar-
ity with the agent concerned by the link. A value of 0 indicates no familiarity
with the concerned agent, a value of 1 indicates a complete familiarity with
the concerned agent.

With this definition, a social relation is not necessarily symmetric. For exam-
ple, let’s take two agents, Alice and Bob, with a social link towards each other.
The agent Bob may have a social link <Alice, 1,−0.5, 0.6, 0.8> (Bob likes Alice
with a value of 1, he thinks he is dominated by Alice, he is solidary with Alice
with a value of 0.6 and is familiar with Alice with a value of 0.8) and Alice may
have a social link <Bob,−0.2, 0.2, 0.4, 0.5> (Alice dislikes Bob with a value of
0.2, she thinks she is dominating Bob, she is solidary with Bob with a value of
0.4 and she is familiar with Bob with a value of 0.5).

3.2 Creating Dynamics in Emotions and Social Relations

Dynamic Creation of Emotions. We base the automatic creation of emotions
according to the mental states of the agent on the OCC model [32] and its logical
formalism [1], which has been proposed to integrate the OCC model in a BDI
architecture.

According to the OCC theory, emotions can be split into three groups: emo-
tions linked to events, emotions linked to people and actions performed by people
and emotions linked to objects In this work, as we focus on relations between
social agents, we only work on the first two groups of emotions (emotions linked
to events and people), so we do not deal with emotions related to objects.

The twenty emotions defined in this paper can be divided into three parts:
eight emotions related to events, four emotions related to other agents and eight
emotions related to actions. These twenty emotions are defined according to the
logical formalism previously done [1]. Moreover, all the emotions are created
without intensity nor decay value as there is no generic way to define them.

The eight emotions related to events have the following definition:

– Joyi(Pj , j) = Beliefi(Pj) & Desirei(P)
– Sadnessi(Pj , j) = Beliefi(Pj) & Desirei(not P)
– Hopei(Pj , j) = Expecti(Pj) & Desirei(P)
– Feari(Pj , j) = Expecti(Pj) & Desirei(not P)
– Satisfactioni(Pj , j) = Hopei(Pj , j) & Beliefi(Pj)
– Disappointmenti(Pj , j) = Hopei(Pj , j) & Beliefi(not Pj)
– Relief i(Pj , j) = Feari(Pj , j) & Beliefi(not Pj)
– Fearconfirmedi(Pj , j) = Feari(Pj , j) & Beliefi(Pj)

On top of that, according to the logical formalism [1], four rules can be
defined:



Enhancing the Behavior of Agents in Social Simulations 95

– The creation of fear confirmed or the creation of relief will replace the
emotion of fear.

– The creation of satisfaction or the creation of disappointment will replace
a hope emotion.

– The creation of satisfaction or relief leads to the creation of joy.
– The creation of disappointment or fear confirmed leads to the creation

of sadness.

The four emotions linked to other agents have the following definition:

– Happyfori(P, j) = i likes j & Joyj(P)
– Sorryfori(P, j) = i likes j & Sadnessj(P)
– Resentmenti(P, j) = i hates j & Joyj(P)
– Gloatingi(P, j) = i hates j & Sadnessj(P)

The terms “i likes j” and “i hates j” have the following definitions:

– i likes j: agent i has a social relation with agent j with a positive liking value.
– i hates j: agent i has a social relation with agent j with a negative liking

value.

Finally, the eight emotions linked to actions performed by agents have the
following definition:

– Pridei(Pi, i) = Beliefi(Pi) & Pi praiseworthy
– Shamei(Pi, i) = Beliefi(Pi) & Pi blameworthy
– Admirationi(Pj , j) = Beliefi(Pj) & Pj praiseworthy
– Reproachi(Pj , j) = Beliefi(Pj) & Pj blameworthy
– Gratificationi(Pi, i) = Pridei(Pi, i) & Joyi(Pi)
– Remorsei(Pi, i) = Shamei(Pi, i) & Sadnessi(Pi)
– Gratitudei(Pj , j) = Admirationi(Pj , j) & Joyi(Pj)
– Angeri(Pj , j) = Reproachi(Pj , j) & Sadnessi(Pi)

The terms “praiseworthy” and “blameworthy” have the following definitions:

– praiseworthy: indicates that the fact P has a positive praiseworthiness
value.

– blameworthy: indicates that the fact P has a negative praiseworthiness
value.

Updating Automatically Social Relations. As explained in Sect. 2, some
works have shown that social relations are meant to be dynamic. Based on the
previous work of Ochs [30], we integrate in our architecture a social engine that
updates the social links of an agent according to its cognitive and emotive states.

In the following, we study the update of the social link <j, Liking,
Dominance, Solidarity, Familiarity> possessed by agent i. Each variable of this
social link evolves according to its own rule.
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– Liking: according to Ortony [31], the degree of liking between two agents
depends on the valence (positive or negative) of the emotions induced by the
corresponding agent. In our model, joy and hope are considered as positive
emotions (satisfaction and relief automatically raise joy in our engine) while
sadness and fear are considered as negative emotions (fear confirmed and
disappointment automatically raise sadness in our engine). This evolution is
made by a fixed level α for each positive or negative emotion involved. Thus,
the evolution is not related to the intensity of the concerned emotions as our
engine creates emotions without intensities.
Moreover, some works have shown that the degree of liking is influenced by
the solidarity value [42]. The computation formulation can be formalized as
follows with nbPE(t) the number of positive emotions caused by agent j to
agent i at time t, nbNE(t) the number of negative emotions caused by agent
j to agent i at time t and α the evolution coefficient between 0 and 1:

liking(t + 1) = liking(t) ∗ (1 + solidarity(t))
+ α ∗ (nbPE(t + 1) − nbNE(t + 1))

– Dominance: Keltner and Haid [24] and Shiota et al. [39] explain that an
emotion of fear or sadness caused by another agent represents an inferior
status. But Knutson [25] explains that perceiving fear and sadness in others
increases the sensation of power over those persons. The computation formu-
lation can be formalized as follows with nbONE(t) the number of negative
emotions caused by agent i to agent j at time t and nbSNE(t) the number of
negative emotions caused by agent j to agent i at time t and α the evolution
coefficient between 0 and 1:

dominance(t + 1) = dominance(t)
+ α ∗ (nbONE(t + 1) − nbSNE(t + 1))

– Solidarity: As explained in Sect. 2, the solidarity represents the degree of
similarity of desires, beliefs and expectations between two agents. In our work,
the evolution of the solidarity value depends on the ratio of similarity between
the desires, beliefs and uncertainties between agent i and agent j. We com-
pare the desire, belief and uncertainty bases of the two agents and look for
similarities and differences. If the predicates are equal and have the same
truth value, it is a similarity, otherwise, if the predicates are equal but with a
different truth value, it is a difference. For each similarity (resp. difference),
the solidarity value increases (resp. decreases) of one α level. On top of that,
according to de Rivera and Grinkis [16], negative emotions tend to decrease
the value of solidarity between two people. The computation formulation can
be formalized as follows with nbS(t) the number of similarities at time t and
nbD(t) the number of differences at time t, nbNE(t) the number of negative
emotions caused by agent j to agent i at time t and α the evolution coefficient
between 0 and 1:
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solidarity(t + 1) = solidarity(t)
+ α(nbS(t + 1) − nbD(t + 1) − nbNE(t + 1))

– Familiarity: In psychology, emotions and cognition do not seem to impact
the familiarity. However, Collins and Miller [15] explain that people tend to
be more familiar with other people they appreciate. We model this notion by
basing the evolution of the familiarity value on the liking value between two
agents. The computation formulation can be formalized as follow:

familiarity(t + 1) = familiarity(t) ∗ (1 + liking(t + 1))

4 An Agent Architecture Mixing Cognition, Emotions
and Social Relations

The formalism proposed in this article has been used to enhance an existing
agent architecture in order to ease the definition of social agents with a behavior
combining cognition, emotions and social relations. The developed architecture
has been implemented in GAMA, a modeling and multi-agent simulation plat-
form [20].

4.1 Presentation of the Architecture

We integrate our work as an extension of the architecture presented in Fig. 1
which has been defined in [10].

Fig. 1. Schema of our cognitive, emotional and social architecture

In this architecture, a predicate (see Sect. 3.1) is implemented with a tuple
<Name, Values, Priority, Truth, Lifetime, Praiseworthiness, Cause Agent> with
the following elements:
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– Name (mandatory): the name of the predicate.
– Values (optional): a map containing the values stored by the predicate.
– Priority (optional): a real positive priority value to compare two predicates.
– Truth (optional): a boolean value that indicates if the predicate is true or

false.
– Lifetime (optional): an integer value that indicates the number of steps the

predicate will exist.
– Praiseworthiness (optional): a real value between −1.0 and 1.0 that indi-

cates if the predicate is praiseworthy (a positive value) or blameworthy (a
negative value).

– Cause Agent (optional): the agent causing the predicate.

We implement emotions defined in Sect. 3.1 as a tuple <Name, Predicate,
Cause Agent, Intensity, Decay> with the following elements:

– Name (mandatory): the name of the emotion.
– Predicate (optional): the predicate, identified by its name, that represents

the fact about which the emotion is expressed.
– Cause Agent (optional): the agent causing the emotion.
– Intensity (optional): a real positive value of the intensity of the emotion.
– Decay (optional): a real positive value which will be subtracted from the

intensity value at the end of each time step.

We implement social relations with the tuple <agent, liking, dominance,
solidarity, familiarity> as exposed in Sect. 3.1.

4.2 Reasoning Cycle of the Agent

The first step in the reasoning cycle of the agent with our architecture is the
perception of the environment (step 1 in Fig. 1). Perception updates the beliefs
of the agent and creates social links with other agents met. On the same model,
the emotional contagion module (step 2) serves as an emotional perception of
the environment as it updates the agent’s emotions according to the emotions
of agents nearby. This step of perception can be parametrized with different
variables such as a distance value for example. Figure 2 shows a definition of
a perception in GAML, the programming language of GAMA. This example
enables to perceive “people” agents at a distance of 10 m.

Fig. 2. Definition of a perception in GAML

Then, the agent applies inference rules (step 3), defined by the modeler, to
manage the belief base and the desire base according to its previous perceptions.
This step gives a dynamic to the overall behavior as the agent can act according
to a change in the environment. These inference rules can also be influenced by
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Fig. 3. Definition of an inference rule in GAML

emotions or social relations. Figure 3 shows the definition of an inference rule in
GAML to create the desire “desire1” if the agent possesses the belief “belief1”.

The emotion computation module (step 4) is the engine that creates auto-
matically, with no intervention from the modeler, emotions. The emotions are
created according to the rules defined in Sect. 3.2.

The social engine (step 5) is used to dynamically update the social relations
of the agent. This evolution of social relations is based on the rules exposed in
Sect. 3.2 and is done only with the other agents perceived. The idea is that a
person updates its social relation with someone else only if they both are in
contact. The same process is applied through our architecture.

The cognitive engine (step 6) is based on the BDI paradigm [11] and selects
a desire to create a current intention. Then it selects a plan described by the
modeler to answer the current intention. This whole process is influenced by the
cognitive bases but also by the emotions and the social relations of the agent and,
through the execution of plans, can influence back these bases. This cognitive
engine is described in details in [45].

The final step of the reasoning cycle is the degradation of the agent’s knowl-
edge (step 7). The predicates stored in the cognitive bases are reduced in lifetime
and the intensity of emotions are reduced by their decay value. This mechanism
gives a temporal dynamic to the agent’s behavior.

This architecture (with its new extension) is already available within the
GAMA platform. Modelers can easily use it - with just few lines of codes -
through the GAMA dedicated modeling language.

5 Example Case

The architecture defined in Sect. 4 has been used on the example case of an
evacuation of a large open area during a bushfire in Australia.

5.1 Presentation of the Example

Bushfires in Australia. Bushfires are a true concern in Australia as they
kill people and destroy properties each year. A study has been carried out to
simulate the evacuation of an area during a bushfire using a BDI architecture
to create the agent’s behavior [2]. If the BDI model proposed in the cited paper
shows interesting results in terms of replication of the real situation, it has some
limitations.

The goal of this example, in our work, is not to provide a realistic model
to simulate the evacuation of an area during a bushfire, but to show how to
use emotions and social relations provided by our architecture. We take as a
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basis the model developed by [2] and we explain how to add emotions and social
relations and how these new features can change the agents’ behavior. Note
that the proposed model of bushfires evacuation was implemented using the
BDI architecture of GAMA platform [45], so adding new social and emotional
properties to the agents only required to write few lines of code that we present
here.

Description of the Basic Model. The basic model is made of an environment
composed of buildings, shelters and fires and defines civil agents that will try to
survive to fires. Shelters are safe places that can not be damaged by fire while
buildings can burn. Fires are placed randomly in the environment and along
the simulation, they can grow, propagate, burn buildings and people, and finally
disappear.

The civil agents have two main behaviors: either they stay in their house and
fight the fire or they escape to the nearest known shelter. In details, civil agents
have a probability to be aware of the danger, a motivation value to escape and a
motivation value to fight the fire that is different for each agent. When an agent
perceives a fire within a certain distance, if this agent is aware of the danger, it
will add desires both to stay and to escape. Depending on their motivation, they
will chose the intention to fight or to flee. If the motivation to escape becomes
bigger than the motivation to stay, the agent can decide to give up its fight and
try to flee to a shelter.

5.2 Implementation of the Example Using the Developed
Architecture

Adding Social Links Between Agents. We propose to improve the agent’s
behavior in terms of realism by giving them social relations. Social links between
agents can be included at the start of the simulation or can dynamically appear
during the simulation.

An example of social relation that can exist at the start of the simulation
is a family relation. In the context of bushfires, we can easily imagine that two
members of a family will try to help each other surviving the catastrophe.

From the point of view of the implementation, the modeler only need to add
the family link in the initialization phase of the agent. This relationship will be
represented by a social link with the family member with a familiarity value of
1.0 as shown in Fig. 4.

Fig. 4. Definition of a family link

Social relations can also be used dynamically when agents are escaping to a
shelter but do not know the shelter’s location. When meeting another escaping
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agent, a social link is created. If the solidarity value of the link is high enough,
the two agents will help each other going to a shelter.

After dynamically creating a social relation as shown in Fig. 5, the modeler
only needs to change the plan to escape to make an agent follow another agent
if there is a social link between them with a particular solidarity value.

Fig. 5. Definition of dynamic creation of social links

Creating Emotions to Change the Agents’ Behavior. To add emotions to
civil agents, we use the emotional module of our architecture that automatically
creates emotions depending on the mental states of the agent.

The simulation runs a first time with no emotions as a training session. An
agent that decided to escape after fighting the fire is proud to have fled if it is
alive and its house is destroyed. This pride emotion increases its motivation to
escape for a future fire. If it is alive and its house is not destroyed, it is ashamed
to have fled and this emotion decreases the motivation to escape for a future
fire.

The implementation consists in adding the belief that the agent is alive or
dead, has tried to flee or not and its house is destroyed or not at the end of
the training run of the simulation as shown by Fig. 6. Eventually, the modeler
defines rules to change the internal motivations of the agent depending on its
emotions as explained in Fig. 7.

Fig. 6. Adding a belief corresponding to the state of the agent at the end of the training
run

Fig. 7. Using a shame emotion to update the escape motivation

The complete model can be found at the following site: https://github.com/
mathieuBourgais/ExampleModels.

https://github.com/mathieuBourgais/ExampleModels
https://github.com/mathieuBourgais/ExampleModels
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5.3 Discussion

As shown by the implementation of the example, a modeler can easily enhance
the behavior of his/her agents by just writing few lines of GAML code, the
programming language of the GAMA platform. As shown by [27,35], this pro-
gramming language is quite easy to learn and to use by social scientists who are
not expert in computer science.

On top of that, modelers with more knowledge in programming and in AI can
use our architecture deeper to create complex behaviors. For example, an expert
user in emotions can easily manually redefine emotions thanks to the definition
of inference rules or use multiple emotions with different intensities and different
social links to create believable agents for social simulations.

6 Conclusion

In this paper, we have presented a formalism to use emotions and social relations
in the modeling of cognitive social agents. This formalism has been integrated in
an agent architecture and implemented in a multi-agent simulation platform to
show its ease of use from the point of view of people not expert in programming.
The example of bushfires in Australia indicates a way to use our work on the
simulation of an evacuation in an open and large area.

In the future, we want to carry out experiments with modelers to test the
ease of use of our architecture. We also plan to improve our work by adding a
personality to create social agents more and more realistic while keeping in mind
the constraint of easiness for modelers who are not expert in programming.
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Abstract. This paper asks whether agent-based simulation can give
insight into social factors surrounding corrupt behaviour in a technical
process. The specific case study adopted, for studying the effects of social
interconnectedness on corrupt behaviours, is the domain of maritime cus-
toms. Taking our previously-developed agent-based simulation, we add
to the simulation a nuanced model of actor relatedness, consisting of
clan, in-group (sect), and town of origin, and encode selected behavioural
norms associated with these factors. Using the simulation, we examine
the effects of social interconnectedness on domain performance metrics
such as container outcomes, time, revenue, coercive demands, and col-
lusion. Initial results confirm that as actor interconnectedness increases,
established policies to combat corruption, such as process re-engineering,
become less effective.

1 Introduction

This paper demonstrates that agent-based simulation offers a lens into otherwise
obtuse and difficult-to-study behaviours: the effects of social interconnectedness
on corruption. The World Bank offers a definition of corruption as “the misuse
of public office for private gain” [25]. In socio-technical systems, whenever a
process has the opportunity or obligation for actors to negotiate, then there is
a possibility of corruption.

The negative repercussions of corruption upon institutions, societies, and
nations include poverty, tax evasion, political instability, weakened democ-
racy and rule of law, and reduced national competitiveness. Furthermore,
corruption—whether collusive or coercive—reinforces disenfranchisement and
hinders development, being “one of the most serious barriers to overcoming
poverty” with a strong correlation between perceived corruption and income
per capita [26].

It is known that the interconnectedness of actors is an antecedent for col-
lective corruption, which in turn can lead to endemic corruption [14,17] and its
c© Springer International Publishing AG, part of Springer Nature 2018
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many repercussions. For example, studies in Eastern Europe noted how govern-
ment structures can allow for the formation of elite cliques which can design and
coordinate entire networks of corruption [12]. Studies in China explored the influ-
ence of corrupt in-group networks which, in situations of collective corruption,
tend towards rewriting norms and thus legitimizing further corruption [6].

Previous work on social interconnectedness and corruption falls into two
broad categories. The first—exemplified by the studies in cited above—examines
observed in-practice behaviours, usually in a particular societal context. The
second category of work uses mathematical modelling or simulation—sometimes
agent-based simulation [22]—to examine in-theory behaviours in a synthetic or
stylized setting.

Our work initially reported in this paper provides a blend of these two
approaches. We adopt agent-based simulation as a tool to study corrupt
behaviours, but in a validated simulation of an actual case study domain: mar-
itime customs, namely the import of sea-based containers. The domain is in itself
important, because customs revenue contributes can comprise a notable compo-
nent of public finances, particularly in developing countries, and the Organiza-
tion for Economic Co-operation and Development (OECD) finds that widespread
corruption often hampers customs efficiency [10].

The paper is structured as follows. After providing background (Sect. 2) and
a brief review of related work (Sect. 3), we build on our extant agent-based
simulation of maritime customs imports [24]. The goal of the simulation model
is not to simulate precise behaviours or to make quantitative forecasts, but to
simulate archetypal process deviations and suggest possible qualitative outcomes
of policy and reform measures.

To the extant simulation we add a nuanced model of actor relatedness,
consisting of clan, in-group (sect), and town of origin, and encode associated
behavioural norms (Sect. 4).

We examine the effects of social interconnectedness on domain performance
metrics, such as revenue collected and revenue diverted, container outcomes,
time, and instances and type of corrupt practices (Sect. 5). Initial results reported
in this paper confirm that, when corruption is widespread, localized punitive-
or incentive-based policies are further weakened, and that the effect of process
re-engineering, which has been found to offer more promise, is frustrated as
interconnectedness increases beyond a critical point.

We conclude the paper by noting future work from the starting point we
report here (Sect. 6).

2 Background

A port, including its customs import and export processes, can be seen as an
instance of a complex socio-technical system with multiple stakeholders. The
literature concludes that customs corruption not only has serious implications,
but that it is not easily combated by policy changes, that reform policies can
have unexpected side-effects, and that a broadly-based, systemic approach is
required [13,16,19].
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It is argued that in order to counter established, widespread corrupt practices,
a deeper understanding is required of the processes in which corruption features,
together with a deeper understanding of the corrupt practices that occur, within
the broader socio-political, socio-economic, governmental and cultural situation
[1,10,13,17].

A crucial role in the process of moving a container through customs is played
by the freight forwarder (FF), a company that manages and organizes shipments
for others. The process is based on a match between shipping documents and
customs documents. If this match is made and the involved actors are consid-
ered trustworthy, then the container may proceed following payment of standard
duties. Otherwise, or if it should be randomly selected, the container then is
subject to search and may see additional duties or fines. The import of each
container can be seen as one round in a repeated game between a mostly fixed
set of agents, who have specified and fixed roles.

Possible deviations from an archetypal customs import process (see Fig. 1)
include incomplete, inaccurate, or fictitious documentation; waived or additional
inspection; inaccurate value estimation; waiving true fines or imposing additional
fines; and delaying or expediting certain containers. Although outside our scope,
in some situations a whole grey ‘parallel customs’ system evolves [11,17].

Policy efforts led by the International Monetary Fund, OECD, World Cus-
toms Organization, World Bank, and other organizations have focused on
reducing trade barriers, reforming trade procedures, and building ‘cultures of
integrity’. As the contemporary political economy literature concludes, such pol-
icy engineering has, more than not, proved ineffective [13,16,19,20].

3 Related Work

Agent-based models and multi-agent-based simulation (MABS) have been suc-
cessful in maritime container logistics, port management, and transport policy
analysis. Agent-based simulation has also been used to study corruption. Ham-
mond [7] develops an agent-based population model in an effort to explain shifts
in corruption levels. Corruption is modelled as a simple, game-theoretic repeated
interaction on the micro level. In a tax-evasion domain, endogenous shifts in
global corruption levels are observed as emerging from the micro-behaviour.

Situngkir [22] is interested in the link between corrupt behaviours in individ-
ual agents and the normative societal and cultural environment in which they
interact. He builds a MABS inspired by corrupt bureaucrats in Indonesia and
obtains system-wide results. However the model is highly stylized and does not
capture a real process in any detail.

Our previous work adopted MABS to study customs process and corruption
of a Mediterranean container port [23,24]. Although the model featured a simple
construct of agent interconnectedness, we did not study the effects of this aspect
of the organization on the performance metrics.

From an anthropological perspective, Makhoul [15] study interconnectedness
and in-group effects in a Mediterranean Arab context, while Sidani and Gardner
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[21] study work practices, including corruption. Roman and Miller [18] find that
status in social hierarchy and familial connections are “precursors” for corrup-
tion. Ferreira et al. [5] show the importance of in/out-group agent behaviour.

Abdallah et al. [1], among studies of social behaviour, demonstrate that peer-
punishment is more effective than an overly strong centralized punishment in
promoting cooperation, if actors are able to bribe centralized authorities.

Bloomquist and Koehler [2] simulate individuals’ compliance to tax regu-
lations. Elsenbroicha and Badham [4] develop a simulation of extortion, noting
the importance of social factors beyond game-theoretic models. Lauchs et al. [14]
apply social network simulation for the case of a real corrupt police network.

Besides MABS focused on illicit or corrupt behaviour, the literature is exten-
sive on simulation studies of norms, social networks, and organizational effects.
We mention just Villatoro et al. [27], who highlight how agents’ norm internaliza-
tion can provide an alternative regulation mechanism when external regulation
is difficult, such as when the regulative agents are themselves corrupt.

Generalizing from the literature, empirical study of corruption by means of
simulation—and, we argue, MABS in particular—offers a lens into otherwise
obtuse and difficult-to-study behaviours.

4 Simulation Model

Our work focuses on ports in high-corruption Mediterranean countries. In this
section we outline the simulation model with emphasis on the developments
in the model in the present work, which concern agent interconnectedness. For
background on the domain and a full description of the basic model, we refer to
our earlier papers [8,23,24].

The simulation models collusive and coercive corruption, in-group relation-
ships, and agents’ adaptive behaviours in negotiation. At the heart of the MABS
are the actors’ progression through the documented processes for each shipment,
the points of possible deviation, the decisions whether to engage in—or how to
respond to—non-standard practices, and the negotiation that may ensue.

Basic Model [24]. We describe the role of the main agents, and then describe
the process in which they interact.

Owner’s Agent (OA). Decides what to declare based on the tariff for the actual
container contents, and estimates of the cost of bribes necessary and probability
of inspection.

Freight Forwarder (FF). Offers bribe to the Customs Officer (CO), part of which
will be passed on to other actors in customs, to expedite container if its due date
is close. Offer a bribe to the Head Customs Officer (HCO) to obtain assignment
to a preferred CO, i.e., a CO to whom the FF has a relationship. Offers bribe to
CO obtain a GREEN decision if the expected cost of doing so is less than the cost
of fines and fees; assumes that all COs will accept a bribe of sufficient amount
(a warranted assumption when corruption is endemic). If the CO demands, will
increase bribe amount up to the maximum amount where expected cost would
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exceed expected value. Routinely offers tips. We include the role of the customs
broker [11] into the FF.

Customs Officer (CO). Unless opposed to bribes in principle, accepts any bribe
of sufficient amount, to either expedite the container, waive inspection, or change
decision outcome. May demand a bribe if none offered or if its amount is too
low. May impose an unnecessary inspection unless bribed. Works slowly on a
container unless given a tip. Always declares GREEN a container whose owner
or consignee is related closely enough.

Head Customs Officer (HCO). Supportive of the COs, turns blind eye to non-
standard practices [11]. Does not overrule a CO’s decision, except for RED deci-
sions for a sufficient bribe. Will override the departmental IT system’s assign-
ment of container to a CO, for a sufficient bribe. HIO and HEO behave similarly
to the HCO.

Inspection Officer (IO). Unless opposed to bribes in principle, accepts any bribe
of sufficient amount, to waive or expedite the inspection, to or report a different
contents than the actual found. Works slowly unless given a tip.

Excise Officer (EO). Unless opposed to bribes in principle, accepts any bribe of
sufficient amount, to set lower duty than the published tariff rules. Works slowly
unless given a tip.

We model the documented customs process as follows (Fig. 1): (1) owner’s
agent submits documents (‘IM4’) to the freight forwarder company, which assigns
a specific FF agent; (2) FF submits documents to customs agency via the LIGHT
electronic portal; (3) LIGHT assigns the case to a specific customs officer (CO);
(4) the CO sees output of the STAR computer system and can override: the deci-
sion is RED (fines imposed, seize container), YELLOW (inspect container), or
GREEN (approve container, duty imposed); (5) if inspection is required, LIGHT
assigns a specific inspection officer (IO); (6) the IO inspects the container and
sends the report to the CO via STAR; (7) the CO revises a YELLOW decision
to RED or GREEN and informs the FF; (8) approved GREEN containers pro-
ceed to the Excise Department and are assigned by LIGHT to a specific excise
officer (EO); (9) the EO computes the final duty, fines (if any), and other costs
(handling, storage, etc.) and informs the FF; (10) the FF pays the due amount
(plus applicable interest); and (11) the CO approves the release of the container.
The heads of the respective departments can override both the assignment of
officers (by LIGHT ) and the decisions of officers (in STAR).

Indicated in grey in Fig. 1, deviations can occur from the documented pro-
cess as follows. First, the FF can offer bribes (to the HCO) to attempt to obtain
its preferred CO, (to the HCO or CO) to expedite the container, (to the CO) to
have duties reduced, or (to the CO) to have a deviant container (i.e., illegal or
misdeclared) pass through as GREEN. Second, the HCO can accept a bribe and
assign the preferred CO. Third, the CO can accept a bribe (collusive), or it can
demand (more) bribe (coercive). Fourth, the IO can waive, expedite, or report
differently the inspection. Fifth, the EO can change the amount due.
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Lastly, audits occur randomly at two points in the process. We assume in
this paper that audits are effective, and will find the actual container contents
and value. The first audit point is after IO’s inspection. The second audit point
is after the CO’s decision. The audits constitute a learning opportunity: the
deviational behaviour of all customs actors are reinforced if they are not caught
by audit, but the behaviour is reduced if caught. For example, a CO that accepted
a bribe and was not caught is more likely to accept bribes in future, but one
that was caught is less likely. For the FF, whether a deviant container made it
through as GREEN or was stopped as RED (whether by a customs employee or
by audit) is a learning opportunity about bribe success and amounts, and CO
characteristics.

In-Group Relationships. The degree to which two agents share an affinity,
and the obligations that come from such an in-group relationship, is a cornerstone
of business and society in all Arab and many other Mediterranean countries
[9,13,21]. As we noted earlier, interconnectedness of actors is an antecedent for
various forms of corruption.

We capture such relationships by a three-part profile of each agent’s clan
(family relationship), in-group (e.g., sect), and ancestral place of origin (village,
town, or city quarter). The form of relationship modelled is the same as our
previous work, but the instantiation of the profiles is richer and the behavioural
accommodation of agents in the simulation according to their relationship with
other agents is now implemented, rather than comprising a token effect. In fact,
although we previously identified their potential relevance, the effect of inter-
connectedness on the simulation results was unexplored in our previous work.

An agent’s profile is instantiated as follows. First, the clan is chosen randomly
among the set of clans, labelled 1, . . . , C. Second, the agent’s origin (‘town’) is
set based on the clan. Towns are divided logarithmically from largest clan (1)
to smallest (C): clan 1, the largest clan, has approximately 1

2 of the towns; clan
2 has approximately 1

2 of the remainder, and so on, with the constraint that
every clan has at least one town. If the agent is to live in one of its clan’s towns
(based on chance), the town is assigned randomly among them; otherwise the
town is assigned randomly from all the other clans’ towns. Third, the agent’s
sect is set based on the town. Note that this means that not every agent from
a given clan will have the same sect. Let st be the sect of the majority clan of
town t. If the agent is to have the sect of the town it is living in, it is assigned
sect st; otherwise it is assigned a sect randomly from all the other sects.

Based on the relationship between two agents, the propensity to offer, accept,
and demand bribes, the bribe amounts, and customs actor behaviours (e.g., coop-
eration with requests, speed of work, inspection decisions, assessed tariff levels,
fines raised/waived), may all change. An agent quantifies its relationship with
another agent as two parts: static relationship (closeness between profiles) and
dynamic trustworthiness (based on interactions to date with the other agent).
These two parts capture respectively pedigree and performance. They are com-
bined linearly, with equal weight.
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Static relationship is defined as the weighted mean of three factors:

1
6
(3 ∗ sameClan? + 2 ∗ sameSect? + sameOrigin?)

Exploration of different weights is left for future work.
Dynamic relationship depends on the agent type (CO, IO, etc) and the

agent’s remembered history of interactions with the other agent. For example,
for a FF agent assessing its relationship with a CO agent, factors include: % of
bribes accepted, % of containers approved, % of favours done, and number of
interactions. This can be seen a computation of one agent’s emergent trust in
another; social trust in illicit networks is necessary for their function [14]. The
FF considers all the COs it knows about, and—assuming the net expected utility
is favourable, after accounting for expected cost including fines if caught—offers
a bribe to the HCO to have its preferred CO selected.

Notwithstanding the computed interconnectedness, the strongest component
of relationship in Arab culture is familial. If two agents hail from the same
clan, then cultural norms require that they act selflessly for the welfare of the
other [15]. Hence, a CO will accept a bribe from a family member even if the
expected value of the bribe is negative. The Head Customs Officer will, for a
family member in the customs department, assign more lucrative work, and for
a related FF, readily assign a container to the FF’s preferred CO.

The final major development in the model is the role of the assigned Customs
Officer as what we might call the ‘corrupt ambassador’ of the containers assigned
to him by the HCO, should the CO accept a bribe. In effect, having accepted
a bribe for a container, it is in the CO’s interest to ensure that the container
receives favourable treatment from the subsequent customs actors; it is the CO
who decides how much of the bribe to allocate to the latter agents. Here, we
model behaviour in the studied port customs system, but also effectively encode
a norm that might emerge in a repeated game setting: COs who accept a bribe,
but fail to deliver on their side of the implied bargain, will in the long term be
‘punished’ by the FFs who learn that the CO is not trustworthy.

5 Experiments on Agent Interconnectedness

We implemented the simulation using the Java-based agent toolkit Jadex
[3]. Compared with dedicated MABS environments (e.g., MASON, NetLogo,
Repast), Jadex readily allows BDI-style agents, i.e., agents with explicit repre-
sentations of beliefs, goals, and plans; and it also provides simulation support.
The development, calibration, and validation and verification of the MABS are
treated in our earlier paper [24]. Results reported here cannot be compared
directly with those of our earlier model [24], however, due to the developments
in the model outlined in the previous section, and to minor changes in how the
Key Performance Indicator (KPI) metrics are computed.
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Table 1. Main simulation parameters [24].

Parameter Baseline value

Illicit container % 10%

Standard tariff rate 5–10%

VAT rate 10%

Fine penalty 10x tariff

Chance of inspection 25%

Inspection success 80%

Chance of audit 2%

Audit penalty 6x salary

Work-slow ratio 3 times

CO collusive propensity 75%

CO coercive propensity 60%

Number of clans 50

Number of in-groups (sects) 16

Number of towns of origin 6

Baseline Results. Table 1 gives the baseline parameter values extrapolated
from the modelled system [24]. Note that the baseline number of clans yields a
2% chance of the FF and CO being related. The baseline value of the number of
places of origin (‘towns’) is small, reflecting the six main regions of the country
of the modelled port.

The baseline parameters produced the KPIs reported in Table 2. Results
reported are averaged over 100 runs of 1,600 containers each. Metrics are
reported as the average per container, with the exception of the percentage
columns, which reflect the total proportion of all containers. Note that column
Time is total elapsed time between submission of a container to the customs
department and its release (or seizure) from customs; it does not include the
time that the container waits with the FF prior to its submission.

In the second section of rows of Table 2, we report the effects of a range
of localized policy measures; and in the third section, characteristic process re-
engineering measures identified in the literature as promising. The former local-
ized measures are: moral reform campaigns (leading to greater honesty by the
owner (50% less willing to permit bribe), or less (by 50%) collusive or coer-
cive behaviour by customs staff), higher tariffs (x4), punitive fines on owners
(x4), more inspection (x2), perfect inspection (a deviant container will always
be revealed, if inspected), more customs staff (x2), higher customs salaries (x5),
more audits (x3, x10, or 100%), and higher penalties on caught customs staff
(x10).

The latter process re-engineering measures are respectively (1) strengthening
the LIGHT IT system, so that allocations of containers to Customs Officers
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cannot be overridden by the HCO, (2) streamlining payment sub-process so that
the EOs no longer have an intermediary role, and (3) both measures combined
together.

In the final row of Table 2, we report the effect of regressing the model
to purely static (profile-based) relationship computation. The most interesting
observation is that the number of CO–FF iterations and the number of devi-
ations both increase, along with the average bribe value. We attribute this to
the FF not taking into account dynamically which COs are more conducive and
which will accept lower bribes for the same action. A similar effect occurs if
agents’ adaptive (learning) behaviour is disabled.

Effect of Interconnectedness. We systematically explored the parameter
space of clans (C = [2, 100]), in-groups (S = [2, 128]), and places of origin (T =
[2, 48]). We performed pairwise type-2 ANOVA tests between the independent
variables (clans, sects, towns, process, illicit%, tariff, fine, staff, audit, audit-
penalty) and the dependent variables (all the metrics of Table 2, together with
additional variables, including internal variables such as the relationship between
CO and FF). Variable process takes discrete levels {0, . . . , 3}, corresponding
respectively to the regular process, empowered IT, electronic payment, or both.
Table 3 reports the significance levels of the ANOVA p-values. The initial results
reported here have the limitation that we did not condition on process.

Clans appears to be the most significant relatedness variable. As the num-
ber of clans decrease, the chance of any two agents being ‘statically’ related,
i.e., through the familial linkage, increases. There is a significant effect on the
percentage illicit containers not caught (higher), on the FF’s fee (lower), on the
bribe amount (lower), on delay (lower), and on the number of FF-CO itera-
tions (fewer); and some effect on other output variables. The number of process
deviations increases, because of the increased interconnectedness and with it the
reduced risk of the FF’s bribe being rejected.

Second, as with clans, when the number of sects decrease, the chance of
agents’ static linkage increases. The effect is weaker than that of clans, but
still with some significant effect on fee, number of iterations, and number of
deviations. Third, as the number of towns decrease, again the chance of agents’
static linkage increases. There is a significant effect on percentage deviant not
caught and on fee, and some effect on bribe, delay, number of iterations, and
number of deviations.

Effect of Process on Clans. In order to begin to examine the effect of intercon-
nectedness on process re-engineering, we plot bribe, delay, revenue, and iterations
versus clans, for each of the four values of process.

Because the data points correspond to simulation scenarios with many values
of other input variables (e.g., tariff ), Fig. 2 plots locally weighted regressions to
smooth misleading variation. Note that we conducted more exploration of the
parameter space for values of clans in [10, 25], meaning more data points in this
region coming from more values of other variables, and hence more variation.
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Neither the trends in figure nor the variation should not be attributed exces-
sive significance. Rather, the point indicated is that greater interconnectedness,
i.e., fewer clans, beyond a critical point (around C = 10) tends to lead to greater
corruption, whatever the process variation.
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Fig. 2. Effect of clans on four KPIs (bribe, delay, revenue, iterations), factored by
process. Shaded areas depict errors of the fitted lines.

Effect of Other Variables. To conclude the analysis, we briefly note the
observed effects of other parameters.

Process Input Variables. Whether the agents are adaptive or not has little effect
on bribe levels, but significant effect on the percentage of uncaught deviant con-
tainers, fee, number of iterations, and number of deviations. It has some effect
on most other KPI variables, notably delay. The process variations through
re-engineering have significant impact on bribe level, because the empowered
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IT system reduces the incidence of preferred COs. However, the effect on CO–
FF linkage overall is not significant. We attribute this to the static agent link-
ages (which process changes do not directly address) and to the continuation of
dynamic linkages between those agents who interact in non-automated steps of
the customs process.

Non-relatedness Input Variables. The effect of changing other input variables
such as illicit% has quite the expected effects, given the literature and our pre-
vious work [24]. It can be said that only a system-wide decrease in propensity
to corruption across all agents, or external (i.e., outside the system, and hence
not corruptible) audits, are really effective on corruption-related KPIs.

6 Conclusion and Outlook

This paper adopted multiagent-based simulation (MABS) to examine the effects
of social interconnectedness on corruption. The domain of study is customs
imports, based on the processes, and the deviations from them, at an archety-
pal Mediterranean port in a context of widespread corruption. The domain is
important due to its contribution to public finances in developing countries. We
showed that MABS offers a lens into otherwise obtuse and difficult-to-study
behaviours.

Our initial results support the argument that social factors—especially agent
interconnectedness—mean that reform measures tend to lead to a displacement
rather than a reduction in overall corruption [20]. Our ultimate goal is to under-
stand the potential effectiveness of reform measures in their social and organi-
zational context, and to provide a tool to aid policy makers.

The work reported in this paper, while promising, is exploratory. First, our
simulation results incompletely treat the parameter space and the effect of the
process variations. Second, our simulation model supposes that the auditors are
diligent and are not open to corruption; and more generally, our model can
be expanded in scope by including additional actors (including auditor agents)
and enhancing individual agent negotiation behaviours. Third, while we examine
the effect of agent interconnectedness on policy efficacy, we have not examined
specific social network structures. Fourth, in view of the existing case studies on
tackling endemic corruption, interesting connections with several MABS topics
are norm change mechanisms, norm internalization [27], and evolution of norms
in a social network.
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Abstract. The computational modeling and simulation of social phe-
nomena based on social theory as a theoretical framework is a challenging
endeavor. Mainly, due to the difficulties to translate abstract conceptu-
alizations of the social sciences into formal languages. The main goal of
this paper is the translation of some Luhmann’s concepts such as pertur-
bation, dissipation, social communication and power, into a model using
a spatial social subsystem as a metaphor, to make more concrete these
very abstract concepts. The model has been used to improve the social
theory understanding and to evaluate the effect of different parameteriza-
tion in the global stabilization and authorities’ distribution. It has been
designed to comply with the Luhmann’s social theory, and to be scalable
and simple to understand. The experiment implemented one instantia-
tion of the proposed model and showed how it can be used to evaluate
a micro-macro interaction based on a simple mechanism of Luhmannian
social communication.

Keywords: Social theory · Social communication
Evolutionary power

1 Introduction

According to [43], to model a social phenomena it is necessary to define an object
of research that precises what should be modeled, a reference framework that
will guide the mental model construction, a social theory that will instruct what
aspects of the society will be modeled, and a generic formal model based on this
theory which formalizes computationally or mathematically the abstractions and
conceptualizations of the theoretical framework. Hence, the model will be one
instance of the object of research using this generic model as reference, and it
could be used to simulate the social dynamics to foresee different scenarios.

The social phenomenon that inspired this study is the collective action and
power relations in the councils of Rural Territories in Brazil [39,41,42]. Rural
c© Springer International Publishing AG, part of Springer Nature 2018
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Territories are new institutions for regional sustainable management at the land-
scape level. They had being created by two federal territorial public policies, the
National Program for Sustainable Development of Rural Territories (PRONAT)
[27] and the Program Territories of Citizenship (PTC) [5]. To formally study
this social phenomenon, da Silva [39] conceptualized each Rural Territory as a
complex socioterritorial system (CSTeS) based on the works of Moine [28,29].

As the conceptualized CSTeS suggests, one referential framework is the Com-
plexity Science. In fact, the studied social phenomenon is considered to show the
properties of a complex social system as stated by [7]. Another referential frame-
work is the systemic approach which aims to describe the social phenomenon by
identifying the key components and relations between them [20].

Also considering the referential framework, there are, at least, two episte-
mological alternatives to model a social phenomenon, the critical-realism and
the constructivism [7]. According to Castellani and Hafferty [7], the former is
more connected to the theories and methods of the natural sciences, and the
other more attached to the historical and qualitative analysis from the social
sciences. This division becomes more clear when you observe the differences
between behaviorist approaches at the micro social scale [34] and sociological
approaches at the macro scale [6,17]. In fact, in this work it is used these two
epistemological currents in a constructive way.

Considering the object of research, the CSTeS, and the complex systems as
referential framework, the choice for the social theory should be compliant to
the systemic approach and the complexity paradigm. So, despite the myriad
of theoretical sociological systemic propositions it is worth to realize the rele-
vance and completeness of the Luhmann’s Social System proposition [11,23–25].
The Luhmann constructivism work reinterprets the concepts of complexity and
systems theory, adapting it to his sociological studies, and sheds light on impor-
tant aspects of our society as the social evolution by recursive mechanisms of
self-differentiation by social communication.

Despite the compliance of the Social Systems with the complexity and sys-
temic approach, the high level of Luhmann’s abstraction makes the proposition
of a generic formal model a very challenge task. In general, the models based
on Luhmann’s theory focus on specific aspects of the theory as observed in
[3,10,12,13,15,21,38].

This research proposes a translation of some Luhmann’s concepts (social
subsystem, perturbation, dissipation, social communication and power) into a
generic model using a stylized spatial society as a metaphor of a Luhmann’s social
subsystem. The model has been used to improve the social theory understanding
and to evaluate the effect of different parameterization in the global stabilization
and power distribution.

The model has been based on an existing experience [38] and is focused on
the implementation of the mechanisms of perturbation/dissipation between the
social subsystem and psychic system, and the translation into computational
language of the Luhmann’s societal power and communication process based on
three selections (information, utterance and meaning).
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This paper is organized as follows. Section 2 presents the concepts and defini-
tions of the Luhmann’s Social Systems. The Sect. 3 shows a brief review of some
models designed from Luhmann’s propositions. The Sect. 4 unveils the proposed
generic formal model and the stylized spatial-social subsystem. The Sect. 5 shows
the results and discussion of a simple simulation experiment. Finally, the Sect. 6
presents the conclusions.

2 Luhmann’s Social Systems

2.1 General Description

According to Luhmann [23,25], Social Systems can be interpreted as a type of
autopoietic system (self-reproductive system) and are divided into three classes
(society, organizations, and face-to-face interactions) (Fig. 1). Society is unique
and composed of interrelated subsystems (e.g., economy and politics) that are
intertwined in a complementary way. Organizations are formalized systems for
decision making, guided by goals and operational capabilities. The third compo-
nent is the personal, face-to-face, interactions between individuals, represented
in the Luhmann’s formulation as psychic systems, separated from the society.

Fig. 1. General organization of the Luhmann Social Systems [23].

The societal subsystems interact with each other according to internal and
external processes of social communications. The existence of each subsystem
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is due to a mechanism of differentiation, which is responsible to reduce the
inherited complexity of the human society. The scientific subsystem, for example,
emerged from the society need for falsifiable scientific statements that will be
used by scientists and appropriate by organizations at some point in a recursive
way [32].

2.2 Rempel’s Terminology

Rempel [32] organized the Luhmannian subsystems according to its five com-
ponents, namely: the binary code, the basis of authority, the language of social
communication, the generalized medium of communication and the social func-
tion (Fig. 2). According to Rempel, the binary code is a linguistic construction
that establishes how dichotomized a social subsystem will behave vis-à-vis the
environmental disturbances. The basis of authority refers to the effective capac-
ity of negotiation, communication and action of the subsystem to be legitimized
by the possession of a jurisdiction in a specific area. In the language of social
communication we will find the rules and conditions for the operation of the
subsystem. The generalized medium of communication is what is exchanged,
communicated, and must be recognized by all members in a subsystem. Finally,
the social function is the purpose of the subsystem.

For instance, the political subsystem shown in Fig. 1 has as a binary code
holding or not a political office, and this political position will be the basis
of authority. The language of social communication in the political world is
the adversarial struggle, so they fight for strategical positions trying to increase
their power, which is interpreted here as a generalized medium of communication.
Every side of this political scenario must interact to allow the political subsystem
to render collective decisions for the society.

Fig. 2. The five components of each subsystem as defined by Rempel [32].
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2.3 Social Communication

The Luhmannian work opposes the methodological individualism, but without
eliminating the subject, the individual [1,30,36]. In Social Systems, the society
is not anthropogenic, because the social processes are very far from the indi-
vidual. However, for Luhmann, the actions of individuals are necessary for the
social dynamic and they make it happen by a coupling mechanism between
the social and psychic systems (individuals). So, a intervention mechanism of
perturbation/dissipation is responsible for the connection between the psychic
system and social systems, and this ignites the social communication process (a
micro-macro linking process).

In fact, social communication in Social Systems is a mechanism for reducing
the complexity (choose one, among an infinite set of options) by three types of
selections: information selection (choice of content), utterance selection (choice
of how that content will be communicated) and meaning selection (choice of
meaning) (Fig. 3). For example, if the government chooses the content of sup-
porting family farming (information), this can be implemented by special public
funding or developing a new research project (utterance). The utterance process
results in one or more contracts between small farmers and banks or research
agencies (meaning).

Fig. 3. Social System’s communication according to Luhmann’s theory.

In the Luhmannian social communication, there is not a clear message sent
by a transmitter that passes through a transmission medium to reach a receiver
within a period of time. In his formulation, Luhmann states that the social
communication is not deterministic, neither synchronized, suffer from lack of
accuracy and there is no general persistence in the selections of information,
utterance and meaning. This definition of social communication is important to
understand the reinterpretation of Luhmann’s theory by Borch [4] and Rempel
[32] in order to define power .

2.4 Social and Individual Power

Power can be interpreted in the Luhmann’s work in three ways. As the mean of
generalized medium of communication of the political social subsystem [22,24],
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as the basis of authority of all social subsystems [32] and as a capacity to generate
meaning through time by the social communication process [4,18,32].

The power as the mean of generalized medium of communication of the polit-
ical social subsystem can be interpreted as a capacity to influence someone as
proposed by Castelfranchi [8].

The power as the basis of authority can be viewed as a capacity to act by
means of internal (e.g., cognition) or external (e.g., resources) abilities also as
exposed in [8].

The power as a capacity to generate meaning can be interpreted as an efficient
and evolutionary production of meaning by psychic systems (individual) actions
as exposed by [4,18] and in the same direction as proposed by Foucault [14]. In
fact, Borch [4] established a bridge between the Foucault’s notion of power and its
relation with the knowledge production/location and the theoretical formulation
of meaning generation in the Luhmannian social communication. According to
Borch [4, p. 159]:

This definition of power, as a relation between action and action, is equiv-
alent to the Foucauldian definition of power (in the form of government)
as conduct - with the application that Luhmann is explicitly concerned with
the regulations of selections, of selected action up selected action.

Borch [4] presents some convergences between Luhmann and Foucault, such
as: focus on differentiation instead of identity; social communication and its evo-
lution through time as the main driver of society, instead of action and structure;
power exercise as a cooperative game, not zero-sum one; power as a mechanism
of regulation, not coercion.

So, individual power can be interpreted as the basis of authority (power-of
[8]) as the social power as a measure of capacity to generate meaning by the
Luhmannian social communication.

3 Related Work

The initiatives to design models inspired by the Luhmann’s social theory can
be divided into three groups: emergence of social order according to agents’
expectations [3,10,15,16,21,26]; social subsystem implementation [13,18]; and
micro-macro link [38].

3.1 Emergence of Social Order

The models focused on social order start from the Luhmann’s idea that it emerges
as a result of mutual expectations (double contingency) among the social agents
during a social communication process [10]. Dittrich et al. [10, p. 2] stated
that “. . . every entity expects that the other entity has expectations about its
next activity”. In fact, the authors explored the interpretation of the double-
contingency concept to design a mechanism of information proliferation using
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the expectations as the main social process between agents. Barber et al. [3] and
Fullsack [15,16] used the same idea to design their model of expectations. The
main characteristic of this approach is that the communication between agents
is implemented as a face-to-face interaction using the Shannon paradigm [35].
Analogously, Leydesdorff [21] proposed a system of anticipation [33] based on
iterative expectations in an information flow based on face-to-face interactions.

The solutions proposed by these authors present some similarities, such as:
there is no need to have an observer to send messages across the agents; each
agent has all knowledge about his own actions in the system, for instance, they
know how the others reacted from his own action; the social relations are dyadic
and explicit; and all agents have memory to be able to perform anticipatory
actions.

3.2 Social Subsystem

One of the first initiative to model a social subsystem can be found in Grant et
al. [18]. The authors interpreted the Luhmannian society as a dynamic system
where the six main subsystems coexist and communicates with each other by
means of state variables and information (inactive and active) transfers according
to the Ashby Cybernetics [2]. They proposed a model which represents different
reaction times for each social subsystem, the rate of the social randomness,
the power of each social subsystem to transform one inactive information into
active and the amount of information inside each social subsystem. The authors
coupled a socio-ecological system (collective livestock) with a stylized law social
subsystem to emulate a coercitive effect on the natural resource use. So, without
coercion this social system falls into the Hardin’s Commons Tragedy [19], and
with coercion the socio-ecological system reaches a sustainable state.

Fleischmann [13] implemented a simple Luhmann economy model based on
scarcity and on the ownership code (the first economic level in the Luhmann’s
formulation of the economic evolution [13]). The main assumptions in this model
are: (a) the social structure is based on expectations; (b) the communication is a
matter of rejecting or not utterances; (c) and the systems are defined by its own
operators; and (d) psychic and social systems co-evolve. The goal of this simple
economic system is the accumulation of wealth and the result is inequality. This
model confirmed the Luhamnn’s hypotheses where he stated that the economic
subsystem starts from inequality and reproduces it indefinitely to maintain its
own existence.

In these models there is no reference to perturbation, the social communica-
tion is very simple and the mechanism of co-evolution is not clear.

3.3 Micro-macro Link

da Silva et al. [38] proposed a quite complete model to investigate the micro-
macro link, or the interaction between the social system (macro) and the psychic
system (micro). This model mapped many Luhmann’s concepts like expectation,
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perturbation, dissipation and social and psychic communication. Despite the use-
fulness of the model as shown in [38] it is important to note that there are so
many modules and connections between them that limits the results interpreta-
tion. Another remark is that it uses the same mechanism of communication for
both micro (Agent-P) and macro (Agent-S) agents.

The Fig. 4 shows a simplified diagram of the model proposed by [38] and used
as the basic framework of the proposed model. Both the social systems (Agent-S)
and the psychic system (Agent-P) are composed of a dissipation module dedi-
cated to send information to the environment (other systems) motivated by inter-
nal deliberation or external stimulus, a perturbation module which is responsi-
ble for the interpretation of dissipation actions by other systems, and a memory
module where the experiences, knowledge, and rules of the system are stored.
The Agent-S has a social system module which implements the social dynamic
strategies. The Agent-P has a psychic system module which is responsible for
the implementation of the behavioral aspects of the micro (individual) level.

Fig. 4. Simplified diagram of the model proposed by [38].

In the original proposition [38], these modules were implemented in a very
detailed way in an attempt to implement a generic model for any social subsys-
tem. For instance, the psychic system module was composed of four submod-
ules: central analyzer, contingency analyzer, dissipation manager and expec-
tation manager [38]. In fact, the excess of inputs-outputs makes the general
simulation output interpretation a very difficult task. Besides, the communica-
tion mechanism in both agents, Psychic and Social, is implemented in the same
way and is not entirely compliant with the original Luhmannian formulation of
social communication based on the three selections (information, utterance and
meaning) as stated in Sect. 2.

3.4 Comparison Between These Three Groups

In summary, Luhmann’s Social Systems are not fully represented by these mod-
els. In general, it is necessary to oversimplify the model as in [10] to make possible
the formalization of some Luhmann’s abstractions like the double contingency
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and expectations. On the other hand, da Silva et al. [38] proposed a very com-
prehensive formalization of the Social Systems which makes the interpretation
of the simulation outcomes a challenge task or even meaningless.

One of the drawbacks of the analyzed models is the implementation of the
social communication process. In all propositions it is treated as a simple tradi-
tional message transfer among agents.

Therefore, the proposition of [38] appeared to be the most complete compu-
tational formalization of the Luhmann’s theoretical abstraction and was used as
reference in this paper. Table 1 summarizes the comparison between these three
groups of models based on Luhmann’s theory.

It is also worth noting that none of the analyzed models interpreted the
Luhmann’ social subsystems as proposed by Rempel [32], and did not explored
any interpretations of the power concepts.

Table 1. Comparison between the three groups of models based on Luhmann’s social
theory

Emergence of social
order

Social subsystems Micro-macro link

Goal Formalization of the
core concepts of the
Luhmann’s theory

Model and
simulation of a
particular social
system [13,18]

Model of macro
behavior of the
social system

Technology Multi-agent systems
[3,16]; social network
[10]; and anticipatory
systems [21]

Dynamic systems
[18] and multi-agent
systems [13]

Multi-agent system

Implemented
Luhmann’s
concepts

Double-contingency,
anticipation,
expectation and social
communication

Social
communication, the
binary code and the
interface between
social subsystems

Double-contingency,
anticipation,
expectation and
social
communication

Other
theories used

General System
Theory, Shannon’s
Information Theory
and Anticipatory
Theory [21,33]

Ashby’s Cybernetics
[18]

Lewin’s Field theory

4 Proposed Model Using a Spatial Social Subsystem
as a Metaphor

4.1 A Stylized Spatial Social Subsystem

To overcome the problems shown in Subsect. 3.3, it is proposed in this work a
simple mechanism for each module for Agent-P and Agent-S, based on a stylized
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spatial social subsystem as a metaphor of the Luhmann’ social subsystem. The
goal is to make a parallel between a well-known field of research, Spatial Analysis,
and its problems (e.g., spatial dependence) and methods (e.g., spatial autocorre-
lation measure) with a formalization of the Luhmann’s theory using multi-agent
paradigm. So, our generic formal model subsystem will be composed of a set
of neighbors cells, where each one can be associated to an Agent-P (Agent-P
has authority over this cell). These agents will have stakes at disposal to change
cell’s values (Agents-P actions). The main goal of each Agent-P is to increase
their authorities (number of cells under their control), and the main goal of the
Agent-S is to increase the overall positive autocorrelation measure.

The rest of the section will describe the S4Luhamnn model according to the
Rempel’s terminology, the proposed Luhmannian social communication process,
a new power definition based on propositions of Rempel [32], Borch [4] and
Luhmann [22,24] and, finally, the details about Agent-S and Agent-P.

The Proposed Stylized Spatial Social Subsystem According to the
Rempel’s Terminology. Using the terminology of Rempel [32] to describe
this stylized spatial-social subsystem we have as binary code, holding or not
holding cells values; the basis of authority is the capacity to change spatial
cells; the language of social communication is the struggle for cells authority;
the generalized medium of communication is the artificial stake at disposal
of each Agent-P; and the social function is the increasing of the positive spatial
autocorrelation.

The Luhmannian Social Communication. The proposed social communi-
cation process for the S4Luhamnn model is resumed in Table 2 and consists of
an information selection based on the reinforcement of positive autocorrelation,
the utterance selection that will allow positive or negative incremental changes
in cells at each time step, initiated by the Agent’s-P and approved by the Agent-
S, and a meaning selection where Agent-S changes the status of neighbor cells
according their values, affecting the power share.

Table 2. The Luhmannian social communication in the spatial subsystem

Selection mechanism Description

Information Reinforcement of positive autocorrelation

Utterance Positive or negative incremental changes in cells
at each time step

Meaning Agent-S changes the status of neighbor cells
according their values, affecting the power share
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The Rempel-Borch-Luhmann Power Definition. The power of each
Agent-P can be interpreted as the number of cells under his authority. And
the power of the Agent-S as a measure of positive spatial autocorrelation. Both
powers may be originated from the Luhmannian communication process of per-
turbation/dissipation between Agents-P and Agent-S. It is important to note
that there is no face-to-face communication among Agents-P.

4.2 Proposed Model

Agent-S - Social Subsystem. Agent-S is unique and composed of one spatial
rectangular board divided in regular cells. Each cell of the Agent-S may be
active (admit changes) or inactive (do not admit changes) and assume a value
in [0, 100]. The main goal of the Agent-S is to increase his Moran’s I spatial
autocorrelation [9], expressed by the equation

I =
N

∑ ∑
wij

∑ ∑
wij(Xi − X̄)(Xj − X̄)

∑
(Xi − X̄)2

where N is the number of cells, wij is an element of the spatial neighborhood
(rook type) matrix W and assumes the value 1 if i and j are neighbors or 0
otherwise, X is the variable of interest (value of each cell) and X̄ the mean
of the X. The Agent-S admits internal perturbation by Agent-P and irritates
Agent-P at a probability p. At each time step the social subsystem evaluates
their Moran’s I index and change the authority of each cell (capacity to change
the cell values by Agent-P) if there is a local spatial correlation (see dissipation
module description in Table 3). Table 3 summarizes the mechanisms of the four
modules for the proposed Agent-S.

Table 3. Description of the elements of the proposed Agent-S

Agent-S module Description

Perturbation Admit internal perturbation (changes in X by Agent-P)
at a probability p

Dissipation If a cell and his neighbors (rook type) have similar
values in some of two extremes, according to some
thresholds, then put them as inactive. Thresholds: for
Agent-P Alter [0, 30); for Agent-P Ego (70, 100]

Memory Spatial rectangular board divided in regular cells. For
each cell is associated a real value in [0, 100]

Social Evaluate the Moran’s I statistics

To clarify this mechanism, let’s use a hypothetical example of a spatial-
social subsystem (Agent-S) composed of a 4 × 4 spatial board following the
mechanism described above, with two Agents-P (Alter and Ego). In fact, Agents-
P are struggling to increase their power on the spatial board without a direct
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communication between them. The Fig. 5 shows three hypothetical final spatial
board configurations after a number of social simulation steps where empty
squares represent cells with values near zero (under Alter’s authority), and gray
squares represent cells with values near 100 (under Ego’s authority).

Fig. 5. Hypothetical final spatial board configurations after a number of social simu-
lation steps. (A) negative spatial autocorrelation; (B) positive spatial autocorrelation
with the same authorities for each Agent-P; (C) negative spatial autocorrelation; (B)
positive spatial autocorrelation with different authorities for each Agent-P

In the Fig. 5-A each Agent-P has the same amount of power (8 cells for
each) but the general goal of the social subsystem was not achieved because
with this configuration the Moran’s I will be equal to minus one (strong nega-
tive spatial autocorrelation). The Fig. 5-B shows a similar situation where each
Agent-P shares the same amount of power (8 cells for each) but with a strong
positive spatial autocorrelation. The Fig. 5-C shows also a strong positive spa-
tial autocorrelation, but with an imbalance of power between Agents-P. The
final configuration of the spatial board will depend on the social communication
mechanism.

Agent-P - Psychic System. The goal of each Agent-P is to approximate
the values of cells in the social board memory toward his own target. In this
proposition there are two types of Agent-P, Alter and Ego. So, at each time step
Alter act in order to change one cell value, at random, of the space board, toward
zeros, and Ego do the same but the cell’s values are pushed toward the value
100 by adding negative and positive increments, respectively, by the dissipation
mechanism.

The amount of the increment and the localization of the cell is defined at
random in the entire board or in a defined area of it. So, each Agent-P changes
the value of one cell at a time using one of two strategies: (1) choosing one cell
completely at random; (2) choosing one cell in a small area of the board, also
chosen randomly, depending on the increase of the level of authority of the agent,
that will be checked periodically. Table 4 summarizes the mechanisms of the four
modules for the proposed Agent-P.



A Stylized Model of Individual-Society Interaction 133

Table 4. Description of the elements of the proposed Agent-P

Agent-P module Description

Perturbation Admit internal perturbation by Agent-S at a probability q

Dissipation Propose changes in cell’s values of the spatial board by adding
or subtracting a ΔX value

Memory Information about the past levels of power on board cells

Psychic Each Agent-P has a capacity of action and they use part of
this “energy” to act. There are two possible strategies: (1)
tries do change a cell chosen at random considering all
possible cells in the spatial board; (2) tries do change a cell
chosen at random considering a small portion of cells in the
spatial board. The Agent-P can use only the first strategy or
switch between these two options according to the level of
Agent-P’s power (authority over cells), checked in a defined
time delay

4.3 Implementation

The model, called Stylized Spatial-Social Subsystem based on Luhmann’s theory
(S4Luhmann), had been implemented using Netlogo platform and it can be
retrieved at [40]. Figure 5 shows a snapshot of the Netlogo implementation of
the proposed model. Following it is described the variables, the social dynamic,
and the model’s observable results.

Variables. In this implementation, there are ten variables:

1. rate, which is the amount of rate of energy used by agents to change the
cell’s values by small positive and negative increments;

2. BoardSize, the side length of the squared regular spatial board;
3. num-agents-Alter, number of agents which aim to approximate the cells’

values toward zero;
4. num-agents-Ego, number of agents which aim to approximate the cells’ val-

ues toward one-hundred;
5. init-capacity-Alter, the amount of stakes available for Alters to change the

values of the cells;
6. init-capacity-Ego, the amount of stakes available for Egos to change the

values of the cells;
7. change-strategy?, if true the Agents-P use two strategies, otherwise they will

use only one strategy;
8. time-analyze-behavior, interval of times that the Agents-P will check if they

need to change behavior;
9. delay-observation, the length of the memory of each Agent-P;

10. radius-searching, the radius of searching for the second strategy.
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The Model Dynamic. The spatial board is initialized with random values
between [0, 100] and every cell is active. The two types of Agents-P (Alter and
Ego) are instantiated. At each discrete time t the Agents-P sends messages to
change spatial board cells. Agent-S accept or not these changes. After the cells
update, the Agent-S act making groups of neighbors cells inactive according to
its internal rules. At each time step the Agents-P evaluates if it is necessary to
change the strategy used to change cells according to their level of authority.
The simulation stops when all cells are inactive.

Observable Results. The graphics on the right of the Fig. 6 show the Moran’s
I, the total of energy of the board, and the capacity of action and authority
of each type of Agent-P. The spatial board shows the final spatial pattern of
distributed authority between Alters (gray) and Egos (dark gray).

Fig. 6. Snapshot of the Netlogo implementation of the proposed model.

4.4 Sociological Interpretation

There is a direct relationship between the proposed model and the Rempel’s
decomposition of the Luhmann’s social subsystems [32]. Then, the model’s out-
puts can be interpreted as stylized outputs of real social subsystems such as
the economic or politic social subsystems presented in Fig. 1. For instance, the
model can represents a political subsystem composed of two political parties
struggling for power (authority over each cell) and the final configuration of the
spatial board of the Agent-S may represents the general distribution of power
(very fragmented if low Moran’s I or cohesive for high I).

The spatial distribution of authorities in the Agent-S’s spacial board may also
be a representation of a persistent pattern originated from the Luhmannian social
communication. As explained in Sect. 2, the result of a social communication is
originated from the meaning selection process output, and this can be a signed
contract, a research project in execution, a funding by a special governmental
program or something else (see Fig. 3). Using the model in this way, the model
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could be used to verify if there is any correlation between the pattern observed
in the real world (spatial or not) and the spatial pattern of the model’s output.

Power is a important concept in many fields of research as in sociology, social
psychology, political science, behavior science, etc. As stated by Rempel [32] and
Borch [4], the Luhmann’s theoretical framework can be extended to embraced
the Foucault’s evolutionary definition of power [14]. Therefore, the model can be
used to observe different mechanisms of power evolution according to different
parametrization or agent’s strategies.

Observe power relations dynamics in complex socioterritorial systems
(CSTeS) can follow these approaches. Thereby, the CSTeS can be viewed as
a political social subsystem and the Agents-P implemented as political groups.
Another way is to implement how the CSTeS council’s members communicate
and observe the emergent power’s pattern, such as persistent arguments, deci-
sions, relations, etc.

In fact, at this moment, the model may be used as a tool to test theoretical
speculations about Luhmannian social communication, power (individual and
social) evolution and individual-society interaction.

5 A Simple Simulation Experiment

Let’s consider a model of a stylized political subsystem where Alter and Ego
represents two political parties and the Agent-S the society and its political
preference distribution. The experiment using the proposed model should eval-
uate the effect of the two Agents-P strategies (see Table 4 in Sect. 4) on the
general power distribution (share of authority), the spatial distribution of each
party influence and the cohesiveness of the spatial aggregation by means of the
Moran’s I statistics.

The experiments were conducted considering some variables as constants
(rate = 0.0125; BoardSize = 18; num−agents−Alter = num−agents−Ego =
1; init−capacity−Alter = init−capacity−ego = 400; p = q = 100) and the oth-
ers varying according to some subset of values (change−strategy? {true, false};
time−analyze−behavior {500, 1000} time steps; delay−observation {50, 100};
radius− searching {3, 4, 5}. The time limit steps for each run was set to 20000,
for 10 runs.

Analyzing the mean of the Moran’s I of the spatial board and of the author-
ity’s share for each type of Agent-P, Figs. 7 and 8, it is easy to identify a huge
change when comparing these two strategies. The experiments 04, 05, 07 and
10, which the Agent-P uses two strategies, showed a very sharp increase in the
Moran’s I when compared with the only random strategy. The same differ-
ence is observed when looking at the shares of authority. In the experiments
04 and 05 the level of global positive spatial autocorrelation is greater than the
other experiments due to the combination of a short time-analyze-behavior (500)
and a greater memory delay-observation (100). In the graphic of authority it is
observed that the Agent-P Ego end with more authority in both cases, but this
is not true all the time, and the authority tends to be similar due to the fact
that the Agents-P share the same strategies.
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Fig. 7. Moran’s I mean for 10 runs, 20000 time steps each.

Fig. 8. The share of authority for some experiments.

The Fig. 9 shows the Moran’s I curve for two types of simulation. The first one
(left) represents the result of a simulation where Agents-P choose spatial board
cells always randomly. The other uses the strategy to switch from completely
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Fig. 9. Moran’s I curve for one simulation run considering change-strategy? = False
reaching a modest I less than 0.136 after 30000 simulation steps (left) and considering
change-strategy? = True, time-analyze-behavior = 500, delay-observation = 50, and
radius-searching = 3 reaching a Moran’s I greater than 0.4 after only 6000 simulation
steps (right).

at random in all spatial board and in a small location of it. It is worth noting
that the second strategy (right) converges very quickly and follows a particular
pattern between a long time of stability and a sharp increase in I in a short
period of time.

Comparing the two strategies of the Agents-P’s according to the share of
authority (Agent-P’s power), spatial distribution, cohesiveness and Agent-S’s
power evolution it is possible to elaborate some sociological speculations to be
confirmed empirically, if possible.

Share of authority. It is observed a increasing of general share’s authority for
the second strategy, but in all strategies Alter and Ego have the same amount
of power due to the fact that there is no different in terms of strategies between
them.

Spatial distribution. In this case the spatial authority distribution does not
allow any conclusion because it was not established a correlation between each
cell and a geographical space with a political meaning. Besides, the second strat-
egy generated a more cohesive and segregated political system.

Agent-S’s power evolution. The positive autocorrelation increasing curve for
the second strategy of Agents-P (see Fig. 7) shows a clear pattern for the social
power evolution.

6 Conclusions

The S4Luhmann model represents one step toward a more comprehensive for-
malization of the Luhmann’s social theory. The metaphor strategy showed to be
useful to make the theoretical concepts more concrete for implementation and
interpretation.

The Rempel [32] decomposition of the Luhmann’s subsystems in five compo-
nents (binary code, basis of authority, language of social communication, gen-
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eralized medium of communication and social function) helped to establish a
parallel among social subsystems and facilitated the use of a spatial-social sub-
system metaphor as a way to study social phenomenon through the Luhmann’s
perspective.

From the individual point of view the Luhmannian power can be interpreted
as the amount of basis of authority (in our model the amount cell’s authority), so,
going beyond the Luhmann’s proposition of power as only generalized medium
of communication of the political subsystem. On the other hand, the society
power can be interpreted as a measure of efficiency of the Luhmannian social
communication (in our model the Moran’s I statistics).

A sociological interpretation of the model outputs demands a parsimonious
analysis due to the fact that the use of the spatial metaphor may not appropriate
to represent all social phenomena.

The simple experiment showed that even a simple change in the way the psy-
chic system and social system interact can generate very different patterns shares
and spatial distribution of authority, social cohesiveness and societal power evo-
lution.

Future work may address the implementation of other key Luhmann’s con-
cepts such as anticipation/expectation mechanisms as proposed by [3,10,15,21].
Another focus may be the confrontation of this evolutionary definition of power
with other formal propositions as stated by Castelfranchi [8], Sibertin-Blanc et
al. [37] and Pereira et al. [31].
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(2014)

42. da Silva, M.A.S., Santos, A.V., Galina, M.H., dos Santos Medeiros, S., de Almeida,
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Abstract. A model that describes the innovation process is developed
in order to understand the effect of patent policies on an industry where
firms interact under Schumpeterian competition. The technology space
that is harvested by the firms in this particular case is a grid of 200×200
sites, each site has a level of productivity and a resistance to be discov-
ered and firms have the capacity to explore this space and imitate other
discoveries locally and globally. However, even with such an appropriate
scenario for a patent system, a negative effect was found on consumers
and innovation due to the implementation of a strong patent system
compared to the situation where there is no patent system.

1 Introduction

The first model developed by Nelson and Winter (NW henceforth, see [5,
chap. 12]) described and translated the theory of schumpeterian competition
in algorithms and formulas giving the key insights to understand the long run
dynamics of industries with oligopolist structures. Later in other work [10] a new
model included adaptative behavior of the firms respect to the investment deci-
sions and an evolutionary description of the birth of industries [10]. In addition
to this Winter also analysed patents as the next step in the use of these new
evolutionary models. For instance this is different from the classic models in eco-
nomics that consider just the effects of single innovations like in the evolutionary
models of NW. [10] are clearly more sound for the analysis of patent policies,
because such models assume the occurrence of several innovations. However the
results of various simulations realized in such models revealed that a strong
patent system does not have positive effects on social welfare and innovation
compared to a situation in which patents are not allowed [11].

To overcome those negative results of the earlier NW models respect to
patents, Vallée and Yıldızoglu [9] explored other potential positive effects of
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the patent system, namely it is the case where the NW models represent just an
industry in a isolated way. In this scenario, it could be possible that the soci-
ety would have benefited throughout the economic agents that obtain profits
from the firms. Moreover, patents are not merely fixed policies that give incen-
tives to innovators, they could be used strategically against other firms, blocking
the development of other competitors. Unfortunately the results of Vallée and
Yıldızoglu under such scenarios show that a stronger patent systems will lead
to negative results on social welfare and innovation when compared with milder
patent systems of [9].

In general one can think that patents could block the research and develop-
ment of other firms. It would be reasonable to think that this negative effect could
be counterbalanced with a compulsory necessity of the other firms to explore
other alternatives and techniques, different from the patented ones. Neverthe-
less in the NW models the innovations happen to come from a random process
that produces, if successful, an innovation together with a corresponding size
from a log-normal distribution and just the innovation is protected against imi-
tation without considering the effects of the patent breadth1. This is an effect
that is frequently observed and it derives into expensive legal processes. In the
NW models there is no explicit structure about the cumulativeness of the inno-
vation process, instead the structure is modelled as a latent growth rate for the
innovations size.

Recently Silverberg and Verspagen have offered several alternatives to make
a more explicit theory of how innovations are discovered and used by firms
and industries. One trial is the technology-performance space (defined as the
cartesian product of a technological space and the performance of innovations,
where technology space is conceived as the set of different technologies or tech-
niques arranged by technological proximity). Based on empirical observations
and theoretical developments about technology, a model based on the theory of
percolation was proposed (see [7]) in such model when a technology-performance
space is presented as the space where inventions are discovered. Such space in
its simpler form is a half-plane where the horizontal line represents different
technologies sorted by technological proximity, and in the other dimension of
this plane it is represented the performance of the innovation. In this space a
particular innovation is a site, so innovations are arranged by technological type
and performance. The use of percolation in the space categorize the sites as
excluded or not by nature. This is an interesting point of this model since from
these results its is possible to replicate some empirical regularities related to
innovation. A new version of this model (see [8]) appears to be more flexible and
with a simpler mechanics of construction. With this new model each site can be
discovered if enough effort is maintained by the firms. Additionally, firms have
the possibility to change columns as a difference of the earlier model.

Based on the model of [8], Goldschlag developed an Agent Based Model
for the study of the impact of patents, taking the columns in the technology-

1 Patent breath is the largeness of the protection of a innovation in the sense of
similarity with other innovations.
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performance space as product innovations and using firms as agents in this space.
In such scenario firms obtain temporal monopolistic power and during this time
these firms use their own resources to have more exploration throughout R&D
on the technology-performance space. Also this model incorporates intellectual
protection. The results from simulations show that patents can have a positive
effect in the innovative performance, when there is a few monopoly power and
when the resistance of the sites in the technology-performance space is high [2].

What is proposed in this manuscript is a model that incorporates some fea-
tures developed in [8] as the concept of technology space and the resistance of
sites. Such concepts are used in the process of innovation and imitation in an
industry under a schumpeterian competition2. The technology space is basically
a grid in a two dimensional space of 200 × 200 sites. This is different of the
model of [8] percolation where the term productivity is used instead of the term
performance because productivity is a more suitable concept in the realm of
economics.

The structure of this article is as follows, in Sect. 2 the model is described,
in Sect. 3 the simulation protocol is established and the results of simulations
are presented. Finally the Sect. 4 gives the conclusions, recommendations and
describes the potential future work.

2 Description of the Model

2.1 Overview

Purpose. The purpose3 of the model is to explore the consequences of different
patent policies on an industry. Such policies impact directly the way the firms
discover and imitate new techniques. An important fact that the model explores,
in greater detail when compared to other models, is the technology space (TS).
Such space resides in a two dimensional grid of 200 × 200 sites with its origin at
the center of the two dimensional grid.

Entities. The elements of the TS are sites. Each site has the following variables:

1. state (ω): 0 (not discovered, red); 1 (discovered but not viable, yellow); 2
(discovered and viable, green). The variable state describes the state of the
site, all the sites starts on the state 0.

2. resistance (β): this is a real positive number. Once the resistance of the site
is depleted by the efforts of the firms the site changes into the state 1 or 2.

2 Initially in the first attempts of what is done in the paper used the model developed
in [8]. Lately in this paper this strategy was changed because the NW models describe
competence in a market with a unique good, so the innovations are directed in the
production of a such good, called processes innovations, not product innovations as
in [8].

3 The presentation of the model was inspired in the ODD protocol [3].
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3. productivity (α): this is a real positive number. It represents the produc-
tivity per unit of capital when the technique is used in the production of
goods.

4. nprotected (ν): number of periods left with patent protection.

The other entities are the firms. They explore the technology space to use
new techniques for the production of a single good. Each firm has the following
variables:

1. productivity (a): The best productivity available for the firm.
2. capital (k): level of capital.
3. quantity (q): quantity supplied to the market.
4. profit (profit)
5. markup (m): The markup relative to the cost of production c.
6. share (s): The share of the firm production on the total production of the

market.
7. (lx1, ly1), (lx2, ly2): knowledge is saved in coordinates obtained from

exploration and imitation.

The coordinates in the grid are scaleless, and each period represents a
trimester (tick)4.

2.2 Processes

Short-Run Behavior. The behavior in the short run is completely based in
the model developed in [5, chap. 12]. Hence, there is a fixed number of firms n,
each one of them produces a quantity q with the following production function:

q = ak, (1)

where a is the best productivity available and k is the capital of the firm. The
market price is decided by the inverse demand function as follows

P = D/Q, if Q > D/2 and 2 in all other cases. (2)

where Q =
∑

qi is the aggregate quantity of the good supplied by all firms. The
profit is:

profit = p(a − c − rin − rim)k, (3)

where c is the variable cost of production as a rate of the current capital, rin is
the rate of expenditure in innovation per unit of capital, and rim is the imitation
rate per unit of capital, and p is the current market price.

4 The choice of the calibration of the parameters yields similar results as in [5,
chap. 12].
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Imitation. At each period it is identified the site that could be imitated by all
the firms, such site has to be discovered and viable (state 2) and it has no patent
protection (ν = 0). If there is more than one site the choice of the imitation site
is random. The result are coordinates of the site, this site is going to be called
candidate for global imitation, its location is common knowledge.

In the same way that the candidate for global imitation, the candidate for
local imitation lies to the firm’s location neighborhood with radius r, such candi-
date could be different, because it could be taken from a different neighborhood.

The expected productivity of a candidate for imitation at the point (x, y) is
1.25rimk(1 − distance(x, y)/150), where distance(x, y) is the distance form the
current location of the firm to the potential candidate. Once it is compared this
expected productivity of the local candidate against the global candidate for
imitation, the firm decides if to imitate locally or imitate globally and the firm
makes an imitative effort in order to reach the desired location. The probability
that the imitation trial is successful is given by the following expression:

Pr(imitation) = 1.25rimk(1 − distance(x, y)/150). (4)

If a firm imitates successfully, then the variables lx2 and ly2 of that firm are
updated to the coordinates of the imitation site, so that the firm can use this
innovation for production.

Exploration. The R&D activities are exerted each period by using a percentage
of capital. These resources b are directed to the exploration of the technology
space,

b = rink (5)

The firm then uses this budget to explore each one of the sites inside a
Moore neighborhood around the firm with the same intensity bc for each site
(see (6)). The size of the search neighborhood is r Eventually bigger values of r
not necessarily mean that the exploration is better in terms in the technology
space, because there are less resources for each site compared with the situation
of a lower search radius. However the firm could be benefited from bigger search
radius, because other firms can weaken the resistance of the surrounding sites.

bc =
b

(2r + 1)2
(6)

The dynamics of the resistance of a site is given for the following equation:

βt+1 = βt − bc ∗ ε.

where ε ∼ U(0, 1) and bc is the R&D effort by the firm in that site. When a
site has its resistance completely weakened the last firm that explores this site
can patent the site. It happens just if the site is free and undiscovered. The firm
can also claim its breadth (the neighborhood of size φ of undiscovered cells).
This right is the patent and its exclusion to others have a duration of υ periods
(patent life).
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The required inventive step governs which innovations are protectable,
and the breadth governs how different another product must be to avoid
infringement – [6, p. 84]

The definition of the duration of a patent is well known and very intuitive.
However the breadth is a concept that needs a more detailed explanation. As a
definition pointed out by Scotchmer (see above) it is assumed that the breadth
of a innovation is immediately translated to a neighborhood in the technology
space.

Hence υ denotes how many periods the protection is valid and the patent
breadth φ tells how much extends the right on a neighborhood in the technology
space. The sites that belongs to the patent breadth of an innovation have to be
undiscovered (state 0). The undiscovered sites inside the breath of a patent that
are property of another firm can be discovered, but cannot be used by the firm
during the life of the patent to which the breadth belongs, unless the patent
belongs to the same firm.

Inside the radius of search, the firm chooses the best location that is dis-
covered and viable and does not have a valid patent as a potential location for
exploration. Hence the location is registered by the firm in the variables lx1
and ly1.

Movement. Once the firms have obtained the coordinates of imitation
(lx2, ly2)5 and exploration (lx1, ly1), both sites are compared based on the pro-
ductivity weighted by the sites in radius r that are not property of the other
firms (sites without a valid patent or without patents or property of the same
firm). The best site under such criterion is chosen as a new place of exploration
and the firm moves to this new position, if the imitation site is chosen then
(lx1, ly1) ← (lx2, ly2) ((lx1, ly1) is updated to be the point (lx2, ly2)) otherwise
the locations are maintained, and finally the firm moves to (lx1, ly1).

Capital and the Best Productivity Update. About the dynamics of the
capital, it follows almost explicitly the specification in [5], the markup as

m =
ptat

c
, (7)

and the market share as
s =

qt

Qt
(8)

The ratio of desired investment related to capital is 1.03 − 2−s
ρ(2−2s)

6 and the
financial restriction is (1 − 0.03)π so the investment rate by unit of capital is

I(m, s,profit, 0.03) = max
(

0,min
(

1.03 − 2 − s

m(2 − 2s)
, 0.97profit/k

))

, (9)

5 If the imitation trial was not successful the last coordinates are maintained, and a
similar procedure is used for the exploration location.

6 See [4] for a detailed example, about how to calculate conjectures in the case of a
duopoly.
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where the term 0.03 is the depreciation of capital. Then with such investment
the dynamics of firm’s capital is

kt+1 = (I(m, s,profit, 0.03) + 0.97)kt (10)

The best productivity of a firm a is taken by comparing the productivity
levels between the location (lx2, ly2) of imitation and the productivity in the
location of exploration (lx1, ly1), choosing always the higher one.

Space Update. Once the resistance of a site has been completely consumed, the
site turns to state 1 (discovered and not viable), such innovation could be able
to turn state 2 (discovered and viable) if the site is neighbor to a site on state 2,
then the neighborhood considered for such evaluation is a Moore neighborhood
of size 1. It is also necessary to update the information about the patented sites,
because such sites will reduce the number of periods of protection by one in each
period (tick).

2.3 Design Concepts

Basic Principles. The basic principle addressed by this model is the assess-
ment of effects of patents on innovation and welfare when innovations lie in
a technology space – a set of innovations reordered in a grid by technological
proximity–. Thus the patent policies summarized in a patent life and in a patent
breadth are easily transformed in rules inside this technology space.

Emergence. In several early models the market inclines to be highly concen-
trated, which is a result that is also expected in this model because the explo-
ration and imitation depends on the levels of capital. Then it is expected that
the activities of research are developed in the end for a small number of firms
with a big share of the market.

Adaptation. In this version of the model firms cannot learn. However, they are
able to imitate the best non patented technology available inside the technology
space. Furthermore, in the knowledge of each firm there are: (i) the imitation
location (if a imitation trial became successful); (ii) the exploration location.
These two locations that can be used for exploration in next periods.

Objectives. The basic objective of the firms by navigating the technology space
is to reach viable sites with the highest productivity.

Sensing. The firms sense the site with the highest productivity available for
imitation (site viable and non patented), and the firm also perceives the sites
that are viable sites around the exploration and imitation location.
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Interaction. Firms interact in two scenarios in the market where prices are
determined based in the quantities produced for each firm, and in the technology
space where firms discover sites, and harvest resistance of sites.

Observation. In order to analyse the results of the patent policies some vari-
ables and statistics are observed:

– Market price.
– Highest productivity and average productivity (weighted by k) used by firms.
– Inverse Herfindahl–Hirschman Index that represents the effective number of

firms IHH.
– Consumer’s surplus (CS): D(1 − P/2 + lnQ − ln(D/2)).
– Firms’ surplus:

∑
profiti.

2.4 Initialization

At first an artificial topography was created for the productivity. Such produc-
tivity was created in a way that exists one hilltop of productivity ta the point
(30, 30). This scenario is rugged by a random component and this ruggedness is
controlled by a parameter δ ∈ [0, 1]. When δ is lower, the topography is smoother,
see Fig. 1 below to visualize the different topographies. The lightest site repre-
sents the site with the highest productivity and the darkest site represents a site
with a very low productivity. The topography of productivity is adjusted in such
a way to have a maximum αf and minimum α0 values of the productivity of the
sites.

Fig. 1. Different topographies for the productivity for δ = 0 and δ = 1

All the sites are provided with a resistance level generated from a log normal
distribution with mean μβ and standard deviation σβ , finally all the sites in the
bottom are set its state to 2 (discovered and viable).
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Each firm is randomly located in the bottom line of the technology space, and
its initial coordinates of imitation and exploration are set to the initial location.
The initial values of the best productivity a is fixed to the productivity of the
site where the firm is located, and all the firms start with the same capital k0.

3 Simulation

Here a descriptive analysis is performed using twoway graphs in the cases where
we want to observe the trajectory of a run and box plots to summarize the results
in the last period of a run7.

3.1 Baseline

First a scenario is created to describe the dynamics of the model in order to
compare the patterns with the classical NW models, this scenario is called base-
line. Here the patent life is set to zero(no patents), the number of firms used
in all simulations is 32, in each case the model was simulated for M = 10 runs
and each run has over 200 steps (each step means a trimester), which means 50
years. The other parameters are summarized in Table 1.

Table 1. Baseline parameters

c μβ σβ δ D r αf α0 rim rin

0.16 0.10 0.15 0.60 50 5 0.80 0.16 0.00097 0.0194

The results have the same patterns as the ones in the NW models (see Fig. 2),
such patterns are:

1. The industry tends to become highly concentrated as time increases.
2. The prices are decaying over the time.
3. The average productivity and the best productivity are increasing.

What is relevant to observe is the increase of the variance in the last peri-
ods, in particular in the productivity. This effect comes as consequence of the
topography of the productivity in the technology space.

3.2 Patents

In the case of patents, values of {0, 10, 20, 40} were considered for the patent
life (PL) and {0, 10, 20, 40} as the radius for the patent breadth (PB), the other
parameters were maintained as the ones in the baseline setup (see Table 1), thus
M = 10 runs with 200 steps for each run.
7 In case of ambiguity, some tests for comparisons should be used. Nonetheless, in our

analysis we did not confront with such situation.
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Fig. 2. Results of simulations for baseline parameters

Fig. 3. Situation of the variables in the final step

Figure 3 shows the distributions of different variables under different com-
binations of duration for the patent (zero, ten or twenty periods) and different
radius levels of search of firms in the technology space (1, 5 or 10) for the last
step of each run. At first sight there is no evidence that the PB has a significant
effect on any relevant variable. For the PL there is an effect that is most visible
in prices and the average productivity. Unfortunately the effects are negative
because prices are increasing as PL increases: the average productivity decays
as the PL becomes longer and finally there no effect on the best productivity of
all firms.
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It is interesting from a social welfare point of view to see if there is an opti-
mal combination of patent policies. The results in Fig. 3 show that the optimal
combination is PL = 0 and PB = 1, which means no patents at all. The worst
scenario is where patent life and breadth are maximum (PL = 40 and PB = 10).
When both scenarios are compared, it is remarkable to notice that:

1. Prices are bigger in PL = 40, PB = 10.
2. Concentration as measured by the IHH are almost the same.
3. Average productivity is lower in PL = 40, PB = 10 compared with PL =

0, PB = 1.
4. The best productivity is lower in PL = 40, PB = 10 compared with PL =

0, PB = 1.
5. Firms are better off in PL = 40, PB = 10 and consumers are better off in

PL = 0, PB = 1.

It is interesting to observe the dynamics of the variables in both scenarios.
These dynamics are shown in the Fig. 4 (see below). The results clearly show a
situation consistent with the analysis of the last step. It is pertinent to explain
the situation of the Firms’ Surplus (FS) that in some cases is negative. This
situation comes from the fact that the spending on innovation is based on the
level of capital, meaning that even failed companies will continue making R&D

Fig. 4. Price, CS, FS under (PL = 0, PB = 1) left and (PL = 40, PB = 10) right.
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operations. This situation is amplified by the fact that the model does not con-
sider death and birth of firms.

4 Conclusions

A model that encompasses several important points from schumpeterian dynam-
ics and from the technology-performance space developed in [8], in order to
analyze several patent policies related to the patent life and patent breadth.

The main objective of a patent system is to promote innovation. However,
the findings show that the effects of a strong patent system are negative for
social welfare and for innovation, or they do not have the positive effects that
defenders of patent systems claim in terms of promotion of innovation.

The only combination of patent life and patent breadth that benefits society
in the end is having no patents at all. In contrast it is found that the worst
situation for consumers and innovation is a industry with a strong patent system.

There are points that could be expanded, in particular the development of
the process of entrance and exit of firms could be included in the model. Another
point that is lost in the analysis here is the learning process of firms in order to
invest in innovation and imitation.

Regarding the structure of the model there are also several options to explore.
A promising development that could be researched is related to the complexity
of products (products are made with several different parts). One area that has
already been partially explored is the complexity developed by the NK approach
that describes this complexity (see [1]).

References

1. Chang, M.: Industry dynamics with knowledge-based competition: a computational
study of entry and exit patterns. J. Econ. Interact. Coord. 4(1), 73–114 (2009)

2. Goldschlag, N.: Percolating patents: balancing the effects of patents on innovation
(2014, unpublished)

3. Grimm, V., Polhill, G., Touza, J.: Documenting social simulation models: the
odd protocol as a standard. In: Edmonds, B., Meyer, R. (eds.) Simulating Social
Complexity. Understanding Complex Systems, pp. 117–133. Springer, Heidelberg
(2013). https://doi.org/10.1007/978-3-540-93813-2 7
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Abstract. A new approach is introduced under the slogan « Keep It a Learning
Tool » (KILT) to emphasize the crucial need tomake the purpose of themodelling
process explicit when choosing the degree of complicatedness of an agent-based
simulation model.We suggest that a co-design approach driven by early-stage and
interactive simulation of empirical agent-based models representing stylized
socio-ecosystems stimulates collective learning and, as a result, may promote the
emergence of cooperative interactions among local stakeholders.

Keywords: Participatory agent-based simulation � Social learning
Stylized landscape � Role-playing game � Companion modelling

1 Introduction

An agent-based simulation is said to be “participatory” as soon as some decisions of the
agents are entrusted to the participants. A typology of simulations has been proposed
by Crookall and his colleagues [1]. They distinguished two types of simulations
depending on who controls it, and where the focus is. When the simulation is mainly
controlled by the computer, the focus of interaction can be set on computer-participant
interactions (participants observe the simulation run in the manner of a cinema audi-
ence), or on participant-participant interactions (participants can intervene while the
simulation runs or at intervals provided during the run). In any of these cases, the
flexibility of the simulation remains limited. A second type is when the simulation is
mainly controlled by the participants. The focus of interaction can then be set on
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computer-participant (“flight simulator” for which generally only one user interacts
continuously with the simulation), or on participant-participant. In that last case, par-
ticipants will be confronted with concrete situations, acted out by the organizers of the
participatory simulation workshops, which they must react to.

This type of interactive participatory agent-based simulation is very similar to what
is called a computer-assisted role-playing game in the framework of the companion
modeling approach [2–4]. As pointed out by Barreteau [5], there is a striking corre-
spondence between the features of an agent-based simulation and a role-playing game
session: agent/player, role/rule, game-turn/time-step, game board/interface. This simi-
larity is due to the fact that, from a formal point of view, a role-playing game is a kind
of multi-agent system: it is composed of interacting entities, evolving in a shared
environment, each one seeking to achieve a specific goal. Apart from the simulation of
agents’ decisions, the computerization may also support the following features:
(i) recording the decisions of human agents, which enables computing performance
indicators (results of their actions) and “replaying” the session during the debriefing;
(ii) simulating the dynamics of the resources; (iii) visualizing the updated state of the
resources and the positioning of the agents, possibly according to points of view
specific to each type of players [6].

In computer science, participatory agent-based simulation represents a fertile
ground for improving the techniques of Artificial Intelligence related to supervised
learning such as inverse reinforcement learning or support vector machines [7].
Introducing assistant agents with learning abilities can help eliciting the behavior of
human participants and also supporting them to make decisions during the course of the
simulation [8]. Participatory agent-based simulation sessions have been successfully
used as an experimental framework to extract interaction patterns in negotiated
(written) elements between participants [9].

By integrating the HubNet module into the NetLogo platform, which allows inter-
connecting several identical user interfaces to the same simulation, Wilensky and Stroup
[10] paved the way for using participatory simulation to facilitate the learning of
complex systems to students. One of the first applications of HubNet is called Gridlock1.
It is a simulation of car traffic in real time where each student controls a traffic light while
the teacher controls the global variables, such as speed limit and number of cars. The
group is challenged to develop strategies to improve traffic and discuss the different
ways of measuring the traffic quality [11]. Another example of the educational potential
of interactive multi-agent simulations is given by the experiment on the spread of a
contagious disease conducted with US high school students [12]. A network of
miniature communicating computers (tags) allows simulating the spreading of a virus
among the participants, each of them wearing a tag as a bracelet, only one being initially
infected. Participants are challenged to meet as many people as possible without getting
sick. To stimulate experiential learning, students were told nothing about how the virus
moved from one tag to another, the degree of contagiousness, the possibility for latency.

In such an immersive configuration, the space of interactions does not have to be
“re-presented” to the participants. In most of the applications of participatory agent-based

1 http://ccl.northwestern.edu/netlogo/models/HubNetGridlockHubNet.
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simulation anyway, space has to be explicitly represented into the model. This is of
particular importance when the target system is a socio-ecosystem. The distribution of a
participative multi-agent simulation on several computers is an efficient way of staging
information asymmetry between participants. It is then interesting to observe if partici-
pants take the initiative to share certain information - initially private - with others. When
the objective is to improve the mutual understanding between the participants, it becomes
critical to encourage direct interaction between them and to stimulate exchanges. Rep-
resenting a common visualization space and a support to materialize the decisions of the
players with pawns and tokens, a large game board (so that everyone can sit around) is a
configuration that answers perfectly to this need. For instance, the environment of the
SAMBA model, developed in Vietnam [13, 14], consists of a rectangular support filled
with cubes, each of the six faces representing a land cover. Players then manipulate the
cubes directly to signify the changes in land use corresponding to their actions. But when
the simulation includes ecological and/or hydro-physical processes not directly under the
control of the players, manually updating the environment by an operator is a tedious
operation that causes dead times for the participants.

Using a digital game board provided by the projection on a horizontal flat surface of
the computerized representation of the environment was recently tested in rural Zim-
babwe. Before presenting the participatory agent-based simulation approach that was
conducted with local actors to foster social learning, we propose a review of the
applications of participatory agent-based simulation in the field of socio-ecological
science, distinguishing its uses with scholars and with stakeholders. We stress the
importance to clarify two fundamental features that are interconnected: the degree of
realism of the model and the purpose of the modelling process.

2 Abstract, Stylized and Realistic Representations of Space
in Agent-Based Models of Socio-Ecosystems

The representation of the environment can range from purely abstract landscapes to
realistic ones integrating spatial data from geographical information systems. In the
case of an abstract world, the environment of the model does not refer to any particular
landscape, like in the ReHab participatory simulation tool [15], where harvesters have
to collect a resource in an imaginary landscape that is also a nesting and breeding
ground for a migratory bird under the protection of rangers (see Fig. 1a).

In an intermediate case, the implicit reference to a given socio-ecological system
results in equivalent proportions in the distribution of the modalities of each landscape
characteristics (primarily the land use) and possibly also in the similarity of the space
configuration, with the integration of typical spatial patterns. For instance, in the
BUTORSTAR model, the impacts on avifauna of the management of reed beds resulting
from decisions made by farmers, reed collectors, hunters and naturalists are simulated
in a stylized representation of the Camargue wetland [16]. Similarly, in the SylvoPast
gaming tool [17] featuring conflicts of interest between a forester and a shepherd in the
context of fires’ prevention in the Mediterranean region, the proportions of the different
types of vegetation cover (see Fig. 2b) are based on empirical data, so that the stylized
environment of the model represents an archetypical grazed Mediterranean forest.
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It is also the case of the NewDistrict interactive and asymmetric agent-based simu-
lation [19] where the impacts of peri-urban development on biodiversity are investigated
in a stylized landscape. Three ecological processes are simulated (bee colonization, bird
migration and water quality), with participants playing the roles of mayor, building
contractor, farmer, forester and ecologist, each one equipped with a specific computer
interface representing the landscape according to a point of view specific to its activity.

Recent technological advances [20, 21] have reinforced a trend that emerged some
fifteen years ago [22–24] to move towards spatially-explicit agent-based models rep-
resenting realistic landscapes by associating them with GIS. Extensions to integrate
spatial data from GIS have been added to the main existing platforms (NetLogo,
Mason, RePast). New platforms have been developed focusing mainly on these
aspects: GAMA [25] and MAGéo [26]. This type of data-intensive models are
becoming more and more popular, due to the increased availability of data, the com-
puting power of computers and the increasing demand from policy-makers and man-
agers for policy and scenario analysis [27]. A recent and emblematic example is the uva
bay game, a large-scale agent-based participatory simulation of the Chesapeake Bay
socio-ecosystem [18]. The game allows players to take the roles of stakeholders, such
as farmers, developer, watermen, and local policy-makers, make decisions about their
livelihoods or regulatory authority and see the impacts of their decisions on their own
personal finances, the regional economy, fish and crab populations and overall bay
health. Figure 1c shows the locations of the players (white dots) in one of the 8
watersheds represented in the model.

3 Involvement of Local Stakeholders: Adjusting the Degree
of Complicatedness of the Model to Its Purpose

All the examples presented in the previous section were firstly developed to be used
with students, for educational purpose. It is quite common to note a dual use of
participatory agent-based simulation in the field of socio-ecological science: either
support to the implementation of experiential learning in classrooms to teach students

Fig. 1. The three types of environment in participatory agent-based simulation: (a) abstract, like
in the ReHab game [15]; (b) stylized, like in the SylvoPast game [17]; (c) realistic, like in the uva
bay game [18].
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who are unfamiliar with the interdependencies of ecological and social dynamics, or a
direct use with the actors of the socio-ecosystems. For instance, two gaming sessions of
BUTORSTAR involving stakeholders of Étang de Vendres were organized, with the
aim of increasing their capacity to adopt modes of interactions favoring adaptive
management of the environment [28]. This duplication of the target audience (students
and local actors) was also performed with SylvoPast, NewDistrict and uva bay game. In
these three cases, the tool used with students and local stakeholders was strictly the
same. In other cases, the tool initially designed to be used with stakeholders has to be
adapted to meet the educational needs of both schoolchildren and the general public.
This was for instance the case for the computer-assisted role-playing game designed by
a group of researchers and biosphere reserve managers in Ushant Island (Brittany,
France) to investigate consequences of land-use changes and fallow land encroachment
on landscape, traditional activities and biodiversity [29, 30].

Even when the tools are similar, there is a shift in the purpose of conducting
participatory simulation with stakeholders, who are definitively knowledgeable, rather
than students. Generally, simulation is viewed as a mean to support experimentation by
conducting what-if analysis that are not pre-determined, and not anymore as a mean to
gain experience [31]. It does not make much sense to discuss the appropriate degree of
complicatedness of a model supporting participatory agent-based simulation with
stakeholders without specifying the type of stakeholders to be involved and without
clarifying the purpose of their involvement [32]. Most commonly, the stakeholders
involved are policy-makers and/or managers and the purpose is to gain insight about
the functioning of the target socio-ecosystem as a basis for policy and scenario analysis
related to agriculture and natural resource management [33].

In such a context of use, the KIDS (“Keep it Descriptive Stupid”) approach [34] is
undoubtedly relevant: models should be as complicated as necessary to answer the
specific research question, with mid-levels of complicatedness providing the highest
benefit per unit of modeling effort, which is reflected by the existence of what was
called the “Medawar zone” [35]. On the other hand, the popular admonition KISS
(“Keep It Simple, Stupid”) that enjoins modelers to fight against their propensity to
endlessly refine their model [36] is especially valid for theory-building and education
purposes. A common idea is that choosing an intermediate posture in between these
two zones of efficiency (see Fig. 2) may jeopardize the achievement of one purpose or
the other. The empirical details in such models may hinder the theory building purpose
and the stylized components may limit their applications in policy support. [32].

Yet we believe there is a raison d’être for this type of intermediate stylized
empirical agent-based models, which is to stimulate social learning through their
co-design with local actors. Social learning has become a central concept in discourse
on management issues related to the complexity of socio-ecosystems. Yet the theo-
retical and practical development of the concept is problematic [37, 38]. Most publi-
cations attempt to define its meaning, or to account for its realization in a given
situation. Referring to the theory of communicative action [39], the different definitions
of social learning emphasize the role of dialogue and intercommunication between
group members in facilitating the perception of different representations and the
development of collective problem-solving skills [40]. In this perspective, the relational
dimension of learning is essential [41].
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We advocate that, to fulfill its role of intermediate object allowing exchanges of
viewpoints among participants, the model must be connected to reality in a stylized
form so that each user can find ways to project features of the socio-ecosystem that
make sense for him. To mark the specificity of this approach, we introduce the acronym
KILT for Keep It a Learning Tool!

The KILT approach consists in initiating the process with an over-simplified styl-
ized yet empirically grounded model that enables tackling the complexity of the target
socio-ecosystem with a tool that has the status of a sketch. It provides the main features
of the final version; however, it is clearly unfinished: there remains an important work
of progressive shaping and improvement so that it acquires its final form and becomes
usable with people who were not involved in its design.

In this approach, participatory simulation is used from an early stage of the process,
as a strategic method to facilitate the co-design. A first version of a stylized agent-based
model, deliberately simplistic, is designed by a group of 2–3 researchers. Handled as a
participatory simulation tool (the actions of the agents are decided by the participants),
it is introduced to a group of local actors to gather their suggestions to adjust it so that it
enables discussing an issue related to the target system that was collectively formu-
lated. A group of co-designers is then set up and the model is fine-tuned through a
series of successive workshops. Once the design of an operational version is achieved,
the tool is introduced to the other kinds of local actors as a support for communication.

To illustrate such a process, we will now present a recent implementation that took
place in Zimbabwe.

Fig. 2. Utilities of agent-based models according to their complicatedness. The red, pink and
blue lines represent the utility functions of the abstract theoretical models, the stylized empirical
models and the realistic empirical models. The black springs within the areas of effective use of
abstract theoretical models and realistic empirical models symbolize the retraction force exerted
by the KISS and KIDS principles [adapted from 32] (Color figure online)
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4 Kulayijana: “Teaching Each Other”

A companion modelling process has been thought to create a fair and balanced com-
munication arena in which local communities and protected area managers would
exchange constructively on issues related to the coexistence between human popula-
tions and wildlife in the periphery of Hwange National Park, Zimbabwe.

Co-designed with a group of 11 villagers, the agent-based model represents the
interactions between agricultural activities, livestock practices and wildlife. The model
runs in an abstract virtual landscape that does not integrate specific details of the area,
but shares fundamental features with two adjacent areas: a communal area and a forest.
To motivate the participation of local actors involved in the co-design of the simulation
tool, we chose to initiate the process by crash-testing with them a voluntarily simplistic
version, not including some factors that clearly impact the result of their activities,
especially crop losses due to extreme climatic events or crop raiding by elephants.
During the first test of the game, these on-purpose omissions led to overly positive
results of the players, who had all “enriched” dramatically. Although this was very
pleasing to everyone, all participants acknowledged it was clearly unrealistic. Drawing
on this, the participants engaged in a process of refining the game to make it more
realistic while remaining “playable.” This process lasted more than a year, with a set of
iterative co-design workshops to test and improve the successive versions.

In the context of workshops organized in rural areas in countries such as Zim-
babwe, the use of a computer is not always simple. In terms of ease of use, a
non-computerized game is much more interesting, and as mentioned above, the use of a
physical game board usually improves the direct interaction among the participants.

Fig. 3. The virtual game board of the Kulayinjana agent-based model [42]
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During the co-design process, we therefore introduced a computer-free version with a
game board. In this configuration, it was necessary to manually carry out the updates
related to crops and fodder growth processes, losses of crop production due to climatic
hazards and raiding by elephants, cattle predation by lions, water levels in ponds
according to the input of rainfall data, which considerably slowed down the game and
made its use very tedious. The local actors themselves felt that this mode of operation
was not suitable and requested the return of the computer support. This challenging
request was addressed by the use of a short focal projector allowing the horizontal
projection of the computerized environment. With the stylized environment projected
on a horizontal support, the players were able to position the artefacts making it
possible to materialize their actions: the positioning and guarding of their cattle, the
sowing and harvesting on their five plots, and the collective guarding of their com-
munal paddock at night to prevent crop raiding by elephants (cf. Fig. 3).

The final version of the role-playing game was tested and validated with other
villagers who were not involved in its co-design. In February 2016, a game session
involving protected area managers from the study area was co-facilitated by 3 local
members of the co-design team. One of them expressed his feelings before this event:
“It’s our game, we are proud of what we have done. It shows our life, what we need
and what we have to live with [wildlife]. I hope they will like the game and see ways we
can play together.”At the end of the session, one of the managers said:” This game is
great, it could be useful for me to understand better the way they [the villagers] use my
forest, and if we could play together and discuss, we could produce good management
plans” [42].

5 Discussion

The case study in Zimbabwe suggests that the horizontal projection of the environment
on a physical support serving as a digital game board is an innovation that greatly
benefits the implementation of participatory agent-based simulation in stimulating
interactions. Other applications are currently underway. In the Poitevin marsh, such
type of interactive multi-agent simulation is used to discuss with local stakeholders the
relevance of agri-environmental public policies as incentives for farmers to adopt
practices favoring the conservation of biodiversity [43]. In the flood plains of the
Brazilian Amazon, it is used to better understand how populations adapt their practices
to the drastic changes in the hydrographic regime currently observed [44].

In contexts where power asymmetries are strong, strengthening the capacities of the
least favored actors constitutes a prerequisite to enable their fair inclusion in concer-
tation processes [45]. Involving them in the co-design of a simplified but still mean-
ingful representation of the socio-ecosystem taking the form of a computer-simulation
tool requires some specific attention. Involving heterogeneous participants (here
researchers and local actors) in a balanced co-design process is challenging. The
rewards, in terms of learning, make the effort worthwhile [46]. Such a process exhibits
features that may foster social learning: small group work, multiple sources of
knowledge, egalitarian atmosphere, repeated meetings, open communication, unre-
strained thinking [47]. The interviews conducted with the 22 local farmers who
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participated to the three workshops organized to test the “Kulayijana” tool indicated
that it was found useful (75%) or very useful (25%), that it served as an opportunity to
think (40%), learn (28%) and open new perspectives (12%). The self-learning
dimension, which was also highlighted by the members of the co-design team, was
therefore confirmed by the players [42].

Because social learning entails individual learning, measuring it is very challenging
[47]. Scholz [48] recently proposed an analytical framework to monitor and compare
the results of participatory approaches with respect to social learning, adding to the
definition proposed by Reed [38] in looking for a convergence in the direction of
individual learning. Most of the existing work aiming at assessing to what extent
participatory modeling can support social learning is based on the use of conceptual
diagrams (causal loop diagrams; stock/flow diagrams, cognitive maps), through a
statistical analysis of the distributions of concepts’ categories in the individual dia-
grams and in a diagram collectively built [49–51]. Involving local actors in activities
like drawing relationships among conceptual entities can be abstruse, especially for
those who only had access to rudimentary education. In such a context, we believe it is
more suitable to use a concrete playable model.

Visual representations easily grasped by the participants can facilitate socially
constructing shared meaning [52, 53]. The constructionist philosophy of learning
advocates for mixing media in the model construction: translating one media into
another can illuminate one media model formulation by seeing it in terms of another
way of formulating it [54]. In the Zimbabwean case presented above, the introduction
of a non-computerized version of the model at some stage of the co-design process (see
Fig. 4) contributed to reinforce the sense of ownership of the computerized version by
mitigating the black-box effect inherent to the use of such high-tech tool.

Providing detailed realistic representations may tend to keep the local actors
focusing on some particular features that could distract them from taking a critical
distance needed to debate issues in depth and not just superficially. Moreover, tackling
conflict situations requires stepping back from the peculiarities on which the existing
tensions could easily crystalize. On the contrary, purely abstract representations are
likely to appear completely unrelated to the practical difficulties faced by the local

Fig. 4. Non-computerized (left) and computerized (right) versions of the Kulayinjana model
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actors. A stylized representation constitutes an interesting compromise between these
two extremes.

The KILT approach does not fall within the scope of the two classical orientations
of science, namely theory-oriented science and policy-oriented science (see Fig. 5).

Theory-oriented science -for which the KISS approach is well suited- is intended to
consolidate generic knowledge. Policy-oriented socio-ecological science, which aims at
supporting policy-makers by assessing the effects of various management rules, will
mainly gain from modeling processes implemented according to KIDS principles.
Issues arising from local stakeholders could be more properly dealt with by the KILT
approach, where the social learning could foster mutual understanding and common
agreement leading to collective action.

6 Conclusion

Deeper work is needed to investigate if and why the co-design with local actors of
stylized models through the early use of participatory agent-based simulation triggers
more effectively social learning. Difficulties arise from the complexity and
context-dependence of processes influencing social learning. Moreover, the existing
approaches to measuring social learning focus on cognitive learning while neglecting
the social-relational dimensions of learning. With the KILT approach, the focus is
specifically set on how interactive settings of participatory agent-based simulation
processes could facilitate social learning. Among the features that account for fostering
social learning in collaborative natural resource management, small group work,
repeated opportunities to interact, open communication and unrestrained thinking are
highlighted [56].

Fig. 5. The scientific orientation inherent to the KILT approach (adapted from [55])
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When a small group of researchers from different disciplines engage with local
actors in the co-design of stylized models, it has to be very clearly stated that the main
purpose is to foster communication through social learning. If any participatory
modelling process can potentially lead to such an effect, it is still not so common to set
it as the core goal [57]. This situation-oriented science hinges on a transdisciplinary
practice in the sense that societies do not know the boundaries that science imposes on
them [58].
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Abstract. Multi-Agency problem occurs in Financial Markets, when multiple
companies face agency problems at the same time, in different companies. It
happens, when different shareholders’ types entering in conflict in order to
maximise their benefits. This article explores the agency conflict between
controlling shareholders and minor shareholders. This type of conflict arises
from arbitrary power that sometimes major shareholders have, over small ones.
In order to understand this multilateral conflict occurring in different companies,
at the same time, it was created a multi-agent model where different agents’ type
interact each other in an artificial financial market. The interaction occurs under
the assumptions of a game theory, which means that multiple games happen
among shareholders in different companies at the same time. In this specific
study, we also added the agent who retaliates to the incursions of other agents.
This article analyses the type of agents that constantly “wins the fights” in
distinct scenarios previously simulated. After several simulations, it could be
concluded that the initial structure of shareholders in a companies has impact in
how the multiple games end up. Another important result that was achieved is
about the gap between the value to be distributed among shareholders and
consequent agency costs. Shareholders give more relevance to the value rather
than agency costs that they can face out. This means that if the gap is negative
because of the value, the shareholders may abandon the market and the same
doesn’t happen, when it comes from a raise of the agency costs.

1 Introduction

One of the issues behind corporate governance is the conflict between managers and
shareholders which generates the so called agency costs [1–3]. The problem first arises,
from the discretionary power existent in one agent type in deterrence of other agents
and second, in information asymmetry had by executive managers about the company.
The conflict happens under the assumptions of agency theory [1, 4]. The agency theory
is an approach that explains the relationship between principals and agents in corporate
governance context and concerned with problems associated to the misalignment of
interests or different risk aversion levels among company stakeholders. The most
common agency relationship and problems, in corporate governance arise between
shareholders (principal) and company executives (agents), in terms of different goals
and interests [1–4].

This situation may happen because the principal isn’t aware of the agents’ actions
or is prohibited by resources from acquiring the information. For example, company
executives may have a desire to expand a business into other markets. This will
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sacrifice the short-term profitability of the company for prospective growth and higher
earnings in the future. However, shareholders that desire high current capital growth
may be unaware of these plans or even their goals. Meanwhile, the conflicts can also
happen between shareholders with high percentage of capital and the ones with a lower
percentage in the capital structure of the company. In fact, this is another source for
agency problem with subsequent agency costs. The conflicts could come up even from
the relation among the shareholders with the majority of the capital.

In the case of this work, the interest is to find out what is the group of shareholders
that have more tendencies to grow inside of a financial market context, where they can
face multiple agency problems. Clearly, the objective of this study is to analyse the
agency problem with subsequent agency costs between shareholders, also conditioned
to the agency conflict between executive managers (agents) and shareholders (princi-
pal). Fundamentally, when the agents involved can move and invest in multiple
companies which belong to an artificial financial market that was created for this
specific effect. A very common case is where one of the major or minority investors
achieves or not, what they have defined as a target or move away into another company
in order to continue getting benefits from the discretionary power they have. Another
important add-on of this works and normally neglected by literature is the retaliation
effect that many times occurs in those conflicts.

To tackle this problem, it was built a multi-agent model where agents make their
decisions using the approach of game theory to solve their dilemma of maximising their
benefits.

This article is organised as follows: in the next section, it is reviewed the relevant
literature about agency theory and subsequent agency costs in terms of the impact they
have in corporate governance. In Sect. 3, it is described the multi-agent model that was
developed in order to unravel the proposed problem. Section 4 shows the obtained
results. Finally, on Sect. 5, it is drawn our conclusions and introduce future steps for
this research.

2 Advances of Agency Theory in Corporate Governance

An agency dilemma, in general terms, is the relationship between two parties, where
one is a principal and the other is an agent who represents the principal in transactions
with a third party [5]. Agency relationships occur when the principals hire the agent to
perform a service on the principals’ behalf. Principals commonly delegate
decision-making authority to these agents. Because contracts and decisions are made
with third parties by the agent that affect the principal, agency problems can arise [1, 6].
Another central issue dealt with, by the agency theory is to handle the various levels of
risk between a principal and an agent. There is a contrasting risk desire, where exec-
utive managers representing the principal take decisions more focused in short term
results and the major shareholders are more interested on long run profitability. Of
course, some minor shareholders (e.g. speculators) are more aligned with executive
managers, in terms of risk.

In some situations, an agent could use resources of a principal. Therefore, although
the agent is the decision-maker, they are incurring little to no risk because all losses will
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be the burden of the principal. This is most commonly seen when shareholders con-
tribute with financial support to an entity that corporate executives use at their dis-
cretion. The agent may have a different risk tolerance than the principal because of the
uneven distribution of risk.

It is important to point out that agency theory handles multiple and distinct situ-
ations in which one party acts on the behalf of the other [7]. For example, financial
institutions are given the responsibility of generating shareholder wealth. However, its
business practice forces it to incur risk by issuing loans – some of which are outside the
comfort level of the shareholders.

Recently, and to reflect on the conflict there was a division of the problem in three
categories: good, bad, and ugly [8]. Agents are bad when they use their positions to get
unwarranted leisure prerequisites at the expense of their principals (companies), its
shareholders or both. The modern agency costs paradigm was conceptualised on the
duty of executive managers in maximising shareholder value [1, 9]. Sometimes this
value is designed thinking on short-run and causing harms to the companies, in long
run.

In terms of good, the agency cost paradigm analyses the problem of managerial
enrichment, clarifying the bad agents with a message about the purpose of their work
which should not be working for themselves, but looking for a solution. It is an alert to
managers when they are performing badly. In what concerns to the bad, someone
would say short-term-shareholder value have become clear. For example, the role of
takeovers and other transactions, where the principal intuits include reductions in
research and development costs or tax savings which are relocated to other business
areas. “These may not be as unambiguously bad as the bad agents’ behavior in acting
for themselves, but the bad, ambiguous though it may be, may ultimately prove more
costly” [8].

Finally, the ugly, where agency costs were supposed to go down if managers put
their attention fundamentally on the increasing share price. In this sense, it was given
more relevance on paying for performance1 than on fixed salaries. But it has proven
exceedingly difficult to define performance, and gaming of performance measures is
scarcely uncommon. So, the ugly is how some managers have reacted to the agency
cost paradigm’s making them more focused on the shareholder value and by increasing
their own value first and foremost.

It’s clear that dividends distribution is the crux of matter from a fraught relationship
between executive managers and shareholders sustained on conflicting interests. The
pay out of dividends to shareholders could generate strong conflicts that have received
little attention in the past [3, 10] but now is much explored on literature. The distri-
bution of dividends to shareholders diminishes the value under managers’ control,
thereby reducing their own power, and increasing the monitoring of the capital markets
which occurs when the company must raise new capital [11, 12].

The decision of financing internal projects flees this monitoring and for certain
financial resources will be unavailable or available only at high explicit prices.

1 A case where performance was defined as an increase in share price, and a share price was
considered to accurately reflect performance.
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Executive managers have incentives to bring growth beyond the optimal size to the
companies they managed. The main reason is the fact that growth increases the
managers’ power by increasing the value under their control. Besides it is reflected on
the increase of their compensations. It was discovered a positive correlation between
compensation and growth [13].

The tendency of rewarding intermediate managers through the promotion rather
than yearly bonuses also provokes a strong organizational bias toward growth. The
number of new positions offered is substantial high in comparison to reward systems
based on required promotions [14].

The problems surrounding corporate governance emerge wherever contracts are
incomplete and then some agency problems arise [15]. This author has described and
evaluated several governance mechanisms in public companies. One of his conclusions
was to find that in many cases a market economy can achieve efficient corporate
governance by itself. This brought some implications in terms of designing policies.
First, he argued the case for statutory rules which in his opinion, they are weak and
education has been useless on companies. Adopt an evolutionary perspective is the best
choice to make changes in corporate governance. Second, the Cadbury recommenda-
tions should be seen as general rules with relative importance for corporate governance.
Some of the big corporations have already mechanisms (e.g. takeover mechanism) that
help them to ensure their good management. The Cadbury recommendations are not
substitutes for these mechanisms. Thus, the existing mechanisms can operate freely to
provide appropriate checks and balances on managerial behaviour.

As we can see, the literature is fruitful of those theories suggests several incentives
and monitoring methods that may control opportunistic behaviour among managers
[16]. This author has established ten hypotheses concerning those incentives and
monitoring methods regarding the congruence of managerial and shareholder interests.

A recent work has studied hedge fund activism where substantial abnormal returns
occur but fails to answer the question whether these returns cover the large costs of the
activist campaigns [17]. This author provided benchmarks for monitoring costs and
evaluates the net returns of activism. He modelled the activism as a sequential decision
process consisting of demand negotiations, board representation and proxy contest and
estimated the costs of each distinct stage. A campaign ending in a proxy fight has
average costs of $10.71 million, as he estimated. He concluded that the proxy contest is
the most expensive stage, followed by demand negotiations. The estimated monitoring
costs consume more than two-thirds of gross activist returns implying that the net
returns to activism are significantly lower than previously thought. Even though the
mean net return is close to zero, the top quartile of activists earns higher returns on their
activist holdings than on their non-activist investments, he concluded. This generates
agency problems with future retaliations.

After this review about the advance in corporate governance, we can verify that the
main agency conflict in concentrated ownership environments occurs between con-
trolling and the minority shareholders.

It was clear that ownership and respective structure is crucial for the determination
of the relevant agency costs taking place in a given company. In companies charac-
terized by dispersed capital structures, it is more important to measure the costs of the
executive managers versus shareholders’ relationship. However, these companies are
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specific cases outside of the general norm [18]. In markets that are composed by
companies with concentrated ownership and capital structures, it becomes crucial to
measure the costs of the controlling shareholders versus minority shareholders’ rela-
tionship. It happens because of the existence of a permanent probability that the former
will try to extract private benefits of control [19, 20].

Consequently, we can see that the multiple agency problem is a subject that is not
covered in the literature of corporate governance and need to be study.

3 The Multi-agency Model

The Multi-Agency Model is a multi-agent model built under the Netlogo software [21]
to analyze, on the one hand, the impact of agency costs between the principal
(shareholders) and the executive managers represented by the agents. On the other
hand, the conflict between the large shareholders who have the majority of the capital
in a company and those shareholders who have a minority part of the capital. In fact,
big shareholders have a discretionary role over the company managers influencing
them to take measures against to shareholders with a few part of the capital [3]. The
main goal of big shareholders is to expropriate the small ones from the company.
However, there is a possibility in this model for retaliation among the involved agents
during the time stipulated for the simulation.

To proceed with the implementation of this multi-agency model, it was developed
under the scope of game theory. It means that, agents play a kind of game against each
other and make decisions using a game theoretical reasoning.

This model has also the objective of understanding which type of agents is more
representative in the market.

3.1 Multi-agency Model Parameters

The Multi-Agency Model is composed by a set of parameters that characterises some
aspects of Agency Theory. The model is split on the parameters who affect all the type
of shareholders, even the retaliators and the executive managers who manage the
companies.

3.1.1 Companies Parameters
Companies are represented by patches in the multi-agent environment which is the
simplification of a financial market. Companies are dependent from their performance,
which is managed by executive managers who assume the accountability of the
company towards the owners of capital. These agents are the decision-makers who take
the high level decisions. In this sense, the performance is displayed by four colours:
green, yellow, red and black. According to this, the companies have a green colour
(patches are green) when they achieved a good performance and increased their value
in the market attracting the investment of other investors, who are shareholders in other
companies in the market. These companies have the capability and are in conditions to
distribute dividends among their shareholders.

174 N. T. Magessi and L. Antunes



Companies who have a yellow colour (yellow patches) are companies which had a
sufficient performance with restricted conditions to distribute dividends, partially dis-
tributed by the various owners of capital. This situation could arise simply from the
performance of the company, where executive managers are responsible for it or
executive managers were influenced to prejudice the minority shareholders, by the ones
who have a great share of the company. Companies which present a red colour (red
patches) are companies which had a bad performance because the executive managers
only look for their own benefits and interests instead of the owners of the capital. In
this case, there is no dividends distribution.

Finally, we have the case of companies with black colour (black patches). These
are the companies who entered in bankruptcy as a result of bad management or the
conflicts and agency costs provoked by all stakeholders.

The initial cash-flow generated by each company (patch) to shareholders is settled
at the beginning of the simulation, by the user. The initial cash-flow is given by the
parameter “initial_cash-flow”. This parameter represents the maximum of cash-flow
that each company can have, at beginning of the simulation. According to this, the
cash-flow generated for each income is random using this parameter as a cap of
randomness. The decision of distributing dividends is dependent from a fixed threshold
and given by the parameter “cash-flow_distribution_threshold”. The distribution is also
dependent from a threshold that relates cash-flow versus the time period of its gen-
eration and it is given by “cash-flow_time_threshold”.

3.1.2 Shareholders Parameters
Shareholders have the role of principal agent normally designated on agency theory. In
this model, we have three types of principal agents who form the structure of capital in
the companies:

a. Major shareholders: these are the shareholders who have the biggest participations
of the company’s capital with discretionary power over others shareholders and
executive managers. It’s the type of agents with capacity to influence the board
management and expropriate the small shareholders from the capital structure of the
company. The number of big owners of companies’ capital is given by the
parameter “initial_major_shareholders” and it is established and controlled by the
user of the model. The weight on the capital structure of the company is settled
randomly above a floor of 10%. These agents have a red colour in the model;

b. Minority shareholders: These are the shareholders with a small participation on the
capital of the company with no discretionary power over the board of managers and
no capacity to influence their management. The number of small owners of com-
pany capital is given by the parameter “initial_minority_shareholders” and is
established and controlled by the user of the model. The weight on the capital
structure of the company is settled randomly below a cap of 10%. These agents
have a black colour in the model;

c. Retaliators shareholders: This is the group of shareholders who suffered some
attacks to their position on the structure of the company’s capital. The number of
retaliators is settled at the beginning of the simulation and it is given by the
parameter “init_retaliators”. This is also controlled by the user of the model. These
agents have a blue colour in the model;
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3.1.3 Game Parameters
The game played by the agents in each company is dependent of the value of income
and the agency costs or costs of the conflict. Both values are given by two parameters:
“Value”2 and “Agency_costs”. Those parameters act as sensitivity influence on the
agent’s decision. Companies generated income for a period of time and can hold it for
another period of time or distributed. On the other hand, shareholders search in the
market for opportunities in order to maximize their wealth and for that reason they will
look for companies with good performance, in order to enter in their capital.

3.2 Explaining Multi-agency Model

The Multi-Agency model is a model based on evolutionary game theory. This theory
was first applied to evolutionary processes [22]. Game theory is based on sub-groups of
interacting agents, drawn from a financial market population, with certain payoffs
occurring between the agents. These payoffs depend on the behavioural strategies of
each of the interacting agents. In this case of corporate governance, where big share-
holders of a company fight against others with the same dimension or against the ones
who have a small share in the capital structure of the company, where two behavioural
strategies exist in a financial market composed by investors in stocks and subsequent
companies with respective executive managers. In one hand we have the minority
shareholder strategy, which is cooperative and, on the other hand we have the big
shareholders’ strategy, which is more competitive and exploitative.

From one side, we have the shareholders with a minor representation on the
company capital, who wants to increase their participation on the capital of the com-
pany and let the management board create more value. From other side we have the
shareholder with a large representation of the capital with arbitrary to influence the
executive managers in order to expropriate the small owners of capital and send them
off from the company.

Table 1 represents the inherent strategies of this theoretical game, when the prin-
cipal agent, in this case shareholders, independent of their dimension, encounters a
company with good performance and consequently high value for them, they can
access it by investing on it. The shareholders can work together with the executive
managers, in putting the company creating value.

If two minor shareholders enter in the capital structure of the company and
cooperate, then they will share the value created and the income generated according

Table 1. Strategic payoffs of the theoretical game

Strategic positions Meets a major shareholder Meets a minor shareholder

If a major shareholder Pi = Pj = V – AC/2 – I Pi = V – I; Pj = –I
If a minor shareholder Pi = –I; Pj = V – I Pi = Pj = V – I

2 Value is the discounted cash-flows for shareholders.

176 N. T. Magessi and L. Antunes



their participation in the company, Pi, j V (where V = value of cash-flows). However,
if a major shareholder and a small one invest together on a company, the major
shareholder grabs everything, so the minor shareholder loses its investment and the
major shareholder gets V minus the investment done. The catch comes if two major
shareholders invest and interact on the management of the company; they both try to
grab the value of the company where they invested for them, fighting against each other
at an agency’s cost equals to C. Consequently, on average, they get Pi, j V −
AC/2) − I. Depending on the value of the company, V, and the cost of fighting or
conflict, AC, major shareholders can go to the expropriation of minor shareholders
taking them off from the capital structure of the company or a stable polymorphism can
exist, where the level of both types of shareholders balances, though not necessarily at
50% each in global financial market.

In this model, it was also added a third strategy, the “retaliator”. Retaliators act like
minor shareholders when confront shareholders with same dimension and with other
retaliators. However, retaliators act like major shareholders against major shareholders.
In this sense, retaliators thus have an advantage over major shareholders because they
will only pay the agency cost of fighting, AC, if they interact with a major shareholder,
but won’t pay that cost, if interacting with a minor shareholder or another retaliator.
Major shareholders, however, will pay the cost AC, if they interact with another major
shareholder or retaliator. A financial market composed by financial agents with all these
three strategies can have a number of different outcomes, depending on whether minor
shareholders go expropriated (see Fig. 1).

It is evident that actual payoff however depends on the probability of meeting a
major or a minor shareholder, which in turn is a representation of the percentage of
major and minor shareholders in the total investors of the financial market when a
particular conflict takes place. But those financial investors take decisions dependent of
the results from all previous conflicts and interactions before the actual conflict. In
reality we are in front of a continuous iterative process where the resultant financial
investors of the previous conflict were transformed in the input investors to the next
conflict in the same company or moving out to another country. If the associated
agency cost of losing AC is greater than the value of winning V the mathematics ends
in an evolutionarily stable strategy situation having a mix of the two strategies, where
the number of major shareholders is given by Pi, j V/AC. The number of investors in
this financial market will turn back to this equilibrium point if any new major or minor
shareholder makes a temporary perturbation in the financial markets.

All the investors’ type major or minor shareholders wander from company to
company in a somewhat random search for good performers companies. Both investors
change their heading plus or minus 45°. Each move has opportunity costs associated to
the fact of leaving a company. Instead, they can get income from the investment done
in new companies. If they arrive alone, then they get all the income available for them
but if there is another shareholder, then they get a payoff depending on the three types
of agents mentioned before. Up to two investors’ type can occupy the same company.
This is only to simplify the model, since in reality there can be more shareholders. If the
wealth of an investor reaches a certain level, he moves and also invests into another
company. Instead if its wealth reaches zero, he simply leaves the financial market. The
reason that an investor gets income if his alone is that otherwise, in situations where

Multi-agency Problem in Financial Markets 177



there is a net cost for major shareholders interacting with other major shareholders and
there are two strategies, major and minor shareholders, then the major shareholders
would become fixed, and then all leave the financial market.

It is important to not forget that companies require a certain amount of time before
they recover their value. This controls the investors’ movements and investments in
financial market.

4 Simulation Results and Analysis

The results reported in this section were obtained conducting the described experiments
using version 5.0.4 of the NetLogo framework [21]. NetLogo is a programmable
modelling environment for simulating natural and social phenomena. It is particularly
well suited for modelling complex systems and developing them over time.

At this stage of research, the main goal is strictly committed with the scope of this
article. In this section, we will only hint the obtained results, and present the respective
analysis. The simulations contemplated firstly, an analysis of the initial repartition of
shareholders. After these analyses, it was simulated variations on the value parameter
which influences the dynamic of the game between agents in each company they pass.
Finally, it was simulated oscillations on the agency costs incurred by agents. At this
time, it was not simulated the agency problem between executive managers and the
different type of shareholders. The main reason for that was the fact that it is outside of
the programmed scope.

For this exercise it was simulated 1300 days corresponding to five years of 260
days.

4.1 Initial Number of Agents by Shareholders Type

When we start to analyse the initial number of investors that participate in this artificial
financial market, it is verified when the controlling shareholders are less than minority
shareholders, the proportion of shareholders with short positions in the company have
tendency to decrease during the established period. The same happens to retaliators.
A result that derives from the concentration of capital in the companies that compose

Major
Shareholder

Major
Shareholder

Major
Shareholder

minor
shareholder

RetaliatorMajor
Shareholder

minor
shareholder

Major
Shareholder

Experiencies

Experiencies

Fig. 1. Multi agency games-1st run and 2nd run (Color figure online)
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the market However, when we analyse the big shareholders, we verify an increase of
their proportion. The number of investors investing on this market increases to 1236
participants. (see Table 2 and Figs. 2 and 3)

The situation inverts when the Controlling shareholders are in majority at the
beginning. As we can see, this type of shareholders simply disappears remaining the
retaliators with 69.2% of the total investors in the market and small investors with
30.8% of total presences. Meanwhile, it could be checkout that the number of par-
ticipants in the market increases from 1236 to 2072.

4.2 Value Variation

The next step was to simulate variations on the variables belonging to the payoffs of the
played game in each company. The simulation has started by increasing the Value
parameter from $40 M to $100 M which is greater than agency costs parameterised
value. The output results reveal that Major shareholders are more present in this market
with a proportion of 45.7% followed by retaliators with a proportion of 38.2%. It is
demonstrated by the numbers that this type of agents increases proportionally rather the
ones with less representativeness, which decrease. It is also important to mention that
this simulation provokes a substantial increase in the number of investors (3672)

Table 2. Output results for variations in proportions of the agents

Controlling shareholders < Minority shareholders
Simulation Minor = 80 Major = 20 Retaliators = 50 Cycles Investors

Begin 53.3% 13.3% 33.3% 0 150
End 15% 69.8% 15.1% 1300 1236
Controlling shareholders > Minority shareholders
Simulation Minor = 20 Major = 80 Retaliators = 50 Cycles Investors
Begin 13.3% 53.3% 33.3% 0 150
End 30.8% 0.0% 69.2% 1300 2072

Fig. 2. Controlling shareholders < Minor-
ity shareholders

Fig. 3. Controlling shareholders > Minority
shareholders
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playing on financial market (see Table 3 and Figs. 4, 5 and 6).
Nevertheless, the obtained results are completely different when the value param-

eter is equal or less than agency costs. If both parameters have the amount in the game,
we can verify that small shareholders become with more proportion after 5 years in the
market. The same happens with the big shareholders.

On the contrary retaliators have tendency to disappear. Finally, we have the case
when the value is less than the agency costs. In such a case we can verify all the agents’
types leave the market very soon after 126 days.

4.3 Agency Costs Variation

Now is time to analyse what happens when the agency cists changes influencing the
dynamic of the game played in each company of this market.

According to the results, if the agency costs increase up to the amount of value, the
major shareholders have the biggest proportion in the market, followed by the small
shareholders of the companies. In this scenario there is no propensity for retaliation (see

Table 4 and Figs. 7, 8, 9 and 10).

Table 3. Output results for variations in value parameter

Increasing value from $40 M to $100 M (>Agency costs)
Simulation Minor = 50 Major = 50 Retaliators = 50 Cycles Investors

Begin 33.3% 33.3% 33.3% 0 150
End 16.1% 45.7% 38.2% 1300 3672
Decreasing value from $40 M to $20 M (=Agency costs)
Simulation Minor = 50 Major = 50 Retaliators = 50 Cycles Investors
Begin 33.3% 33.3% 33.3% 0 150
End 53.6% 46.1% 0.4% 1300 545
Decreasing value from $40 M to $10 M (<Agency costs)
Simulation Minor = 50 Major = 50 Retaliators = 50 Cycles Investors
Begin 33.3% 33.3% 33.3% 0 150
End 0.0% 0.0% 0.0% 196 0

Fig. 4. Increasingvaluefrom
$40 M to $100 M

Fig. 5. Decreasing value from
$40 M to $20 M

Fig. 6. Decreasing value from
$40 M to $10 M
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Table 4. Output results for variations in agency costs parameter

Increasing agency costs from $20 M to $40 M (=Value)
Simulation Minor = 50 Major = 50 Retaliators = 50 Cycles Investors

Begin 33.3% 33.3% 33.3% 0 150
End 48.8% 51.2% 0.0% 1300 1524
Increasing agency costs from $20 M to $50 M (>Value)
Simulation Minor = 50 Major = 50 Retaliators = 50 Cycles Investors
Begin 33.3% 33.3% 33.3% 0 150
End 60.0% 40.0% 0.0% 1300 1645
Decreasing agency costs from $20 M to $10 M (<Value)
Simulation Minor = 50 Major = 50 Retaliators = 50 Cycles Investors
Begin 33.3% 33.3% 33.3% 0 150
End 3.8% 0.0% 96.2% 1300 2061
Decreasing agency costs from $20 M to $0 (<Value)
Simulation Minor = 50 Major = 50 Retaliators = 50 Cycles Investors
Begin 33.3% 33.3% 33.3% 0 150
End 0.0% 67.4% 32.6% 1300 2069

Fig. 7. Increasing agency costs from $20 M
to $40 M

Fig. 8. Increasing agency costs from $20 M
to $50 M

Fig. 9. Decreasing agency costs from $20 M
to $10 M

Fig. 10. Decreasing agency costs from
$20 M to $0
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In the scenario where the agency costs go above the value there is no retaliation and
the proportion of minor shareholders is more representative than major shareholders.
Now in the case of decreasing agency costs retaliators assume the biggest proportion
and major shareholders when the agency costs are zero. In this specific case investors
with minority participation end up by disappearing.

An important point is to reference that a decrease of agency costs it has less impact
than an increase of value regarding the attractiveness in participating on this market.

5 Conclusion and Future Work

In this work, under the multi-agent based systems methodology and game theoretical
approach, it was developed a model to study multiple agency problems. The obtained
results have revealed a couple of interesting findings. First of all, the preponderance of
the initial proportion of investors that arrived firstly into the financial market. As more
is the number of controlling shareholders at the beginning of simulation the less they
are at the end. This reflects a constant fight and exhausting derivative of the payoffs that
forces them to share the value of the investment with agency costs. Another important
finding from the results is that, as higher is the gap between the value of the company
and the agency costs the higher is the propensity for the markets become stable. A case
where the number of investors increase in the market. However, if the gap appears from
a reduction of agency costs the small shareholders who cooperate become without
expression in financial market like the big shareholders except for the case where it is
no agency costs. So the fact of not having agency costs doesn’t mean that is beneficial
for the small shareholders who have the strategy of cooperation. This is the opposite
from what is defended by literature.

Shareholders give more relevance to the value rather than agency costs that they
can face out. This means that if the gap is negative because of the value the share-
holders may abandon the market and the same doesn’t happen, when it comes from a
raise of the agency costs.

Future research will take in consideration the possibility of the different share-
holders to have participations in different companies and play at the same time the
respective conflicts using game theory again.
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Abstract. This paper presents a benchmark for multiagent systems spe-
cific to the simulator Soccerserver 2D, an environment to develop teams
of robotic soccer, providing metrics and evaluation procedures for multi-
agent organization schemes, more specifically, coalitions formation. This
benchmark has considered a MAS with two main levels, at least: (i) indi-
vidual level, where agents are implemented from requisites of a social
structure and considering its individual capabilities (roles, skills, etc);
(ii) a social level, where all the social aspects of the MAS are speci-
fied (organization, plans, goals, etc.) and where the individual level of
each agent instantiates these social knowledge to act in the system. The
method proposed here has applied at social level, once it measures the
quantity and quality of coalitions that arise in the environment.

Keywords: Benchmark · Coalitions · Robotic soccer · Soccerserver

1 Introduction

To conceive a MAS, at least three dimensions must be considered: organization,
communication and the agents themselves. Each dimension has specific proper-
ties and, consequently, it has specific evaluation mechanisms and criterion [7].

According to [20], an agent is evaluated from the consequences of its actions.
When inserted in a Multiagent System (MAS), to evaluate is a difficult job,
once there are many agents acting simultaneously in the environment. Also,
the whole system has structured from an architecture with multiple levels, in a
hierarchical or even non-hierarchical structure, integrating different techniques
(decision trees, machine learning, knowledge-based-system), models (like BDI
systems) and many others features. Nevertheless, in not critical environments, it
will be expected the best possible behavior to agents, not necessarily the correct
one.

In this scenario, an important question arises: how to evaluate each specific
component of a MAS?
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To act in complex environments1, different features, in different levels, are
demanded: (i) real-time responses to the environment; (ii) to acknowledge the
environment state; (iii) to plan in an individual and social context in short and
long-term. There are some methods to evaluate the overall agent behavior, even
empiric ones. However, to evaluate and test each of these features in an isolated
way is a complex issue.

Such problem occurs in the Soccer Server simulator [4], an environment where
a robotic soccer team can be implemented as MAS. Soccer Server is the platform
used by annual Robocup world championship [15] to support development of new
technologies in intelligent distributed systems, specially in software issues [17].
For a team with good performance in Soccerserver, players/agents must present
some fundamental features, such that, considering an ascending behavior com-
plexity: (i) to be able to pass, to kick, to move to different positions in a quick
way; (ii) to identify the most efficient position to play, to intercept the ball in
a defense situation; (iii) to coordinate actions with teammates; (iv) to know
the team collective strategies. To integrate these features in a single agent, dif-
ferent techniques/modules must be instantiated, and they can be structured in
multiple decision levels with different requisites. However, the normal procedure
is to evaluate the team as a whole, considering its performance on the envi-
ronment. Individually, each module/level/technique can have a incorrect perfor-
mance measure.

In a more general view, a MAS has, at least, two main levels: (i) individual
level, where agents are implemented from requisites of a social organization and
considering its individual capabilities (roles, skills, etc); (ii) a social level, where
all the social aspects of the MAS are specified (organization, plans, goals, etc.)
and where the individual level of each agent instantiates this knowledge to act
in the system.

This paper presents a method to evaluate the performance of organizational
structures in teams of robotic soccer in Soccer Server simulator, which corre-
sponds to the social level of MAS. Under this perspective, it is considered that
in a game, the social level is structured as a organizational model based on
teams, i.e., a number of cooperative agents which have agreed to work together
toward a common long-term goal [9]. However, to present some group behavior
pattern, in the game, each team uses coalitions as sub-organizational structures,
in short periods of time. Coalition is a goal-directed and short-lived organiza-
tional structure, formed with a defined purpose and dissolved when that need
no longer exists [10]. In a match, coalitions must emerge when executing some
plays, in offensive or defensive formations, or another group behavior pattern.
As main goal, this paper define a set of indicators to evaluate the organizational
structure of a MAS as a team in the Soccer Server environment, specifically
the emerging coalitions. An important feature about the method proposed is
that is not considered any information or data about agent’s internal structure,

1 Here, we consider a complex environment those in the [20] sense: partially observable,
stochastic, dynamic and unknown.
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architecture, model and even its interactions. The whole method consider only
externally observed aspects of agents behaviors.

The paper is in this way structured. In the next section, some related works
about evaluation on agents and MAS are described. In section refsec:model the
approach proposed is presented, and in Sect. 4 the model validation process
is described and complemented with some quantitative data. Finally, Sect. 5
presents the main conclusions about this paper, and perspectives of future devel-
opments about evaluation on specific MAS components.

2 Related Work

According to [16], it is a difficult task to validate and test an agent, and for
consequence a MAS, because its conceptual essence, i.e., it is hard to measure
features like autonomy, flexibility, social skills, and dependent-context behavior.
In a broader sense, this means: (i) it is hard to distinguish which behavior to
test; (ii) behaviors can be executed randomly; (ii) how to track actions; and (iv)
how to treat failure considering the context.

In [11], it is described another difficulties about agent and MAS evaluations:
(v) with a few agents, it is possible to generate an intractable number of data;
(vi) it is hard to preview the agents interactions; (vii) communication occurs
in the knowledge level; (viii) autonomy permits that an agent acts contrary to
goals or rules defined to the group.

However, there are some approaches that try to carry out some kind of strictly
assessment. In [18], an evolutionary method guide agents improvement through
soft-goals, which are qualitative features inferred from requisite analyses. Besides
that, the method also act in the environment to evaluate the agent capacity to
adapt in a new context. This evolutionary approach does not consider agent
internal processes, even social features among agents. But only its adequacy
according to optimization parameters.

In [21] has presented a test approach which mainly consider the role that an
agent play. A role embeds a notion of responsibility where a role can include
one or more responsibilities. A test is about goals, roles and responsibilities
hierarchically.

An interesting way to evaluate new techniques and models on artificial intel-
ligence in general is through standard problems. In a long-term, these problems
guide developments in a research area and define benchmarks to evaluate its
contributions. IBM Deep Blue is a result of a standard problem, which integrate
techniques and algorithms that in 1997 defeat the human world champion in
chess, forty years later after the initial challenge [12].

In [22], it was proposed a challenge where teams coordination strategies must
be created without a priori knowledge about internal structures of agents, defined
as ad hoc team setting problem. In [2], it has presented an approach to evaluate
and compare strategies for ad hoc teamwork considering different scenarios in a
common environment, the popular pursuit domain.

Currently, Robocup is a standard platform to develop and test new tech-
niques, models and algorithms on artificial intelligence [17]. The main goal is
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to build teams of robotic soccer that are organized through different categories,
where each one is dedicated to specific problems. Since 1996, Robocup organizes
competitions around the world, where different teams from different locations
found a place to test its contributions. However, when using the competition
results as the only way to evaluate the contributions proposed, one can lead to
misleading conclusions. One problem with this kind of benchmark is the absence
of methods to isolate some specific aspects of a solution to a modular analysis.
In this sense, even a team with a poor performance on competitions can present
some outstanding technique as a component of an agent.

There are some attempts to minimize this situation. In [13] has proposed the
agent behavior modeling challenge, in order to emphasize the opponent modeling
approaches. This feature provides a basis to the adaptation of an agent to an
environment in complex domains. Most approaches work to establish relation-
ships between actions, like kick, pass, dribble, move, with specific events on the
game. In this sense, [3] presents a solution based on graphs, where is possible
to analyze sequences of actions, game states and team strategies adopted. In
[19] was proposed an approach to understand agents actions including mecha-
nisms to generate logs about its internal states. These logs are organized into
different agent’s abstraction levels and permit to analyze the conditions where
decision-make was executed.

Considering tools and techniques to analyze teams in the organization level,
as the model proposed in this paper, there are some important works to be
discussed.

In [1] was proposed an approach to extract tactical plans from teams in a
structure named set-play. A set-play is a high level description for a plan, where
is represented the needed steps to be executed and its preconditions, the agent
set and its respective roles. This method is used in the software SoccerScope2, a
tool to analyze and evaluate matches from Soccer Server. [14] uses data mining
techniques and algorithms to analyze logs from Soccer Server 2D. Most deci-
sions are based on ball, players positions and distances, which permit to preview
its movements. [5] proposes a method to identify cooperative behavior among
players only considering positions and movements. Behaviors are structures as
oriented graphs, which represent pairs of players, where is possible to infer a
network pattern.

In summary, even all techniques and approaches presented above ignore
details about agent internal architecture or about a formal social organization,
some conjectures about these issues must be made. It is necessary to conceive
a conceptual framework about agents and its organizations to define metrics
to evaluate its performance, individually and collectively. So, this conceptual
framework aid to define an external view of individual and social behavior and,
considering also environment specific features, is possible to evaluate each com-
ponent/module/level of an agent and its organization.
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3 An Approach to Recognize and Evaluate Coalitions

In this section, we present a method to measure the number of coalitions and
their size in teams of robotic soccer which play in Soccerserver. We claim that
the number of coalitions identified in a match measure the performance of the
social level in a MAS. It is a measure which consider the agent behavior, i.e., the
consequence of its actions in the environment. Nothing about internal aspects is
considered.

In an external perspective of performance, a soccer team has the concept of
teams as organizational paradigm. According to [10], a team consists of a number
of cooperative agents which have agreed to work together toward a common goal.
In a soccer match, a team organization is maintained for the whole match. To
different situations, a team can make specific formations to achieve particular
goals. To do this, coalitions with a small group of players is arranged to achieve
specific goals with short-term duration. According to this view, when a sequence
of coalitions are executed and succeeded, the team goal is attended. Coalitions
are subsets of agents organized dynamically, goal-directed and with short life. A
coalition has a specific purpose and can be dissolved once that need no longer
exists. They are organized from populations of cooperative agents. The group
coordinate their activities according the coalition’s purpose.

[8] claims that social aspects of a team has as premises the practice, train-
ing, coaching, and something that people on soccer world calls team spirit. We
understand that this team spirit can be measured through coalitions formations
identified during a match.

Specifically in this paper, we describe how to identify and evaluate coalitions
to attack strategies. This approach is based on identifying passes, an individual
basic behavior, in a “give and go” way between two or three agents/players.
Figure 1 describes these two type of plays: (a) a “give and go” pass with two
players (GG2) and; (b) a “give and go” pass with three players (GG3).

To identify instances of these types of play, we use software that analyses
matches through log files to detect this individual basic behaviors: SoccerScope2
and Statistics [6]. The whole method is described on Fig. 2.

The algorithm implemented to identify these types of plays has as requisites:

– to determine the time interval of passes sequence to each team;
– inside these intervals, which type of plays occur and which players participate;
– to identify if occur some event that can invalidate a play: wrong pass, lost

ball possession, faults, etc.
– to determine which events occur after play: a goal, a lost goal, goal chance,

kick to goal, etc.

The algorithm implemented to detect coalitions as GG2 and GG3 plays, and
included in Statistics software is presented in Algorithm 1.

Evaluate plays means that is necessary to know what happens after its exe-
cution, i.e., it is necessary to identify which game events take place, what players
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Fig. 1. Features of a “give and go” pass with: (a) two players; (b) three players.

Fig. 2. Components and software used to identify and evaluate coalitions on Soccer
Server 2D.
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Algorithm 1. Algorithm to detect coalitions on Soccer Server
for passe = i ∈ dados do

if passe.getAttribute(”team”) = time atual then
passer(i) = pass.getAttribute(”kick”);
receiver(i) = pass.getAttribute(”reception”);
pass(i) = addPass(passer(i), receiver(i));

else
t events[′opponentkick′] =
pass.getAttibute(”kick”).getAttribute(”team”);

for i = 0 to passador − 2 do
if receiver(i + 1).num == passer(i).num ∨ receiver(i).num == passer(i +
1).num ∨ TrueChainPass(receiver(i).team, passer(i + 1).team, t events)
then

list GG2 = add.GG2(team current, pass(i), pass(i + 1));
calculeMovementOnField(team current, passer(i),
receiver(i + 1));
goalpattern(team current, domain, pass(i + 1), pass);
passpattern(team current, pass(i + 1), pass, t events);

if receiver(i + 2).num == passer(i).num ∨ receiver(i).num == passer(i +
1).num ∨ TrueChainPass(receiver(i).team, passer(i + 2).team, t events)
then

list GG3 = addGG3(team current, pass(i), pass(i + 1), pass(i + 2));/
calculeMovementOnField(team current, passer(i),
receiver(i + 2));
goalpattern(team current, domain, pass(i + 2), pass);
passpattern(team current, pass(i + 2), pass, t events);

was involved, and what plays happen after previous plays until lost ball posses-
sion. Also to define some metrics about GG2 and GG3, it is requisite to know
why this kind of play is important. GG2 and GG3 plays is about:

– to maintain ball possession - to perform GG2 and GG3 plays makes difficult
to adversary to recover ball possession. Without the ball, it is impossible to
reach goal;

– to search and open space on the field - to execute short pass in a specific area
of the field force the adversary team to move, which can open new spaces in
the goal direction;

– to aid to get out from adversary covering - inside this play dynamic is fruitful
to receive ball with more space to effect a new play.

– a better way to evolute to attack position - coordinate actions in the sense of
a good position to finalize a play.

From these requisites, it is proposed the following distribution to evaluate
GG2 and GG3, considering its full performance:

– to advance to attack field - +0, 5
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– to retreat to defense field - 0
– when the consequent event of a direct action, i.e., when the play action of the

last player involved in the GG2 or GG3 is:
• wrong pass - −1
• received foul - +0, 7
• performed foul - −0, 5
• goal chance - +1
• shoot to goal - +1, 5
• scored goal - +7

– when the consequent event of a indirect action, i.e., the play occur after the
last play action of a player involved in GG2 or GG3:
• wrong pass - −0, 2
• performed foul or offside - −0, 1
• received foul - +0, 2
• corner kick - +0, 2
• goal chance - +0, 3
• shoot to goal - +0, 6
• scored goal - +2

The values attributed to each play type consider its importance to a match,
i.e., how well a team is defending and attacking. The values were set in a heuristic
method.

4 Tests and Results

The database used to test the method proposed in the previous section was the
official repository of Robocup, more specifically, the teams that participated of
Robocup 2014 2D Simulation League, held in Brazil. In that occasion, the final
classification was that presented in Table 12.

Initially, it was necessary to verify and validate the algorithm, i.e., if it was
capable to identify and to count coalitions, GG2 and GG3 plays, in a match. This
checking process was made observing games and a specific signal was emitted
each time a coalition was happening, in a visual approach. The observer must
infer about the correct tracking of a GG2 or GG3 play when the signal was
emitted.

A demonstration of this procedure is illustrated in Fig. 3. It presents the coali-
tions identified and tracked in a match between WriteEagle and Gliders. Figure 3
describes all coalitions identified by Algorithm 1 implemented in the Statistics
software to the WriteEagle team. For each coalition, the algorithm must infer
about the subsequent play, and score points according the table described in
the previous section. Figure 3 indicates 39 GG2 and 7 GG3 plays, counting 46
coalitions. Considering respective tracking for each play, the model proposed
indicates 36 points for WriteEagle.

2 Once team tokA1 was not available, it was not considered in experiments.
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Fig. 3. Coalitions identified to WriteEagle team in a match against Gliders

Once the algorithm was verified, it was necessary to understand what means
coalitions in the team performance. In this sense, it was proposed an experiment
using tests set where each team played against all other teams, and it has its
coalitions and score sized. To each set is considered only one team against all
others teams. To each set, the results is tabulated to this only one team. The
test is repeated for each team. Table 1 summarizes these tests sets.

The most obvious evidence from Table 1 is that a good social organization is
not the only requisite for good performance in matches and competitions. The
team with better performance on coalitions stayed on 6th position on 2014 2D
competition, and the team with the worst performance on coalitions stayed on
13th position in Simulation League. It is also important to note that Helios2014
reached 4th position on Simulation League with a score on coalitions equal a
37,65.

To better understand the importance of coalitions during matches, it must
be understood the context when happens, i.e., to track plays after the coali-
tions. According Ri-One team test set, it has 178,40 points, which indicates a
good incidence of coalitions. However, when Fig. 4 is presented, it is evident the
excessive presence of plays where is made a retreat on field. Besides the team is
able to maintain ball possession, this is not converted on goals or, at least, goals
chances.

Figure 5 describes how teams coalitions behavior can be analyzed through
advances or retreats on field. It is possible to infer that teams using coalitions to
advance on field has better performance. Good balance between advances and
retreats on the field means a good team global performance on competitions.
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Table 1. General results of tests sets for each team

Final
position

Team Coalitions GG2 GG3 Advance
on field

Retreat
on field

Score

1 WriteEagle 655 541 114 445 211 368, 45

2 Gliders2014 262 218 44 193 69 139, 20

3 Oxsy 351 284 67 253 98 243, 25

4 HELIOS2014 244 179 64 140 99 37, 65

5 CYRUS2014 615 502 113 371 244 201, 00

6 YuShan2014 638 565 73 514 124 376, 05

7 Infographics 156 137 19 93 63 72, 20

8 UFSJ2D 145 129 16 119 26 74, 05

9 FCP GPR 2014 126 115 11 89 37 59, 60

10 Ri-one2014 554 469 85 234 320 178, 40

11 HfutEngine 222 202 20 135 87 95, 35

12 AUT-Parsian 66 55 11 50 16 18, 30

13 HERMES 217 185 32 168 49 54, 65

14 Enigma 234 213 21 142 92 73, 10

Fig. 4. Coalitions of Ri-one team test set

These results prove the paper main argument: different levels/modules/
techniques has different impact on the multiagent final performance. It is nec-
essary a good balance between these levels/modules/techniques to develop a
good team. Tests set indicates that for a better use of coalitions, they must
impose territorial advance on the field, and creation of goal events. However, for
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Fig. 5. Coalitions features considering advances or retreats on field for each team test
set.

a better improvement of goal events, agents need to have a better adjustment of
its individual level, specially kick to goal behaviors.

5 Conclusions

In this paper, we propose a method to evaluate teams social organization, which
we consider is carry out through coalition’s incidence in an environment as Soccer
Server simulator. So important as to form coalitions, it is to perceive which con-
sequences they generate to team subsequent plays. In this sense, it was proposed
an algorithm to identify and track coalitions, that are acknowledged as “give
and go” plays, with two players (GG2) and three players (GG3). The model also
consider the subsequent events after these plays, to dimension the importance
of coalitions for the team performance.

Experiments was implemented with two main goals: (i) to verify the algo-
rithm in tasks of identifying and tracking GG2 and GG3 plays; (ii) to dimension
the importance these coalitions to team performance.

The results obtained proved that social components in a team is not the
only structure necessary to generate a good team. Each level/module/technique
in multiagent and agent architecture/model has partial impact in the global
performance.

For now, the method proposed has a strong dependency of the environment.
Results obtained does not permit arguing about general statements in the evalu-
ation of multiagent systems, in any of their dimensions, in a general sense. Future
works are related with the generalization of these assessment mechanisms.
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Abstract. This article explores the financial systemic risk emergence process
using an agent-based simulation model representing the investor attitudes
towards risk. The multidisciplinary theoretic base is compound of portfolio
selection, sovereign debt securities and agent rationality literature. Following the
2007/8 world financial crisis, the sovereign debt crises in the European countries
have been attracting researches, showing a “diabolic loop” between sovereign
debt and the banking credit risk fragility, which can be followed by systemic
crises. Modern financial systems rely heavily, mainly at times of political-
economic uncertainty, on availability of safe assets (risk-free assets) to choose
asset portfolios and also to use them as collateral in markets operations. In order
to analyze the relations between financial rationality and investments on bonds
of the Brazilian sovereign debt, this article uses a bottom-up approach, based on
agent rationality, and simulates portfolio selection by neutrals, risk-seeking and
risk-averse investors, all of them concrete classes of an investor abstract class.
The main findings confirm that rational choices of investments are likely to be at
the base of the doom loop that involves sovereign debt and institutional
investors. The findings have important implications to policy makers regarding
systemic risk issues, among others public policies.

Keywords: Agent-based simulation � Emergent behavior � Financial system
Sovereign debt � Systemic risk

1 Introduction

In the period from the late 1990s to 2008, the government securities (bonds) issued by
European states such as Italy and Spain showed all the characteristics of a risk-free
asset, which serves as an important reference point in theoretical economic and finance
models. The ratio of sovereign debt to GDP for advanced economies has risen from
about 50% in 2007 to 80% in 2012 [7].

In 2011, one of the greatest concerns was the systemic risk of the European banking
system, where the contagion fears spread among the euro area investors, resulting in
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financial instability [4]. The euro-area sovereign debt crisis spotlighted the nexus between
government and banks and its powerful effects on lending and economic activity [3].
A “diabolic loop” between sovereign risk and bank risk amplified the crisis [10].

Some researches in the computational intelligence field applied to economics and
finance use agent-based models to study complex systems like financial markets and
systemic risk [6, 22, 23]. This article analyzes the emergence of systemic risk regarding
the mentioned doom loop of the sovereign debt, using a simple agent-based model with
three types of agents: neutrals, risk-seeking and risk-averse investors. Those investors
choose portfolios of assets on a monthly basis, following rational options. According to
the literature, agent-based models are adequate to study complex systems like financial
markets.

Our hypothesis is that risk-averse investors, who choose mainly safe asset to
compound their portfolios, have better performance than neutrals and risk-seeking
investors, who choose greater proportions of risky assets from the capital market.
Therefore, this rational risk attitude is the precondition for the “diabolic loop” [10] that
has its foundation on the sovereign bonds attractiveness.

Using Brazilian market data from 2006 to 2016, we analyzed the rational choices of
investors with different risk appetite, based on the portfolio selection theory [17, 18,
20]. The results show that risk-averse investors have better performance than neutrals
and risk-seeking investors, mainly at times of political and economic uncertainties.

Following this introduction, we present in Sect. 2 a review of the related work, and
in the Sect. 3 the methodology of the study, with the high-level research model and the
main algorithms. In the Sect. 4, we discuss the results and in the Sect. 5, we conclude.

2 Financial Systemic Risk and Portfolio Selection

In this section we review the literature related to the sovereign debt, systemic risk, and
the problem of portfolio selection.

2.1 Sovereign Debt and Systemic Risk

A safe financial asset can be thought as one that is liquid and offers a minimal risk of
default [8]. In other words, an asset that can be easily converted into cash and has a
very low probability of not being paid by its issuer. This type of asset is usually called a
risk-free asset, being a cornerstone in the financial markets as it sets the basis for the
interest rates operations. One of the most used risk-free asset around the world is the
U.S. Treasury bonds, issued by the U.S. government as a sovereign debt security.
Nonetheless, the American bond was for the first time downgraded from “AAA” (the
best quality that a bond can have) to “AA+” (one level below AAA) in 2011, reflecting
the political risks and rising debt burden.

One of the greatest challenges to the European Union is the scarcity of safe assets in
the euro-area [8, 9], because of the growth rate in the Eurozone developing countries
during the last two decades that has increased the demand for safe assets. The financial
crisis of 2007/8 showed a movement toward assets deemed virtually risk-free, as a
process of flight to quality for capital reallocation. It is stated by [8] that European
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policymakers have treated Greek and Dutch bonds as identically safe, even though the
tradable prices are widely different.

It is also important to note the bank regulatory framework regarding bonds of
sovereign debt. Following prudential Basel criteria, bank regulators require banks to
manage the risk in their assets in proportion to their own capital. Therefore, banks tend
to hold a substantial part of sovereign debt in their balance sheets, having a zero
risk-weight to this class of asset in calculating capital requirements. To economize on
capital [13], particularly during crises when capital is scarce and sovereign risk are
elevated, banks are incentivized to hold government debt securities.

Euro area banks hold € 1.9 trillion of euro sovereign bonds. From those, just three
members are rated maximum quality (triple-A): Germany, the Netherlands and Lux-
embourg. The face value of the EU governments bonds stood at € 2.6 trillion in 2015
(25% of euro area GDP), meanwhile the sovereign debt of the United States stood at
USD 19 trillion (105% of US GDP) [10].

The Brazilian outstanding bonds was USD 937 billion in September 2016 (49% of
Brazilian GDP), with 95% of the total bonds stock issued in its own currency, yielding
a real return of 5.95% per year to the investors [19]. Financial institutions, pension
funds and mutual investment funds hold each one around a quarter of the government
securities. The mean value of the secondary market stood at USD 10 billion on a daily
basis.

The Doom Loop of Sovereign Debt
A design of European Safe Bonds is proposed in [8–10] considering the securitization
of sovereign bonds of euro area nation-states as a diversified portfolio. This proposal is
a response to the open issue stated by the authors as the “diabolic loop” (Fig. 1).

The threat is due to empirical observations of preferences of banks to hold claims on
their own sovereign, particularly during crises. According to [1], in the stress-test data
released by European regulators in 2010, banks of Greece, Ireland, Portugal, Spain and
Italy held on average more than 60% of their government bonds in their own gov-
ernment bonds.

Fig. 1. The sovereign-bank diabolic loop. Source: [10]
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This home bias creates a potent diabolic loop between sovereign risk and bank risk
[10]. Considering an initial economic shock, it would affect the sovereign risk that
could reduce the market value of the bonds and cause, consequently, a loss in the bank
book and market equity value. After that, two propagations channels would follow. The
first loop operates via a bailout (bank rescue by government) channel: the reduction in
the solvency of banks raises the probability of a bailout, leading to an increasing
sovereign risk and lowering bond prices. The second loop appears in the real economy:
the reduction in the solvency of banks owing to the fall in sovereign bond prices
prompts them to cut lending, reducing real activity, lowering tax revenues, and
increasing sovereign risk further.

This cyclical effect amplified the euro area sovereign debt crisis after 2009 [10]. In
Ireland, Spain, Greece, Italy, Portugal and Belgium the debt dynamics threatened banks
solvency and the domestic governments’ guarantees became less credible.

Systemic Risk
Systemic risk refers to the potential bankruptcy events of multiple banks, in a domino
effect, that can cause huge losses to investors, governments and to the whole economy.
There are four types of systemic risk [2]: panics, banking crises due to asset price falls,
contagion and foreign exchange mismatches in the banking system. The sovereign
defaults are classified in the second type, as a part of the diabolic loop. The sovereign
debt crises tend to be more costly than banking crises, which in turn tend to be more
costly than currency crises [15].

In 2011, one of the greatest concerns was the systemic risk of the European banking
system [4], where the contagion fears spread among the euro area investors resulting in
financial instability. To measure the systemic risk of European banks, [4] calculates a
total distress insurance premium around € 500 billion, largely due to sovereign default
risk.

Beyond their utility as liquid assets in the economy, risk-free assets serve as an
important part of daily operations in the financial markets, as in the Repo Market,
where those assets are used by central clearing counterparties (CCP) in trade operations
collateralized with a security. Due to the size and connections of CCPs, they are also
monitored as systemically important components of the modern financial markets
infrastructure. The effect of the sovereign debt crisis of 2011 in CCPs is analyzed by
[5], showing that repo rates strongly respond to movements in sovereign risk, indi-
cating significant CCP financial distress. The European Central Bank (ECB) also
accepts sovereign bonds of all its member states in discounting operations [8].

In 2009, the ECB hosted a workshop gathering together experts from central banks
and international organizations in the fields of financial stability and payment system to
focus on the financial sector as a network of financial agents [12]. The report states that
policy makers were looking for new analytical tools that help to better identify, monitor
and address sources of systemic risk. To tackle this shortcoming, agent-based mod-
elling was considered a recent alternative approach, relying on algorithms and simu-
lations, where simple decision-make rules can generate complex behavior at the system
level. Some research have been applied to investigate the dynamic of financial markets
using agent-based model [6, 22, 23].
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Our research aims to investigate the emergence of systemic risk regarding the
diabolic loop mentioned by [8–10], using an agent-based approach to model three types
of agents: neutrals, risk-seeking and risk-averse investors.

2.2 Portfolio Selection

The quantification of the tradeoff between risk and expected return is one of the
important problem of modern financial economics [11]. In spite of the common sense
that suggest that risky investments such as stock market will generally yield higher
returns than investments free of risk, it was only during the decade of 1960 that
academic researchers developed seminal works comprising portfolio theory [17, 18,
20]. The main concern was economic agents who act under uncertainty and could make
use of sufficient computer and database resources in order to obtain diversification of
investments to reduce uncertainty and maximize their expected utility function. The
existence of uncertainty is essential to the analysis of rational investment behavior [18].

A survey with 274 asset managers in Brazil [16] showed that the Markowitz’s
portfolio theory [18] and the Capital Asset Price Model are part of the current practices
regarding performance attribution, risk management and portfolio selection, similarly
to European asset managers’ practices. Therefore, this set of rationality rules will drive
the agents’ investment decision process in this study.

Investors would optimally hold a mean-variance efficient portfolio: a mix of assets
with the highest expected return for a certain level of variance. Given a vector x of
weights or investments proportions of each of the n assets to compound the portfolio,
the expected return and the risk of this portfolio are respectively:

EðRÞ ¼
Xn
i¼1

Rixi ð1Þ

VðRÞ ¼
Xn

i¼1

Xn
j¼1

xixjrij ð2Þ

where Ri is the return of asset i and rij is the covariance between the returns of assets
i and j.

A portfolio p is the minimum-variance portfolio of all portfolios with mean return
lp if its portfolio weight vector is the solution to this optimization:

min x0Xx

s.t. x0l ¼ lp and x0i ¼ 1 ð3Þ

where i is a vector of ones, l is the vector of expected returns, and X is the
variance-covariance matrix of returns.
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Solving the Eq. (3) gives xp [11]:

xp ¼ gþ h lp ð4Þ

g ¼ 1
D

B X�1 i
� �� A X�1l

� �� � ð5Þ

h ¼ 1
D

C X�1 l
� �� A X�1i

� �� � ð6Þ

A ¼ i0X�1 l; B ¼ l0X�1 l; C ¼ i0X�1 i,

D ¼ BC � A2
ð7Þ

The efficient frontier of portfolios suggested by Markowitz [18] was improved with the
introduction of a risk-free asset in the model known as Capital Asset Price Model
(CAPM), given an opportunity to invest a proportion a of the resources in the risky
assets and the proportion (1−a) in the risk-free asset [17, 20].

The factors b measure the sensibility of return of each asset in relation to the return
of a market portfolio, which is an ideal portfolio of all invested wealth,

bi ¼
rim
r2m

ð8Þ

where m refers to the market portfolio.
Therefore, the expected return of any asset would be calculated as a function of its

sensibility coefficient (bi), of the risk-free asset return (Rf) and of the expected return of
the market portfolio (Rm):

E Rið Þ ¼ Rf þ bi E Rmð Þ � Rf
� � ð9Þ

Figure 2 shows that with a risk-free asset, all efficient portfolios lie along the “security
market line” from the risk-free asset through the portfolio q that is the tangency or

Fig. 2. Efficient frontier with a risk-free asset. Source: [11]
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market portfolio [11]. From the point Rf to q there is a continuum of choices to the
vector x, with 0 � a � 1. Specifically for the tangency portfolio, the proportion a is
equal to one, and beyond this point, the investor would be willing to borrowing at a
risk-free rate of interest and reinvesting this amount in risky assets.

The tangency portfolio weights xq can be obtained as follows [11]:

xq ¼ 1

i0 X�1 l� Rf i
� � : X�1 l� Rf i

� � ð10Þ

3 The Agent-Based Model

According to [24], an agent can have the property of calculative rationality in its
decision-making process and make use of utility functions. Intelligent agents are able to
perceive their environment and act according to their repertoire of actions. A sequence

of interleaved environment states and agents’ actions is defined as a run r : e1 !a1 e2 !a2
e3 !a3 . . .!ai ei. An agent makes a decision about what action to execute knowing the
history of the environment transformation. The agents are modelled as functions that
map runs to actions: Ag : RE !AC, where RE represents any current environment state
during a run and AC ¼ a1; a2; a3; . . .; anf g is the set of agent actions.

The different attitudes toward risk are influenced by the utilities functions and their
respective outcomes. A risk-averse agent prefers a “sure thing” to a risky situation with
the same expected value. In the other hand, a risk-seeking agent would prefer to engage
in opportunities with major gains, in spite of the low probability, instead of high
probability of relative minor gains, having both situations the same expected value. The
risk-neutral agent is in the middle of the risk spectrum and its main concern is about the
expected value, being indifferent about the risk. Figure 3 shows the high-level ontology
model of this research.

Fig. 3. Conceptual model – high-level ontology
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Following [21] in order to avoid making assumptions about the utility curve of each
investor, and considering the absence of parameters in the literature, we fixed the
quantities of risky assets that each investor will hold in the portfolio simulations
(Fig. 4). The risk-averse agent will hold 50% of risk-free asset, the risk-neutral investor
will hold the market portfolio, and the risk-seeking agent will borrow money at the
risk-free interest rate to buy more risky assets. This definition is an attempt to equalize
the three risk attitudes in the security market line spectrum, having the market portfolio
in the middle point.

At the beginning of each month t 2 [Jan/2006, Jan/2016], the agents update their
beliefs, perceiving the current asset prices in the environment state et 2 E ¼
e1; . . .; e120f g and proceed the actions am 2 AC = {portfolio performance evaluation,

portfolio rebalance}. To execute the action a2, each agent Ak 2 Ag = {Risk-averse,
Risk-neutral, Risk-seeking} selects the assets weights xk;t considering its risk attitude:
ak¼1 ¼ 50%; ak¼2 ¼ 100%; ak¼3 ¼ 150%. Each agent starts the simulation with a
$100.00 portfolio value.

To identify whether the portfolios performances have significantly differences, the
Sharpe and Treynor measures are used for hypothesis testing [14], with the null
hypothesis of equivalent performance. It is assumed that the simulated observations are
normally distributed:

ZSin ¼
cShinffiffiffî

h
p �Nð0; 1Þ ð11Þ

cShin ¼ sn �ri � si �rn ð12Þ

h ¼ 1
T

2r2i r
2
n � 2rirnrin þ 0:5 l2i r

2
n þ 0:5 l2nr

2
i �

liln
2rirn

r2in þ r2i r
2
n

� �� �
ð13Þ

Fig. 4. Type of investors and risky assets weights
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3.1 Algorithms

This subsection describes the main procedures to simulate the model proposed in this
study: the actions am 2 AC = {portfolio performance evaluation, portfolio rebalance}.
The first procedure is responsible for the performance attribution of the portfolios held
by the agents. Based on the prices time series, it calculates the returns on each asset of
the sample and, after that, calculates the current value of the portfolios. It is the same
procedure to all of the agents.

Action :Portfolio performance evaluation at time 
 1: each asset market portfolio 
2:      

 3: 
4: each agent 
5:     calculate the return of the 
6:     calculate the new value of the 

∈

∈

The second algorithm is in charge of the agent assessment about the assets he will
choose. It distributes the agent wealth among the risky assets and the risk-free asset,
having in account the agent preferences and the state environment at t.

Action :Portfolio rebalance at time 
1: each agent 
2:     preference for risky assets 
3:    
4:     calculate the new weight vector using the six asset market portfolio
5:     calculate the new value to invest (or to borrow) in the risk free asset 
6:     calculate the new value to invest in each asset agent portfolio, according to 

∈

∈

∈

3.2 Data and Simulation Setup

We use real data from the Brazilian stock exchange (BM&FBOVESPA – São Paulo)
for the period Jan-2006 to Jan-2016. The stock closing prices are adjusted for dividends
payment and splits operations.

In a way to simulate a reasonable diversification of investments (different sectors of
the economy), we choose six stocks as a proxy to the simulated market portfolio. This
choice was a result of a deliberated selection of the two blue chips companies –

Petrobras (PETR4) and Vale do Rio Doce (VALE5) – plus four other randomly
selected stocks from distinct sectors: transport – Gol Linhas Aéreas (GOLL4); financial
intermediaries – Banco do Brasil (BBAS3); energy – CPFL Energia (CPFE3); and
retail – Lojas Americanas (LAME4).

The use of this fixed list of assets is a limitation of this study. This shortcoming
could be addressed by using the entire list of the BM&FBOVESPA index of stocks,
proceed that would also allow more runs in the simulation and the validation of the
results.

To proxy the returns of the government securities (risk-free asset), we use a very
tradable Brazilian financial instrument and commonly used in researches of this type,
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the Certificado de Depósito Interfinanceiro (CDI) that has a return very close to the
government bonds yield. The BM&FBOVESPA Stock Exchange Index (IBOV) was
also collected as a market benchmark.

Due to the fixed list of assets above described, the simulation setup is based on
singletons instances of each agent acting as representative agents of each class. More
instances would lead to same results for each agent type, as new instances of agents
would have the same risk appetite.

4 Results and Discussion

Initially, the environment state e1 was set with the prices observed from Jan-2001 to
Jan-2006 in order to generate the current expected returns and the respective assets
risks for the portfolio selection action a2 at t = 1. The returns time series have the past
returns on a monthly basis for each one of the assets chosen for the simulation (PETR4,
VALE5, GOLL4, BBAS3, CPFE3, LAME4, and CDI).

Subsequently, the agents’ beliefs are updated at every new state until the simulation
reached the final state e120 at Jan-2016. At every new state, each agent executes action
a1 (portfolio performance evaluation) to calculate its portfolio value and action a2
(portfolio rebalance) to redefine the amount of investment in each asset.

Figure 5 shows the security market line and the efficient frontier related to the
environment state at t = 01/2008, a few months before the great impacts of the sub-
prime crisis. At that time, an investor with 50% of risky assets in its portfolio would
have an expected return of 1.9% and a portfolio risk close to 3.3%, while an investor
with 100% of risk-free asset would have a return of 0.88% (r = 0% in this case). The
increasing expected return for the risk-neutral investor in relation to the risk-averse
portfolio is around 1%, nonetheless the increasing in risk is about 3.3%. The same
applies to the risk-seeking investor, who would increase its expected return to 3.9%,
facing a greater risk of 9.93%.

Fig. 5. Portfolios expected return and risk
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The correlations between the portfolio values along the simulation period are in
Table 1. It shows a quite strong correlation between the performance of the agents 1
and 2, and the agents 2 and 3, while the performance of the risk-averse and risk-seeking
agents has a low correlation.

Figure 6 presents the results of each agent rationality driving its portfolio selection.
It is notable the effect of the 2007/8 financial crisis in all of the three agent’s portfolios,
with a minor impact for the most conservative risk attitude. From t = 01/2006 to
t = 06/2008, the risk-seeking agent had the best performance, reaching almost 200% of
return in the period. The volatility of its returns continues after the deep falling prices at
t = 12/2008, when all of its past accumulated return vanished. After twelve months
(t = 12/2009), the risk-seeking agent recovered its portfolio value and then started a
descendent trend until the end of the simulation, with a negative accumulated return at
t = 01/2016.

Almost the same movements apply to the risk-neutral investor, with a lower impact
on its portfolio value because of its lower exposure to risky assets. At t = 09/2014, its
portfolio raised up to 200% of the initial value, the leading value in the simulation.
Nevertheless, it lost 50% of the value by the last environment state e120, showing the
exposure effect to risky asset, even in a less proportion than in the risk-seeking investor
portfolio.

Table 1. Correlations of portfolio returns

Agents portfolio qij
A1; A2 0.83
A1; A3 0.35
A2; A3 0.81

Agent Ak 2 Ag ={Risk-averse,
Risk-neutral, Risk-seeking}

Fig. 6. Performances of initial R$ 100 value portfolios (Brazilian Real)
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Regarding the risk-averse rationality, Fig. 6 shows less accentuated variations in
this portfolio value along the simulation history. Actually, the risk-averse portfolio
selection rationality achieved the most valuable portfolio at t = 01/2016, suggesting
that a more conservative risk attitude would have been the optimal approach to wealth
management in the context of the analyzed data.

Another performance is quite interesting to note in the graph. The CDI line rep-
resents a total risk-averse investor, who would choose only risk-free assets to invest,
like sovereign debt. In the long run, a CDI investment, which is a proxy to post-fixed
interest rate Brazilian government bonds, wins the virtual competition of the asset
managers, with a notably payoff above the inflation of the period. An exclusive
risk-free asset investment would also over perform a real well diversified market
portfolio, as is denoted by the returns of the IBOV line in the graph.

Finally, the hypothesis test (Eqs. 11–13) applied to the portfolios performance
showed that considering the cumulative returns of the agents’ portfolios and the risk
exposure along the simulation periods, the performances are statistically different at 1%
level of confidence (Table 2). It is also interesting to note that the only period where the
returns are in a crescent order is in 2009–2011, in a way that they correspond to the
associated crescent risk exposure.

These results give support to confirm our hypothesis that risk-averse investors,
choosing mainly safe asset to compound their portfolios, have better performance than
neutrals and risk-seeking investors, mainly at times of political and economic uncer-
tainties. This rational risk attitude is likely to be at the bottom of the “diabolic loop”
[10] between sovereign bonds and investors risk.

Table 2. Hypothesis test

Periods lA¼1 rA¼1 Results

lA¼2 rA¼2 cSh1;2 p-value1,2

lA¼3 rA¼3 cSh1;3 p-value1,3

2006–2008 36% 3.7%
21% 7.5% 0.02 0.0000*** Rejects H0

−0.1% 11.2% 0.04 0.0000*** Rejects H0

2009–2011 55% 4.1%
75% 8.1% 0.01 0.0000*** Rejects H0

90% 12.2% 0.03 0.0000*** Rejects H0

2012–2015 1% 3.7%
−36% 7.4% 0.01 0.0000*** Rejects H0

−63% 11.2% 0.02 0.0000*** Rejects H0

2006–2015 full period 131% 3.8%
54% 7.7% 0.08 0.0000*** Rejects H0

−17% 11.5% 0.15 0.0000*** Rejects H0

*** Significance level of 1%
H0: The performances are equivalent
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5 Conclusions

Safe assets, generally called risk-free assets, have become an important class of assets
to investors around the world. Besides being a liquid font of cash, their usefulness are
also related to regulatory capital requirements to financial institutions that follows
Basel prudential criteria, as a zero weight financial instrument.

The development of financial models, like the Capital Asset Price Model, found in
the risk-free asset an important piece to portfolio selection approaches.

Using a bottom-up approach and Brazilian financial market data from 2006 to
2016, this study has analyzed the rationality of three types of agents, regarding their
risk attitude that drives portfolio selection processes. Among the risk attitudes, the
risk-averse agent who invested half or its wealth in risk-free assets like sovereign bonds
has reached the most successful result. Furthermore, portfolios of solely risk-free assets
best performed all of the simulated choices.

The results has confirmed our hypothesis that risk-averse investors, acting ration-
ally in order to manage their asset portfolios, are likely to be at the bottom of a
“diabolic loop” between sovereign bonds and investors (bank) risk. Their demand for
sovereign bonds feeds the cyclical problem, even at times of falling interest rates in
medium-advanced economies. Nonetheless, the conclusion is restrict to the context
studied reflecting the country data of the sample.

This brings important issues to the policy makers in charge of systemic risk
monitoring, banks regulation, fiscal and public budget constraints, and the development
of the capital markets. The interconnectedness of financial institutions that hold sig-
nificant part of sovereign debt in their portfolios can contribute significantly to the
doom loop and consequently to the emergence of systemic risk crises. The relative high
interest rates and the regulatory incentives to this behavior contribute to the rational
choices of risk-averse investors. The growing ratios of the sovereign debt to GDP place
an additional concern to governments, which may deal concomitantly with economic
downturns.

Regarding the agent-based methodology, the process of programming, testing and
executing the software components of the model may be time-consuming, especially
when the framework starts from the scratch. Despite this, it can also be worth building
or extending a framework to promote new research questions, even in the broad area of
the social science.

Future studies could insert corporate governance actors – important agents to the
credibility of the stock markets – in the agent-based model, in order to cope with the
classical principal-agent problem.
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Abstract. Large cities around the world face numerous challenges to
guarantee the quality of life of its citizens. A promising approach to
cope with these problems is the concept of Smart Cities, of which the
main idea is the use of Information and Communication Technologies
to improve city services. Being able to simulate the execution of Smart
Cities scenarios would be extremely beneficial for the advancement of
the field. Such a simulator, like many others, would need to represent a
large number of various agents (e.g. cars, hospitals, and gas pipelines).
One possible approach for doing this in a computer system is to use the
actor model as a programming paradigm so that each agent corresponds
to an actor. The Erlang programming language is based on the actor
model and is the most commonly used implementation of it. In this
paper, we present the first version of InterSCSimulator, an open-source,
extensible, large-scale Traffic Simulator for Smart Cities developed in
Erlang, capable of simulating millions of agents using a real map of a
large city. Future versions will be extended to address other Smart City
domains.

Keywords: Simulation · Smart Cities · Erlang · Actor model
Scalability

1 Introduction

The growth of cities population around the world brought numerous challenges
to their management and operation, especially in big cities. These metropolises,
such as São Paulo, Rio de Janeiro, New York, Mexico City, and Tokyo, have to
deal with many problems in different areas such as traffic, air pollution, public
transportation, health, and education. One approach to tackling these problems
is the concept of Smart Cities [1] that proposes the use of Information and Com-
munication Technologies (ICT) to find solutions to deal with the city problems.

There are already some Smart Cities experiences around the world [2–4] with
initiatives in different domains. However, deploying a complete environment to
c© Springer International Publishing AG, part of Springer Nature 2018
G. P. Dimuro and L. Antunes (Eds.): MABS 2017, LNAI 10798, pp. 211–227, 2018.
https://doi.org/10.1007/978-3-319-91587-6_15
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test Smart City Applications and Platforms is still a great challenge due to
costs and political issues. Moreover, current Smart Cities experiences have been
deployed in small to medium cities. Deploying such infrastructure in a metropolis
such as São Paulo, with 11 million inhabitants, will be much more complicated.

The use of simulators can be a good alternative to support large-scale Smart
Cities tests and experiments. These tools can simulate different scenarios with
various solutions in many city domains such as traffic, public transportation, and
resource utilization. Two main challenges arise from the use of simulators. First,
the scale: to simulate an entire city, current tools demand high computational
power and a long time to simulate large scenarios. Second, the usability of the
tools is important because simulator users are not computer scientists. Hence, a
Smart City simulator must be both scalable and user-friendly.

To tackle these two main challenges, we are developing InterSCSimulator, an
agent-based Smart City simulator which offers a simple to use scenario definition
with massive scalability. To achieve scalability, we used Erlang, a language devel-
oped to ease the implementation of large-scale parallel and distributed applica-
tions. To offer good usability, we studied different simulators with similar pur-
poses such as MATSim [5] and Mezzo [6]. This paper presents the first version
of InterSCSimulator which is already able to simulate large-scale traffic scenar-
ios. Our experiments show that InterSCSimulator supports more than 4 million
vehicles in a single simulation using a real map of a large city: we already tried
the simulator using the maps of São Paulo, New York, and Paris.

Our simulator uses the concept of agents. In our traffic simulations, each
vehicle in the simulated city is an agent that can have different behaviors such
as start or stop moving, move in a defined path in the city graph, or change
its path. Erlang is widely used to implement multi-agent systems [14–16]. Its
programming model, called actor model, is very well-suited for this purpose. In
Erlang, each application thread is an actor that executes independently of the
rest of the application, and the Erlang Virtual Machine can efficiently create and
manage millions of actors.

This paper is organized as follows: Sect. 2 presents the requirements to
develop traffic simulations in Smart Cities. Section 3 compares InterSCSimu-
lator to other traffic simulators. Section 4 describes the Actor Model and the
Erlang language and relates it to the development of multi-agent applications.
Section 5 presents the architecture and implementation of InterSCSimulator.
Section 6 shows the simulator performance and usability evaluation. Finally,
Sect. 7 addresses our conclusions and future work.

2 Requirements

To define the functional requirements for the initial version of our simulator, we
reviewed the literature on smart cities domains [2,3] and Smart City simulators.
We then opted to begin by using traffic scenarios, which have many implemen-
tation challenges such as scalability and usability. To implement traffic scenarios
we found four essential functional requirements:
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City Road Network: A Smart City simulator has to represent the city road
network in a model easy to manipulate algorithmically. A good approach is
to create a digraph based on the city map, which can be acquired from many
different services such as Open Street Maps (OSM)1 or Google Maps2. The
model used must allow large scale simulations with millions of vehicles.

Trips Definition: It is necessary to define all the trips that will be performed
during the simulation. To implement this we have two alternatives: creating
a tool to generate random trips or converting an origin-destination matrix
(when available) for the city we intend to simulate. For examples, in this
paper we used the OD generated by the municipality of São Paulo3.

Vehicles Simulation: All traffic simulators must use a car model to calculate
the speed of the cars. There are many models available in the literature, from
the simple free model to complex models. In this work, we used a free-flow
model, which the vehicle speed is always the maximum speed of the street.

Output Generation: The simulator must generate different outputs to allow
the analysis of the results of the simulation. The most common approach is
to generate a file with all the events occurred in the simulation, allowing the
development of visualization and statistical tools.

Besides the functional requirements, a Smart City simulator also must meet
the following non-functional requirements:

Scalability: To simulate Smart City scenarios, it is necessary to manage millions
of actors such as cars, people, buildings, and sensors. Therefore, the simulator
scenarios have to scale from hundreds to millions of actors. To achieve this,
distributed and parallel simulations are almost mandatory.

Usability: Creating descriptions of simulated scenarios for the simulator should
be easy, enabling people with no knowledge of the internal implementation of
the simulator to develop scenarios with little effort. Thus, the programming
model has to be intuitive and independent of the internal implementation of
the simulator.

Extensibility: It is unlikely that a simulator will provide all required features
for Smart City simulations. The simulator has to be easily extensible, offering
simple mechanisms for implementing new actors and changing their behavior,
for implementing new metrics, and for the modification of the behavior of the
simulator itself. So, it is important not only that the simulator be open source,
but also well documented and implemented with high quality, extensible code.

3 Related Work

In our literature and Web searches for Smart City simulators, we did not find
any simulator that is capable of simulating large-scale and complex scenarios

1 Open Street Maps—http://www.openstreetmap.org.
2 Google Maps—http://maps.google.com.
3 OD Matrix—https://goo.gl/DNM8in.

http://www.openstreetmap.org
http://maps.google.com
https://goo.gl/DNM8in
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with multiple actors such as cars, buildings, people, and sensors. We included
in this section software that simulates individual agents, such as cars or people,
and cites the development of large-scale simulations as one of its objectives.

DEUS (Discrete-Event Universal Simulator) is a discrete-event general
purpose simulator, which was used to simulate a Vehicular Ad-Hoc Network
(VANET) [7]. In this Java-based, open-source simulator, it is possible to extend
the base Node and Event model to implement particular actors to simulate
entities such as cars, buildings, people, and sensors. Due to its architecture and
non-parallel Java implementation, however, its scalabilityd is weak, which we
verified by experiments with almost 10 thousand nodes that we carried out.

Veins is a VANET simulator that integrates [8] OMNET++4, a well-known
discrete-event network simulator, and SUMO (Simulation of Urban Mobility)5, a
microscopic traffic simulator. In Veins, it is possible to simulate traffic scenarios
such as traffic jams and accidents. In our experience with it, it was difficult for
us to understand the code and architecture and running it in parallel mode was
not trivial.

Siafu is a Java agent-based, open-source simulator [9] used to simulate mobile
events in a city. The simulator has a user interface to visualize simulation data
and can export data sets. In Siafu, the agent creation is manual, so it is more
appropriate for small, simple scenarios that can be visualized via a simple graph-
ical representation of the city.

MATSim is also a Java agent-based, open-source simulator [5] that provides
a large variety of tools to aid in the development of traffic simulations such as an
Open Street Maps converter, a coordinate system converter, and a map editor.
Balmer et al. [10] show that MATSim can scale to almost 200 thousand agents.
However, due to its architecture and Java implementation as well as the lack
of a distributed implementation, it does not have the necessary scalability to
simulate an entire city.

Mezzo is a mesoscopic6 traffic simulation model suited for the development
of integrated meso-micro models [6]. Mezzo’s most important feature is the out-
put format, which allows easy construction of microscopic simulations after the
execution of the mesoscopic simulation. We have not found any information
about its implementation. However, tests presented in the paper describing it
show just small simulations.

Song et al. [19] implemented a mesoscopic traffic simulator using GPUs
(Graphical Processing Unit). Their objective is to use the great computational
power of GPUs to process large-scale traffic scenarios in high speed. The results
showed a speedup of two times comparing a GPU and a C implementation.
However, they found two problems: the communication between the GPU and

4 OMNET++ - https://omnetpp.org.
5 SUMO—http://sumo.dlr.de.
6 Mesoscopic Traffic Models simulate each vehicle in transit, but with fewer details

than a microscopic model. They often use a density function to determine the vehi-
cle’s speed in a street.

https://omnetpp.org
http://sumo.dlr.de
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the CPU is a bottleneck and, normally, the memory of GPUs is small. Both are
problems in the simulation of big scenarios.

DTALite [21] is an agent-based, mesoscopic traffic simulator that, as MAT-
Sim, uses a queue model that calculates the speed of the vehicles based on the
density of the link. This simulator was tested with the road network of Raleigh in
the United States with approximately 1 million trips between 6 and 10 am. The
simulator was also extended [22] to improve the capabilities to allow analysis
and comparison of different scenarios.

None of the aforementioned simulators can scale to an entire metropolitan
area with a map with thousands of streets and millions of vehicles moving in the
city. All the simulators are implemented in Java or C++, languages in which the
development of parallel and distributed applications is not transparent. Hence,
the use of a language better suited for the simple development of parallel and
distributed applications can enable the development of very-large-scale traffic
simulators.

4 Actor Model

The Actor Model is a powerful model for the development of highly concurrent,
distributed software. In this model, each actor is a processing unit, and they can
communicate only using asynchronous messages. Each actor has a mailbox which
stores the messages until the actor processes them. After processing a message,
an actor can change its state, send other messages, or create new actors.

This model diminishes two great problems of concurrent systems: race con-
ditions, as the actors do not share state or resources, and blocking waits, as all
the messages between actors are asynchronous. Although the actor model is not
a new idea [20], this model is gaining popularity in the last years because of
multi-core architectures.

As with the implementation of concurrent applications, the development of
distributed software is also very straightforward because there is no difference if
two actors are executing in the same or different machines. The unique require-
ment is that the language based on the Actor Model has to implement a com-
munication model that allows the message exchange of actors running on differ-
ent machines. Currently, many languages are based on the actor model such as
Erlang and Scala [18], and many others have an actor implementation such as
Ruby7, and Java8.

4.1 Erlang

Erlang is a functional programming language based on the Actor Model devel-
oped mainly for the implementation of large-scale, distributed, parallel applica-
tions. It was created by Ericsson9 for use in the development of telecommuni-
7 Celluloid—https://celluloid.io/.
8 Reactors.io—http://reactors.io/.
9 Ericsson—https://www.ericsson.com/.

https://celluloid.io/
http://reactors.io/
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cation applications. Currently, the language is used in various domains such as
Internet communication10, database systems [13], and simulators [11,12].

Most of Erlang characteristics, inherited from the Actor Model, are suitable
for the development of large-scale simulators:

Parallelism: The Erlang Virtual Machine allows the creation of a massive num-
ber of system threads. In the Erlang programming model, each thread is an
actor that can execute functions independently and spontaneously or when
it receives a message from another actor.

Distribution: In the Erlang actor model, it makes no difference whether two
actors that need to exchange messages are running on the same or different
machines. Therefore, the distribution of Erlang applications is very simple and
almost transparent to programmers. The unique requirement is the creation
of a text file with all the machines where Erlang actors can be deployed.

Fault Tolerance: Each actor in Erlang is independent of the others; therefore
an error in an actor does not propagate to the rest of the application.

Communication Protocol: Erlang processes communicate only through mes-
sages, which is very useful in the development of parallel applications because
that minimizes the necessity of mutual exclusion algorithms.

The Erlang language is frequently used to implement multi-agent systems.
The actor model has many similarities with the idea of agents, such as commu-
nication mechanisms, multi-thread features, and fault-tolerance [14]. Moreover,
each actor can have many different actions triggered by an event that can be the
receiving of a message or a timeout. McCabe et al. [17] present a comparison of
nine languages used to develop multi-agent systems; Erlang had the third best
results, just after OpenMP and C++, but both are low-level languages, making
it harder to implement parallel and distributed simulators.

The main Erlang disadvantage for the implementation of a simulator is thread
synchronization: because each thread is independent of each other, it is impos-
sible to know the order of the thread execution. Therefore, it is necessary to
implement a mechanism to synchronize the execution of the actors. Another
problem is the scarcity of proper tools for the development of Erlang applica-
tions, such as Integrated Development Environments and testing tools.

In the development of InterSCSimulator, we used Sim-Diasca (Simulation of
Discrete Systems of All Scales) [12], a general purpose, discrete-event simulator
developed in France by the EDF energy company11 that has the goal of enabling
very large-scale simulations. This simulator is implemented in Erlang, allowing
the implementation of massively parallel and distributed simulations. Moreover,
Sim-Diasca has a simple programming model enabling fast development of sim-
ulation scenarios. Our experiments with Sim-Diasca demonstrated that it scales
much better and is much easier to use and extend that the other simulators
mentioned in Sect. 3.

10 WhatsApp—https://goo.gl/If6k3d.
11 EDF—https://www.edf.fr/content/sim-diasca.

https://goo.gl/If6k3d
https://www.edf.fr/content/sim-diasca
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5 InterSCSimulator

InterSCSimulator is an Open-Source, scalable, Smart City simulator that has the
objective of simulating various, complex, and large-scale Smart City scenarios.
This section presents the implementation of the first version of the simulator
that already simulates traffic scenarios with cars and buses. The simulator is
implemented on top of Sim-Diasca and has all the advantages mentioned above
related to the use of the Erlang language.

Figure 1 presents the simulator architecture. The bottom layer is the Sim-
Diasca simulator, responsible for the discrete-event simulation activities such
as Time Management, Random Number Generation, Deployment Management,
and the Base Actor Models. The middle layer is the Smart City Model, which we
developed as part of our research and implements the required actors for traffic
simulations such as cars, buses, and the streets that represent the city graph.
The top layer comprises the scenarios that can be implemented using the Smart
City model.

Fig. 1. InterSCSimulator architecture

5.1 InterSCSimulator Components

The InterSCSimulator has four main components: the Scenario Definition that
receives the input files and creates the city graph and first vehicles; the Simula-
tion Engine that executes the simulation algorithms and models and generates
the simulation output; the Map Visualization that receives the simulation
output and creates a visual visualization of the city map and the movement of
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the vehicles; finally, the Chart Visualization that also receives the simulation
output and generates a series of charts with information about the simulated sce-
nario. Figure 2 presents the components and their interactions with their inputs
and outputs.

Fig. 2. InterSCSimulator components

5.2 Inputs

InterSCSimulator uses three XML files as inputs. The first, map.xml, is the
description of the network of a city. This file can be generated from a region
in Open Street Maps (OSM) using a tool that converts the OSM format to an
oriented graph using the Erlang’s Digraph API. We tested this tool with very
large maps such as the entire São Paulo metropolitan area that has more than
80 thousand nodes and 120 thousand links. Listing 1 presents an example of a
map file with 3 nodes and 3 links.

Listing 1. XML file with the city network

<network>
<nodes>

<node id ="1"
x="−46.65805" y="−23.58162" />
<node id ="2"
x="−46.65828" y="−23.58342" />
<node id ="3"
x="−46.65228" y="−23.59341" />
<node id ="4"
x="−46.43228" y="−23.23341" />

</ nodes>
<l i n k s>

<l i n k i d="35985" from="1" to="2"
length="100" f r e e sp e ed="40" />
<l i n k i d="35985" from="2" to="3"
length="200" f r e e sp e ed="40" />
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<l i n k i d="35985" from="3" to="1"
length="80" f r e e sp e ed="50" />
<l i n k i d="35985" from="1" to="4"
length="120" f r e e sp e ed="50" />

</ l i n k s>
</ network>

The file is divided into two sections. The first section describes the nodes of the
graph which are street crossings in the city map; the second section contains all
the links which represent stretches of the city streets. Note that many links can
represent a single street.

The second XML file has all the trips that must be simulated. Each trip has
the origin and destination nodes in the graph and the simulation time when the
trip will start. Optionally, the trip can have a fixed path, mainly to simulate
buses, or it may be up to the simulator to calculate the best path from the ori-
gin to the destination (using algorithms of the Erlang Digraph API12). Listing 2
presents a stretch of the trip file.

Listing 2. XML file with the trips to simulate

<scs imulator_matr ix>
<t r i p o r i g i n="247951669" d e s t i n a t i on="60641382"

type=" car " start_time="28801" />
<t r i p o r i g i n="60641382" d e s t i n a t i on="247951669"

type=" car " start_time="63001" />
<t r i p o r i g i n="4511105625" d e s t i n a t i on="2109902387"

type=" car " start_time="16201" />
<t r i p o r i g i n="247951669" d e s t i n a t i on="60641382"

type=" car " start_time="54001" />
<t r i p o r i g i n="246650787" d e s t i n a t i on="247951670"

type=" car " start_time="54001" />
<t r i p o r i g i n="247951670" d e s t i n a t i on="246650787"

type=" car " start_time="66601" />
<t r i p o r i g i n="246650787" d e s t i n a t i on="63451382"

type=" car " start_time="48001" />
<t r i p o r i g i n="246654787" d e s t i n a t i on="45341382"

type=" car " start_time="54001" />
<t r i p o r i g i n="542350787" d e s t i n a t i on="54341234"

type=" car " start_time="12001" />
<t r i p o r i g i n="246650787" d e s t i n a t i on="62345478"

type=" car " start_time="52001" />
</ scs imulator_matr ix>

Finally, the third file contains some important parameters to the simulation
such as the total time of the simulation, the path to the map and trip files, the
output file path, and the charts that have to be generated at the end of the
simulation.
12 Erlang Digraph API—http://erlang.org/doc/man/digraph.html.

http://erlang.org/doc/man/digraph.html
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With the three files loaded (map, trips, and configuration), a Simulation
Scenario is created. This component is responsible for the creation of all Erlang
actors necessary for the simulation. Each vehicle (car or bus) is an actor, and each
vertex of the city graph is also an actor that knows all its immediate neighbors.
The vehicles are active actors that periodically send messages to some city vertex;
these, in turn, are passive actors.

5.3 Simulation Execution

In this first version of InterSCSimulator, the Vehicle actor is the main agent
of the simulation. This actor can be a car or a bus moving in the city from an
origin to a destination vertex in the city graph. Currently, we do not try to check
if a single car performs more than one trip throughout the simulation nor do we
try to handle individual passengers, which might use more than one Vehicle in a
single trip. This actor has four main behaviors: it may Start Travel, when the
simulation reaches the start time for the vehicle; Move, when the simulation
reaches the time of the next movement for the vehicle; Wait, when the vehicle
has to wait until its next move action; and Finish Travel, when the car arrives
at its destination. One agent is created to simulate each trip in the trips input
file.

Another important actor is Street, which represents each vertex of the city
graph. This actor knows its neighbor nodes and the links that connect them. At
each movement, a car asks the vertex what is the link that it has to use to follow
in its path. The street actor answers with the link and the time the car will take
to cross the link. Then the car waits until its next movement. This distributed
model of the city graph and the fact that all message exchanges are local allow
the simulator to scale very well, as there is no central actor that manages the
city graph, which would be a bottleneck.

In this first version we use two models to calculate the speed of the cars a
very simple free-flow model to calculate the time that a car will spend in a link:
time = link_length/vehicle_speed. Each link stores the number of cars that
are in the street at each moment. If the number of cars in the link is equal to its
capacity, then no vehicle can enter the link until at least one car leaves the street.
If this happens, then there is a traffic jam in the simulation. We already save
the number of cars in the links in each moment to allow the future development
of more complex models.

InterSCSimulator can use any map collected from OSM. Figure 3 presents an
execution of the simulation using the map of São Paulo. This map has approx-
imately 50 thousand vertices and 120 thousand links; in this simulation, 500
thousand trips with 250 thousand actors were used in a one-day simulation.
Each actor goes to work and goes back home at random times. In this graphic
visualization, we used OTFVis13, a visualization tool developed as part of the
MATSim project.

13 OTFVis—http://matsim.org/docs/extensions/otfvis.

http://matsim.org/docs/extensions/otfvis
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Fig. 3. Simulation execution over the São Paulo street map

5.4 Outputs

The InterSCSimulator generates an XML output file with all the events that
occurred during the simulation. We used the same format as MATSim, which
allows us to use OTFVis and other MATSim tools. Listing 3 presents a segment
of the output file with the events of two cars saved in an example simulation.
The events stored in the file are the same described in Listing 2.

Listing 3. Simulation events file

<events version=" 1 .0 ">
<event time="4" type=" s ta r t_t r i p "
person="2121" l i n k="5243" legMode=" car "/>
<event time="4" type=" s ta r t_t r i p "
person="2223" l i n k="1002" legMode=" car "/>
<event time="11" type="move"
person="2223" l i n k="4005" />
<event time="31" type="move"
person="2121" l i n k="4005" />
<event time="38" type="move"
person="2223" l i n k="2007" />
<event time="52" type="move"
person="2223" l i n k="3201" />
<event time="54" type="move"
person="2121" l i n k="5002" />
<event time="58" type=" f i n i s h_ t r i p "
person="2121" l i n k="4005" />
<event time="64" type=" f i n i s h_ t r i p "
person="2223" l i n k="5243" />

</ events>
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Besides the file, we also created a service that runs R scripts to make statisti-
cal analyses with the data generated at the end of the simulation. These scripts
produce a series of charts such as the most used links during the simulation and
the biggest trips of the simulation. For example, Fig. 4 shows a graph produced
by these scripts which shows the most used links during the simulation.

Fig. 4. Top 10 most used links during the simulation

6 InterSCSimulator Evaluation

To evaluate the simulator we tested mainly the scalability, which is our most
important feature in comparison to other simulators. We also present some
remarks about the usability of the simulator, which is important because people
that will use this kind of simulator may not be computer specialists, such as city
and traffic managers and traffic engineers.

6.1 Scalability

To test the simulator scalability, we created a scenario based on an Origin-
Destination (OD) matrix produced by the subway company of São Paulo14. The
OD matrix has 170 thousand trips of people in the city, mainly going to or
coming back from work. We extrapolated the trip data in this matrix (by simple
replication) to create four different synthetic scenarios: 1 million, 2 million, 3
million, and 4 million trips. All the scenarios simulate an entire day in the city.
Most of the trips take place during the peak hours in the morning (07:00 to 09:00
am) and in the afternoon (05:00 to 07:00 pm).

14 Origin-Destination Survey—https://goo.gl/DNM8in.

https://goo.gl/DNM8in
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The tests showed that the simulator scales almost linearly with the number
of agents. Figure 5 shows two charts, the first with the execution time of the four
scenarios (in minutes) and the second with the total amount of memory used
(in gigabytes) in the four scenarios. All scenarios were executed on a machine
with 24 cores and 200 GB of memory. It should be possible to run the same
simulations in a distributed system using a group of machines with more modest
resources each.

Fig. 5. Execution time and memory used in the four scenarios

Very large simulations usually take many hours or days to complete very
large scenarios. With InterSCSimulator, we were able to complete all the four
tested scenarios in a comparatively short time: the first scenario simulation took
just 22min, the second 45min, the third 70min, and the fourth 95min. All
scenarios simulated 24 h of city traffic and the simulation time grows linearly
with the number of simulated agents. The second chart shows that the memory
usage growth was also almost linear in the four scenarios. Comparing with the
simulators presented in Sect. 3, only the work of [19] has comparable execution
times.

Based on the data collected in the four scenarios, we used a linear regression
algorithm to estimate the necessary resources to simulate all of the city of São
Paulo, currently with 11 million inhabitants, which is our final goal. Table 1
compares the scenarios and shows estimations to simulate the entire city.

The table compares the following characteristics:

Agents: The number of simulated agents in each scenario and the total number
of agents to simulate the entire city.

Map Size: The number of nodes in the city graph. In this version, we used just
the map of São Paulo, but to simulate all of the city it is also necessary to
include parts of the extended metropolitan area.

Memory: The maximum amount of memory used in the simulation and the
necessary memory estimated to simulate the entire city.

Events: The number of events that occurred during the simulations and the
estimated number of events to simulate the entire city. These events are saved
in the output file.
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Table 1. Simulated scenarios and estimation

Scenario 1 Scenario 2 Scenario 3 Scenario 4 Estimation

Agents 1 million 2 million 3 million 4 million 11 million
Map size (Nodes) 50.000 50.000 50.000 50.000 140.000
Memory 51 GB 98 GB 142 GB 196 GB TB 515 GB
Time (Min) 22 m 45 m 70 m 95 m 480 m
Events 70 million 140 million 210 million 280 million 910 million
Output file size 2 GB 4.1 GB 6 GB 8.3 GB 23 GB

Output File Size: The final size of the text file that stores all the simulation
events and the estimated size of the file to simulate the entire city. This file
can be saved in XML and CSV format.

This data suggests that, if the simulator indeed continues to scale linearly to
bigger scenarios, it will be possible to simulate the entire city. We also made some
preliminary distributed tests with the simulator on a basic machine. We created
three containers using Docker 9 in a machine with 6 cores and 16GB of memory.
As mentioned in Subsect. 4.1, distribution is one of the main Erlang character-
istics, and it is very straightforward to execute distributed Erlang applications.
Figure 6 compares the same simulation running using one, two, and three con-
tainers. The chart shows that, as the number of containers grow, simulation time
decreases. We have to investigate further why this happens and also what is the
impact of communications among the containers in the simulation.

Fig. 6. Execution time of the distributed simulations
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6.2 Usability and Extensibility

To verify usability, it is important to analyze how to create the Smart City
scenarios. We based our model on MATSim, which requires the creation of a
map, a trip, and a configuration file to create the simulation. The map file is
based on Open Street Maps, the trip files can be created manually or parsed
from an OD matrix, and the configuration file is very simple, with just some
options as the input and output folder and the total time of the simulation.
Both InterSCSimulator and MATSim provide tools for the creation of these
files.

Veins and DEUS have a similar way of defining scenarios using XML files
that describe the initial actors and their behavior, but they do not provide any
additional tool to facilitate the development of the scenarios. Siafu has a visual
interface to define the scenarios, which is good and easy when dealing with
small simulations but makes the creation of large simulations with many actors
impractical.

Also, extensibility is necessary to allow other researchers to change and add
simulation models. InterSCSimulator and DEUS have a very similar program-
ming model. Both provide a base class (Actor in Sim-Diasca and Node in DEUS)
that developers can extend to implement the simulation actors. MATSim has
many interfaces that new models can extend changing the behavior of the sim-
ulation. The Siafu programming model is a little different, and the programmer
has to understand all the code of the simulator to use it. In Veins, adding new
components to the simulator depends on changing OMNET++ and SUMO and
its communication. Therefore, InterSCSimulator, MATSim, and DEUS seem to
be more easily extensible than Siafu and Veins.

7 Conclusions

This paper described the development of InterSCSimulator, a simulator that
aims to advance the state of the art in the integrated simulation of Smart Cities,
offering scalability and a straightforward programming model. In this first ver-
sion of the simulator, we implemented actors for the simulation of traffic sce-
narios. The experiments showed that the simulator is scalable, a fundamental
requirement to simulate large traffic scenarios; it is reasonable to expect similar
performance in other domains. Compared to other simulators, InterSCSimulator
is also easy to use and makes it possible to generate charts and an animated
simulation with a GUI using the results of the simulations.

We also developed tools to aid in the creation of real scenarios such as an
Open Street Maps parser and a parser to read the São Paulo OD Matrix. In our
ongoing work, we are experimenting with larger scenarios, going up to the entire
vehicle fleet of an enormous city with 11 million inhabitants. To do that, we
need to execute the simulator both in larger machines with more cores and in a
distributed environment, exploring the parallelism supported by the Actor model
of Erlang. However, we anticipate that we will need to address several challenges
and bottlenecks before we can achieve that, such as the size of the output file,
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the maximum number of supported actors in an Erlang virtual machine, and the
communication costs in distributed environments.

As future work, we intend to implement other Smart City scenarios such
as disaster management and smart grids. We also plan to make large-scale dis-
tributed simulations, since we only tested the distribution model of Erlang in
small scenarios. Finally, we plan to perform a functional evaluation with city offi-
cials and public policy makers to validate the simulated scenarios and improve
the simulator usability.
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