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Foreword

The 20th International Conference on Human-Computer Interaction, HCI International
2018, was held in Las Vegas, NV, USA, during July 15-20, 2018. The event incor-
porated the 14 conferences/thematic areas listed on the following page.

A total of 4,373 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 76 countries submitted contributions, and 1,170 papers and
195 posters have been included in the proceedings. These contributions address the
latest research and development efforts and highlight the human aspects of design and
use of computing systems. The contributions thoroughly cover the entire field of
human-computer interaction, addressing major advances in knowledge and effective
use of computers in a variety of application areas. The volumes constituting the full set
of the conference proceedings are listed in the following pages.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2018
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts, I
would like to express my appreciation to the communications chair and editor of HCI
International News, Dr. Abbas Moallem.

July 2018 Constantine Stephanidis
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Determining Which Touch Gestures Are Commonly
Used When Visualizing Physics Problems
in Augmented Reality

Marta del Rio Guerra'?, J orge Martin-Gutiérrez2, Radl Vargas—Lizérragal,

and Israel Garza-Bernal'™”

' Universidad de Monterrey, Garza Garcia, NL, Mexico
{marta.delrio, raul.vargas, gustavo.garzab}@udem.edu
2 Universidad de La Laguna, Tenerife, Spain
jmargu@ull.edu.es

Abstract. Touch gestures can be a very important aspect when developing
mobile applications with enhanced reality. The main purpose of this research was
to determine which touch gestures were most frequently used by engineering
students when using a simulation of a projectile motion in a mobile AR applica-
tion. A randomized experimental design was given to students, and the results
showed the most commonly used gestures to visualize are: zoom in “pinch open”,
zoom out “pinch closed”, move “drag” and spin “rotate”.

Keywords: Augmented reality - Physics - Education - Usability
Touch gestures

1 Introduction

Augmented Reality (AR), as defined by Azuma, is an interactive system presented in
real time that combines real and virtual realities registered in three dimensions [1].
Klopfer and Squire state that AR is “a real-world context dynamically overlaid with
coherent location or context sensitive virtual information” [2]. Kipper and Rampolla
mention in their book “Augmented Reality: An Emerging Technologies Guide to AR”
that it is a variation of a Virtual Environment (VE). Our purpose is to use “digital or
computer-generated information: whether they are images, audio, video, and touch or
haptic sensations and overlay them in a real-time environment” [3]. Briefly, virtual
information becomes real by using AR.

2 Related Work

Searching for a theoretical framework, Martin-Gutiérrez et al. introduced an AR appli-
cation that worked with an AR book called AR-Dehaes, to enhance the acquisition of
engineering students’ spatial abilities. They made an experiment with undergraduate
students from the Mechanical Engineering program and determined that the application

© Springer International Publishing AG, part of Springer Nature 2018
J.Y. C. Chen and G. Fragomeni (Eds.): VAMR 2018, LNCS 10909, pp. 3-12, 2018.
https://doi.org/10.1007/978-3-319-91581-4_1
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had a positive impact in relation to easiness, learnability, controllability and intrusive-
ness [5].

Regarding the scope of physics, Cai et al. created a system for a convex imaging
experiment that transmitted an interactive AR video by means of the internet, allowing
(eighth-grade) students to interact with three-dimensional models in the technologically
advanced environment. The results showed that the main grades from the experimental
group, were better than those belonging to the control group, but there was no significant
difference in the main scores of the subsequent tests [4].

A mobile collaborative AR simulation system of elastic collisions developed by Lin
et al. showed a notorious improvement in the learning outcomes of undergraduate
students compared to those who studied in the traditional manner. They identified three
different knowledge construction behaviors among students: construction of problem
space, construction of conceptual space and construction of relations between concep-
tual and problem space. The results showed a significant difference in the subsequent
test grades in both, the control and experimental groups and demonstrated that studying
with the AR Physics system denoted better learning results than those achieved by
students using the traditional method [6].

Akgayir et al. also investigated mobile AR applications in science laboratories by
including undergraduate students in an experimental controlled group, which showed
an upgrading in laboratory skills and attitudes when using improved physics laboratories
instead of employing printed laboratory manuals. They developed five applications for
five different physics experiments (water electrolysis, Ohm’s law, Wheatstone bridge,
Kirchoff’s law and three phase transformer connections) and gave students attitude
questionnaires, pre-tests, subsequent tests and interviews [7].

Martin-Gonzalez et al. developed an AR system with a Kinect sensor to teach Eucli-
dean vectors in College institutions, in physics and mathematics courses, which enabled
the understanding of concepts such as magnitude, direction, orientation and operations
related to vectors (addition, subtraction and cross product). The user’s hand positions
were the final position for the vectors, and the origin was located on his chest [8].

Another work was done by Kaufmann and Meyer, who developed an enlarged reality
application for mechanics education to simulate physical experiments. High School
students were allowed to build their own physics experiments in a three-dimensional
virtual world. As they mentioned in their research, the applicability of the app was for
students aged 12 to 18, depending on the specific physics course; the researchers also
thought that the app could be used for basic college courses [9].

An investigation on the use of a haptic augmented simulation of gravitational forces
between the sun and the earth for undergraduate students, made by Civelek and Kemal
explored the effects of this technology on the students’ results and their attitudes towards
physics. To determine those effects, they used an experimental and controlled group and
the outcomes showed a positive effect on the students’ grades [10].

Enyedy etal. invented a project named LLP (Learning Physics through Play) to teach
physics topics to 6 to 8 years old students with activities using augmented reality [11].
The results showed that students developed a conceptual understanding of speed, force,
net force, friction and motion at an earlier age using the AR technology.
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An empirical study made by Ibanez et al. used an augmented reality simulator in a
physics course. This simulator was used by 112 students to interact with magnetic fields
in 3D. The results showed that AR is a technology that has a positive impact on the
students’ motivation [15].

Buchanan et al. developed a toolkit with AR and rigid body simulations to teach
chain reactions and physical contraptions by means of a game. This toolkit provided an
imitation of a chain reaction based on augmented objects that were visualized using
different indicators. It was a success because the results showed that this toolkit helped
participants learn Newton’s forces since they all finished the simulation correctly [16].

A study made by Pasareti et al., which was conducted in a high school and dealt with
augmented reality in education, showed that participants of an AR group obtained the
following results: 60% had the best marks, 38% had average grades and only 2% had
worse results compared to those obtained in a previous test; and the results of the control
group showed 27% had better grades, 42% had average results and 31% had worse
grades. After analyzing those results, they came to the conclusion that AR is a very good
technology to be implemented in addition to textbooks [17].

Freitas and Campos in their study about SMART, an educational system with
augmented reality, to teach 2nd grade students, presented the results of an experiment
which was organized in three different elementary schools. There, 32 girls and 22 boys
ranging from 7 to 8 years old, were divided in two groups: an experimental group that
worked with SMART and a control group that studied with the traditional methodology.
The results, based on the Portuguese educational system, were divided into three groups:
poor students, average students and good students. The first group showed 34% better
learning results which derived from the use of SMART, the second group showed 62%
and the last one 33% [18].

As it was previously expressed, AR improves learning in physics topics, so we
planned, worked and developed an AR mobile application to test which touch gestures
are frequently used by college engineering students when using simulations of projectile
motion problems in mobile applications. A collection of qualitative and quantitative
tools was employed, such as ethnography observations and open interviews.

3 Methodology

3.1 Participants

The participants were all college students enrolled in Physics I course at Universidad
de Monterrey in Mexico, during the Fall semester of 2017. With a population of 375
students, a confidence level of 95% and an interval of 15%, a sample of 26 students was
obtained and two groups were formed according to their level of spatial intelligence: an
outstanding and an average one. The following question was asked at the beginning of
the experiment in order to establish the amount of spatial intelligence each student had:
“When a physics problem is presented to you, how easily can you visualize it in your
mind?” In this research work, 18 male and 8 female students were included, whose ages
ranged from 17 to 20 years old, 12 of them showed an outstanding spatial intelligence



6 M. del Rio Guerra et al.

(9 males and 3 females) and 14 showed an average spatial intelligence (9 males and 5
females).

3.2 AR Physics Application

In order to carry out our research, we looked for an app with augmented reality that
included tactile gestures and a simulation belonging to a physics subject. But nothing
was found in the applications markets. So, a mobile application had to be built to carry
out the tests on the participants. This system was created to help physics students
improve their classroom participation and to enable student-technology interactions.

A mobile AR application was developed using Unity version 2017.2 with Vuforia
version 6.5 and the Java Development Kit version 8, in order to export the app to Android
System. The Vuforia package was imported to use the AR Camera instead of the main
camera [12]. First, a marker was used to be recognized by the AR Camera in order to
present the 3D model in augmented reality as shown in Fig. 1. Next, the LeanTouch
package was downloaded to implement the mobile gestures for the 3D model. The
following tactile gestures were programmed: moving, zooming in, zooming out and
rotating, as shown in Figs. 1, 2, 3 and 4.

s voria® O |

Fig. 1. Move simulation to any place of the screen with a touch gesture.
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Fig. 2. Rotate simulation with a touch gesture.

s vgoriac O

Fig. 3. Zoom-out simulation with a touch gesture.
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Fig. 4. Zoom-in simulation with a touch gesture.

As we can see in the previous images, the parabolic problem is working in augmented
reality by applying the gesture to the 3D object (formed by the building and the blue
arrow indicating where the ball will fall).

Finally, in order to export the application for Android System, an Android Studio
3.0 was downloaded with the SDK, in order to have the API’s for each Android Version.
The mobile app was able to work with Android 4.0 onwards, to the most up-to-date
version (Android 7.1.1).

3.3 Procedure

The experiment was prepared individually for each participant. First, a tutorial was
shown with the touch gestures that were implemented in the app in order to let students
know which ones could be used. Then, we presented to them the following projectile
motion problem: “From the top of a 15 meters-high tower, a projectile is launched with
an initial velocity of 5 m/s and an elevation of 40°. Determine the horizontal distance
travelled by the object”. Then, we asked them to answer the following questions with
the app.

Question 1: What touch gesture would you employ to see the ball at a closer distance?
Question 2: What touch gesture would you use to see the whole simulation?
Question 3: What touch gesture would you use to move the simulation to the left?
Question 4: What touch gesture would you practice to look at the horizontal distance
the ball must travel?
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Finally, we gave students an open interview in order to know what they had achieved
when they finished the four tasks. The following questions were asked to find out what
they thought about using AR in an application to be employed in the physics course.

1. Did the AR app help you understand the problem?
2. Did you understand the problem better by reading about it or by using the app?
3. Would the app motivate you to learn the material of the physics’ course?

4 Outcome and Discussions

4.1 Touch Gestures Results

After carrying out the experiment, the touch gestures were obtained and analyzed. The
results are presented in Table 1.

Table 1. Touch gestures results of the research

Question Gesture Times that the touch | % of used gesture in each
gesture was used question
Question 1 | Zoom-in with two fingers | 24 92.30
Zoom-in with double tap 2 7.70
Question 2 | Zoom-out with two fingers | 25 96.15
Zoom-out with double tap 1 3.85
Question 3 | Swipe 17 65.38
Keep pressed and swipe 9 34.62
Question 4 | Swipe to rotate 19 73.07
Spin with two fingers 7 26.92

4.2 Students’ Achievements

The data collected from the questions in order to obtain the students’ results is presented
in Table 2. Most students commented that the app helped them understand the problem
we presented to them; They also commented that the best way to understand the physics’
problems is by interacting with the simulator.

Table 2. Students’ commentaries on their success.

Comment Number of persons

It helps me because I can see it in 3D 20

I will not have grammar problems to understand the text

I will not have any problems to sketch a traditional 3D drawing 3

I will not have to waste time outlining the problem
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4.3 Discussion

The majority of the students’ commentaries on their results, it expressed was that the
app fulfilled its purpose. The participants showed a positive reaction to the application
when it was presented to them and they were interested in using it during the course, to
get a better understanding of the physics problems that they were working with. To
answer any problem and to be able to solve it, one must understand and outline it, so it
can analyzed. However, there are cases in which students are unable to visualize it and
delineate it. So, our application will help students solve both problems, outstanding
spatial intelligence and average spatial intelligence.

With regards to the application, we must say that we are encouraged to continue
working with it because of the participants’ positive opinions since most of the students
said that they would like to have augmented reality included as part of the curricula, to
help them solve problems. That would save them time to sketch any problem presented
to them and they would interact with it by means of gestures, in order to understand it.

In a future research work, we would like to add some exercises covering all the topics
presented in the Physics 1 course, at Universidad de Monterrey, so that it can be inte-
grated as a class tool.

4.4 Restrictions of the Study

When the experiment was carried out, there were two restrictions in our research work.
The first one was the mobile application’s development because it was impossible to
program all the gestures shown in Table 1. The “LeanTouch” library of tactile gestures
used for models working in augmented reality, only offers the gestures of zooming in,
zooming out, rotate with two fingers, and swipe to move the simulation. To solve those
problems, we gave the participants four questions, and also gave them instructions to
refrain from touching the screen. Then, we asked them to pretend they made motions in
the air. Finally, we let the participants interact with the application so that they could be
in contact of the programmed gestures.

The second restriction was the size of the sample: it was not as big as we had planned
at the beginning. One of the requirements was that students should be enrolled in the
Physics 1 course and there was a problem to contact students who wanted to participate
in our research. To find a solution and get an adequate sample to test our research, we
spoke to the person in charge of the Physics Department of the University of Monterrey,
who teaches the subject to three groups. He supported us by allowing us to take students
to the classroom where we had the prepared equipment for the test.

5 Conclusions

After having carried out this research project and obtaining the results of the test, we
counted the gestures used in each task and determined which one was used most
frequently in each of the following classification: movement, zoom out, zoom in, and
rotation.
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The classification of the two gestures in order to approach the simulation to the
application, the most frequently used gestures were “pinch open” (92.3%), “pinch
closed” (96.15%), “drag” (65.38%), and rotate (73.07%).

In the classification of the two gestures for rotation of the simulator in the application,
the most frequently used was the “Swipe” gesture showing a total of 19 times against 7
which was the gesture of “Spin with two fingers”. This was the classification with the
most difficulty in the test for the participants to be able to successfully complete the task
defined in the fourth question.

The results obtained in this study show that it is easy for physics students to perform
a certain gesture to complete a task in the application. We verified that the app is easier
to use by the type of user to whom it is being directed. According to Joan, in his study
about enhancing education through augmented reality, students are able to enrich them-
selves by the use of augmented reality through electronic devices, since they are capable
of relying on this tool anywhere and anytime; the pedagogical effects of using it in
classroom were studied and it is stated that the students, who experience the use of
augmented reality, developed better thinking skills [13]. It is deduced from this study
that the development of the application would be a helpful tool for students who need a
better understanding of physics problems and that tactile gestures are the right way to
interact with augmented reality. Finally, with this app, an interactive education can be
integrated in the near future into the physics course; Lee said in his study, that AR is a
great way to make education interactive, since this technology allows “educational
environments to be more productive, pleasurable, and interactive than ever before” [14].
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Abstract. The manipulation of three dimensional objects is vital to
fields such as engineering and architecture, but understanding 3D models
from images on 2D screens takes years of experience. Virtual reality offers
a powerful tool for the observation and manipulation of 3D objects by
giving its users a sense of depth perception and the ability to reach
through objects. To understand specific pain points in 2D CAD software,
we conducted interviews and a survey of students and professionals with
experience using CAD software. We narrowed in on the ability to select
interior or obscured elements, and created a VR prototype allowing users
to do so. Our usability tests found that compared to 2D software, VR was
easier to use, more intuitive, and less frustrating, thought slightly more
physically uncomfortable. Finally, we created a set of recommendations
for VR CAD programs around action feedback, environmental context,
and the necessity of a tutorial.

Keywords: Virtual reality - Usability - 3D modeling
Element selection - Computer-Aided Design (CAD)

1 Introduction

Virtual Reality (VR) has long been discussed for its potential to revolutionize
business processes and activities ranging from video games to educational pro-
grams. Until recently, VR technology has been limited in its utility due to the
cost and quality of video rendering, optics, and motion tracking technology. How-
ever, recent advancements in both software and hardware are vastly expanding
the capabilities of VR programs. Several industries have taken notice and are
attempting to integrate VR technology into their existing processes.
Engineering in particular stands to benefit from the introduction of VR.
Engineers often construct and interact with complex three dimensional (3D)
models using two dimensional (2D) computer-aided design (CAD) programs.

© Springer International Publishing AG, part of Springer Nature 2018
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VR offers the potential of a 3D interface to match the 3D models engineers work
with, allowing them to interact directly with their work and removing the need
to use complex mouse and keyboard controls simply to view and navigate.

Our team conducted several interviews with engineers and managers who
have experience developing and reviewing traditional CAD models to determine
what the limitations of such technologies are and how they could be made better.
We also surveyed engineers for feedback about more specific challenges of using a
traditional CAD software and what they would like to see in a 3D VR program.
We found that viewing and selecting specific elements of objects, especially those
within other objects, proved a challenge to many users; and that getting a sense of
scale and layout requires years of experience with 2D software, forcing engineers
to create costly 3D prototypes to fully communicate designs to nontechnical
users.

Using these insights, we developed a prototype program using the Unity
platform to be tested on the Oculus Rift VR device. We tested that prototype
with several people with varying levels of experience in engineering. Our major
takeaway was that while a VR interface is more intuitive than a 2D one when
selecting elements, especially for new users, context is vital: making sure the user
understands the environment, the object(s) to be controlled, and the controller
itself is necessary for users to get the most out of VR.

The code base for our prototype can be found on Github: https://goo.gl/
D8HaLQ.

1.1 Contributions

VR offers those without years of technical experience the ability to explore and
understand complex three dimensional objects. This has the potential to revo-
lutionize fields such as engineering, architecture, and healthcare by improving
communication between technical experts and non-experts.

Our research shows evidence that VR offers a more intuitive and easier to
control interface than 2D CAD programs, and our guidelines will help designers
of VR systems create useful and usable applications.

2 Background

2.1 Review of Relevant Literature

Until recently, virtual reality (VR) technology has not been sophisticated enough
to emulate many of the tasks that engineers and designers need to complete
their work. Two-dimensional (2D) and three-dimensional (3D) CAD modeling
software is in no imminent danger of being replaced by VR software, but indus-
try experts agree that VR has potential to replace those systems in the next
1020 years. As a result, most current VR software is mostly focused on enhanc-
ing existing processes rather than replacing them, as users familiarize them-
selves with the hardware and as more sophisticated software and hardware are
developed.
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As background for our study, we researched what current user interfaces
(Uls) are popular in VR applications, particularly those in an industrial setting.
To do so we reviewed white papers, scholarly articles, press releases, marketing
materials, industry reports, and popular press articles. We also reviewed videos
and presentations from conferences focused on virtual reality, where much of the
discussion of UI development takes place. Due to time and resource constraints,
we did not review individual patents, instead relying on papers and articles
discussing their contents. Our goal is to present the research and work being
done on UI design in VR, describe the current state of VR use in industrial
settings, identify existing roadblocks to further development and adoption, and
explain how those roadblocks are being overcome through innovative Ul and
technological development.

2.2 User Interface Design

The overarching goal in user interface (UI) design is to accurately and effortlessly
translate a users intent into action. In VR, this means using gestures that feel
intuitive and natural. Alger explains that in order to make VR technology avail-
able and used on a large scale, the barrier to adoption must be very small (Alger
2015a, b, ¢). Users who are not early adopters do not want to be dissuaded by
complex gestures or motions to make the software work; rather, they should be
able to instinctively understand how what they see works, as one does with a
straw or a hammer. In addition, traditional user experience (UX) elements, such
as text, images, graphics, and audio, must seamlessly integrate with whatever
system is in place so the user does not feel disoriented.

VR UI designers have identified several potential frameworks for user interac-
tion in a VR environment. Many people naturally reach out to touch VR objects,
seeking haptic feedback (Alger 2015a, b, c¢). Even when they know this is not
the way to interact with an object, the instinct is difficult to suppress. Other
combinations of wands and cursors used in either hand have been tested but
no definitive standard has yet been developed. Another interface that has been
tested is a gaze-based interface whereby the user focuses his or her vision on a
particular object, and either that focus or a button on the head-mounted device
(HMD) performs an action on the object (Samsung 2014).

Another type of Ul involves using a virtual keyboard to accept user input
(Alger 2015a, b, ¢), while still others attempt to mimic more recent technology
by using swipe, pinch, and scroll gestures (Samsung 2014). These have been
developed in part to lessen the difficulty in adjusting to a completely new tech-
nology and environment, especially for less technologically-adept users (GDC
2017). Giving feedback, whether haptic, visual, or audible, is necessary to assure
users they are performing the intended motion and encourage them to continue
(Oculus 2015). Range of motion, vision, and ergonomics must also be taken into
account when designing user interfaces, as users will not want to use a technology
that is physically uncomfortable.

Designers must also figure out how to adjust 2D objects for a 3D environment.
Mike Alger discussed needing to have a 2D screen within his 3D environment
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so users could, for example, read emails which are designed for 2D reading. At
the 2014 Samsung Developer Conference, Alex Chu explained that users found
2D thumbnails easier to understand, even if translating the content into 3D
thumbnails was more visually appealing. Depth, usually not an issue in 2D,
plays a prominent role in 3D design as users can feel disoriented or even scared
if objects do not appear to be correct. At the 2016 Google I/O conference, the
Google Daydream team discussed using layers similar to those found in Adobe
Photoshop to mimic the parallax effect, a phenomenon human brains use to
perceive a change in perspective (Google Developers 2016).

2.3 Current Industrial Use

Virtual Reality. To date, most virtual reality applications in industrial set-
tings have focused on three major areas: employee training, employee safety,
and prototype/design review. Every company that has embraced VR for these
purposes hopes to takes advantage of remote collaboration capabilities and take
advantage of a cheaper, more efficient form of reviewing products and processes
before beginning an expensive and time-consuming prototyping process. Most
major engineering and manufacturing firms purchase technologies from compa-
nies that specialize in developing VR software, such as ESI Group and EON
Reality, whose products can be tailored to a specific industry and use case.

An Invensys report from 2010 identified that the most challenging aspect of
using VR in process industries is that users must maintain a focus on collabo-
ration and learning while being limited to a single-user experience provided by
the hardware, normally a headset (Invensys 2010). Additionally, users need to
believe they are actually immersed in a virtual world in order to interact as they
would in a real-world setting. However, due to technical limitations, it is neither
possible nor desirable to make every object dynamic, so the program must track
the state of every object in its memory and render any changes in real-time.
Real-time rendering is both the most useful and among the most challenging
aspects of VR in an industrial setting, according to experts.

Current software used in industrial settings focuses more on visualization
and positioning to solve problems concerning things like safety, ergonomics, and
design. For example, Ford uses its VR software to visualize the interior of its
automobiles so designers and engineers can see the layout from a drivers perspec-
tive before manufacturing the first prototype (Forbes 2014). Ford’s VR program
has been used to launch 100 prototype vehicles, leading to a 70% reduction in
worker safety accidents and a 90% drop in ergonomics complaints (Martinez
2015). Other auto companies, such as Volkswagen and Jaguar Land Rover, have
also integrated VR technology into their assembly lines in various capacities.

These renderings are also shared with executives who may offer their own
input, but in this case the Ul is more limited, allowing for viewing but not edit-
ing. Even those programs that allow for editing objects are used only for small
changes, such as simple positioning or extruding, and are not used to build an
object from scratch (PricewaterhouseCoopers 2016). These limitations are due
more to current technological restrictions than practical use of the technology;
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Goldman Sachs predicts that CAD and CAM software are the most likely tech-
nologies to be disrupted by VR in industrial settings, estimating that 3.2 million
users will regularly use the technology by 2025 (Goldman Sachs 2016).

Augmented Reality and Mixed Reality. Compared to VR, augmented real-
ity (AR) and mixed reality (MR) are slightly more mature fields in the industrial
sector. AR and MR generally do not have the same UI challenges that VR does
simply because the technologies work a different way. In AR applications, users
interact with real-world objects with some kind of virtual overlay; for example,
using smart glasses to display a product’s information or quantity remaining
in a warehouse as the user looks at the product, instead of having to find the
product’s information on a mobile device or notebook (PricewaterhouseCoop-
ers 2016). Other potential uses include allowing remote experts to see what a
technician sees and give instruction from far away, or embedding temperature
or motion sensors to detect problems in machines before they have reached a
critical point and require a shutdown.

MR is a more complex technology that combines elements of virtual and
augmented reality. A recent study by Accenture Technology described MR as a
next-generation digital experience driven by the real-world presence of intelligent
virtual objects, enabling people to interact with these objects within their real
world field of view (Accenture Technology 2016). MR hardware typically makes
use of three primary technologies: infrared to map physical surroundings, infrared
to capture gestures by the user and others, and natural language processing for
voice recognition. Machine learning and artificial intelligence algorithms then
piece together a virtual world around the user that he or she can interact with.
MR can offer some of the same benefits as VR without the Ul difficulties. MR
applications can be used for remote collaboration, training, or virtual prototypes
of physical objects, similar to existing VR technologies. However, it remains to
be seen if the benefits of MR, namely the ability to maintain spatial awareness
and real-world interaction, outweigh the drawback of not being fully immersed
in the virtual world.

2.4 Current Non-Industrial Use

The most popular use for VR on the market right now is entertainment, specifi-
cally video games. Creating and manipulating virtual worlds is not a new concept
in video games; games such as World of Warcraft immerse the player in a vir-
tual world complete with quests, characters, and objects and allow the player to
communicate with other players. The premier user experience has led World of
Warcraft to capture over 50% of the massively-multiplayer online role-playing
game market for several consecutive years (The Journal of Technology Studies
2014). Video games typically use either the first-person or third-person perspec-
tive, with an avatar being used to represent the user as the user progresses in
the game. Some VR UI designers have attempted to use avatars in a similar
fashion, particularly those working in manufacturing settings, but this limits the
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functionality of the program (PricewaterhouseCoopers 2016). Several VR hard-
ware devices have emulated traditional video game hardware, namely joysticks
and buttons as inputs, because they are typically intuitive for an early adopting
crowd.

Two other notable industries where VR and AR are being adopted, and where
Ul is a notable challenge discussed in literature, are the military and education
fields. Militaries around the world are using VR applications to train both air and
ground forces for things like ground training, collaboration, and field medicine.
VR enables users to simulate battlefield environments and weapons usage with-
out being exposed to live ammunition, and to learn from remote experts while
being exposed to realistic situations. Obviously, the specifics of these programs
are not widely known, but it is known that British troops stationed in Germany
have used VR software in preparation for deployment to Afghanistan (Virtual
Reality Society).

In the education field, VR has mostly been used to give students access to
experiences they would not normally have, such as a substitute for field trips. The
use of AR has been observed more; the Journal of Technology Studies recently
studied the use of AR in education and found that AR could have many benefits
for students, including increased engagement and comprehension, without the
UT concerns that come with using VR (Antonioli et al. 2014). Furthermore, AR
allows students to maintain awareness of their space so teachers dont have to
spend as much effort supervising them. But while the technology was very ben-
eficial, it required teachers either have a certain level of technological knowledge
or receive specific training to use the technology, costing both time and money.
From a Ul perspective, the work with younger students proved that intuitive ges-
tures and content can be easily understood by almost any audience, but there is
much work to be done to determine which gestures are most intuitive for certain
actions.

3 Testing Methods

3.1 Interviews

Our team conducted several interviews with other students and professionals
who have experience using CAD software. Some of the interview subjects had
worked as engineers in large corporations while others had more academic than
professional experience. Subjects backgrounds were in a variety of industries,
including architecture, food manufacturing, clothing manufacturing, and elec-
trical engineering, but all had used CAD systems in some capacity and had an
opinion on the strengths and weaknesses of CAD software. We attempted to
get different perspectives from various kinds of users in our interviews, rather
than just engineers, to better understand what role a VR system could play
throughout the product development lifecycle.

Interview questions were focused on getting a better understanding of the
subjects experience in the industry, their experience with designing models using
CAD software, and understanding what problems they faced in building such
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models. We also asked questions focused on specific use-cases for VR, such as
current methods of and potential for VR use in collaboration, feedback, and
prototyping. Questions were not asked about any particular software, instead
focusing on general descriptions of how tasks were completed using 2D modeling
software.

Engineers. In total, we interviewed three subjects who are engineers, in addi-
tion to the survey of engineers and the managers who have engineering experience
(both described in more detail in later sections). Each subject had experience
both in a classroom setting and in a professional setting building CAD models.
We distilled their feedback down to three major takeaways:

1. Each part is typically owned by one engineer, and it is rare for multiple people
to work on a part in tandem. Typically, when working in a group, engineers
are not doing live adjustments to a model; if they need to do that they do it
separately on physical sketches. In a group setting, one person drives (controls
the mouse, keyboard, and computer) while the others watch.

2. It is difficult to look within an object or see cross-sections. Typically the user
must select a part and either hide it or make it transparent to see the parts
behind it, which may take several steps. This also leaves the user vulnerable
to missing certain parts and is more time consuming than engineers would
prefer.

3. Making small alterations is difficult due to the precision needed, and some-
times a user can make an alteration (e.g. a small extrusion or angle change)
without realizing it. This can have severe consequences if the user doesnt
catch it early enough, but often there is no good way to see the error.

Artists and Architects. Interviews from two architects and two 3D anima-
tion artists revealed that their key pain points of currently available 3D modeling
softwares are slow rendering times, version control, software stability, and porta-
bility between software variants.

Other notable feedback included:

1. Accuracy was more important to architects whereas visual aesthetics was
more important to artists when modeling. However, once a model has been
finalized, keeping the exact same ratios and measurements was also important
to artists.

2. Architects and artists found working on 2D screens is not challenging, mostly
because of the level of proficiency they have already achieved with 2D soft-
wares. Some even found current softwares to be easy to use when accompanied
by certain accessories like 3D mouse, Wacom tablet/pen, etc. However, both
groups initially experienced difficulty using the softwares for the first few
months.

3. Artists always work in 3D whereas architects mostly work in 2D and use 3D
only when showing the model to clients or other stakeholders and to see it at
the end of final modifications to verify the feel of the room.
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Managers. Overall, five subjects were interviewed. Interviewees had managerial
experience in industrial settings, including industries such as food manufactur-
ing, clothing manufacturing, and medical devices. Each had some experience
either building CAD models themselves or working on engineering teams to
review and give feedback to such models. Here are three main points from the
interviews:

1. Collaboration is not a barrier in the design and review process, as the cur-
rently employed methods (phone, email, in-person conversations) are effective.
Additionally, some issues must be discussed in-person, such as which materi-
als to use or to discuss more detailed issues of scale, which can be difficult to
convey in a purely visual medium. Some issues exist, notably giving timely
feedback when working on a deadline, but most subjects agreed that was a
people issue more than a technology issue and would likely persist even using
VR technology.

2. Scale and layout are issues with current software. It can be difficult to estimate
scale in a purely visual medium, and a slight miscommunication can lead
to problems down the road. Several subjects pointed out the challenges of
designing the layout for a factory and the difficulties if spaces and distances
are not accurately estimated.

3. Precision is extremely important. Current CAD software operate on a level
of about 5/10000ths of an inch, and margins in many manufacturing outfits
are extremely low, so the slightest error can cause a company to lose a lot of
money.

3.2 Survey

After conducting user interviews, we theorized that element selection would be
a pain point that could be addressed by VR and decided to conduct further
user research. In addition to the user interviews we conducted with students
and professionals, we conducted a survey of engineers and designers. The goal
was to understand what specific problems regarding element selection engineers
encounter when using 2D CAD models.

The survey was divided into three main sections: general informa-
tion/background, experience and difficulties faced with element selection, and
other information. Users were given ample opportunity to describe specific prob-
lems they faced, and several chose to do so. In total we received seven responses
to the survey, with four of the users being engineers or managers of engineering
teams.

From the survey responses we extracted three key takeaways related to ele-
ment selection in 2D CAD models:

1. Element selection is very tedious. It can require frequent zooming in/out to
get to the right magnification to select the correct element, and the user
frequently has to rotate the point-of-view which causes disorientation when
working with multiple or embedded objects.
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2. The software would be better if it only allowed selection of one type of element
at a time. Users felt that a good feature would be a sub-menu or similar
interface that allowed them to pre-determine which type of element can be
selected.

3. Multiple selection and embedded element selection would be useful features
in VR. Both of these are difficult to do in 2D models. Due to the difficulty
of rotating and zooming in/out to find the right item to select, users often
accidentally select the wrong element or deselect everything, causing the user
to start over and waste a lot of time.

4 Hypothesis

Following our interviews and survey, we decided to focus on element selection,
as that capability was widely applicable and commonly mentioned as difficult.
Element selection affects many different functions of using a model, including
scaling, extrusion, movement, and testing.

We hypothesized that VR software would grant its users a clearer sense of
scale and better three dimensional precision than 2D software, and thus be more
intuitive and easier to control. However, the extra arm movement and risk of
disorientation using VR could cause discomfort compared to mouse, keyboard,
and monitor.

5 VR Prototype User Testing

We created a VR interface in which users could perform basic element selection
in order to test element selection tasks on desktop versus virtual reality. We used
the Unity game engine and the VR Tool Kit framework to create an Oculus Rift
application in which users could select elements of objects. A video introduction

O PadXY(float) - JoystickPressed

@ AXButton

© BYButton

© Grip(float) - GripPressed

Fig. 1. Our prototype was designed to use the Oculus Rift’s motion-tracked controllers
as seen here.



22 D. Fox et al.

of the controls may be viewed at the following link: https://www.youtube.com/
watch?v=0{G9dh5uC04 (Fig.1).

5.1 Prototype Functions
Navigation

— The grip buttons, on the side of the controllers, are used for navigation.

To move, hold one grip; you can push or pull yourself towards objects.

— To rotate, hold one grip and push the joystick left or right.

— To grow or shrink, hold both grips and bring the controllers towards or away
from one another.

Selection

— Hover the controller over a valid element, and that element will light up,
indicating it’s in focus.
— Press the trigger to select the item in focus, turning it red.
Hold the A or X button to be able to select multiple objects. (Like holding
the control key on a keyboard while choosing files.)
You can filter what kind of elements you want to select by using the joystick
to bring up the Element Type Filter Menu.
e Pushing it in any direction will bring up a radial menu with element
types.
e By pushing the stick towards one type and releasing it, you will only be
able to focus on and select elements of that type.
e The types are (from the top, counterclockwise): Vertex, Edge, Face,
Object (not functional at time of testing), All.

Controller Legend

— Press the B or Y button to bring up a legend with instructions for these
controls.

5.2 Environment

Selectable Objects. We used two selectable objects in our prototype: an outer
blue cube, and an inner green cube. As Unity does not have native support
for recognizing and differentiating between vertices, edges, and faces in its 3D
objects, we created these cubes out of spheres, cylinders, and thin blocks.

One of our design priorities was that users should always be able to see
what is currently selected and what they are about to select. We made
several design decisions based on this:

— Selected objects are bright red, which stands out against the blue and green
unselected states.

— The object that will be selected if the user presses the trigger gains a hover
state as represented by increased brightness.

— If there are any objects in between the users head and their controllers, these
intervening objects will turn transparent, so the user can always see their
controller locations (Fig. 2).


https://www.youtube.com/watch?v=0fG9dh5uC04
https://www.youtube.com/watch?v=0fG9dh5uC04
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Fig. 2. Left: User has selected an edge (red) and is hovering over a face of the outer
blue cube, as indicated by the faces increased brightness. Right: The outer cube’s face
turns transparent as the user reaches through it to select a face of the inner green cube.
(Color figure online)

Element Type Filter Menu. We designed the element type filter menu so
users would have greater control over what types of elements they wanted to
select: vertices, edges, faces, objects (not implemented for this prototype), or all
types. We reasoned this would be a powerful tool for quickly selecting small ele-
ments such as vertices without accidentally selecting larger surrounding elements
(Fig. 3).

Fig. 3. Left: User can hold the joystick to pull up an element filter menu that will let
them select particular types or all types of elements. Right: The controller always has
a status symbol that indicates what elements it can currently select.

Controller Legend. Finally, we added a controller legend so that users would
be able to reference which controls on the likely unfamiliar Oculus Touch con-
troller mapped to which function. Lines go from the control descriptions to the
buttons and triggers that activate them (Fig.4).
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Ll )e(‘nd

Hold for Multi Select

Fig. 4. The controller legend serves as a quick reminder of functionality for the user.

5.3 Testing Procedure

Users were given a brief overview of our project and a quick explanation of the
testing procedure. They were given instructions about what to expect and asked
to think out loud, whenever possible. We created a 2D model in SolidEdge that
was similar to the 3D VR Prototype. Users were given either the 2D or 3D model
first, and then the remaining model, in a randomized order.

For each model, users were asked to perform simple tasks using the inputs
available (mouse and keyboard for 2D, VR headset and controllers for 3D) and
to describe their thinking and emotional state when possible. In the case of the
3D model, users were given 1-2 min for self-exploration before any task was given
to get oriented to the 3D environment. Users were given a maximum of 5 min
per task, and if they were struggling we offered a hint which users could accept
or reject.

After finishing all the tasks on a given model, we asked users to rate their
experience on both models using a Likert Scale in four dimensions:

1. Intuitiveness of completing the tasks (1 =not intuitive, 5 = very intuitive)

2. Ease of performing the controls necessary to complete the tasks (1 =not easy,
5 =very easy)

3. Physical discomfort while completing the tasks (1 =no discomfort, 5=high
discomfort)

4. Mental discomfort while completing the tasks (1 =no discomfort, 5=high
discomfort).

Further retrospective probing was conducted on any interactions they found
surprising, useful, pleasant, etc.
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We realized midway through the interviews that the scales were confusing;
high scores were positive for the first two questions, but high scores were negative
for the second two questions. Each time we explained specifically what a given
score meant, so the users had no confusion about their answers. In the interest of
consistency we did not alter our results in any way. All users volunteered for the
testing and were neither compensated nor compelled to participate. Each user
interview was video recorded, as was the screen on which the user performed the
tasks on both models. Each user signed a consent form agreeing to be recorded
and confirming they were not compensated nor compelled for participation.

6 Findings

Table 1 shows the results of the questions we asked users following their comple-
tion of each model.

Table 1. Feedback from user testing on 2D and 3D models (n=09)

2D CAD model | 3D VR model
Intuitiveness 1.50 3.67
Fase of control 3.00 4.00
Physical discomfort | 1.33 1.67
Mental discomfort |3.78 1.56

Our findings show that on average users found the VR model much more intu-
itive than the 2D model. This may be biased, as the users we tested the models
with generally had less CAD modeling experience than several we interviewed.
However, part of our hypothesis was that those with less modeling experience
in particular would prefer the intuitiveness of a 3D model. Users also generally
found the VR model easier to control, though most users had no trouble using
a keyboard and mouse. Most users explained that once they got the hang of the
controls in VR, which took about five minutes for most people, they were able
to execute the actions very naturally, whereas using a mouse and keyboard they
still had to be very precise with their motions, particularly while trying to select
individual vertices or edges.

Users did not report much physical discomfort on either model. One user did
report some physical discomfort using the VR model, but he explained before-
hand that he had used VR headsets before and always experienced some disori-
entation while using them. Users felt significantly less mental discomfort while
using the VR model, and this was evident while watching the users attempt to
complete the tasks on both models.

These results confirm our hypotheses that users would find completing tasks
easier on the VR model, and that non-technical users would feel more comfort-
able using the VR model than a traditional CAD model.
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7 Analysis and Recommendations

After reviewing our findings, we arrived at three elements that are crucial to a
useful and enjoyable VR user experience.

7.1 Tutorial

Given the lack of standardization and general user knowledge of VR user inter-
faces, a tutorial that acquaints the user with the capacities and intended use of
an interface is vital. We expected that it would be obvious that the user needed
to touch the cubes directly to select them, but it wasn’t: some users looked for
a laser pointer or some other way to select, while some thought that they could
do it remotely using the element type filter menu. Once we verbally introduced
users to the idea of moving themselves over to the cube and touching it, most
of them took to it like fish to water; but before that initial instruction, they
floundered.

Familiarization with the hardware (i.e. the controllers) is important as well.
Some of our testers had never used any kind of game controller before, and later
confessed to us that they “did not know all the buttons were functional.” If the
user doesn’t realize a button exists, they won’t experiment with it.

The controller legend was useful to most users as a reference, but many found
it overwhelming as a first introduction to the controls. We suggest that functions
should be taught one at a time, giving the user the opportunity to practice in
between each lesson, and that the user have the ability to refer back to previous
lessons at will.

7.2 Environmental Context

In 2D CAD programs, it’s sufficient for the user to manipulate objects on an
otherwise featureless grey background; but in virtual reality, the relationship
of the user to the environment and the objects around them is incredibly
important. Placing our users into a featureless grey plain at best left our users
with no frame of reference for their interaction with the cube, and at worst
disoriented some of them. Even something as simple as a plane to function as
the ground would have helped with this.

The relationship between the user, the environment, and the object(s) in the
scene creates further expectations for the user. In our prototype, the cube was
the only thing in the environment other than the user; thus, many of our users
expected that they would be moving, rotating, and scaling the cube, as in the
2D program. Several users were surprised when they found out they were instead
moving themselves. Had we included other selectable objects, or even something
like a pedestal for the cube to rest on, we could have corrected for this.

The size of the user as compared to the object(s) in the scene is also impor-
tant. Different sizes afford different interactions: a user is going to behave dif-
ferently with something the size of a Rubik’s cube than something the size of
a shipping container. This is also an ergonomic consideration - if the user has
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to use large movements to climb all over an object in order to select elements
of it, they will quickly get tired. Thus, the tradeoff between large objects which
allow precision, and small objects which can be manipulated ergonomically, is
one designers should consider carefully.

7.3 Action Feedback

Our users enjoyed getting feedback about their actions. At its most basic, that
meant seeing the virtual controllers move when they moved them in physical
space. Most of them expressed relief that they could see the small cube simply
by reaching or leaning through the big cube in VR, compared to the complex
maneuvers necessary to do so in 2D.

We also received mostly positive feedback about the easy to see selected state,
and the visual reminder of what mode the Element Type Filter was in prevented
a lot of confusion. The haptic and audio feedback from changing modes on the
filter was also valuable. There was some frustration when users didn’t receive
enough visual feedback: the increase in brightness that indicated the hover state
wasn’t always visible due to ambient lighting conditions.

We believe that visual, audio, and haptic feedback should be available for
almost every action the user takes or mode they select. When a user is displaced
into virtual reality, they lose feedback that they’ve lived with all their life such
as seeing their hands; failing to introduce alternate forms of feedback in a design
will inevitably result in confusion and disorientation.

8 Conclusion

To revisit our hypothesis, our usability testing showed that using virtual real-
ity for 3D modeling addresses two important pain points in existing modeling
softwares: steep learning curve and difficulty of control. Our results support this
claim, as our VR prototype outperformed SolidEdge in intuitiveness, ease of
control, and mental frustration.

There are multiple veins of research that deserve to be explored with regards
to 3D modeling in VR: more complex object selection; navigation and control
refinement; environmental and scale effects; tutorial design; object selection in
AR; and element selection using other types of VR devices such as the HTC
Vive or phone-powered headsets like Google Daydream, just to name a few.

Applications of VR to element selection extend far beyond the field of engi-
neering. The easy and intuitive interactions with complex objects that VR
enables can be utilized in any field that involves 3D objects, and especially
those in which these models must be communicated to people without technical
training. Architecture clients will be able to quickly understand complex floor
plans, reaching into a model’s interiors to select rooms or draw paths. Students
will be able to learn subjects such as cell biology like never before, switching
between cellular systems on the fly and viewing them from any angle or size.
Doctors will be able to communicate clearly to their patients both in-person and
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remotely, selecting and annotating elements of human models to show what is
occurring in their patient’s bodies.

While it’s still early to say exactly how VR interfaces will replace or supple-
ment traditional desktop interfaces as a tool for 3D modeling and communica-
tion, our testers commented that VR seemed to be a great medium for viewing
and navigating around 3D objects. As software designers become more skilled
at creating VR interfaces and users gain experience, we will no doubt see VR
taking on increasing importance in a wide variety of fields. We hope that the
principles discussed here will contribute to a future that takes full advantage of
what VR has to offer.
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Abstract. Hand gesture recognition using electromyography signals (EMG) has
attracted increased attention due to the rise of cheaper wearable devices that can
record accurate EMG data. One of the outstanding devices in this area is the Myo
armband, equipped with eight EMG sensors and a nine-axis inertial measurement
unit. The use of Myo armband in virtual reality, however, is very limited, because
it can only recognize five pre-set gestures. In this work, we do not use these
gestures, but the raw data provided by the device in order to measure the force
applied to a gesture and to use Myo vibrations as a feedback system, aiming to
improve the user experience. We propose two techniques designed to explore the
capabilities of the Myo armband as an interaction tool for input and feedback in
a VRE. The objective is to evaluate the usability of the Myo as an input and output
device for selection and manipulation of 3D objects in virtual reality environ-
ments. The proposed techniques were evaluated by conducting user tests with ten
users. We analyzed the usefulness, efficiency, effectiveness, learnability and
satisfaction of each technique and we conclude that both techniques had high
usability grades, demonstrating that Myo armband can be used to perform selec-
tion and manipulation task, and it can enrich the experience making it more real-
istic by using the possibility of measuring the strength applied to the gesture and
the vibration feedback system.

Keywords: 3D interaction - Virtual reality - Gesture-based control
Myo armband

1 Introduction

Flexibility and freedom are always desired in virtual reality environments (VREs).
Traditional inputs, like mouse or keyboard, hamper the interactions between the user
and the virtual environment. To improve the interaction in qualitative terms in a virtual
environment, the interaction must be as natural as possible, and because of that, hand
gestures have become a popular means of Human-Computer Interaction.

Human gestures can be defined as any meaningful body movement that involves
physical movements of different body parts, like fingers and hands, with the aim of
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expressing purposeful information or communicating with the environment [1]. The
interaction through hand gesture recognition is called gesture control, and it is not only
used in virtual reality environments, we can find it in applications such control of robots
[2], drones [3], electronics [4], and simple applications like games, slides presentation,
music, video or camera. Sign language recognition and gesture control are two major
applications for hand gesture recognition technologies [5]. Particularly in virtual reality
environments, the gesture recognition and gesture control may resolve some problems
like losing the reference of the input controls in the real world.

Hand gestures recognition has two approaches until now [6], the firstis using cameras
and image processing, and it is called visual gesture recognition. The other is using
devices that record the electromyography signals (EMG) of the arm and, with the addi-
tional information of an accelerometer and a gyroscope, translate them into gestures [5].

Hand gestures recognition using EMG has attracted increased attention due to the
rise of cheaper wearable devices that can record accurate EMG data. One of the
outstanding devices in this area is Myo armband (https://www.myo.com), equipped with
eight EMG sensors and a nine-axis inertial measurement unit (IMU).

Hand gesture control empowers the developers with tools to offer the user a better
experience when it comes to selection and manipulation of the objects in virtual envi-
ronments. Additionally, with the new wearable devices based in EMG recognition and
translation into gestures, we are provided with a new variable: the intensity of the elec-
trical activity produced by muscles involved in a gesture. From now on, in this work,
we will refer to it as the “force” applied to the gesture.

The objective of this work is to evaluate the usability of the Myo armband as a device
for selection and manipulation of 3D objects in virtual reality environments, aiming to
improve the user experience by taking advantage of the ability to calculate the force
applied to a gesture and leveraging the Myo’s vibrations as a feedback system. For that
purpose, we propose two techniques (called Soft-Grab and Hard-Grab techniques)
designed to explore the capabilities of the Myo armband as an interaction tool for input
and feedback in a VRE.

This paper is structured as follows. The next section presents the basic concepts and
summarizes related works. Then, in Sect. 3, we present the methodology of this work,
including the tasks and techniques proposed, the definitions of the test environment and
performing the user’s evaluations. Section 4 shows the results of the tests and present
the comparison between the techniques. The last section brings the conclusions of this
work.

2 Background

2.1 Electromyography Signal Recognition

Electromyography signal recognition plays an important role in Natural User Interfaces.
EMG is a technique for monitoring the electrical activity produced by muscles [7]. There
is a variety of wearable EMG devices such as Myo armband, Jawbone, and some types
of smartwatches. When muscle cells are electrically or neurologically activated, these
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devices monitor the electric potential generated by muscle cells in order to analyze the
biomechanics of human movement.

Recognition of EMG activity patterns specific of each hand movement allows us to
increase the amount of information input into the simulation and to realize a more
natural, and hence satisfactory, reproduction of the user’s gestures. Fundamentally, a
pattern recognition-based system consists of three main steps [8]: (i) signal acquisition,
in this case, EMG activity acquired by an array of sensors; (ii) Feature extraction,
consisting in the calculation of relevant characteristics from the signals, e.g. mean,
energy, waveform length, etc.; and (iii) Feature translation, or classification, to assign
the extracted features to the class (gesture) they most probably belong to. Once the
gesture attempted by the user of the system is recognized, it can be mapped towards the
controlled device.

Working directly with the EMG raw signals has two main difficulties:

e Battery life: Processing the raw data onboard using classifiers that are optimized for
power efficiency results in significantly better battery’s life than streaming that
amount of data through Bluetooth.

e User Experience: Working with EMG signals is hard. Building an application that
works for a few people is straightforward, but building something that will work for
everyone is entirely another question. The signals produced when different people
make similar gestures can be wildly different. Different amounts of hair, fatty tissue
and sweat can affect the signals, and this is compounded by the fact that the Myo
armband can be worn on either arm and in any orientation.

On the other hand, accessing the raw EMG data allows new uses for the Myo armband
like prosthetics control, muscle fatigue and hydration monitoring, sleep state monitoring,
and identity authentication based on unique muscle signals.

As we will see, most of the works related to EMG-based gesture recognition do not
take advantage of the intensity of the electrical activity like a variable to measure the
force applied to the gesture.

2.2 Myo Armband

Myo armband is a wearable device equipped with several sensors that can recognize
hand gestures and the movement of the arms, placed just below the elbow. Its platform
provides some strong functionality that involves techniques of electromyographic
signals processing, gesture recognition, and vibration feedback system.

Myo has eight EMG sensors to capture the electrical impulses generated by arm’s
muscles. Due to differences in skin tissue and muscle size, each user has to take a cali-
bration step before using the gadget. In addition to the EMG sensors, the Myo also has
an IMU, which enables the detection of arm movement. The IMU contains a three-axis
gyroscope, three-axis accelerometer, and a three-axis magnetometer.

From this data, and based on machine learning processes, the Myo can recognize the
gestures performed by the user.

Besides the EMG signals, Myo armband provides two kinds of data to an application,
spatial and gestural data. Spatial data informs the application about the orientation and
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movement of the user’s arm. Gestural data tells the application what the user is doing
with their hands. The Myo SDK provides gestural data in the form of some preset poses,
which represent configurations of the user’s hand. Out of the box, the SDK can recognize
five gestures: closed fist, double tap, finger spread, wave left, and wave right.

There are a few drawbacks in the current generation of Myo armband. First, the poses
recognized out of the box are limited. Second, using only five gestures to interact with
the environment may be considered a user-friendly design that largely reduces the oper-
ation complexity. However, the limited number of gestures restricts application devel-
opment. Finally, the accuracy of gesture recognition is not completely satisfactory,
especially in a complex interaction. When a user aims to perform complicated tasks that
combine several gestures, the armband is not sensitive enough to detect the quick change
of user’s gestures.

2.3 Literature Review

Although most of the works about Myo are not related to virtual reality, since its very
beginning the creators thought it would be a valuable tool in that field. Some works using
Myo in VREs are described below.

Some authors [9] proposed a navigation technique to explore virtual environments,
detecting the swing of the arms using the Myo, and translating them into a walk in the
virtual environment. Other authors [10] describes a mid-air pointing and clicking inter-
action technique using Myo, the technique uses enhanced pointer feedback to convey
state, a custom pointer acceleration function, and correction and filtering techniques to
minimize side-effects when combining EMG and IMU input. Besides, [11] created a
virtual prototype for amputee patients to train how to use a myoelectric prosthetic arm,
using the Oculus Rift, Microsoft’s Kinect and Myo. A couple of immersive games was
also developed and is available at Myo Market (https://market.myo.com/category/
games).

All reviewed works used Myo’s predefined gesture set and they did not use the Myo’s
vibration system to improve the user experience. It is important to note that all of them
focus their efforts in the recognition of the gesture and do not take advantage of the
intensity of the electrical activity as a way to measure the force applied to the gesture.
Additionally, we did not find any study about usability of Myo for selection/manipula-
tion of 3D objects in VRE.

3 Methodology

In order to evaluate the use of the Myo armband as a device for selection and manipu-
lation of 3D objects in VREs, this work proposes two techniques called Soft-Grab and
Hard-Grab. The latter leverages a technique developed to assess the force applied by
the user during the closed fist gesture. We describe these techniques below.
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3.1 Assessing Gesture Force

Based on the observation that the intensity of the EMG signals detected while the users
were doing the closed fist gesture was proportional to the force they were doing, and
based on previews works about gesture recognition and EMG data [7, 12], we decided
to use that intensity as quantity measure of the applied force.

To calculate this measure of force applied by the user during the closed fist gesture,
we used the mean of the eight EMG raw channels of the Myo (Fig. 1) and then the mean
of those values in a window of ten samples, starting right after the detection of the
gesture.
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Fig. 1. EMG raw data channels corresponding to the closed fist gesture.

Before users’ interaction tests, we made a pilot experiment to determinate a range
of force values that we could realistically expect from them during the closed fist gesture.
User’s EMG signals were measured while they closed their hands using as much force
as possible (Fig. 2), and then relaxed the hand again. This experiment was repeated two
more times, but instead of closing the hand with force, the users had to squeeze a rubber
ball or a hand grip.

Fig. 2. Doing the closed fist gesture with force, squeezing a rubber ball and a hand grip.

With the obtained data, we extracted the maximum of all the minimum values and
the minimum of all maximums values to determinate a possible range of force valid for
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all users. The obtained ranges and the user comfort of the three experiments were
compared and the results were used to setup the tests.

This range of force values was then mapped to a scale of virtual weights that we
could use to ascertain if the user was doing enough force during the closed fist gesture
to lift a virtual object.

3.2 Proposed Interaction Techniques

Manipulation in virtual environments is frequently complicated and inexact because
users have difficulty in keeping the hand motionless in a position without any external
help of devices or haptic feedback. Object position and orientation manipulation are
among the most fundamental and important interactions between humans and environ-
ments in virtual reality applications [13].

Many approaches have been developed to maximize the performance and the
usability of 3D manipulation. However, each manipulation metaphor has its limitations.
Most of the existing procedures that attempt to solve the problem of selecting and
manipulating remote objects, fit into two categories called arm-extension techniques and
ray-casting techniques [14]. In an arm-extension technique, the user’s virtual arm is
made to grow to the desired length so the hand can manipulate the object. Ray-casting
techniques make use of a virtual light ray to grab an object, with the ray’s direction
specified by the user’s hand.

The techniques in the present work are based on the ray-casting model. For the scope
of these tests, the objects can be moved only in the plane perpendicular to the user’s
point of view, like in a three-shell game. The virtual environment used in the tests was
written in C# using Unity3D 5.6, Microsoft Visual Studio 2015 and the Myo SDK 0.9.0
to connect the Myo.

Usage Scenario. The scenario used to test both manipulation techniques is a big surface
with three boxes with different colors: blue, red, and green, and a pointer (Fig. 3).

Fig. 3. Test scenario for Soft-Grab technique. (Color figure online)
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Pointing was implemented using the Myo IMU and the Raycast method in Physics class
from Unity’s framework. At the beginning of each test, the user must calibrate the arm’s
orientation by stretching the arm to the front and making the fingers spread gesture. This
calibration procedure can be repeated every time that the user wants to reset the pointer’s
initial position.

When the ray collides with a box, there is a visual feedback by highlighting the box
with yellow color and the Myo’s short vibration is activated.

Soft-Grab Technique. While the object is being pointed to, the user can select it by
making the closed fist gesture. The Myo’s medium vibration is activated when the closed
fist gesture is recognized to let the user know that the box is selected and it can be moved.

While selected, the box follows the hand’s movements in the (X, y) plane, so the user
can position it by pointing the new place for the box. To release it, the user needs to
relax the hand and release the closed fist gesture. When the box is released, it is returned
to its original color and a large vibration is activated in Myo.

Hard-Grab Technique. In this technique, each box has an associated virtual weight,
and as an extra feedback, there is a bar that shows the intensity of the gesture made by
the user.

Pointing works the same way, but to select a box, the user must make the closed fist
gesture with enough force to offset the virtual weight of the box (as described in
Sect. 3.1). When the user reaches the necessary force to lift the box, a Myo short vibration
is activated. Manipulation then works the same as in the first technique. To keep the
object selected the user must keep the closed fist gesture force within a small range
around the activation point. When the force applied falls below this range, the Myo’s
long vibration is activated and the object is released, returning to its original color.

3.3 User Tests

The user tests conducted in this work followed the guidelines presented by [15] including
how user studies should be prepared, executed and analyzed.

Ten participants between 25-35 years old were recruited. Each one voluntarily
participated in one test session. Only half of them had experience with 3D interactions
and video games, while the other half had no or very little experience. None of them
had previous experience with the Myo armband. Two of them were left-handed and the
others eight right-handed, so the Myo was used in the preferred hand of the user and
that hand was used throughout the test as the hand driving the interaction technique.

The following task list was used throughout the user tests. Before each task, the boxes
were restored to their original positions, blue, red, green, from left to right.

1. Explorative (think-aloud) Tasks
a. Select the left-most box (the blue box), lift it and put it down in the same place.
b. Select the middle box (the red box), lift it and put it down to the right-hand side
of the others.
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In the following tasks the user was instructed to not think-aloud, so that an estimation
of the time to complete the tasks without interference could be measured.

2. Soft-Grab Test Tasks:
a. Select the right-most box (the green box) and put it beside the blue box in the
left extremity.
b. Sort the boxes by colors, from left to right, red, blue, green.
c. Sort the boxes by colors, from left to right, red, green, blue.
d. Sort the boxes by colors, from left to right, green, red, blue.
3. Hard-Grab Test Tasks:
a. Select the left-most box (the blue box) and put it beside the green box in the right
extremity.
b. Sort the boxes by colors, from left to right, red, blue, green.
c. Sort the boxes by weight from left to right, from lightest to heaviest.

The user test sessions were performed in a private room at our university. A laptop
was used as the test platform: 8 GB RAM, 1T HD, 2 GB Graphic Card, with Windows
10 operative system. The Myo model M'YO-00002-001 was connected to the laptop via
Bluetooth. A moderator observed the user’s interaction all the time.

The data collected was used to complete two evaluations: first the usability of each
individual interaction technique, and secondly the general preference (comparison) of
the two interaction techniques.

4 Results

This section describes the results of the user’s tests, starting with the achieved usefulness
and the measured efficiency for each task included in the test. It follows the qualitative
feedback on the perceived effectiveness of each interaction technique. Then, the
observed learnability of each technique along with comments from the users are detailed.
Lastly, the stated satisfaction of the users on which technique they preferred overall, and
for each interaction task, is shown.

The tasks were divided in three groups: Explorative, Soft-Grab Test Tasks, and Hard-
Grab Test Tasks. The Explorative tasks were not measured; they were the tasks that the
users always did first. The objective of these tasks was to let the user understand how
to use the Myo armband. The order of Soft-Grab and Hard-Grab Test Tasks was modified
for each user to avoid that the learning of the users influenced in the general result of
the test.

4.1 Task Completion: Usefulness

The Soft-Grab tasks group consists, in general, in selecting a box, and positioning it in
another place using Myo gesture recognition system. The group has 4 tasks. The first
one was to take a box from the right extreme and put it in the opposite extreme, and the
other three were sort the three boxes by color, each time with a different arrangement.
Table 1 shows the number of users that completed each task.
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Table 1. Soft-Grab tasks completion.

Task completed | Task completed with help | Task failed

Select the green box (right 8 2 0
extreme), and put it besides the
blue box in the left extreme

Sort the boxes by colors, from |7 2 1

left to right, red, blue, green

Sort the boxes by colors, from | 10 0 0

left to right, red, green, blue

Sort the boxes by colors, from | 10 0 0

left to right, green, red, blue

Total 35/40 =87.5% 4/40 = 10% 1/40=2.5%

The failure in the second task occurred due to the user misunderstanding the task
instructions, this user had very little experience with 3D interactions. The four times
when a user needed help to finish a task happened for two users only, and were in the
same two tasks. Both were confused about the way on how to close the hand to select
the boxes and maintain the hand closed to keep the box selected. In both cases, they
expected that once they had selected the box, it would stay selected even if they opened
their hands. The moderator had to read again the part of the script that explained how
to perform the task. They claimed that they had forgotten that part. From the ten users,
just three could not complete all the group of tasks without any help.

The tasks in the Hard-Grab group, in general, involve selecting a box and positioning
it in another place using Myo’s gesture recognition system and the proposed method to
assess the force applied to the gesture. The group is composed of three tasks, the first
was to take the box from the left side and put it in the right side, the second was to sort
the boxes by colors, and the last was to sort the boxes by weight. It is important to note
that in this scenario each box has a virtual weight associated.

In this group of tasks, a single user failed both sorting tasks due to difficulties
selecting the boxes (Table 2). The user clearly struggled to reach the minimum force
and maintain it to hold the box. The same user completed with help the first task of
getting one box from one place and move it to another. To complete the first task,
he/she selected the box and could not put it in the indicated place before releasing the
box, so the box went down in the middle of the other two boxes. The user then asked if
he/she could select it again and put it in the indicated place. The answer was positive
and the user completed the task.

Two other users had trouble with the sort by weight task. They wrongly sorted the
boxes. Then they selected each box again to measure the weight of the boxes and finally
correct the arrangement. They asked if they could correct their arrangements, but since
they did explicitly announce that they had finished the task, the moderators allowed them
to do it. From the three users that could not complete the task without help or did not
complete it, two were right handed and one left handed.
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Table 2. Hard-Grab tasks completion.

Task completed | Task completed with help | Task failed
Select the blue box (left 9 1 0
extreme), and put it besides the
green box in the right extreme

Sort the boxes by colors, from |9 0 1

left to right, red, blue, green

Sort the boxes by weight from |7 2 1

left to right, from less heavy to

heavier

Total 25/30=83.3% 3/30=10% 2/30=6.6%

In terms of completion, we did not see any important difference between the two
techniques and both had good rates of achievement. Also, it was clear that the users who
did not complete the tasks were those with less experience in virtual reality environ-
ments. To be right-handed or left-handed did not influence the performance and comple-
tion rate of the tasks.

4.2 Task Duration: Efficiency of Use

Efficiency was measured by tracking the completion times of the group of tasks: failed
tasks were not counted; neither was counted the time when the user stopped to ask for
help or to make a question. The tasks were grouped by technique used and the skill
required by the user. Table 3 shows the results. We calculated the average and the
standard deviation for each group.

Table 3. Tasks execution time.

Technique/Task | Move abox from one | Sort the three boxes | Sort the three boxes by weight
place to another by color

Soft-Grab 12.6 + 3.8 s 25.6 £5.7s -

Hard-Grab 183+2.4s 295+49s 39.8+32s

The first two groups of tasks were completed faster with Soft-Grab technique, but it
is important to note that some difference in time execution was expected due to the nature
of the techniques. Also, it is important to note that the difference was not so big. Some
of the average values of Hard-Grab technique collide with outsider values of Soft-Grab
technique, making those hard-grab values to be inside the range of the standard deviation
of Soft-Grab technique.

Another interesting point of these measures is that even when the measure of the
task “Sort the three boxes by weight” could not be compared with the Soft-Grab tech-
nique due the nature of the techniques, its average time and standard deviation shows
that its execution time do not differ so much from the task of “Sort the three boxes by
color”, and the delay time was expected because the user had to select all the boxes to
know which one were heavier, and sometimes they need to do that more than once.
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4.3 Effectiveness

The effectiveness of the interaction techniques was measured qualitatively by how well
the user could use the techniques to select and manipulate virtual objects, based on the
think-aloud process, the observed behavior, and the post-test interview results.

Selection and positioning were very similar in both techniques. The difference
resides in the force that the user must to apply to the gesture to select the object. Besides
that, the key to select an object was pointing it and making a fist gesture, and for posi-
tioning the user must point to the new place while the object is selected.

With Soft-Grab technique, the major trend was that the grabbing motion felt natural
or comfortable, imitating the way a user would grab an item in real life. Also, they liked
that pointing to the box was easy and precise. Two users said that the pointer would be
even better if it was shown in the scenario all the time; as implemented, the only visual
feedback available is the box highlight when it is hit by the ray cast.

Two users said that, at first, they expected that once they had selected the box, it
would remain selected until they had performed the fingers spread gesture. However,
both techniques require that they maintain the closed fist gesture to hold the box selected.
Relaxing the hand is enough to deselect the box, the fingers spread gesture is not needed
for deselection.

Another point that emerged in the interview was the vibration feedback. The users
mostly agree and use almost the same explanation for it. They said that at first they could
not differ between the three types of vibrations or what they meant, but after two or three
times it was very helpful to them to know what was going on.

With the Hard-Grab technique that includes the measure of the force applied to the
gesture, the major trend was that it felt very realistic, but it was also more difficult to
achieve the selection.

4.4 Learnability and Satisfaction

The major trend for the learnability of both interaction techniques was that the basics
for each technique was easy to understand. The major problem was with the Hard-Grab
Technique, to learn the force needed to select a given box, and how to maintain the force
inside the range required to keep it selected. In the task of sorting by weight, some users
were insecure because they needed to lift and put down all the boxes to know their
weights, but in general, it takes just a few seconds for them to discover it.

In the post-test questionnaire, we asked the users to evaluate the effort they did to
learn how to do each type of interaction (selecting and positioning) with each technique.
Soft-Grab required a little less effort for selection than Hard-Grab, but in positioning
the difference was much larger, confirming what the users told in the interview.

In general, it was observed a fast learning process; the users were more comfortable
with each task, independently of the order of the test applied. The first tasks were always
more difficult than the rest of the tests. However, Soft-Grab requires less cognitive effort
than Hard-Grab from their point of view.

With the Hard-Grab Technique, the necessity of making more or less force to
select a box was in general very well received. The common opinions about it were
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that it was more difficult, but they could do it and it felt realistic, the users were
quite excited about it.

When the moderator asked them which technique they preferred, the majority
answered the Hard-Grab Technique. Table 4 shows how many users preferred which
technique for each interaction type and overall. The positioning interaction was contro-
versial because some users that preferred the Hard-Grab technique for selection affirmed
that they would prefer to simply maintain the closed fist gesture during positioning
instead of having to maintain the same force applied for selection. They argued that it
is tiresome, and therefore, they actually would prefer a combination of both techniques.

Table 4. Preferred interaction technique.

Interaction/Technique Soft-Grab Hard-Grab | Both
Select 2 7 1
Translation/Positioning 6 3 1
Overall 3 7 0

5 Conclusions

This work proposed two selection/manipulation techniques using the Myo’s SDK to
capture and analyze the spatial and gestural data of the users. Additionally, to take
advantage of the new resources that Myo offers, we used the intensity of the electrical
activity obtained from the EMG raw data, and we simulated the force that the user was
applying to the virtual object. Additionally, we created a feedback system that includes
visual and haptic feedback, using the Myo’s vibration system.

We evaluated the proposed techniques by conducting user tests with ten users. We
analyzed the usefulness, efficiency, effectiveness, learnability and satisfaction of each
technique and we conclude that both techniques had high usability grades, demonstrating
that Myo armband can be used to perform selection and manipulation tasks, and can
enrich the experience making it more realistic by using a measure of the force applied
to the gesture and its vibration feedback system. Although, from the interviews, we note
that the user’s muscle fatigue is an important factor to be deeply analyzed in future
studies.

We conclude that the Myo armband has a high grade of usability for selection/
manipulation of 3D objects in Virtual Reality Environments. Myo seems to have a
promising future as a device for interaction in VRE. More than just navigation, selection
and manipulation, it can also be used as a device to input force, offering new ways of
interaction in VRE, and in many possible applications like immersive training apps,
video games, and motor rehabilitation systems where the possibility of measuring the
force applied to the gesture may have a significant meaning. Then, more extensive
studies are needed to determine all the advantages and possible uses of the Myo as
interaction device in VRE.
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Abstract. Image projection in spatial augmented reality requires track-
ing of non-rigid surfaces to be effective. When a surface is moving quickly,
simply using the measured deformation of the surface may not be ade-
quate as projectors often suffer from lag and timing delays. This paper
uses a novel approach for predicting the motion of a non-rigid surface
so images can be projected ahead of time to compensate for any delays.
The extended Kalman filter based algorithm is evaluated using an exper-
imental setup where an image is project onto a deformable surface being
perturbed by “random” forces. The results are quite positive, showing
a visible improvement over using standard projection techniques. Addi-
tionally, the error results show that the algorithm can be used in most
surface tracking applications.

Keywords: Spatial augmented reality + Virtual reality
Non-rigid surfaces

1 Introduction

In spatial augmented reality (SAR) applications, the projection of images onto
non-rigid surfaces can pose many issues. As the surface geometry is not nec-
essarily stationary, standard projection techniques can fail to create a realistic
experience for the user due to improper image mapping. For applications where
realism is of great importance, this can affect how well a user can perform their
intended task. An obvious approach to solving this problem is to track the sur-
face geometry and project warped images onto the measured surface. There have
been a number of studies that have investigated tracking and projecting onto
non-rigid surfaces [7,10,11]; however, for quickly changing surfaces, there is no
mention of how well these techniques perform. When a surface being projected
onto is moving quickly, the computational time of processing images, in addition
to surface tracking, may cause delays that lead to distortions in the images. To
combat this, a prediction scheme can be used to approximate the position of
the surface at the time of projection, resulting in a smoother experience for the
user. The aim of this paper is to show that a prediction based surface tracking
algorithm [3] does in fact improve the realism of SAR by running the algorithm
on a real-time experiment. There are many industries that could benefit from
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using this kind of technology namely the entertainment and fashion industries,
and the field of surgical training [2]. Specifically, simulated surgery using spa-
tial augmented reality is a growing method of surgical training that requires
non-rigid surface projection, as the surface (the body) changes shape during the
course of the procedure. In fashion, SAR is used to display images on clothing
for artistic expression, and non-rigid surface tracking lends itself naturally to
this application. It is expected that the methods introduced in this paper will be
applicable to each of these fields. This paper does not cover any image warping
or projection techniques as it is assumed standard techniques will be used for
projection. This paper is organized as follows: Sect.1 discusses the modelling
of the non-rigid surface, Sect. 2 introduces the prediction based surface tracking
algorithm, Sect. 3 provides a description of the experimental procedure for real-
time application of the algorithm, Sect. 4 presents the results of the experiment
and Sect. 5 lists conclusions and future work.

2 System Model

To implement a prediction scheme for surface tracking, a physically accurate
deformable model that describes the motion of a surface needs to be developed.
A large number of deformable models have been studied in the field of com-
puter graphics, ranging from aesthetically pleasing models to physically accurate
models. In this research, mass-spring systems are used to model the dynamics
of deformable surfaces due to their simplicity, speed and ease of construction.
Mass-spring systems are so popular that they are being used for simulations of
deformable bodies in new applications [6]. First developed by Provot [9], the
mass-spring model represents a surface by an interconnection of point masses,
also called nodes, springs and dampers. As seen in Fig. 1, each point mass is
connected to all adjacent nodes with structural springs (or dampers), diagonal
nodes with shear springs (or dampers) and nodes that are two steps away with
flexion springs (or dampers). Thus, point masses can be connected to anywhere
from 3 to 12 other nodes.
The dynamics of the system can be written in the state space form:

zlk +1] = f(z[k], u[k]), (1)
ylk] = Cx[k], (2)

where z[k] is the state vector containing the position and velocity information of
each node at time-step k, f(x,u) contains the nonlinear dynamics of the system
and u[k] is a vector of input forces. The matrix C' in Eq. (2) selects only the
position states from the state vector to be the output of the model.

To account for errors between the model and the real-life plant, a random
process w(k], with covariance Qy, is added to the state Eq. (1) and a random
process v[k], with covariance Ry, is added to the output Eq. (2). The state and
output equations now become:

[k +1] = f(z[k], u[k]) + wlk], 3)
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Fig. 1. Connection of point masses with structural springs (blue), shear springs (red
dashed), and flexion springs (grey dashed) (Color figure online)

ylk] = Cx[k] + v]k]. (4)

Although the inner dynamics of the model are linear, the geometry of the
model causes nonlinearities (similar to those of a pendulum) that require lin-
earization to be used with the estimation algorithm presented in Sect.3. Using
the standard approach of linearization, the dynamics are converted to the simpler
form of

zlk + 1] = Fz[k] + Bulk] + w[k], (5)

where F' is the Jacobian matrix of f(z,u) with respect to  and B is a matrix
that selects the inputs related to the velocity states.

With the dynamics of the surface defined in a state space form, the model
can easily be implemented into estimation filters; one of which will be used in
the algorithm described in the next section.

3 Prediction Algorithm

A common technique to predict states of a nonlinear dynamic system is the
extended Kalman filter (EKF) algorithm [1]. The EKF is a extension of the
standard Kalman filter, which is an algorithm that uses measured outputs of a
system to make estimates of the internal behaviour of the system. The Kalman
filter can be used to find state estimates when measurements are corrupted with
noise, but can also be used as an algorithm for state prediction. The standard
Kalman filter produces the optimal estimate of a system under the condition
that the dynamics of system are linear and any measurement or modelling error
is Gaussian distributed. The EKF extends the Kalman filter to systems that
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have nonlinear dynamics. As a result, since the dynamics of the mass-spring
system are nonlinear, the EKF can be used to predict the motion of a non-rigid
surface. The EKF uses the linearized model, Eq. (5), to update the estimates of
the system; thus, it only gives a first-order approximation of system states. As
a result, the EKF only gives a “near-optimal” estimate of the system.

Figure 2 shows a simple flow chart of the EKF algorithm where the function
f(x,u) describes the dynamics of mass-spring model and the plant is the real-life
system on which measurements are made. At each prediction time-step, T,,, the
most recent estimate of the non-rigid surface, x;_1;—1, is passed through the
mass-spring model, Eq. (1), and a prediction of the surface position and velocity,
Ty|k—1, is made. This prediction is used as the best “guess” of what the surface
will look like one time-step into the future. The state covariance matrix Py_1|5_1
is sent through the linearized model to produce the predicted state covariance
matrix Py ,_;. The state covariance matrix gives a description of how correlated
the states of the system are to one another at each iteration of the algorithm.
This entire step is known as the Kalman prediction step of the EKF. After a
new measurement, y, is made from the real-world surface, it is combined with
the state prediction zy,_; and predicted covariance matrix Py—; to produce
the “near-optimal” state estimate xy;. This part of the algorithm is called the
Kalman update step. The state estimate will then be used to create a new
prediction for the next time-step, and the algorithm repeats itself. An issue that
can arise when measuring the position of a surface is the occlusion of markers.
If only measurement data was used to determine the surface geometry, losing
vision of a marker would make the projection nearly impossible. However, using
this prediction algorithm, the lost marker’s position can be approximated using
the Kalman prediction, which is a very close estimate of the true position of
the marker. This allows occlusion compensation to be nearly free, provided the
markers are not covered for an extended period of time.

When running the EKF algorithm for SAR applications, a projector needs
to project images on the predicted surface. This can pose issues as the projector
takes a certain amount of time to receive and process images from a computer
and an additional amount of time to draw a frame. It is well known that projec-
tors suffer from delays when processing images and these delays usually range
from 20 ms to 100 ms depending on the type of projector [4]. This delay, Ty, is
troublesome when using the EKF for surface prediction in real-time. Since an
image needs to be sent to the projector Ty seconds in advance to be projected
at the correct time, the EKF needs to predict the geometry of the surface Ty
seconds in the future at each Kalman predict step. Now, since measurements are
received every T, seconds, the EKF can only update the state estimate every
T, seconds. An issue arises when the delay time Ty and measurement time T,
do not match (i.e. are vastly different). The time of the current state predic-
tion and the time at which the measurement is made will never be the same.
This means the traditional EKF algorithm will not work, as the prediction and
measurement times need to line up. To fix this issue, a further prediction, using
numerical integration, is made to align the time of the current state prediction
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with the current measurement. At this stage, a new estimate can be made using
the regular EKF algorithm.

When compensating for the delay caused by the drawing of a frame, it is
imperative to consider the speed at which the surface is moving compared to
the drawing rate. Surfaces that move quickly with respect to the drawing rate
of the projector may incur additional image distortion because the projector is
still drawing an “old” image. To compensate for the effects of surface movement
during the drawing of frames, an inter-frame prediction (IFP) method is pro-
posed. Considering that the update rate of the EKF is T}, seconds, if the cloth’s
position changes significantly during inter-sample periods, there may be signif-
icant error between the prediction and the actual position of the cloth when a
new measurement is made. To compensate for this, an interpolation approach
is used. As the cloth is moving, the EKF solves for an estimate of the velocity
states, and using a first-order approximation, the inter-sample position of every
node is calculated. This estimation is based on the assumption that drawing
horizontally is instantaneous.
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Fig. 2. Block diagram of the EKF algorithm with the mass-spring model

Using the state prediction wy);_1, which was solved with Eq. (1) and the
corresponding time-step, nAT, where n is the row number and the time-step

AT is defined by
1

AT =
frame rate x (#rows — 1)’

(6)
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the inter-frame prediction can be computed. First the state prediction vector
is split into a position prediction vector pyr—1 and a velocity prediction vector
Ug|k—1- The position predictions are then reordered, such that the elements are
ordered based on their horizontal position with respect to the projector. More
specifically, the first ¢ elements of the position vector would contain the positional
information of the first horizontal row of nodes with respect to the projector, the
next j elements would contain the positional information of the second horizontal
row of nodes with respect to the projector, and so on (Fig. 3).

Projector

Fig. 3. Orientation of cloth with respect to projector for inter-frame prediction

After reordering the states, the predictions are passed through the state tran-
sition function f(z,u), described by Eq. (1). This returns the derivative of the
position state predictions, and as a result, the velocities to obtain the next posi-
tion vector. The velocity vector is then multiplied by a matrix describing the
time at which each row of the object is predicted. The result is added to the posi-
tion estimates to obtain the inter-frame position predictions p;ﬂ w1+ At a time t,
when the system receives a measurement from the cameras, the current predic-
tion at tg is combined with the measurement to produce the new estimate. This
is done using the aforementioned Kalman update step. Since the time between
measurements, T;,, is quite large, the IFP algorithm is run at a time-step of
AT to counteract the effects of surface motion while drawing. When each new
estimate is calculated, every T,, seconds, the Kalman predict step of the EKF
is run to create a prediction Ty seconds into the future. This is done to have
a prediction of the surface when the projector is ready to draw a frame. This
new Kalman prediction replaces the prediction from the IFP algorithm, and the
whole sequence repeats itself until termination. The entire EKF-IFP algorithm,
compensating for projector delay, is shown in Fig. 4.

4 Experimental Setup

In order to validate the algorithm proposed in Sect. 3, an experimental procedure
is designed in this section. The goal of the experiment is to show the effective-
ness of using the EKF-IFP algorithm when compared to simply projecting with
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Fig. 4. Timing diagram of EKF-IFP algorithm. AT is the IFP time-step, Ty, is the
measurement time, and Tq is the delay time.

no compensation. This will be done by projecting an image onto a perturbed
surface, and using subjective measures to determine whether using the EKF-IFP
algorithm is superior to using no compensation. An obvious choice of material
to act as the non-rigid surface for the experiment is something cloth-like, as it
would be quite deformable. Thus, a towel is chosen as the surface to be pro-
jected onto since it is quite sensitive to external forces. A number of different
techniques can be used for capturing positional data of the towel’s surface, such
as image processing techniques or 3D scanning systems; however, for greater
data accuracy, a motion capture system is used in this experiment. The Natu-
ralPoint OptiTrack system [8] is an infra-red (IR) camera-based motion capture
system that provides positional data, both translational and rotational, within
millimeter precision. For this experiment, a three camera configuration is used
to measure the position of 12.7mm diameter infra-red markers. The markers
are placed on the towel to match the initial positions of the mass nodes in the
model. Specifically, 20 markers are placed on the towel corresponding to a 5 x 4
node mass-spring system used to model the system. The towel is hung vertically,
just as it would be on a standard towel rack, such that all the IR markers are
visible to the cameras. An Epson V5240 short-throw projector is placed directly
in front of the towel, and below the cameras as to not interfere with the cameras’
view. Figure 5 shows the complete experimental setup.
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Fig. 5. Photo of experimental setup with three motion capture cameras, a projector
and a towel being projected onto.

To implement the algorithm presented in Sect.3, the mass-spring model
parameters need to be chosen so that the deformable model has similar charac-
teristics to the real-life system. Using visual inspection, mass values of 0.025 kg
for each node, spring constant values of 300%7 and damper values of 0.08% for
each spring and damper connection are chosen. It is assumed that any error in
parameter choice can be lumped into the process noise term w[k] and will be
dealt with by the EKF. The initial position states of the mass-spring model are
set to be equal to the position of the IR markers on the towel and the velocity
states are set to 0, as the towel is at rest. Since the initial states of the mass-
spring model match the initial conditions of the real-life surface, the initial state
covariance matrix is set to the zero matrix, as there is no uncertainty between the
initial state and the true position of the surface. The measurement noise covari-
ance matrix Ry is set so that the variance of each position state is 0.01 mm?,
and the covariance between any two position states is 0 mm? (considered inde-
pendent). These values of variance are chosen based on the error specifications
given by the Optitrack system. The model noise covariance matrix @y is chosen
to be an identity matrix, as 1 m can easily be assumed to be an extreme upper
bound for the uncertainty in node position. Covariance tuning to optimize the
EKF will be explored in future revisions of this work.

To begin the experiment, a still image is projected onto the towel when
the towel is at rest, as seen in Fig.5. To project the image on the towel, the
system needs to be calibrated so that the computer knows where the projector
is relative to the surface. To finish calibration, the timing parameters T, and T},
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are tuned so that the speed of motion of the model matches that of the towel.
The measurement time-step is set to 10ms and the delay time-step is set to
30 ms. After the system adequately matches the mass-spring model to the towel,
a rotating fan is placed behind the towel to create a “random” motion on the
surface. This is done to test the robustness of the EKF-IFP algorithm under
conditions of randomness. The results of the projection method are visually
inspected and predictions of the surface position states are stored to be compared
to the real-world values offline.

5 Results

To evaluate the effectiveness of the EKF-IFP algorithm presented in Sect.3 on
the experimental setup described in Sect. 4, qualitative and quantitative meth-
ods are used. Qualitatively, the results of the prediction algorithm are visually
compared to the results of simply projecting on the surface without any compen-
sation. When the image is projected onto a flat surface (the towel at rest), both
projection methods produce the exact same results. However, once the towel
is moved, the EKF-IFP method produces more true-to-life results. The images
move with the towel, matching its geometry, making it a substantial upgrade over
simply just projecting images onto the surface. Projecting directly on the surface
clips images and produces generally undesirable results. Figure 6 shows a com-
parison of a simpler scenario where the towel is put into three orientations. Both
projection methods look identical when the towel is at rest. However, when the
towel is placed the two other positions (pushed forwards and pulled backwards),
the EKF-IFP algorithm produces far more appealing results. Specifically, the
uncompensated projection method displays parts of the image past the towel,
onto the wall, while the EKF-IFP algorithm “paints” the image on the towel.
It should be noted that any distortion in the images when using the EKF-IFP
algorithm can be attributed to the short-throw feature of the projector. Short-
throw projectors display unequally magnified images so they can be placed closer
to walls while keeping the image size intact. Quantitatively, the success of the
EKF-IFP algorithm is evaluated using the mean error between the measured
position of the markers and the predicted position of the mass nodes. At every
measurement time-step, the difference between measured position of node and
the predicted position of the node are squared and then averaged. The mean
error is defined as

1Y
Elk] = N Z ly[k] — Cappp—l| (7)
k=1

where N is the total number of nodes (20 in this case), y[k] as defined in Eq. (2)
is the output vector, and wxy,_1 is the state prediction vector. Figure7 shows
the mean error (ME) between measured and predicted node positions over a 10
second window. It can be seen that after every large input (strong gust from the
fan), the ME increases drastically. This is due to the non-anticipatory behaviour
of real systems. After this peak in error, the ME exponentially decreases to a
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(a) Standard projection: towel at rest (b) EKF-IFP: towel at rest

(c) Standard projection: pulled backwards (d) EKF-IFP: pulled backwards

(e) Standard projection: pushed forward (f) EKF-IFP: pushed forward

Fig. 6. Visual comparison of standard projection and EKF-IFP algorithm
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point where there is almost no difference between predictions and measurements.
The mean error peaks at roughly 3.5cm when the towel is most affected by
the input force, and 0.6 cm when the towel comes back to rest. This is a very
promising result as it shows how effective the EKF-IFP algorithm is at surface
tracking. Furthermore, the results imply that the algorithm can in fact be used
in any application where surface tracking is required, not just applications of
spatial augmented reality.
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Fig. 7. Mean error graph display the average error between measured and predicted
node positions over time.

6 Conclusion

This paper implements a novel technique for predicting the motion of non-rigid
surfaces for image projection. The EKF based algorithm, named the EKF-IFP
algorithm, predicts the position of a non-rigid surface by using the measured
position of the surface while the surface is moving. The algorithm is able to
handle the delays often associated with projectors and is robust enough to handle
brief occlusions of the surface when measurements are taken. Using a mass-spring
system to model the dynamics of a towel, the EKF-IFP algorithm was able to
predict the position of the nodes with errors ranging between 3.5cm and less
than 1cm on average. These results were observed when the non-rigid surface
was being perturbed by random forces. If information was known about the
input forces, the algorithm would have produced even better results. Using visual
observation, the algorithm was also able to project images onto a moving surface
with little image distortion. The results show that surface tracking for image
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projection provides significantly better results than using standard projection
techniques in applications of spatial augmented reality. Projection using the
EKF-IFP algorithm made interacting with objects far more realistic than using
normal image projection, which will make it an indispensable tool for a number
of entertainment and training applications.

6.1 Future Work

As the mass, spring and damper parameters for the model were chosen quite
arbitrarily, finding parameters that match the surface material properties would
allow for more robust prediction. Future work will include using machine learning
techniques for parameter identification. Additional future work includes using
less obstructive motion capturing systems since the marker based motion capture
system is quite expensive and sensitive to environmental conditions. A more cost-
effective camera based system, combined with computer vision techniques, can
instead be used to capture the position of surfaces in real-time. Although this will
likely cause an increase in sensor noise in the system, the prediction algorithm
should be able to compensate for the additional measurement error.

A future work of most interest is applying the EKF-IFP algorithm to a
scoliosis surgery simulator where a haptic-based robot is used to train surgeons
[6]. Current training methods for scoliosis surgery require the use of cadavers.
Training on cadavers cannot replicate the “feel” of the surgery and is a very
costly approach. A haptic-based simulator is a less expensive alternative that
can create a more realistic experience for the trainee. To improve the visual
aspect of the simulator, images of the current procedure are projected onto
the torso so that the surgeon can interact with the body as they would in the
normal procedure. This entails adjusting the visuals to account for deformations
of the torso, which is a natural application of the EKF-IFP surface prediction
algorithm. The overall goal of this combined system is to replicate both the
tactile and visual sensations of the real-life surgery so that surgeons are best
equipped to handle this high-risk procedure.
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Abstract. The U.S. Army Research Laboratory’s Simulation & Training
Technology Center, along with Cole Engineering Services, Inc. and the
University of Central Florida have set out to leverage commercial technology
with the goal of improving realism, and reducing cost for Army training tasks.
The focus of this task is to establish a prototype functionality that allows a live
person to take control of a virtual character. This is done using the Enhanced
Dynamic Geo-Social Environment, which is an Army-owned simulation built
upon the Unreal Engine 4.

Commercial games and movies make use of motion capture capabilities to
animate characters. This functionality is needed in real-time to allow person-to-
person interactions within a simulation. The goal is to have puppeteers that can
take over Artificial Intelligence (Al) characters when in-depth interactions need
to occur. While AAA games and movie budgets allow for more expensive
systems, the goal of this team is to keep the cost well below $10,000.

A market analysis along with this team’s experience utilizing and integrating
the market capabilities to meet these goals are described in this paper.

Keywords: Virtual training + Avatar puppeteering * Virtual humans
Real-time motion capture

1 Introduction

1.1

Motion capture systems are frequently used in the entertainment industry to create an
elegant and fluid animation of characters for both movies and games. These systems
typically create an accurate and natural representation of a body’s dynamic motion. The
captured animations are later hand-polished by teams of artists, creating the seamless
and natural movement you commonly view within animated films and games. The
authors are interested in making use of commercial motion capture capability,
including both facial expressions and body movement, to support real-time training
experiences. Despite the ubiquitous nature of motion capture systems, it is still unusual
for these systems to be used in real-time without an artist to polish the resulting
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animations. Because of this unique use case, the hardware and software options have
been very limited. A small number of commercial companies at the Game Developers
Conference in 2015 promoted real-time motion capture. One of those companies
offered a solution that cost roughly $30,000 a year, while another was $1500. The latter
was the solution the team pursued for the first prototype of full body and face tracking
in real-time. The costs of systems and the equipment needed and can be very expensive
to purchase. The authors hoped to make use of low-cost options, though some of most
effective real-time body tracking solutions and hardware (such as professionally
engineered helmets and cameras) come at a relatively high cost.

This paper describes the research from both a retrospective and future outlook on
creating a cost-effective real-time motion capture system, or real-time puppeteering
system. Our focus includes integrating real-time motion capture software and hardware
into a training game utilizing the Unreal Engine 4.

This paper will also describe analysis of both positive and negative outcomes in
creating an overall system. It provides justification for hardware and software solutions
and documents how the system evolved through several prototypes. A thorough
investigation on affordable real-time body and facial tracking products is described.
The initial attempt solely focused on face tracking, without the avatar’s body, using a
commercial program that is no longer available. The solution evolved to artist-created
body gestures/animations, controlled by an Xbox 360 controller. This solution proved
unwieldy and felt unnatural for the actor controlling the puppet. Movements were also
limited. This resulted in the team exploring ways to improve the prototype. For
example, the team experimented with different headgear to keep the camera in front of
the actor’s face at the appropriate distance and with the right amount of light. A bike
helmet and tactical helmet were tried, but there were issues with fitting various users
and keeping eyebrows visible to the camera. Most recently, adjustable headgear used
for wrestling was used to great effect. This headgear is reasonably priced, and has
provided clear view of facial features as well as eyebrows and can easily be adjustable
to fit nearly all sized heads. One member of the team modeled hardware and 3D printed
it to function as camera mounts on the helmet, and we’ve used a range of cameras as
simple as basic webcams increasing in complexity and cost to $300 depth cameras.

The current prototype uses the HTC Vive with inverse kinematics to resolve body
tracking in real-time. We are using a popular, and somewhat affordable, commercial
product for face tracking. We also have a working relationship with another facing
tracking company that is building a plug-in to support this application in Unreal
Engine 4.

Finally, this paper includes a forecast on other solutions that are emerging on the
horizon. In particular, Ninja Theory, Ltd is providing good documentation on their
motion capture strategy with the game Hellblade: Senua’s Sacrifice. The developers of
this game attempted to use low-cost capture products, but ultimately ended up using
high-end products.

The technology is still in its infancy, and the results have not yet matured into a
seamless experience for training. The details of planned future work is included in this
paper. This paper is being developed as part of a strategy to grow a community-of-
practice into the use of real-time tracking.
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1.2 Real-Time Puppeting

The realism of interpersonal interactions in virtual training domains can be an
important factor that influences the decisions of a learning population. Some training
tasks require very detailed realism, including small-motor movements, eye movements,
voice intonation and the ability for avatars to gesticulate while walking in the virtual
space. The interaction between automated virtual agents does not yet approach
human-to human experiences. This drives our team’s interest in increasing the realism
of human interactions in virtual environments by using real-time puppeteering [1].

This capability leverages investments across multiple government agencies to
optimize costs. The focus is on merging state-of-the-art commercial technologies to
support human-dimension training for force effectiveness. The working prototype
provides a platform for feedback from end-users and informs the requirements and
procurement communities. The authors would like to demonstrate whether this capa-
bility is possible at a very low, off-the-shelf cost, with no limits to the number of
end-users and no per-seat end-user fees.

There are many potential applications for this technology. For example, Human
Resource professionals could use virtual interactions to hone skills in recognizing signs
of Post-Traumatic Stress Disorder (PTSD), or indications an individual has experienced
sexual harassment or sexual assault. While human-to-human interaction is “the gold
standard” to train these skills, the virtual component allows a small number of actors to
play various roles to explore racial, gender, sexual orientation, or age discrimination
issues. This capability can also be used to breathe life into a virtual landscape; pro-
viding the sense that a town is teaming with life. Artificial Intelligence (AI) could
control patterns of life within a virtual town. Then as trainees encounter a character, an
actor could step into that role and support natural conversation. An entire town could
be managed with only a small set of human puppeteers since multiple avatars can be
controlled by one person.

2 Stakeholder Goals

2.1 Army Research Laboratory Simulation and Training Technology
Center (ARL STTC)

The U.S. Army Research Laboratory Simulation & Training Technology Center (ARL
STTC) is focused on research on strategies to improve training for U.S. Army Soldiers.
ARL STTC has been exploring using commercial game technology as a way to reduce
development time in building simulations to support training tasks. The Enhanced
Dynamic Geo-Social Environment (EDGE) is one such simulation platform. EDGE is
currently built on the Unreal Engine 4, though it has made use of the Unreal Engine 3
platform in the past. EDGE has been shared across multiple Government agencies with
investments from the Department of Homeland Security, the Defense Equal Oppor-
tunities Management Institute and the Federal Law Enforcement Training Center, to
name a few. The platform is used to explore ways to take emerging technology and
apply it to various training tasks. The Army makes use of Computer Generated Forces
(CGF) or Semi-Automated Forces (SAF) entities to function as the opposing forces in
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traditional simulations. Making use of game engines, we are able to make use of
Artificial Intelligence (AI). While the Al that comes as part of a commercial game is
able to make rudimentary decisions based on the terrain and respond to simple scripted
dialog, it is quickly evident that the characters are not driven by a live person. Natural
language interpretation is better, but nuances in language still limit verbal interchanges.
Until Al is good enough to be used for human-to-human interactions in a simulation,
puppeteering can be used to meet the need.

2.2 Impact to the Army

The Army currently supports a great amount of live training events. In some cases,
actors are paid to play the role of people in a town. They may even have farm animals
such as goats and chickens wandering the town to provide a sense of realism. Soldiers
can watch the patterns of life within the town to look for anomalies. Then they can
enter the town and speak with passersby, a key leader or law enforcement. As you can
imagine, these live events can be costly and logistically taxing. Imagine the cost
savings if the town could be living and breathing in a persistent state of a virtual
environment when the soldiers log in. A couple of role-players, maybe one female and
one male, could hop into a character as a Soldier approaches them, but could be
controlled by Al otherwise. Cost savings are important, but it cannot be at the expense
of training capability. Our intent, with this research, is to make the virtual environment
so that it provides the same training capability as is possible in the live environment to
reduce overall training costs to the Army. This represents just one use-case of how this
technology can benefit Army training.

3 Prototyping

3.1 Research Problem

The research in real-time motion capture, or puppeteering, initially began to bridge the
gap between conversations with a real human and conversations with artificial intel-
ligence (AI) [1]. While great strides are being made in having a natural conversation
with an AI character, [2] there is still a large gap in natural response and emotion [3].
Thus, our group began research into real-time motion capture of a human actor pup-
peting a virtual character, providing the virtual character the natural motion and
emotion needed for conversation while at the same time allowing the actor to portray
many different characters in a game environment [1].

Budget constraints inspired the goal to reduce end-user costs to achieve a similar
real-time motion capture result. Can an effective Real-Time Motion capture solution be
achieved on a limited budget? What levels of success can be repurposed for other
Government user’s? This paper will discuss our path toward finding answers.
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3.2 Commercial Game Studio Study

In 2014, in the rudimentary phase of the puppeteering research, the commercial
company, Ninja Theory, Ltd, was making similar budget considerations on their new
game, Hellblade: Senua’s Sacrifice [4]. Ninja Theory, famous for making such games
as Heavenly Sword, and DmC: Devil May Cry, decided the company wanted to
self-fund their newest game, Hellblade [5]. To successfully accomplish the self-funding
goal, Ninja Theory sacrificed several budgetary trade-offs during development [6].
While their proposed budget of just under $10 million is still orders of magnitude larger
than our budget, it was beneficial to see the similarity in choices both teams were
making [7].

Ninja Theory’s decisions in relation to motion capture showed promise for devel-
opment for the parallel of puppeteering research. Many of the choices made for the
puppeteering, including shopping for lights on Amazon, 3D printing camera hardware,
using GoPro cameras and mounting hardware, were similar decisions [8]. Ultimately,
through trial and error, the puppeteering research, saw some of the same failures, or
unacceptable results, that they found with their low budget solutions [1]. Ninja theory,
ultimately, borrowed expensive hardware and software from Vicon Motion Capture
Products to complete their project [9]. This included high-end motion capture cameras
and a professional motion capture helmet, which alone can cost over $3000 [9]. There
were many lessons learned through the shared experiences as Ninja Theory explored
current technology to meet their goals.

3.3 Software

There were a variety of software components that came together to provide the desired
functionality. Code is needed to link the face and body tracking systems to the game
engine. The game engine provides the foundational environment and development
tools. EDGE is Government owned software built on the UE4 Game engine that allows
the researchers to experiment with various technical solutions [10].

Game Engine. The foundation of development is based on the Unreal Engine 4 (UE4)
game engine, which many AAA games have been built. The Enhanced Dynamic
Geo-Social Environment (EDGE) was built on UE4 and was used for a variety of
prototypes. The puppeteering effort is one such prototype, stemming from the concept
of filling a gap between human-to-human and human to Artificial Intelligence
(AD) conversation [1]. The Unreal Engine 4 was chosen for development for a several
reasons:

— The team had significant experience in development in the engine, dating back to
prototypes this team developed on Unreal Engine 3. We have been developing in
UE4 since 2013 when it was still in beta [1].

— Since our games and research do not generate profit, we are able to use the engine at
no cost. One reason we use this game engine is the full access to all source code.
The development community is quite large and active, through which we have
found many examples and answers to questions through the Unreal Answers
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website and the community forums. There is also a marketplace where we have
bought 3D model assets and gameplay features providing cost savings over having
to develop ourselves.

— The platform UE4 is also a common platform supported by third party commercial
developers. An example of this would-be Speed Tree, which builds and ages
foliage, plugging directly into the game engine. This is important, because many of
the companies currently contain an already developed UE4 plugins or code
examples ready to integrate. This is extra work that may be required if we were
using a different game engine.

Enhanced Dynamic Geo-Social Environment (EDGE). Virtual training simulations
can provide cost efficiencies while also improving training outcomes when used in a
blended training concept [10]. Virtual training cannot replace the interaction involved in
live training; however, there are opportunities to significantly reduce costs while
increasing responder proficiency by applying technologies to support training strategies.

EDGE is a virtual platform developed by the U.S. Army Research Laboratory’s
Simulation & Training Technology Center (STTC) in partnership with the Training and
Doctrine Command (TRADOC), the Department of Homeland Security (DHS) and
various other agencies. EDGE is a government owned prototype designed to provide a
highly-accurate virtual environment representing the operational environment and
utilizing the latest gaming technologies. This collaborative government prototype
leverages investment across multiple government efforts to maximize efficiencies (cost
savings) by exploiting emerging technology [11].

3.4 Developmental Stages

The puppeteering work has been through many stages of development for over a year and
a half. Initially, the goal was simply to accomplish human facial tracking in real-time
inside of UE4. Development progressed to adding body animation, and eventually full
body tracking. The following section details the stages of development up to the writing
of this paper. Earlier work in this area is described in previous papers [1].

The team wanted to answer the question, “Can we convey human emotion in
conversation through a virtual avatar?” We thought we could accomplish this through
facial tracking software and a camera. We had used software in the past for tradition
motion capture and knew it had a real-time component. The team looked toward the
commercial market and assessed existing technology. Low-cost options in this space
are rare, since they generally target big budget game and movie studios.

Test #1: Facial Capture Only. This effort started with a tracking program that used
the Xbox Kinect hardware. The program was developed by a single person and was
quite inexpensive. The Xbox Kinect is a depth camera, and we believed that would
provide higher fidelity tracking. The integration with UE4 turned out to be labor
intensive, and we never made it past the initial integration and test because the tracking
software didn’t track eye movement. Losing this key feature (eye tracking) removed the
sense of realism from the avatar since the eyes were always locked straight ahead. From
this task, we learned the importance of tracking eyes.
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Test #2: Facial Capture Only, Different Capture Software. The only off-the-shelf
options remaining were significantly more expensive, however most companies offered
a brief free trial period. Additionally, many companies offered educational or inde-
pendent video game or Indie (i.e. a game developed without the financial support of a
publisher) [12] discount. This allowed for initial testing, and comparison of each of the
necessary products. Since the research and prototyping is not for profit, this helped
tremendously in accomplishing market research.

The next choice for facial tracking was a larger commercial company discovered at
the Game Developer Conference. Their software product also made use of depth
cameras for the tracking hardware. The software was tested with the Xbox Kinect.
Simultaneously market research was conducted on other depth cameras. There were
limited depth cameras on the market, and they were almost five times as expensive as a
standard web cam.

While each solution required software development, artwork changes, and hard-
ware creation and/or setup, this capture software required our game characters to have
51 morph target, or shapes, [13] built into the face to control. The art team took existing
characters, modified the skeletal mesh to incorporate the shapes, and reimported the
character back into UE4. The tasks were coded to an Application Programming
Interface (API). The software provided a network stream of shape values for each
render frame, and our development team added code to apply those shape values to the
character’s face in real-time. The camera was placed on a tripod in front of the com-
puter monitor, with the actor sitting and facing the camera.

The initial test with this face tracking solution, as stated, used the Xbox Kinect, but
the results were less than ideal. The focal length of the Kinect is very far [14]. This
works well for tracking a body, but when focusing on the face, the actor had to sit far
away from the desk and camera. This made it challenging to pick up the nuanced
movement of the face and eyes. Not knowing if this was a software tracking problem or
a hardware (camera) problem, we decided to purchase the depth-camera recommended
by the vendor for further testing.

Using the new depth camera, results improved significantly. Exchanging the camera
was simple using a dropdown list of cameras within the tracking software. This tracking
software required an in-depth calibration for each actor, having them go through a series
of expressions and saving that calibration data into a file. It soon became clear that this
step was extremely important in future work. After calibration and running with UE4,
the results of the expressions and emotion conveyed well through the game avatars.

Test #3: The Desire for Body Language. While face tracking was successful, it was
very limiting in scope. For example, the camera was focused on the shoulders and head
while the lower body was shown with an idle animation. If the actor expressed anger or
sadness, the emotion was betrayed by the body not moving in a sympathetic way. That
led to the desire to add body language in concert with the facial tracking.

The original concept did not involve full body real-time motion capture. Rather,
initially, the concept was that the actor would function using a game controller to
control the body. This mimics other projects and puppeteering throughout history,
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much like the way Jabba the Hutt’s facial features were controlled by radio control in
Star Wars: Return of the Jedi [15].

The development effort for this concept was fast paced. The art team created a set of
polished character animations for several selected emotions, or postures. The devel-
opment team mapped those animations to a set of controls on a game controller, and
created a user interface that reflected the controlled animations. The design philosophy
was to use simple emoticons on-screen and have them mapped to combinations of
button presses. For instance, to have the virtual avatar appear nervous, the actor would
hold the right trigger and press down on the directional pad of the controller.

The goal was to have this method of acting be intuitive for the actor, while allowing
for clean and believable animations. In practice, there were clear benefits and draw-
backs to this strategy. Using this strategy, the body gestures could be made to match the
facial expressions. However, there was only a finite number of different expressions.
The set is nowhere near limitless as one would see in real-life. The biggest issue,
though, was that no matter how intuitive the controls were, it was not a natural behavior
for the actor. They had to remember that if they were going to say something and
appear nervous, they had to press a button combination to get the body into that state.
This made it hard to improvise. The actor might respond to a question and quickly look
and sound angry on their face, but might forget to change the body using the controller,
thus breaking the sense of immersion.

The animations, however, were very clean, having benefited from animator
post-processing, unlike raw motion capture data. It was possible to make gestures such
as the hands covering the face, which you couldn’t do if the actor was covering their
face from the camera due to the arms not being collision bodies. This is an issue the
team still struggles with today. If arms do not collide they tend to move through one
another breaking the sense of realism.

Test #4: Combining Real-time Body with Real-Time Face. Research and devel-
opment evolved to strive further for a more natural method to capture the body without
the controller. As a result, it was decided to find a similar solution of a real-time motion
capture system for the body comparable to the one used for the face. To date, the team
is unaware of any one solution that handles both, so the focus moved to compile the
real-time body capture with the real-time facial capture. Although there has been basic
research using the Kinect, as a real-time controller, the research was rudimentary [16],
and unfortunately, there were no apparent solutions that would easily integrate into
UE4 without significant time and money that would need to be invested.

At the Game Developer Conference additional companies showcased exploring
their solutions to the technical field of Real Time Motion Capture. Commercial game
companies were now toying with the idea that they could use real-time motion capture
to preview their character’s performances in the actual game environment [2]. This
capability has the potential to save considerable time (and by association money) while
shooting motion capture activities [1]. The director can assess the quality of the capture
before investing time cleaning up the animation. This capability motivated motion
capture hardware and software developers to offer more options for supporting
real-time previews [9].
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There are two significant drawbacks to most of the vendors providing real-time
body motion capture: footprint and price. For many companies, providing a real-time
capability does not require additional hardware. A tradition motion capture studio setup
involves at least 20 square feet of space, and includes scaffolding and an expensive
array of cameras. Our use case called for a much smaller space; basically, a space about
10 feet by 10 feet while the puppeteer stands in front of a computer desk.

Removing motion capture products that required a large footprint left companies
that were using inertial motion technology. These are sensor-based systems that don’t
use cameras to track the body but the position and motion of the body itself [17]. Only
one option met the price goals, so it was pursued for further research.

The integration is comparable to face tracking technology. There were a few dozen
sensors on the body all sending position, orientation, and velocity information over the
network at a frequency matching each render frame. By connecting those sensor points
to points on our character’s skeleton to drive the in-game position, orientation, and
velocity, it resulted in the ability to run both the facial capture server and the body
capture server on the same machine. Frame rates remained sufficiently high to see
positive results.

Initially the out of the box solution was used to attach the body sensors. A chest
mount was used to attach the camera. The chest mount was developed in the laboratory
as way to keep the camera pointing at the actor’s face. The combination of all the
straps, wires, mounts, and batteries made it a bit cuambersome for the actor. The chest
mount was not as stable as hoped, and interfered with arm and hand motions (See
Fig. 1).

Fig. 1. Chest-Mount prototype with sensor straps
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To pursue a more practical use case, the solution moved away from the chest mount
and explored head mounted, or helmet solutions. The initial prototype included a
low-cost bike helmet with GoPro mounting hardware created within a couple days. To
alleviate some of the cumbersome nature of the straps on the body, a motion-capture
suit was used. Sensors were attached using hook and loop fastener tape attached to the
suit jacket and pants. This simplified preparation for the actor (See Fig. 2).

Fig. 2. Head-mounted prototype with sensors on motion capture suit

The combination of motion-capture suit and camera mounted on the bike helmet
became our first successful puppeteering prototype. This is the version we widely
demonstrated and documented [1]. The Defense Equal Opportunity Management
Institute (DEOMI) saw this prototype and funded additional work to improve the
prototype. The team worked with their researchers to develop research studies on
learning topics best supported by the technology.

With the new prototype the team began exploring training scenarios that would
benefit from this technology. The specific use case involved a group setting with
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co-facilitators as the trainees. The puppeteer could jump into the body of various group
participants, expressing full human emotion in each role. Despite the plan for the
characters to stay seated in the group session, the team created strategies to allow
puppeted characters to walk using a one-handed controller. The character can move
with a walk animation while still being able to control the face, head, arms and hands.
This allowed for realistic interactions such as walking down the street with someone
gesturing to various points of interest along the way.

Test #5: Test Facial Tracking with New Vendor. During the development process,
the company that developed the product we were using for the facial capture was
purchased by Apple [18]. Once again, options were limited for a replacement, but the
team persisted to make use of a capability provided by a large commercial company
known for facial animation in video games with a real-time component.

This facial capture product was a bit different in a few key ways: 1. It makes use of
a standard webcam rather than a depth camera; 2. The facial shapes were different,
meaning we had to edit all the current character models; 3. Finally, it allowed for quick
calibration, meaning it could define the position and outline of the mouth, nose, and
eyes. It was not necessary to calibrate each unique face and facial expression.

At first, the results were somewhat less impressive than what we had with the
previous vendor. Lip syncing during speech was as fluid as the previous product, but it
was more difficult to achieve key emotions that involve smiles, frowns, and furrowed
brows. Software updates, such as one that added shape modifiers, have allowed the
team to tune a face shape to be prominent. For example, an actor’s smile can be
magnified to be more obvious on the in-game character.

There were two more issues that needed to be addressed during this phase of
research. Low camera frame-rate caused delays in seeing expressions in real-time.
Market research indication a paucity of traditional webcams that support 60 frames per
second update rate. Thankfully, an eponymous (GoPro-like) camera with high reso-
lution and framerate was available but a video capture card was required for the
computer to treat the feed like a webcam feed.

The second issue was the helmet design. The bike helmet was not stable; moving
around on the head depending on the size of the actor’s head. The helmet was heavy
and the additional weight of the camera attached to it pulled the front of the helmet
downward. This often caused the helmet to obscure the forehead and brows. Next the
team tried using a military tactical helmet. This type of helmet is built to have
attachments such as a flashlight connected. Unfortunately, this helmet was even heavier
and more cumbersome than the bike helmet. The team settled on using headgear used
by wrestlers. This headgear is made up of two solid pieces covering the ears, two straps
overhead, and one strap behind the head (See Fig. 3). They are lightweight and can be
adjusted to fit any head size. The team’s Art Director modeled and 3D printed hardware
to mount the camera onto the helmet. This solution, along with lightweight carbon fiber
rods, provides exactly the form, fit and function needed.

Test #6: Evaluate New Technology in Real-Time Body Tracking. Throughout this
process, the team has experienced elation and frustration. Emerging technology does
not always work the way we would like. For example, the body tracking system was
frequently plagued with two issues; drift and inaccuracy. Because the motion sensor
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Fig. 3. Lightweight adjustable headgear with camera and light assembly

technology is based on magnetic sensors, the sensors drift over time. This means that
visual anomalies occur, such as arms starting to clip through parts of the body, or the
position of the body in space might shift from center (See Fig. 4). If the actor is sitting
on a metal chair, the metal or any wire can create interference causing the virtual body
parts to move or be positioned in unnatural ways.

Fig. 4. Character showing some Clipping of Hands

Aside from the issue with drift, there is also an issue with general inaccuracy.
Calibration occurs only for specific poses. Even after calibration, arms may not appear
in a natural position at the sides of the body. However, the technology does not allow
an actor to put the palms of their hands together. Hands are not described as collision
bodies, nor do they have “sticky surfaces” that attract the hands together. Rather, while
the actor’s hands are touching, the character might appear to have their hands a foot
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apart or crossed over one another, clipping into one another. This is true for both the
arms and legs. A good actor could work around these issues and working around the
system limitations, but the intent was that movement would be natural so that anyone
could play the role of the puppeteer.

4 Outcomes

Though the research area described above is in its infancy, the outcomes show great
promise. The resulting prototype has functionality that allows an actor to select a virtual
character in a scene and take over that character’s control. The actor expresses natural
facial expressions and body movements that are played out by the virtual character. The
facial tracking system and the body tracking systems are working in conjunction with
lower body movement and idle animations. For example, if the actor guides the
character forward, using a one-handed controller, the walking animation begins with
the lower body, but the actor is able to point and make facial expressions at the same
time. This capability goes far in providing a prototype for experimentation.

5 Way Ahead

The prototype is being used to support a wide range of research studies. These will be
the topic of future papers. The team continues to do market research into technical
advancements and market shifts. Real-time motion capture is a fledgling technology, so
no turn-key solutions are currently available. There are many vendors emerging in
inertial motion sensors, and this team looks forward to evaluating them to see if there is
a solution to the drift and inaccuracy issues described above.

One company has a solution that is showing promise. Their product uses the HTC
Vive (See Fig. 5) virtual platform along with inverse kinematics software to achieve
real-time motion capture with fewer sensors [19].

The setup involves using the lighthouse (sensors on a stand that work with the HTC
Vive) and sensors from the Vive. The Vive sensors track very accurately through the
Vive lighthouses. By wearing sensors on both feet, at the waist, on top of the helmet, at
the elbows, and while holding the Vive controllers, the entire body can be tracked and
moved in real-time (See Fig. 5). Inverse kinematics is software that interpolates the
locations of points on the body that cannot be tracked based on the body position of the
sensors that are being tracked [19].

The team is building a community of practice on the topic area. The goal is to have
this community meet on a yearly basis at the HCII conference to discuss the status of
the state-of-the-art and demonstrate progress.
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Fig. 5. IKinema’s orion full body MoCap on Vive [19]

6 Conclusion

The prototype development described in this paper is intended to build a community of
practice interested in building low-cost real-time motion capture capabilities. The
development of this prototype, from a game controller feeding specific, clean, ani-
mations to a character to the real-time body and facial tracking solution that exists
today is useful in informing others with similar interests. As new solutions come to
market this team will continue to monitor and evaluate market solutions, providing the
results in papers and at conferences as appropriate. The community-of-practice on the
topic area is expected to build on this team’s research. As this technology area evolves,
it is expected that both this team and the community will continue to share status of the
state-of-the-art and be able to demonstrate continual progress.
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Abstract. Results from prior experiments suggested that measuring immersion
objectively (using eye trackers) can be a very important supplement to subjective
tests (with questionnaires). But, traditional eye trackers are not usable together
with VR HMDs (Head Mounted Displays) because they cannot “see” an audien-
ce’s eyes occluded by helmets. The eye trackers compatible with HMDs are not
easily accessible to students, researchers and developers in small studios because
of the high prices. This paper explores a novel way of estimating a user’s focus
of attention in a virtual environment. An experiment measuring the relationship
between subject’s head movement and eyesight was conducted to investigate
whether eye movement can be closely approximated by head rotation. The find-
ings suggested that people’s eyesight tended to remain in the central area of the
HMD when playing a VR game and the HMD orientation data was very close to
the eyesight direction. And therefore, this novel way that employs no other equip-
ment than HMDs themselves can hopefully be used to estimate a user’s focus of
attention in a much more economic and convenient manner.

Keywords: Head movement - Evaluation - VR games - Focus of attention
HMD

1 Background of the Experiment

1.1 Introduction

Virtual reality (VR) is a computer-generated scenario that simulates a realistic experi-
ence. The immersive environment can be similar to the real world in order to create a
lifelike experience grounded in reality or sci-fi [1]. When most people think of virtual
reality, or VR, they probably think of hovering cars and time machines as well. While
we are still away from traveling through time like Marty McFly, VR is knocking on our
door. Technologies like the Samsung Gear VR and Google Cardboard are readily avail-
able and affordable for most consumers, as people are trying in more ways than ever to
incorporate this innovative technology into their daily lives [2]. Immersive VR systems
allow users to experience where they are, whom they are with, and what they are doing
as if it was a real experience. In this context, the concept of presence refers to a phenom-
enon where users act and feel as if they are “really there” in a virtual world created by
computer displays [3-5].
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Many people think that the VR technology is an emerging technology. In fact, that
was not the case. Since 1960s, research institutions have begun to simulate dynamic
shapes and sounds using computers, which is followed by the budding of VR. In the
next ten to twenty years, early concepts and theories of VR were formed [6]. However,
the new wave of VR came in 2016. In the decades since Sega’s initial experiments, VR
technology has come a long way, and has made significant progress on its early short-
comings [7]. It all comes down to the development of VR headsets. The head-mounted
display is the core component of the VR experience. The uniquely immersive experience
of VR relies on the head-mounted display. A head-mounted display shows the computer
graphics (CG) stereoscopically in front of users’ eyes. It is more like a virtual camera
through whose lens a user can see a 360-degree virtual environment. It provides wide
angle displays covering the normal range of a human being’s field of view: at present,
Oculus Rift DK2 has field of view of 100° and Oculus Rift CV1 even has field of view
of 110°, close to the that of human eyes which is about 120°. This feature makes people
forget that they are immersed in the virtual world with head-mounted devices, which
basically also allows you to interact with the virtual world with natural human vision.
Today, consumers and developers can choose from three basic variations on the theme
of stereo-3-D headsets for VR: systems with a dedicated internal screen; headgear that
holds a smartphone as the source of the VR input; and augmented reality, in which the
headset superimposes 3-D images and data on the user’s view of the real world [7].

Although the second type, smartphone-based headset, is much cheaper, the user
experience is not as good as the first type which is symbolized by Oculus Rift. In a
headset like Oculus Rift, internal optics focus the user’s vision onto a screen that is
typically only a few centimeters away from his/her eyes. Sensors detect the position and
orientation of the head, while the headset uses that information to calculate the images
displayed on the screens. More importantly, although the processors, sensors and small
high-resolution screens used in dedicated headsets are of the same types used in smart-
phones, in dedicated headsets they are all optimized for VR [7]. The dedicated headsets
like Oculus Rift are connected to high-performance computers or game consoles that
generate stereo pairs of images, generally at a rate of 90 times per second.

Meanwhile, because of the revival of VR, more and more game companies start to
develop VR games for PC, PlayStation, Xbox One, smart phone or other platforms.
There are 2651 VR games for HTC Vive and 1646 for Oculus Rift found on STEAM,
one of the biggest online game store [8]. The number of PlayStation VR games is
approximately 343 according to Google and Wikipedia [9]. In addition, the advent of
VR-ready game engines has greatly simplified the production, not only the CG content
creation but also the programming, of VR game, greatly reducing the development costs.
As aresult, most people would agree that there’s never been a better time for VR games
than now.

1.2 Related Works

Non-VR digital games have been enjoyed by millions of people around the world for a
pretty long time. Modern games often have huge virtual environments for people to
explore. Controls are more sophisticated, allowing people to carry out a wider variety
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of maneuvers in a game. Through the use of the internet people can even play against
opponents thousands of miles away. Charlene Jennett mentioned that the success of a
computer game depends on many factors. Despite the differences in game design and
appearance, successful computer games all have one important element in common:
they have the ability to draw people in [10]. Concerning VR gaming, players are more
than gamers, they are looking forward to the fulfilled potential of VR and the feeling of
“losing” themselves in the VR game world. Such experience is referred to as “immer-
sion”, a term often used by gamers and reviewers. Immersion is often viewed as critical
to game enjoyment, and is usually the outcome of a good gaming experience. When
measuring and defining the experience of immersion in games, Charlene Jennett
described it as “the psychology of sub-optimal experience, which clearly has links to
the notion of flow (flow is described as the process of optimal experience, the state in
which individuals are so involved in an activity that nothing else seems to matter [11])
and CA (Cognitive Absorption, as a state of deep involvement with software [12])”. He
also mentioned that immersion rather is the prosaic experience of engaging with a
videogame [10].

The outcome of immersion may be divorced from the actual outcome of the game:
people do not always play games because they want to get immersed, it is just something
that happens. It does seem though from previous work that immersion is key to a good
gaming experience [10]. The team explored immersion further by investigating whether
immersion can be defined quantitatively. In one of the experiments, researchers inves-
tigated whether there were changes in participants’ eye movements during an immersive
task. They use an eye tracker to record participants’ eye movements while they were
engaged with a task/game. Overall the findings suggested that measuring immersion
objectively (using eye trackers) can be a very important supplement to subjective tests
(with questionnaires) [10].

1.3 Limitations of Eye Tracker in HMD

Based on these findings, we deduce that immersion of VR games can also be measured
objectively (such as task completion time, eye movements). Using questionnaires only
is not a precise and reliable enough way to measure immersion of VR games. But, the
traditional eye trackers are not usable together with VR HMDs because they need to
“see” an audience’s eyes, but they are occluded by helmets (Fig. 1).

Eye tracking for HMDs is a natural next step and gained much attention in the
research and development sector (e.g., FOVE Inc., Arrington Research, ASL Eye-Track,
SR Research, or Sensor Motoric Instruments (SMI)). Even though first attempts started
in the year 2000 [13], current inside-helmet eye tracker prototypes are still far from being
consumer-ready: the SMI’s eye tracker in the Oculus Rift is priced up to USD 15,000,
and as for Tobii Pro, USD 28,800 approximately. Obviously, they are not easily acces-
sible to students, researchers and developers in small studios. Moreover, with the ever-
changing hardware technology, head-mounted devices may upgrade very quickly. Once
installed into an HMD, the expensive eye trackers cannot be detached from it and rein-
stalled into a new one, which make it more unaffordable and uneconomic for those with
a tight budget.
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Fig. 1. The typical scenario of using a traditional eye tracker

2 Hypotheses

According to my personal experience, when playing a VR game with an HMD headset
on, the eyeball rotation is limited. It is largely complemented by head rotation, allowing
the player to look into different directions in the virtual environment. Then, several VR
game players were closely observed, and it was found that their heads and bodies almost
always moved and rotated when they want to look into different directions in the virtual
environment. Such phenomenon can be seen more clearly in a demonstration video
offered by SMI, a provider of inside-helmet eye tracking solutions.

In Fig. 2, there are two pictures are capture from a YouTube vide uploaded by SMI
(https://www.youtube.com/watch?v=Qq09BTmjzRs). It’s not difficult to conclude
from the video that in most time the user’s focus of attention, visualized as white circles,
is near the center of the screen.

Because of this, a hypothesis was brought forward that people’s eyesight tends to
remain in the central area of HMD screens when they play a VR game. They prefer to
move their heads to look at what they want to see, instead of moving eyeballs only. In

Fig. 2. Foveated rendering at 250 Hz from SMI
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this way, eye movement can be closely approximated by the orientation of the head,
which also means that the data from HMD rotation sensors can be recorded and analyzed
to evaluate peoples’ focus of attention. Since it can be further used as a low-cost data
source for the evaluation of VR games, this approach, which employs no other equip-
ment than HMDs themselves, is hopefully much more economic and convenient for
most developers.

3 Method

Though where the subject’s eyes were looking at could not be known while wearing a
HMD headset, the purpose of the experiment was to evaluate the relationship between
subject’s head movement and his/her focus of attention by comparing the subject’s
eyesight direction with the orientation of the HMD. The orientation of the HMD was
easy to measure, because it was directly sent by the device as rotation values to the game
engine. However, the direction of eyesight was relatively difficult to measure because
where the subject’s eyes were looking at could not be known directly without an eye
tracker. Therefore, a game was designed with the purpose to effectively guide players’
vision.

The research team developed an original VR game called “Clock” with the Unity
engine, and its functions were as follow. After the experiment began, an alarm clock
appeared at a random location in the VR world and the player would immediately hear
the ringing it. What the players needed to do was to find out where the clock was and to
read out aloud the time shown on its surface. A very simple background was used to
ensure no distraction so that the possibility of the player’s being attracted to the back-
ground was greatly reduced. If the clock stayed in the view for more than 5 s, which
meant that the player had found it, it would disappear. Then, the second clock would be
generated in a new random position and the procedures described above repeated. There
were 5 clocks in total, and the players were encouraged to find them and read out the
time on the clock surface as fast as possible. The purpose was to make sure that the
players looked at the clock carefully so that the position of the clock could be deemed
as the focus of attention.

The angle between two eyesight rays, one going through the center of the HMD view,
obtained from the HMD’s orientation data and the other going through the center of the
clock, was recorded from the beginning, when the first clock appeared, to the end of the
test, when all 5 clocks were found, at a rate of 5 Hz. This angle data was saved into a
text file. Big angle numbers meant that the alarm clock was far from the center of the
screen while small numbers meant that the HMD was pointed accurately at the clock
(Fig. 3).
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Fig. 3. Screenshot of the game “Clock”

3.1 Participants

20 participants took part in the experiment, all of whom were recruited from Tongji
University. The average age was 22.85 (SD = 2.412), ranging from 20 to 26. Ten were
male and ten were female. All the participants were willing and healthy. Since this game
was intuitive and easy to play, prior experience of VR gaming was not concerned.

3.2 Equipment

Oculus Rift CV1 was used in the experiment as the HMD device. It was connected to a
DELL T5810 workstation with an Intel Xeon E5-1660 CPU and an NVIDIA GeForce
GTX 1080 graphic card. The high-performance computer was completely capable of
running the “Clock” program at a framerate over 120 fps, guaranteeing that there was
no bias caused by performance limitations.

The Oculus Rift CV1 had a built-in headset, so no external speakers were used. The
“Audio Listener” in the Unity engine received inputs from every “Audio Source” in the
scene and played sounds through the headset. For most applications it makes the most
sense to attach the listener to the “Main Camera” [15], where the player was located. In
this way, the engine could dynamically calculate the relationship between the audio
sources and the player, at the same position of the “Audio Listener”, and dynamically
generated the sound effects correctly. As a result, the player could judge the location of
the clock by listening to its ringing via the headset.

3.3 Procedure

Participants took part in the experiment one at a time, and the total duration of one session
was about 5-10 min, depending on how much time a participant spent in finding clocks.
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An experimenter firstly explained the rules of the game:

1. What a player needed to do was to find the clock and read out aloud the time shown
on its surface;

2. Each clock would disappear after having been found for more than 5 s;

3. There were 5 clocks in total, and the player was encouraged to find all of them and
read the time on the clock as quickly as possible.

Then, when the participant fully understood the rules, the experimenter helped the
participant to put on the HMD device and started the game (Fig. 4).

Fig. 4. Participant trying to find the clock

The game had no time limit: it would not end until the participant found all the 5
clocks.

Finally, when the game ended each participant was asked whether the clock remained
at the central of the screen after he/she found the clock. The subject answer to this
question served as an auxiliary confirmation to ensure that the participant was indeed
looking at the clock.

3.4 Results

19 out of all the 20 participants replied “yes” to the question mentioned in the last
paragraph of 3.3. There was only one exception: one of the player spent quite some time
searching for the clock with no success and began to feel boring, so after he found it, he
did not keep focusing on it for long enough. Considering the game design and the
players’ answers, the ray from the virtual camera to the clock could be thought of as the
direction of the eyesight.

The participants’ performances were shown in Figs. 5 and 6. The X axis stands for
time and the Y axis stands for the angle between the eyesight and the central line of the
HMD. The charts are not arranged according to the order of experiments because the
subjects are independent to each other and the order was not relevant.
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Fig. 5. Player’s performance chart (part 1)

Every participant found the clock for five times, so there are 5 lines in each chart,
each standing for one search-and-find processes. The left wavy parts of the curves indi-
cate the period of time when the subject rotated his head searching for the clock.

One participant might spend different amount of time searching for each clock, so
the lengths of the wavy parts are not exactly the same. For instance, subject 4 spent less
than 3 s in finding the clock for the first, third, fourth time. But the second attempt took
him as long as 30 s. No correlation was found between the total time used to find a clock
and which attempt in order it was. The assumption that one subject could make progress
through practice and thus shorten the searching time was not supported.

For the right parts of the curves, the Y value stabilized and approached to O for a
period of time, which means that the subject found the clock and kept looking at it to
read the time on its surface.

The parts whose Y value stay below 30° for more than 4 s are considered as “stable
parts”, while the rest are considered as the “wavy parts”. As time went by the position
of the clock on the screen became increasingly steady and close to the center.

Figure 7 shows the situation clearly. Since the alarm clock itself occupies a certain
span of angles, we define it as “close to the center” when the angle difference between
the eyesight and the HMD central line is below 20°, and “very close to the center” when
below 10°. Among all the 100 polylines in the charts in Figs. 5 and 6, Y values of the
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Fig. 6. Player’s performance chart (part 2)

stable parts were “close to the center” (<20°) in 88 out of 100 cases (88%), and were

“very close the center” (<10°) in 65 out of 100 cases (65%).
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60 degrees, the field of view of hunman eyes 35 degrees, the field of view of Oculus CV1

Fig. 7. Simulation of looking at the clock

4 Conclusion

From the experiment results, we found that people’s eyesight tends to remain in the
central area of the HMD screen when playing a VR game, and the hypothesis was parti-
ally supported. As a result, despite the deviations, the direction of the HMD can be used
to roughly evaluate a player’s focus of attention and to take over the role of an eye tracker
to some extent.

Moreover, our work may contribute to the evaluation and optimization of VR games.
What has been tested and verified in this paper means that the data directly from HMD
rotation sensors can be used to evaluate a user’s focus of attention, and maybe further
used to evaluation the immersion of the game. This approach employs no equipment
other than the HMDs themselves is much more economic and convenient when
compared with other methods dependent on expensive devices like in-helmet eye
trackers. In the future, the research team also plan to investigate the possibility of using
this approach to evaluation the immersion level of VR games based on Charlene
Jennett’s prior research and findings.

Finally, this the limitations of this experiment are as follow, and future researchers
on this topic may need to pay more attention.

e The sample size was not big enough. 20 subjects were not adequate to bring about a
universal conclusion.

e Even though people at age 20-26 are the main target users of VR devices, this age
range cannot stand for all users of VR games or programs. Future researchers are
suggested to expand the age range.
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An in-helmet eye tracker, if affordable, may act as an objective standard reference.
Instead of assuming the eyesight focuses at the center of the clock, as we did in this
research, it may accurately tell where the focus is, and thus makes the result more
accurate.
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Abstract. Cybersickness poses a crucial threat to applications in the
domain of Virtual Reality. Yet, its predictors are insufficiently explored
when redirection techniques are applied. Those techniques let users
explore large virtual spaces by natural walking in a smaller tracked
space. This is achieved by unnoticeably manipulating the user’s vir-
tual walking trajectory. Unfortunately, this also makes the application
more prone to cause Cybersickness. We conducted a user study with
a semi-structured interview to get quantitative and qualitative insights
into this domain. Results show that Cybersickness arises, but also eases
ten minutes after the exposure. Quantitative results indicate that a tol-
erance towards Cybersickness might be related to self-efficacy constructs
and therefore learnable or trainable, while qualitative results indicate
that users’ endurance of Cybersickness is dependent on symptom factors
such as intensity and duration, as well as factors of usage context and
motivation. The role of Cybersickness in Virtual Reality environments is
discussed in terms of the applicability of redirected walking techniques.

Keywords: Virtual Reality - Cybersickness + Human Factors
Redirected walking - Rotation gain + Immersion

1 Introduction

Since Virtual Reality (VR) systems are becoming a commodity, new challenges
occur that focus user experience in addition to technical development. Virtual
Environments (VE) are of theoretically infinite size, while VR setups in homely
environments are limited in the size of their trackable area. Redirected walking
(RDW) techniques are used to overcome this spatial conflict, while maintaining
natural walking as the best-perceived navigation metaphor [1]. Using different
approaches, they manipulate the user’s walking trajectory in the virtual world.
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Users might, for instance, perceive themselves as walking on a straight line,
while in the real world they walk on a curved path. Besides their technical
efficiency (i.e. degree of spatial compression), user experience aspects have to
be considered when implementing RDW techniques. Symptoms of Cybersick-
ness (e.g. nausea, disorientation, or oculomotor fatigue) pose a crucial threat to
VR systems in general and are expected to be even stronger when RDW tech-
niques are applied. Apart from Cybersickness, reduced user immersion can result
due to the purposeful degradation of system fidelity [2].

To address the question of how the virtual world can be reliably mapped
into real-world boundaries, while keeping immersion as high and Cybersickness
as low as possible, we examine the influence of Human Factors on Cybersick-
ness symptoms. We therefore conducted a user study in a VR environment that
employs dynamic rotation gains, and measured the influence of various factors
on Cybersickness levels before, right after, and 10 min after the VR exposure.

The remainder of this article is structured as follows: We provide an overview
on Human Factors in VR, Cybersickness, and RDW techniques in Sect.2. Our
experimental procedure is described in Sect. 3, and the quantitative and quali-
tative results of the study are presented in Sect. 4. We discuss the role of Cyber-
sickness based on these results and outline future work in Sect. 5. Section 6 sum-
marizes our contribution.

2 Related Work

In this section, we present relevant related work regarding Human Factors in
the context of VR applications (Subsect.2.1), Cybersickness (Subsect. 2.2), and
RDW techniques (Subsect. 2.3).

2.1 Human Factors in Virtual Reality

Human Factors are discussed since the early stages of VR development to attain
human performance efficiency. Alongside task characteristics (e.g. the suitability
of a task for a VE), Stanney et al. identified user characteristics, design con-
straints imposed by human sensory and motor physiology, as well as health and
safety issues that have to be considered when VE systems are implemented [3].
To maximize human performance, the experienced sense of presence should be
as high, and the interaction techniques as efficient as possible. Both goals can
only be reached if VR hardware provides visual, auditory and haptic/kinesthetic
output that convince the sensitive human sensory system of authentic input [4].

Both presence and immersion are used to describe the relation between the
user’s (self-)perception in the virtual world and the immediate physical surround-
ings. There is widespread agreement that both are desirable properties, however
their exact definition and distinction is controversially discussed [5]. Immersion
is either defined as inherent property of the display system that could be objec-
tively quantified [6], or as a perceptual user response to the VE [7]. We adopt the
latter definition as the impression of being enveloped by and interacting with a
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continuous stream of stimuli [7]. We refer to the inherent properties as system
immersion (2] or sensory fidelity, which we define as the degree to which dis-
play and transformation of sensory information are similar to the real world [8].
Presence, on the other hand, is the subjective experience of being physically sit-
uated in the VE instead of the physical locale [7]. We consider system immersion
a precondition for (user) immersion, which is in turn a precondition for a sense
of presence. Measuring presence is most effectively done by verbal reporting [9]
or with a post-questionnaire [7].

2.2 Cybersickness as Critical Factor

Besides human performance and perceptual reactions, the well-being and safety
of users is of equal importance [10]. Cybersickness is considered a crucial threat
to the adoption of VR technology [3], even if sickness-inducing applications might
still be perceived as highly enjoyable [11]. It is mostly defined as symptoms of
motion sickness, but occurring during or after VR system exposure [12]. The
symptoms vary individually and have multiple influencing factors [13]. They
include eye strain, headache, pallor, sweating, dryness of mouth, fullness of
stomach, disorientation, vertigo, ataxia, nausea, and might even lead to vom-
iting [14]. With those symptoms in common, the phenomena motion sickness,
simulator sickness and Cybersickness seem equal, but they are caused by slightly
different situations: Motion sickness occurs mostly on moving vehicles (e.g. ships)
and simulator sickness on devices that simulate motion by visual displays and
moving platforms (e.g. flight simulators), while Cybersickness can be induced by
visual stimuli alone [15].

A number of different theories attempt to explain the biological mechanisms
that cause motion sickness. The sensory conflict theory suggests that a mismatch
between different sensory subsystems causes the symptoms [16]. It explains fac-
tors specific to VR systems well, such as mismatches between user motion and
visual display due to latency or tracking inaccuracy. While commonly employed
to explain symptoms, the theory has been criticized for it’s lack of predictive
power [17]. The postural instability theory was proposed as an alternative [18].
It explains the symptoms as the body’s reaction to phases of unstable posture,
during which the postural control loop adapts to unknown or changing envi-
ronmental conditions. While it also lacks an explanation of the biological causes
and effects, in some cases it succeeds in predicting sickness levels based on length
and intensity of postural instability phases [19]. Recent research indicates that
the theory might be unconfirmed, though no reliable numerical evidence could
be obtained [20]. The rest frame hypothesis is based on the notion that our per-
ceptual apparatus optimizes the estimation of spatial relationships by assuming
certain objects in the environment as stationary [21]. This reference coordinate
system is called the rest frame. The theory postulates that sickness symptoms
arise due to conflicting cues that indicate different parts of the environment
should be considered stationary. Lastly, the poison theory attempts to explain
why the human body reacts with nausea and vomiting. It argues that perturba-
tions of the spatial frameworks defined by the different senses can be caused by
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certain types of motion but also the ingestion of toxins [22]. According to the
theory, the body reacts with nausea and vomiting as a survival mechanism to
remove the alleged poisonous substance.

The most widely applied instrument to quantify Cybersickness is the Simula-
tor Sickness Questionnaire (SSQ) [15], which was originally developed to identify
“problematic” flight simulators [23]. The SSQ consists of 16 symptoms that, in a
series of factor analyses, were found to cluster in three subscales: nausea, oculo-
motor, and disorientation. The SSQ was derived from 1,119 underlying data sets
of professional pilots using several flight simulators, and scaled such that every
subscale and a total score that comprises all 16 symptoms have a zero point and a
standard deviation of 15 [13]. Based on this calibration, motion sickness, simula-
tor sickness, and Cybersickness show different symptom profiles: Nausea appears
to be highest rated for motion sickness, oculomotor for simulators and disorien-
tation for Cybersickness [24,25]. Furthermore, while Kennedy et al. consider an
SSQ total score of 20 as indicating a bad simulator, it turns out that SSQ total
scores are higher when applied to VR systems instead of flight simulators [26].
More VR-specific measures are less validated, and therefore not widely adopted,
while objective measures (e.g. heart rate, blink rate, electroencephalography)
are expensive to perform and rely on intrusive equipment [15].

There are several Human Factors that influence the severity of Cybersick-
ness symptoms. Experience with the used technology is known to have a pos-
itive impact on well-being [27], in a way that tolerance towards Cybersickness
is learnable, respectively trainable [28]. Furthermore, women tend to be more
susceptible to Cybersickness than men. This could be caused by anatomical
differences (e.g. women have larger fields of view, which leads to more flicker
perception [14]), hormonal levels, or biased response behavior, since men tend
to withhold information about vulnerability [29]. Another factor is age: Motion
sickness appears stronger on children (2-12 years old), but in contrast to that,
Cybersickness appears to be stronger on users older than 30 years. Other factors
that contribute to Cybersickness are the overall health status (e.g. overweight,
upset stomach, etc.) and mental rotation ability [27]. Further factors depend on
task or hardware properties: Low acceleration movements, high degree of con-
trol, low time on task, appropriate blur level and low latency have a positive
impact on users’ well-being [30].

Based on factors that positively influence the occurrence of Cybersickness,
a number of technical measures have been proposed to improve the VR sys-
tem experience. These range from improvements in rendering over specialized
sickness-reducing navigation techniques to guidelines for the overall design of
virtual scenes. On the rendering level, an adaptive field of view during head
rotations [31], dynamic blurring [32], or simulated depth-of-field rendering [30]
have been proposed. Navigation methods try to minimize the amount of vection
caused by passive movement through the scene [33], or mitigate its impact by
providing subtle motion prediction cues [34]. Regarding general scene design it
has been shown that scene complexity and realism can increase discomfort in
VEs [35] and, e.g., ramps are preferable over stairs [36].
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In summary, Human Factors have always been discussed to create VR hard-
ware that provides authentic output (i.e. sensory fidelity) and system immersion.
All benchmarks that are used to evaluate VR systems, such as presence, immer-
sion, Cybersickness, and task performance—regardless of their exact definition—
benefit from high system immersion, and might therefore be compromised if
system immersion is limited.

2.3 Cybersickness in Redirected Walking Applications

Redirected Walking techniques spatially compress the virtual scene, to enable
walking through larger virtual spaces than the physical bounds permit. Initial
work on the subject demonstrated the feasibility of the method in a restricted
scenario [37]. In a virtual scene, subjects walked along a series of predefined
waypoints in a zigzag fashion. The turning motion at each waypoint was slowed
down, such that by compensating for the reduced rotation, users performed a full
180 degree real-world rotation at each turning point. This way, a large virtual
room could be explored while subjects walked back and forth between two ends
of the tracked space.

The approach of adaptively increasing or decreasing the effective virtual
motion to unnoticeably steer the user onto a desired real-world trajectory is
called redirection with dynamic motion gains. To generalize the concept for
arbitrary VEs, a number of improvements to the method have been proposed.
Steering algorithms were developed, which compute dynamic motion gains based
on universal heuristics [38,39], human motion models [40,41], or path-planning
on a set of waypoints [42]. Another, more intrusive approach is the use of dis-
tractors in the virtual scene. Dynamically moving objects or agents are used
to block the user’s path and induce a turning motion [43], or to perform scene
manipulations while the user is distracted [44,45]. Similarly, the phenomenon of
change blindness is exploited to perform unnoticed scene manipulations. Exam-
ples include changing the placement of doorways when the user is not looking
at them to create self-overlapping architecture [46,47] or perform slight scene
manipulations during saccades [48] or blinks [49]. Different perceptual illusions
have also been investigated for unnoticeable scene manipulations [50]. Recent
work proposes the use of planar map folding that deforms the virtual floor plan
to fit into the real-world boundary while maintaining local conformality and
bijectivity of the warped space. In the following we focus on RDW techniques
that modify the one-to-one mapping of real to virtual motion, either by employ-
ing explicit motion gains or by an implicit mapping as with the map folding
approach. We consider these particularly prone to Cybersickness due to the sen-
sory conflict between the visual and vestibular organs.

While many results have been achieved regarding the effectiveness of such
RDW techniques, the problem of Cybersickness has only been addressed
marginally. Most of the cited research does not present results regarding the
effect on Cybersickness levels. Where quantitative measures are given, the lack
of a control group experiment precludes from attributing the measured levels of
Cybersickness to the employed RDW technique instead of the VE itself.
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The initial work by Razzaque et al. mentions that subjects in their pilot
study (n = 11) did not suffer any increase in simulator sickness [37]. The paper
itself does not give any numerical evidence for the claim, however. Furthermore,
the authors state that increased Cybersickness should not be caused, because
“the technique keeps the visual, auditory and vestibular cues consistent”. We
object to that notion, in so far that the application of motion gains does cause
an inconsistency between visual and vestibular cues, which we believe to be
a major cause of Cybersickness symptoms. Later work restates the claim that
additional Cybersickness caused by RDW techniques should not be significant
for VR applications [51]. The sample size is derived for a power analysis to
support that claim, which for the best case (an assumed SSQ population mean
of 11 and an effect size of 5) requires N = 266 samples. Since at the time there
was no capacity to conduct a study of that size, the claim remains unproven.

The notable work by Steinicke et al. on detection thresholds of motion gains
does provide some measured SSQ data [52]. In the user study (n = 14), increased
Cybersickness levels are reported, however from the given data it is not decidable
whether the change was significant. The authors state that a follow-up experi-
ment was conducted among subjects with “high Post-SSQ scores”, but do not
give any details about the experimental procedure. Another consideration with
the reported values is that an SSQ was filled out once before and once after a
series of three experiments. Although not explicitly stated, the order of exper-
iments in the paper suggests that the experiment on rotation gain (E1) was
performed first, and the Post-SSQ score was taken after all three experiments
were completed, which took three hours overall according to the authors. Since
rotation gains in particular have a strong effect on Cybersickness [33,53], it is
possible that intermediate SSQ scores would have been much higher than the
final Post-SSQ score suggests.

3 Method

In the following, the experimental design, the variables, the sample, as well as
the analysis procedure are described.

3.1 Experiment Design

The experiment design was equivalent to the design described in Schmitz et
al. [54]. Participants completed a preliminary questionnaire and completed four
trials in a testbed environment while being redirected by dynamic rotational
gains. A trial consisted of a target-collection task that had to be performed until
the individual threshold of limited immersion [54] was reached. Subjects com-
pleted two trials in increasing and decreasing condition each, if they did not
abort the experiment. Every participant was informed beforehand that undesir-
able side effects might occur and that they should not continue the experiment
if they get uncomfortable, but they were uninformed about the applied redirec-
tion technique. Participants with a medical history of epilepsy were excluded for
safety reasons. Figure 1 shows an exemplary view on our testbed environment.
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Fig. 1. View of the subject; 2 pillars are out of sight.

After the experiment, participants completed a post-questionnaire and a
semi-structured guideline-based interview. The Simulator Sickness Questionnaire
(SSQ) was completed at three times during the procedure: immediately before
participants entered the VE (SSQpre), immediately after leaving the VE (SSQ-
post) and approximately 10 min later (SSQfinal).

3.2 Variables

We surveyed the following Human Factors in the preliminary questionnaire: gen-
der, age, education degree, a VZ-2 paperfolding test as measure of mental rota-
tion ability [55], self-efficacy towards technology (SET) [56], and the tendency
to be immersed [7]. Furthermore we developed Likert scales to measure the sub-
jective overall health condition, the experience with VR technology, and the
tolerance for nauseous activities (e.g. riding a roller-coaster). In addition, we
asked for self-reports on the own sense of direction and on overweight using a
single Likert item each.

As evaluation criteria we surveyed perceived presence [7] and perceived
immersion [57] as VR-related dimensions; enjoyment and anxiousness [58] as
perceived emotions, as well as the behavioral intention scale of UTAUT?2 as
measure of technology adoption [59]. Furthermore, we operationalized trust in
redirected walking (e.g. “I feared to touch real objects or walls” [negative item))
and the perception of the motion tracking as convincing (e.g. “It felt strange to
move around in the virtual environment” [negative item]) in 5 items each.

3.3 Analysis Procedure

Self-reporting measures were transformed into pseudo interval scales if
Cronbach’s-alpha was above 0.5. SSQ total scores and sub-scores were calculated
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by summing up the symptom ratings and multiplying them with the according
factors [23]. Since there is no interpretative meaning of SSQ score distances
defined, we rely on non-parametric methods for statistical analysis.

Qualitative material was recorded and transcribed according to the well-
established GAT2 system [60]. Those transcriptions were our sampling units.
We define the answer on the question “Under which circumstances would you
endure general discomfort after VR usage?”, as well as all further queries by
the examiner to fully understand a answer recording unit. We defined a single
phrase as smallest possible content unit and the whole answer as the context unit.
To achieve high inter-coder agreement, the procedural approach of consensual
coding was conducted [61]. We defined four main categories as initial category
system: Unmitigated preferences, application factors, symptom factors and other.
Four professionals took part in the coding procedure and assigned content units
into those main categories independently as a first step. As a second step, they
defined sub-categories that were determined inductively. Based on these four
category systems, a consensual category system was elaborated and (re-)defined
by all four coders. As a conclusive step, the overall material was assigned into
this consensual system. The final results are unanimous.

3.4 Sample Description

Overall, 52 participants (50% female) took part in our study. The age of the
participants ranged between 19 and 35 years (M = 24.33; SD = 3.18). 48% of
the sample stated to own a high-school diploma, the other 52% reported to have
obtained a higher education degree. In total, 12 participants (23.1%) aborted
the experiment before reaching the final condition because of Cybersickness.

4 Results

In this section we describe quantitative and qualitative results of our study.
We start by describing the dependent variables—SSQ nausea, oculomotor, dis-
comfort and total score—as well as their inter-correlations. We further analyze
Human Factors’ influences on subjective evaluation criteria. The last subsection
describes the results of the qualitative text analysis.

4.1 Quantitative Effects on Cybersickness

Description of SSQ Scales. Table1 shows descriptive statistics of the SSQ
values for each time of measurement, as well as their differences in total scores
and inter-correlations between the sub-scales nausea, oculomotor and disorien-
tation at corresponding times. Since all sub-scales are heavily intercorrelated, we
narrow down the further analysis to the interpretation of total scores. The aver-
age participant came to the experiment with M = 16.18 (SD = 15.99) points on
SSQ total score, experienced a decrease in well-being to M = 34.22 (SD = 39.51)
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points and recovered to M = 19.44 (SD = 20.91) points 10 min after the experi-
ment. Right after the experiment, there was no participant without any symptom
of cybersickness at all (Min = 3.74, M = 50.05, SD = 44.80), and participants
left with M = 30.29 (SD = 39.58) points on average. Furthermore, all total
scores are intercorrelated: Higher symptoms before the VE exposure are signifi-
cantly related to higher SSQ scores right after (7 = .41 x x,p < .01) and higher
SSQ scores 10 min after the experiment (7 = .40x%, p < .01). In addition, the two
SSQ scores after the exposure are also positively associated (7 = .74, p < .01).

Table 1. Descriptives and Kendall-7 Intercorrelations for SSQ Subscales: TS = Total
Score, N =Nausea, O = Oculomotor, D = Disorientation.

Min | Max M SD resp. resp. Ocu- |resp. Dis-
Nausea |lomotor orientation

SSQpre Nausea 0 50.88 10.72|12.36 | -

Oculomotor 0 90.96 18.42|19.67 | .42%* -

Disorientation | 0 64.96| 11.4 |14.89|.32** AT -

Total score |0 71.53 16.18|15.99 | .59** L82%* L60**
SSQpost Nausea 0 184.44| 42.31|38.83 -

Oculomotor 0 146.55| 36.6 |33.46.63** -

Disorientation | 0 296.96 57.91/60.46 | .68** L65%** -

Total score |3.74 |222.00 50.05 | 44.80 | .78** .80** .80**
SSQfinal Nausea 0 146.28 25.18 |33.45 | -

Oculomotor 0 136.44| 23.4430.03|.68** -

Disorientation | 0 185.60 34.18149.32|.75%* .66%** -

Total score |0 172.67| 30.29|39.58 | .84%* L81** .82%*
ASSQpost — SSQpre Total score |-14.8|207.20 34.22|39.51 |n/a n/a n/a
ASSQfinal — SSQpost | Total score |-86.3| 29.60|-19.44 |20.91 n/a n/a n/a

Note: Correlation columns show the sub-scales that correspond to the measuring time of the row.
*p < .05, **p < .01.

The change in Cybersickness scores is quite visible in every sub-scale of the
SSQ (see Fig.2). The change in SSQ total score is significant according to Fried-
man’s Anova (x%(2) = 51.61, p < .01). Wilkoxon tests in pairwise comparison
mode were used to follow up this finding. The SSQ score changed significantly
from pre to post ("= —1.25,p < .01) and from post to final (T'=1.12,p < .01),
but pre and final were not significantly different (7' = —.13,p = .51,n.s.). A
power-analysis was conducted on this last finding, yielding 1 — 8 = 0.55. We
therefore are not able to generalize difference or equality based on our sample
and effect size.

Effects of Human Factors. When considering Human Factors, there are sev-
eral significant correlations with SSQ scores (see Table2). In line with theory,
female gender is positively associated to Cybersickness, which is indicated by
positive correlations between gender (dummy coded) and SSQpost (7 = .26%,p <
.05), SSQfinal (7 = .26%,p < .05) and APrePost (1 = .23%,p < .05). A Mann-
Whitney-U-test confirms this gender effect: Men were more resilient to symptoms
of Cybersickness than women right after the experiment (U = 461.50,p < .05)
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Fig. 2. Sub-scales and total score of SSQ among all times of measurement +SFE. Impor-
tant Note: The y-axis is cropped for readability reasons and every scale has a different
theoretical maximum.

and 10 min after the experiment (U = 425.50, p < .05). Furthermore, the increase
in Cybersickness between men and women caused by the experiment was higher
for women than for men (U = 430.50,p < .05). Other Human Factors, that
are associated to gender, are also correlated to SSQpost and SSQfinal: With

lower SET comes higher SSQpost (7 = —.21%,p < .05) and higher SSQfinal
(r = —.26%,p < .05), the same applies to a low perceived sense of direction
(1 = —.23%,p < .05, resp. 7 = —.24%, p < .05). Other significant correlations

with SSQ scores can be found between age and symptoms of Cybersickness
before the experiment (7 = .23x,p < .05), with younger participants having less
symptoms. Apart from that, a better overall health condition was negatively
associated to the SSQ score 10 min after the VR exposure (7 = —.26%,p < .05).

Effects on Evaluation. Regarding the subjective evaluation of the VR expe-
rience, several of the surveyed dimensions were associated to Cybersickness (see
Table 3). Subjects who suffered more from Cybersickness right after leaving
the VE experienced less presence (7 = —.19%,p < .05) and less immersion
(tr = —.21%,p < .05), but these associations were not significant at the final
measure. Additionally, a lower perception of enjoyment (7 = —.23%,p < .05,
resp. 7 = —.28 % %,p < .01) and a higher valuation of the motion as convinc-
ing (1 = —.25%,p < .05, 7 = —.28 x x,p < .05) was associated to higher SSQ
scores at both measuring times after the VR task. Surprisingly, a higher sense
of anxiousness (7 = .43 % *,p < .01, resp. 7 = 45 % x,p < .01) and a lower
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Table 2. Kendall-7 correlations between SSQ total score and human factors. px < .05,
p*x < .01.

e M SD |SSQpre | SSQpost | SSQfinal | APrePost | APostFinal

Gender n/a |n/a |n/a .26%* .26%* .23%*
Age n/a |24.3|3.18/.23*

Education n/a |n/a |n/a

VZ-2 paperfolding n/a [14.5|3.74

HealthCondition 0.594.82/0.78 —.26%
Experience with VR 0.7812.95|0.66

Tolerance for nauseous activities|0.74|3.96 | 1.16

SET 0.83/4.26 | 0.83 —.21% —.26%
Immersion tendency 0.62/4.08/0.73

Perceived sense of direction n/a [3.60|1.34 —.23% —.24x%
Distance to standard weight n/a [0.82]0.96

Note: xp < .05, * * p < .01, Gender was dummy-coded with 1 =male, 2 = female for correlation.

perception of trust (7 = —.27 % x,p < .01, resp. 7 = —.25 % *,p < .01) was not
just correlated to higher SSQ scores at both measuring times after, but also to
the SSQ score even before entering the VE (7 = —.23%,p < .05).

To further examine these findings, we calculated partial correlation: When
we control SSQpre on the relationship between anxiousness and SSQpost resp.
SSQfinal, we find the partial correlations to be still significant (rr = .51x%,p < .01,
resp. 7 = .40 % %, p < .01). This does not apply to the relationship between trust
and these SSQ scores (r = —.26,p = .06, n.s., resp. r = —.19,p = .18, n.s.).

Moreover, we found significant correlations between the first change in Cyber-
sickness (APrePost) and all surveyed dimensions except immersion and technol-
ogy adoption: A higher increase in Cybersickess is associated to lower presence
(1 = —.23%,p < .05), lower enjoyment (1 = —.26x,p < .05), lower trust (7 =
—.24x%,p < .05), lower valuation of the motion as convincing (7 = —.21%,p < .05)
and higher anxiousness (7 = .40 % *,p < .01). Furthermore, technology adoption
was negatively associated to the final SSQ score (7 = —.20%,p < .05).

Table 3. Kendall-7 correlations between SSQ total score and evaluation criteria.

a M SD | SSQpre | SSQpost | SSQfinal | APrePost | APostFinal
Presence 0.692.86|0.53 —.19% —.23x%
Immersion 0.663.49|0.88 —.21x%
Enjoy 0.752.180.99 —.23x% —.28 % * | —.26 * *
Anxiousness 0.74|1.46 | 0.96 | .23* 43%* 45%* .40%** —.22x
Technology adoption |0.86|2.86|1.54 —.20%*
Trust 0.69]3.12|1.01 | —.21% — .27 x *x | —.25% —.24x%
Convincing movement | 0.58 | 2.34 | 1.00 —.25% —.28 % x | —.21%

Note: xp < .05, * * p < .01.
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4.2 Qualitative Role of Cybersickness

To complement our quantitative results, we report qualitative results in this
section. Overall, we were able to identify 105 content units that could be assigned
in the following categories.

Main Category 1: Unmitigated Preferences. The sampling unit had to
include an expression that Cybersickness would (or would not) be endured unex-
ceptionally, to be assigned into this main category. We inductively developed the
obvious subcategories Unmitigated Endurance and Unmitigated Refusal.

Unmitigated Endurance. Only one content unit was covered by this category.
The subject stated that she would “definitively use VR” even if symptoms occur,
because she always endured the symptoms in previous VR experiences.

Unmitigated Refusal. These units contained several arguments that were
used to justify the answer, but we could not find any pattern that would justify
the creation of another category layer. Subjects explained their refusal with
the basic need to feel fine or stated that they would immediately abort the
VR experience if Cybersickness arises. Others argued that they would not be
capable to focus on the application anymore and some participants exclaimed
that Cybersickness would just be “a no-go!” without any further justification.

Main Category 2: Effect of Application Context. Being way more rele-
vant to the research question than the first category, units had to contain state-
ments that put endurance of Cybersickness in relation to the context of the
VR-Application to be assigned in this category. We inductively developed three
subcategories: Fxciting Application, Serious Application and FExtrinsic Motiva-
tion.

Exciting Application. Subjects argued that they would endure Cybersick-
ness if the “fun-factor predominates the symptoms”, or that they would endure
it just like they endure motion sickness after a roller-coaster. The VR experience
should be “exciting”, “extremely innovative” or just an “intense video game” to
compensate for the symptoms. Interestingly, some subjects answered the ques-
tion in a way that they believe they would not even recognize Cybersickness if
the application is entertaining enough.

Serious Application. In contrast to the previous subcategory, some content
units addressed serious applications instead of fun. Subjects argued that the VR,
experience should offer “some serious benefit” or “serve a good purpose”. Three
units mentioned very specific applications: Subjects would endure Cybersickness,
if they would need to practice surgical operations in VR or if they could “quench
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their thirst for knowledge” by visiting the Louvre in Paris. Another unit contains
the argument that VR could be necessary for work and adverse effects should
therefore be endured.

Extrinsic Motivation. Two participants mentioned extrinsic motivation as
a condition to endure Cybersickness without mentioning specific application
domains. They argued that they would tolerate discomfort if “they have to use
the application” or for reasons of conscientiousness.

Main Category 3: Effect of Cybersickness Characteristics. This main
category contains units that include characteristics of the Cybersickness symp-
toms itself. We elaborated the category system by determining two subcategories:
Duration and Intensity.

Duration. Content units in this subcategory included arguments regarding the
moment of occurrence or the duration of the symptoms. Subjects argued that
they would endure Cybersickness if the symptoms were only present as long as
the VE exposure lasts and not longer. Other subjects stated that the symptoms
should not last longer than two hours, or that the symptoms should not occur
continually, but only in singular peaks.

Intensity. Subjects also stated that the intensity of the symptom should remain
under a certain threshold. Cybersickness should be “still bearable” and “not too
extreme”. Another subject expressed the wish to examine the point, where she
“can’t take it anymore” and was optimistic “that it probably will get better after
a certain habituation phase”.

Main Category 4: Other Effects. We found some content units that were not
assignable in the previous categories and assigned them in three sub-categories:
Information about Cybersickness, Habituation and Cybersickness as Part of User
FEzxperience.

Information About Cybersickness. Two subjects stated that they would
endure Cybersickness if they were well-informed that Cybersickness occurs at
all, and furthermore can be sure that the reason for the symptoms “is just the
algorithm and nothing serious”.

Habituation. Some subjects stated that they would endure the symptoms if
they get the opportunity to experience Cybersickness more often to get used to
the symptoms and to experience their individual threshold of discomfort.
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Cybersickness as Part of User Experience. Other units contained some
interesting meta-aspects: Cybersickness might be accepted if the purpose of the
VR application is to make the user resilient against Cybersickness, or even that
Cybersickness might be part of the VE itself: Applications could deliberately
induce Cybersickness to simulate drunk-driving and therefore raise awareness
for responsible behavior in traffic.

Additional Findings. From a user experience perspective, it is noteworthy
that subjects often used phrases like “I can’t think of a specific application right
now” or “I can’t think of anything other than video games as applications”.
Apparently, users—even though younger and technology prone users volunteered
in the study— still have difficulties to envision usage scenarios outside of their
experience with VR applications and to contribute to user-centered requirements
analysis of future applications.

5 Discussion

We conducted a user study where participants experienced a virtual environment
with rotation gains as RDW technique, and measured Cybersickness with the
well-established SSQ before, right after, and 10 min after the exposure. Results
show that Cybersickness indeed arises, but also eases significantly after 10 min.
Due to the size of the experiment, we can not conclude whether the symptoms
reach the same level as before—the power of the experiment was only 1—(3 = .55.
From other studies using VR and RDW we know that Cybersickness decreases
quickly for some of the participants, yet others report of persisting symptoms for
several hours. Apparently, there are considerable individual differences in how
persons react to VR applications with Cybersickness symptoms. In this context,
further research is required on Human Factors’ influence on the recovery rate
of Cybersickness as well as an understanding of the different responsiveness of
users to sickness symptoms.

In contrast to the huge body of knowledge that individual variables and
user diversity are central factors influencing the behaviors of and the attitudes
towards novel technology [62—65], user factors showed only a marginal influence
in this VR experiment. On the basis of the current data we can not conclusively
explain the reasons for the small influence of individual variance. Speculating,
two major arguments can be referred to in this context. On the one hand we
only had a small and homogeneous sample, as all participants were young, highly
educated, healthy, and technology savvy. Thus, the effect of user diversity could
have been veiled as the differences were not detectable. On the other hand,
one could speculate that the experience of rotational gains in VR environments
might be unique for all participants in terms of physical reactions, and behaviors.
Future studies will have to replicate the findings with more, and more diverse,
participants.

However, we could replicate previous findings that women tend to be more
susceptible to symptoms of Cybersickness than men at both times of measure-
ment after the VR exposure. Obviously, women seem to be more responsive to
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physical and/or perceptual distortion effects. However, the higher sensitivity of
women could also be a reporting bias. It is known from previous research that
women are more sensible towards perception of bodily experiences, in line with
a lower tolerance of pain sensations [66—68]. In addition to gender differences in
physical perceptions, women could also be more open-minded to communicate
somato-sensations and physical (dis-)comfort in contrast to men. On the base
of the current data, we can not decide which of the two explanations, the phys-
ical (higher sensitivity to bodily stimuli) or the socio-cognitive explanation (a
lower threshold to communicate bodily stimuli) might account for the gender dif-
ferences in perception and/or communication of Cybersickness symptoms. While
this distinction might be insightful from a psycho-physiological perspective, it
is not relevant from a Human Factors perspective: Whenever there are gender
differences in perception and acceptance of technology, technical designers need
to consider those differences due to the claim of technology designs for all and
universal access.

Furthermore, Cybersickness appeared to be stronger on subjects with low
self-efficacy towards technology and subjects with low perceived sense of
direction—which however are predominately women. Complementing the quali-
tative indication that Cybersickness was less relevant if the symptoms could be
attributed directly to the redirection technique, we conclude that information
about the specific applied redirection technique could be beneficial. Users who
tend to feel insecure about technology might profit considerably from knowing
that their symptoms are no reason to worry, but a result of their higher sensi-
tiveness to sensory stimuli.

SSQ scores are highly subjective and even if it would be possible to quantify
e.g. nausea objectively, the users’ evaluation would still address the subjective
perception. This points out a fundamental challenge for research on motion sick-
ness, simulator sickness, and Cybersickness that uses the SSQ as a measure.
While it is highly relevant to define a score that reflects the quality of a flight
simulator for pilots, it is also highly domain specific with respect to both user
and technology. The SSQ measure is therefore not necessarily suitable to evalu-
ate the effects of Cybersickness in general VR applications for untrained users.
A more reliable and generally applicable operationalization of Cybersickness is
needed, possibly incorporating additional factors, such as objective physiological
measures and symptoms that are not derived from motion sickness (e.g. impres-
sion of standing next to oneself or foreign body feeling caused by virtual body
parts—out-of-body experiences).

In line with work by von Mammen et al. [11], our qualitative data raises the
question of the relevance of Cybersickness as a predictor of the acceptance of VR.
Similar to experiences such as roller-coaster rides, users conduct a trade-off eval-
uation of the benefits (e.g. fun) versus the potential costs (e.g. discomfort). This
trade-off applies to professional contexts as well, as workers tend to go to work
even if they feel ill. The endurance of Cybersickness could therefore also depend
on the context and motivation to use VR. It would be highly relevant to under-
stand how different users solve these trade-offs in distinct contexts. Furthermore,
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since we know that Cybersickness symptoms decrease with VR experience, future
work should address to what extend this robustness is trainable. Human Fac-
tors that influence training progress should be investigated. The development
of accepted VR applications that serve as Cybersickness habituation environ-
ments needs to be explored. Based on our data, such applications should not
only be exiting, but also highly informative about possible VR, benefits in dif-
ferent contexts as well as RDW techniques and the causes of Cybersickness in
general.

6 Conclusion

We conducted a user study on the influence of Human Factors on Cybersickness
levels in a VR environment that uses motion gains as a redirection technique.
Participants were instructed to collect virtual pillars as long as they perceive
their motion as natural, while we increased resp. decreased the rotation gain
in discrete steps on every target collection. The experiment was finished after
two conditions with decreasing gain and two conditions with increasing gain in
randomized order. Before, right after, and 10 min after the VR~exposure, we mea-
sured symptoms of Cybersickness using the well-established SSQ. Furthermore
we quantified demographic data, self-efficacy towards technology, ability of men-
tal rotation, overall health condition, subjective sense of orientation, experience
with 3D technology, tendency to be immersed, and tolerance for nausea inducing
activities. Moreover, we measured perceived immersion, presence, trust, technol-
ogy adoption, perception of realistic movement, enjoyment, and anxiousness as
criteria of evaluation. The role of Cybersickness was furthermore examined via
post-experimental qualitative interviews.

We came to the conclusion that Cybersickness and limited immersion are
thresholds to be considered when implementing algorithms for redirected walk-
ing. Furthermore, future studies should investigate the influence of usage con-
texts on the acceptance of Cybersickness, as well as experimental paradigms to
measure the intensity of rotational manipulation on which Cybersickness exceeds
the acceptable threshold. In a final analysis, the cross-over effects when more
than one redirection technique is used should be examined in order to imple-
ment an integrated approach that delivers high spatial compression and rich
user experience.
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