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Abstract. Decision management is of utmost importance for the
achievement of strategic and operational goals in any organisational con-
text. Therefore, decisions should be considered as first-class citizens that
need to be modelled, analysed, monitored to track their performance,
and redesigned if necessary. Up to now, existing literature that studies
decisions in the context of business processes has focused on the analysis
of the definition of decisions themselves, in terms of accuracy, certainty,
consistency, covering and correctness. However, to the best of our knowl-
edge, no prior work exists that analyses the relationship between deci-
sions and performance measurement. This paper identifies and analyses
this relationship from three different perspectives, namely: the impact
of decisions on process performance, the performance measurement of
decisions, and the use of performance indicators in the definition of deci-
sions. Furthermore, we also introduce solutions for the representation of
these relationships based, amongst others, on the DMN standard.
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1 Introduction

Decisions are a key aspect of every business and its processes. Traditionally,
decisions have been modelled either inside business process models or through
decision logic using business rules or decision tables, amongst others. Recently,
the Decision Model and Notation (DMN) standard [16] has been released with
the aim of providing constructs to model decisions and decoupling decisions from
process models. DMN can be used to model human decision-making, to identify
requirements for automated decision-making and to implement those decisions.

Optimal decision making, and decision management as a more general con-
cept, is of utmost importance for the achievement of strategic and operational
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goals in any organisational context. Therefore, decisions should be considered as
first-class citizens that need to be modelled, measured, analysed, monitored to
track their performance, and redesigned if necessary [8]. Similarly, Nura et al.
[15] argue that currently, decisions are based on quantitative and qualitative
proofs that can be measured by means of statistical methods for the former or
using techniques like benchmarking or balance scorecard for the latter. In addi-
tion, they claim that by means of decision measurement organisations can set
targets and get feedback on the progress made towards their objectives.

Regarding the analysis of a decision, several approaches agree on the impor-
tance of differentiating the quality of the decision that is judged by the process
followed to reach the decision; and the quality of its outcome and the associ-
ated consequences [7,10,13]. According to those authors, a good decision does
not guarantee a good outcome because of uncertainty presented in the decision
process; and just looking at the decision outcome does not provide information
about the quality of the decision. Most scenarios found in the literature evaluate
decisions on the basis of the knowledge and preferences of the decision makers,
such as in [2,7]; and few information is taken from evidences in an objective
manner, or is related to the process in which the decision takes place. Deci-
sions are also studied in the context of business processes. However, authors
have focused on the modelling of decisions and the analysis of the definition of
decisions themselves, in terms of accuracy, certainty, consistency, covering and
correctness [6,11,20]; using performance values to define decision rules [5] or
providing languages for the definition of those decisions [17]; but to the best
of our knowledge, no prior integrated work exists that analyses the relationship
between decisions modelled in DMN and process performance and that evaluates
decision performance itself based on data from event logs.

In this paper, we identify and analyse this relationship from three differ-
ent perspectives. First, we analyse the impact of decisions on process perfor-
mance and how this information can help the decision-making process. Second,
we focus on the performance measurement of decisions themselves based on evi-
dences gathered from the process execution. Finally, we analyse how process
performance measures and indicators can be used for the definition of deci-
sions. Furthermore, we also introduce solutions for the representation of these
relationships: the concept of decision performance indicator (DPI) is proposed;
PPINOT Metamodel [22] and the DMN standard are extended and integrated
to propose a formal alternative for the measurement of decision performance;
and the inclusion of performance information in decisions is improved provid-
ing more expressiveness by using PPINOT. Our proposal is applied to decisions
made within the context of business processes and, ideally, modelled using DMN
or a similar notation. Therefore, these decisions are usually made several times
because they are repeated in each process instance.

The rest of the paper is organised as follows. Section 2 introduces the DMN
standard in a real scenario. Section 3 analyses the relationship between decisions
and performance measurement, whose representation using DMN and PPINOT
is shown in Sect. 4. Section 5 presents the related work. Section 6 contains a brief
discussion of the proposal. Finally, Sect. 7 concludes the paper.
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2 Decision Model and Notation in a Running Example

DMN [16] is a standard for describing and modelling repeatable decisions within
organisations, which provides a readily understandable notation by business and
IT users and ensures that decision models can be automated and interchange-
able. Two levels are used in DMN to model and describe decisions. For the first
one, the requirement level, decision requirement diagrams (DRD) are used. They
comprise a set of elements, their connection rules and a corresponding notation.
For the second one, the decision logic level, the Friendly Enough Expression
Language (FEEL) is provided for defining and assembling decision tables, calcu-
lations, if/then/else logic, etc. In addition, a notation for decision logic (boxed
expressions) is provided to graphically represent those expressions and to show
their relationship with elements of a DRD.

Figure 1 shows a DMN model based on real decisions made as part of the IT
incident management process of a public organisation whose identity or char-
acteristics cannot be revealed for privacy reasons. The IT Department receives
and records incidents in one of its information systems. Incidents are resolved
by agents external to the organisation, so before resolving them it is necessary
to determine their priority level and the resource responsible for resolving it.
By way of example, we focus on decisions related to the priority setting of IT
incidents. The model was built with information provided by the organisation
and the related data presented along the paper were taken from event logs of
the aforementioned information system. An incident can be classified with the
highest (P1), the intermediate (P2) or the lowest priority level (P3). This level
determines the resource allocation and the total time allowed for the resolution
of each incident. The priority is assigned considering two values: First, the level
of impact (major, high, medium or low), which is a measure of the criticality
of an incident often equal to the extent to which an incident leads to degra-
dation of agreed service levels, and usually considers the number of people or
systems affected. Second, the urgency (high, medium or low), which refers to the
necessary speed for resolving an incident of a certain impact.

.| Priority settings rules ‘ (Decision Table)

Priority setting

priority_log
Urgency
resolution
\

\ .

~ ( Pricrity setting | P | status incident | current priority | impact | urgency |— "R
rules Registered P1 Major High P1
Registered P1 Major Medium P1
Impact
resolution

’

1

2

3 Registered P1 Major Low P1
4 Registered P1 High High PL
5 | Registered P1 High Medium P2
6

7

8

9

Registered Pl High Low P2
Registered PL Medium High P2
Registered P1 Medium | Medium P2
Registered PL Medium Low P3

Priority setting (nvocation)

Normative of
Incident
management

IT_incident_log

Priority setting rules

IT_incident_log.status |
IT_incident_log. current_priority 10 Registered PL Low High P3
1 Registered P1 Low Medium P3
priority_log.urgency 12 Registered PL Low Low P3

priority_log.impact

Fig. 1. Decisions in an IT Incident management process modelled using DMN.
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A decision denotes the act of determining an output from a number of
inputs, using decision logics. In our example, the main decision “Priority setting”
requires information from two decisions (“Urgency resolution” and “Impact reso-
lution”) and from Input data (“priority_log” and “IT_incident_log”). Solid arrows
represent Information Requirements of decisions. “Priority setting rules” repre-
sents a so-called Business Knowledge, which encapsulates business know-how in
the form of business rules or other formalisms. The invocation of a Business
Knowledge by a decision logic of a decision is made by means of Knowledge
Requirements depicted as a dashed arrow. Finally, “Normative of incident man-
agement” is a knowledge source that denotes an authority. In our case, the
internal documentation establish relationship between systems and users, which
must be taken into account to determine the level of impact and urgency.

Two tables, called Boxed Ezpressions, conform the notation provided by
DMN to represent logic decisions. Invocation is a container for the parameter
bindings that provides the context for the evaluation. Decision tables are a tabu-
lar representation of a set of related input and output expressions, organised into
rules indicating which output applies to a specific set of input entries. In Fig. 1,
both tables are included. The decision table shows an excerpt of all decision
rules that can be defined to evaluate the priority of an incident. The decision
table only shows rules for those incidents whose current priority is P1. Four
input values are required to make a decision. The status_incident describes the
current state of the incident selected: “Registered” refers to unresolved recorded
incidents. The current_priority is P1, but in a complete table the value could
be null (to do the first assignation), P1, P2 or P3; this is required because an
incident priority may be evaluated and changed more than once. The impact
and urgency are values stemming from previous decisions.

3 Analysis of the Relationship Between Decisions
and Performance Measurement

There is a well-known relationship between decisions and business processes
[1,3,4,12], which has been analysed from different angles. However, although
process performance is a relevant part of business process management, its rela-
tionship with decisions and decision models has not been analysed in depth. In
this section, we identify and analyse this relationship from three perspectives,
namely: the impact of decisions on process performance, the performance mea-
surement of decisions themselves based on evidences gathered from the process
execution, and the use of process performance indicators on the definition of
decisions.

3.1 Impact of Decisions on Process Performance

Decisions are a key part of business processes and, as such, they can have an
impact on their performance [14] that can be observed through their impact
on their process performance indicators (PPIs). PPIs are quantifiable metrics
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that allow an evaluation of the efficiency and effectiveness of business pro-
cesses [21]. Specifically, we can say that a decision has an impact on a PPI
if the PPI value changes depending on the output selected in the decision.
This fact is already acknowledged by DMN, which explicitly allows modelling
the impact of decisions in performance indicators [16] by means of the relation
impactedPerformanceIndicator. Thus, this relation enables the definition of
a set of decisions and the performance indicators impacted by them. Figure 2
depicts an example of this relationship, in which PPI-1 and PPI-2 are identified
as being impacted by Decision-1 and Decision-2, respectively. This example also
allows one to identify indirect impacts between decisions and PPIs: Decision-1
has an indirect impact on PPI-2 because Decision-2 has an impact on PPI-2
and Decision-2 depends on Decision-1.

Based on relationships like those shown in Fig.2, and on data about the
execution of processes that allows the computation of PPIs, it is possible to
obtain insights about the impact of decisions on process performance. Next, we
detail two ways in which this information can be exploited.

@ PPI-1 [-T¥2EE2 5] Decision-1 Decision-2 [€--T¥2582 4@y pp1-2

Fig. 2. Example of relationships between decisions and PPIs

Warn About Potential Performance Issues. PPIs include a target value
that allows one to determine whether they are fulfilled or not. Those PPIs that
are not being fulfilled enable the identification of process improvement areas.
Therefore, a description of relationships, as shown in Fig.2, can be used to
identify all those decisions that have a direct or indirect impact on PPIs that
are not being fulfilled. The result is a set of decisions that might be causing a
negative impact on the performance of the process. These decisions should then
be analysed by domain experts to determine whether they are actually having a
negative impact on the performance or not.

Insights About How a Decision Impacts a PPI. The relationship between
decisions and PPIs can also be useful to identify how a specific decision value
(outcome) may impact a PPI. This can be done by computing the PPI for each
outcome of the decision and comparing the values obtained for them. Table 1
gathers data related to PPI-1, which is defined as the total time spent by an
IT Department to solve an IT incident and whose target value is less than 30h.
This table shows how the priority decision impacts on PPI-1. The depicted data
correspond to 476 PPI-1 values calculated monthly during November 2017, using
PPINOT tool suite. Although the priority value of an incident may change sev-
eral times, for our example, only the last priority value registered was consid-
ered. Specifically, only those cases where priority value after the last evaluation
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Table 1. Influence of output decision in process performance - Part T

PPI: PPI-1 | Target value: ‘ <30 h (monthly) ‘ Total instances: 476
From To - Decision output | Value - time Instances

P1 P1 21,7h 308

P1 P2 48,6 h 111

P1 P3 7.9 h 57

remained P1 or changed from P1 to P2 or to P3 were taken into account. Value
column represents the PPI value for those cases in which the output of the deci-
sion is the one specified in the first column of the table (h stands for hours).
Instance column represents the number of instances whose current decision is
P1 and changes to another one.

Several interesting conclusions can be derived from this table. First, it is clear
that the value of PPI-1 depends on the decision analysed because it changes sig-
nificantly depending on the decision made, especially if the decision is to change
from P1 to P2. Second, contrary to expectations, changing from P1 to P3 does
not significantly increase the resolution time required, but the opposite. Possi-
bly, this is because this decision is made when the incident has been thoroughly
analysed, the causes have been identified and its priority has not been identified
as critical. Third, it provides insights about actions that can be taken to improve
the performance of PPI-1. Specifically, we can try to reduce the time it takes
when the decision is P2.

3.2 Performance Measurement of Decisions

Decision measurement has been recognised as an important aspect within the
organisation, because it helps to identify the progress made towards their objec-
tives [15] and because the quality and speed of decisions may influence the success
within an organisation [14]. Statistical methods or benchmarking and balance
scorecard techniques are used to measure decisions [15]. Certain approaches, such
as [2,7,14], suggest measures to assess decisions, but most of them are based on
information provided directly by participants using surveys and interviews about
users opinions or preferences, and not on objective data.

PPIs quantify the performance of a process in an objective manner, calcu-
lating their values with data generated within the process. Decisions have been
decoupled from business processes to provide flexibility in the process manage-
ment. With the aim of quantifying decision performance, in this paper we propose
the concept of decision performance indicator (DPI) as analogous indicators that
can also be computed from data gathered from the process execution. A DPI
can relate to both the activities of the process where the decision is made and
the decision elements (inputs, outcomes or other decisions, for example).

Considering the four performance dimensions defined in the Devil’s quadran-
gle: time, cost, quality and flexibility, we discuss how the first three dimensions
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can be addressed using DPIs. Concerning time and cost, they can be applied
in the same way as in the activities of a business process since, in this con-
text, a decision is usually considered an activity. Therefore, one can measure for
instance the elapsed time to make a decision or the cost of making the decision
by considering the resources involved and the time spent in the decision. In our
IT incident management scenario, a DPI that measures time could be “the total
time spent to make a priority assignment decision should be less than 10 min.”

Theories on the quality of decisions emphasize the differentiation between
the quality of the decision as a process and the quality of the output [10] because
the output may depend on external factors that are not under the control of
the decision-maker. Factors that may influence the quality of decisions are [10]:
Decision makers, who have their own knowledge and experiences; the frame as
the possible ways of seeing the decision or its resolution contexts; the set of
viable alternatives created for each frame; the decision maker’s preferences; the
information that we know; and the logic by which the decision is made. As it
usually happens with quality, it cannot be measured directly, but it is possible
to find proxies for it. In this way, in our IT incident management scenario we
could define DPIs to evaluate decision makers such as “at least 80% of the people
that make the priority escalation decision must be senior developers,” DPIs to
evaluate information, like “at least 95% of incidents must have the root cause
field filled,” or DPIs to evaluate the quality of the output, like “at least the 85%
of incidents must not have changes in their priority”.

3.3 Use of Performance Indicators on the Definition of Decisions

A decision involves a set of inputs and rules that are evaluated to determine an
output. Inputs usually represent literal values or information provided by input
data [16], as shown in Fig.1. However, in some cases, decisions could require
information provided by measures or indicators related to the performance of
the process [17]. For instance, in the context of our example, let us suppose that
it is necessary to inform the management staff when the time an IT incident is
in Priority 1, or the number of evaluation iterations for the IT incident exceed
some predefined thresholds. Under these conditions a decision table can be con-
structed, but in this case its inputs are a set of performance measures that need
to be evaluated to determine the need to send an alert or not and the type of it.
Therefore, a mechanism to be able to include process performance information
into decisions is necessary to support these use cases. Furthermore, it would also
be possible to consider not only the value of a performance measure, but its pre-
diction [5]. For instance, one could also consider the predicted total resolution
time as an input for the priority decision.

4 The Decision Performance in PPINOT

In this section we propose an integrated approach for representing the relation-
ships described above that extends the DMN standard and PPINOT, an existing
solution for PPI management.
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4.1 PPINOT

PPINOT [22] is a metamodel for the definition and modelling of PPIs, which
has high expressiveness, allows the definition of PPIs in an unambiguous and
complete way, facilitates traceability between business process elements and PPIs
and promote the fulfillment of SMART criteria (specific, measurable, achievable,
relevant and time bounded). In PPINOT a PPI is defined by means of a set of
attributes: goals, indicating its relevance; a target value to be reached; a scope,
which defines the subset of instances to be considered during its calculation; a
set of human resources involved and a measure definition that specifies how the
PPI is computed.

Measure definition is a complex attribute that can be one of three types: base
measures that measure time, count, state conditions or data over a single process
instance; aggregated measures to aggregate one base measure over several pro-
cess instances; and derived measures used for the calculation of a mathematical
function over other measures (aggregated or not). Measures are connected with
processes by Conditions that indicate how and when to take values from the
process, and DataContentSelections to obtain an attribute of a data object.

Furthermore, PPINOT also comes with a template-based notation that pro-
vides a set of linguistic patterns to allow user-friendly definitions of PPIs [23].
Table 2 shows linguistic patterns for the definition of measures based on the
PPINOT Metamodel (see Fig.3). It has been extended to allow definitions
of PPIs considering decisions concepts. Gray boxes in the figure comprise the
PPINOT extension that will be explained in following subsections.

relatedT o

scope Pl PPI > Process
17 q.x|- name :Sting < relatedT oD
~ goals :Sting [0.] “ DMN:Decision
target - comments :String [0..1] * 1
Target S

informed 1 1] definiti
e S L U
HumanResource |3
= responsible Me asureDefinition
7 refersTo -
" - scale :String >~ p Variable
«enumeration»
- unitOfMeasure :Strin
AggregationFunction " name :Sting < aggregation - name :Sting
Maximum 1 4\ 1.
Minimum on uses
e S T
Average 1
. AggregatedM easure DerivedMeasure
A BaseMeasure
aggregationFunction K _ samplingFrequency :in ~ function :String
CyclicTimeMeasure [ T 1 .

[
StateConditi e

| > | | |
[
LmearTimeMeasurf| e .
from to

when

Da | DerivedSinglelnstance Measure

measuresData
1 1

meets DataContentSelection
\% 1 T
dala DataObject
StateCondition '9‘ MeasurableData<_}
*
- sate :RuntimeState

Fig. 3. Excerpt of the PPINOT metamodel

TimelnstantCondition

- changesTostate :RuntimeState




On the Relationships Between Decision Management 319

Table 2. L-patterns for measure definitions in PPINOT

Measure Linguistic patterns

TimeMeasure ::= LinearTimeMesure | Cycle TimeMeasure

LinearTimeMesure ::= the duration between the [first] time instant[s] when
<Event1> and [the last time instant] when
<Event>

CycleTimeMeasure ::= the {total | mazimum | minimum | average | ...}

duration between the pairs of time instants when
<FEventi> and <Fventz>

FEvent ::= <BP element type> <BP element name> becomes
<BP element state> | <BP event name> is
triggered

CountMeasure ::= The number of times <Fvent>

ConditionMeasure ::= | <StateCondM > | <DataPropertyCondM >

StateCondM ::= < BP element type> <BP element name> [that]

{[¢s] [not] currently | has [not] finished} [in state]
<BP element state>

DataPropertyCondM ::= [< dataobjectstate >] <data object name> that
satisfies: <condition on data object properties>

DataMeasure ::= the value of [property] <data object property name>
of [dataobject] <data object name>

DeriverdMeasure ::= the function <expression over xi...x,>, where {<x;>
is <MeasureForDer;>};=1..n

MeasureForDer ::= TimeMeasure | CountMeasure | ConditionMeasure |
DataMeasure | AggregatedMeasure

AggregatedMeasure ::= | the {sum | mazimum | minimum | average | ... } of
< MeasureForAgg> [groupedby[property] <data
object property name>of [dataobject] <data object
name>|

MeasureForAgg ::= TimeMeasure | CountMeasure | ConditionMeasure |
DataMeasure | DerivedMeasure

*BP - Business process

4.2 PPINOT on the Impact of Decisions on Process Performance

The DMN metamodel considers a relationship between classes Decision and
Performancelndicator to specify the list of indicators impacted by the decision.
However, as PPIs are not DMN'’s objective, Performancelndicator class does not
provide specialised attributes to clearly and unambiguously define PPIs; which
could provide errors and inconsistencies in calculating and analysing information.
In this sense, we propose to integrate DMN with PPINOT to benefit from the
aforementioned characteristics for the definition of PPIs. This is carried out
by refining the class DMN:Performancelndicators in the DMN metamodel with
the class PPINOT:PPI. This means, for instance, that these PPIs modelled
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Table 3. Influence of output decision in process performance - Priority times

From | To - Decision output | Value - time | Instances | Total
P2 P1 51.6 h 156

P2 P2 23.5 h 848 1242
P2 P3 29.3 h 238

P3 P1 94,3 h 201

P3 P2 131,5 h 440 98695
P3 P3 195.6 h 98054

with PPINOT can be automatically computed and analysed by means of tools
developed on the basis of the PPINOT metamodel [22]. This automation could
facilitate the calculation of, for example, the values presented in Table 1.

Similar to Table 1, Table 3 gathers PPI values of the average time spent in
solving an incident that changed priority from P2 or P3 to another priority value.
In this case, the results show data computed using PPINOT tool suite from a
total of 99937 instances of our scenario event log. It can be seen that the change
from priority P2 to P1 did not reduce the resolution time, probably because
resources allocated to solve incidents with P1 are not enough or because the
analysis before solving P1 incidents is more exhaustive and requires more time.
For incidents with P3, the behaviour is the expected: if priority changes from
P3 to P1 the resolution time is less than if it changes from P3 to P2.

4.3 Definition of Decision Performance Indicators in PPINOT

Based on the PPINOT metamodel, we argue that the performance of decisions
can be measured in three dimensions. First, we may be interested in measuring
the output of a decision in terms of how many times each output occurs. Second,
we may be interested in measuring the time a decision (or a part of a decision)
takes. Obviously these two dimensions could be combined (e.g., the average time
a decision takes grouped by its output). And third, we may want to know the
quality of the information involved in the decision, because in some cases, a
decision is made without all the information originally required, due to the high
cost for obtaining that information (in terms of time or resources assigned). For
example, if urgency value is not known, a policy could be defined for the Priority
setting decision in which if the current_priority is null or P3 and impact is magjor,
the incident priority is automatically changed to P1.

We propose an extension of the PPINOT metamodel that allows the mod-
elling and definition of DPIs over DMN elements, taking into account the three
dimensions identified. Just like a PPI definition and based on it, we define a DPI
as a quantifiable metric that allows the evaluation of the efficiency and effective-
ness of decisions, and it shares its attributes with a PPI: target, scope, etc.
Figure 3 shows the PPINOT metamodel including new elements to support the
measurement, of decisions, depicted in light grey.
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In the metamodel, a performance indicator (PI) is related to all indicator
attributes. From PI, PPI and DPI are derived. PPI is defined over business
processes and DPI over DMN decisions. The measure definition attribute can
be instantiated as one of a set of measures. In the context of decisions, several
of those measures can be reused. First, both TimeMeasure and CountMeasure
are related to a Condition, specifically a TimelnstantCondition. For a TimeMea-
sure two time instants are required: the starting (from) and ending (to) points
when values will be taken. The CountMeasure requires a time instant to indicate
the moment when the value is taken. The TimelnstantCondition can be applied
to a MeasurableElement that can be instantiated as a BPFElement for a PPI
definition, or as a DMNElement for a DPI definition. DMNElements can be:
decision, business knowledge, input data or decision tables. DataMeasure mea-
sures the value of an attribute of a DataObject or a DMNElement in this case,
being possible to specify a condition to obtain this information. Both Aggregat-
edMeasure to consider several instances and DerivedMeasure to define formulas,
can also be reused for decisions. By way of example, a DPI could be defined as
the average time spent to assign an IT incident priority, whose scope is com-
prised by all instances and its target is set to less than 4 hours. On the basis of
PPINOT templates [23] and linguistic patterns (see Table 2), the PPI is defined
in Table4. The LinearTimeMeasure pattern specifies its measure definition.

Several patterns can be used to define other types of DPIs. For example, a
CountMeasure and its linguistic pattern can be used to define a DPI to count the
number of decisions made or to know the number of times that a specific outcome
was selected in a decision. By combining a DataMeasure and a DerivedMeasure
it is possible to identify decisions with particular values such as “urgency” null
and “current_prioriy” P3. Thus, the quality of information involved in a decision
can be evaluated, because it is possible to identify decisions whose output has
been selected with a lack of information. We have not found evidence about the
possibility of using a StateCondition in the context of the performance measure-
ment of decisions, reason why it was not included in the PPINOT metamodel
extension.

Table 4. Example of DPI definition using template and linguistic patterns

DPI-1 Average time spent to assign an IT incident priority
Process IT incident management
Goals BGO1 - Reduce IT incident resolution time

Measure definition | The DPI value is calculated as the duration between the time
instant when Activity ‘IT incident registration’ becomes active
and Decision ‘Priority Setting’ output becomes assigned

Target Less than 4h
Scope All instances
Responsible Head of IT Department

Informed IT Manager
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4.4 Using PPINOT PPIs in the Definition of Decisions

In order to provide greater flexibility and expressiveness on the definition of
decisions, we propose the use of PPIs in the definition of decisions by means of
the extension of DMN boxed expressions with linguistic patterns of PPINOT.

Boxed invocations use business parameters to indicate the business knowledge
model to be used, and each parameter is accompanied by a binding expression
that indicates the value assigned to the parameter for the purpose of evaluat-
ing a business knowledge model invoked. In our proposal, a bozed invocation is
extended to include measure definitions as parameters, expressing them through
PPINOT linguistic patterns. The value of this measure will be evaluated in a
decision table, where according to the value obtained for each measure, a par-
ticular output can be selected. In the same way, a boxed invocation can also be
extended to include PPIs as parameters. In this case, the extension incorporates:
a scope, to indicate instances involved in the calculation; the target, to specify
the expected PPI value; and a measure definition that indicates how to calcu-
late the PPI. The evaluation in a decision table consists of identifying if the
PPI target value is achieved or not. Decision tables are not extended because
they support literals, values and expressions that can also be used to evaluate
new parameters. Unlike the previous subsection, here we focus on PPI defini-
tions and the complete set of MeasureDefinitions, because we want to measure
process performance and use this information as an input to make decisions.

Let’s suppose a scenario in which two types of alerts, time_alert and work-
load_alert, can be sent depending on specific values obtained from the process
(see Fig. 4.a). Boxed expressions receive PPINOT measure definitions as inputs.
The Invocation (on the left) lists measures involved in the decision “Decide
alert”: execution_time and number_it_incidents_received. The column “type” indi-
cates whether the measure is applied over a single instance or over a set of
them using an aggregated operation. Traditional attributes of Bozed Invocations
can also be used, such as priority_type to indicate the incident current priority.
The decision table (on the right) contains the same measures as the invoca-
tion. Rules are defined to select a type of alert, according to the knowledge of
experts and depending on the value established for each one. This decision table
is implemented using traditional FEEL expressions. The second example shown
in Fig. 4.b depicts a decision that involves two PPIs. Here, the invocation table is
extended to include the scope, the target value and its measure definition. The
decision table maintains its structure but in this case, the rules to evaluate PPI
values are based on true-false values to indicate whether the PPI target value
has been reached. In invocation, as many measures or PPIs as needed can be
included as inputs.

5 Related Work

Relations between business processes and decisions, and specifically decisions
modelled in DMN, have been addressed in different approaches. For example,
[1] proposes the integration of processes and decision modelling using BPMN
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Decide alert Decide alert rules ‘ (Decision table)

Decide alert rules ALERT
o P execution, number_it,
measure_name type measure_definition P | priority_type | T | ents received time_alert,
" ¥ X
g the duration between the time instant when workload_alert
= Single Activity IT incident registration becomes 1 P1 >= 20 hours - time_alert
o x
[ instance active and when Activity IT incident —
s resolution becomes completed 2 P1 >= 35 hours 2000 workload_alert
i 3 P2 >= 45 hours - time_alert
Aggregated | The number of times DataObject IT_incident | [ 3 = 70hours 3000 workioad alert
(all instanes) | becomes registered. =
5 P3 >=120 hours = time_alert
Priority_log.priority_type 6 P3 - 2500 workload_alert

Decide alert Decide alert rules (Decision table)

Decide alert rules ALERT

initie execution, e
PPI_name type scope Target measure_definition p | Eecuton— | incigents_ time alert
the duration between the time instant received workload alert
. . when Activity IT incident registrati —
Single instance |  all <20 hours - At .
ngle | | becomes active and when Activity IT 1 True time_alert
incident tion becomes
2 True True workload_alert
Aggregated all 2000 The number of times DataObject
(all instanes) IT_incident becomes registered. 3 False - -

Fig. 4. Example of PPINOT measures (a) and PPIs (b) DMN box expressions.

b) PPIs

and DMN, [4] derives decision models from business processes, [12] relates pro-
cesses and decisions by means of a set of integration scenarios, or [3] presents
frameworks for adjusting decision models dynamically according to the busi-
ness process environment and ensure SLA compliance, to name a few. However,
process performance is not considered in the context of these relationships.

Other proposals focus on the quality of the logic expressed in decision tables.
To this end, measures such as certainty, consistency and covering are proposed
to evaluate a set of decision-rules extracted from a complete [18], incomplete [19]
or an ordered decision table [20]. In the same vein, [11] proposes an algorithm for
measuring rule set consistency evaluating similarity between different rule sets;
and [6] proposes algorithms for correctness checking tasks over DMN tables.
However, they do not evaluate each decision instance, but the decision model
expressed as decision tables.

More related to our proposal are [5,9], which are related to the impact of deci-
sions in process performance. Specifically, [9] derives decision criteria formulated
as decision rules based on experience gained through past process executions,
although they do not consider the specifics of the DMN standard. Concern-
ing [5], the authors propose a formal framework to derive decision models from
event logs using DMN and BPMN and taking into account predictions of PPIs.
However, they are concerned with obtaining decision models instead of helping
to understand the consequences of each decision. Regarding the performance
measurement of decisions, [2] addresses the quality of customer decisions using
measures mostly based on preferences of decision makers and not on objective
data taken from the process. Finally, the use of performance indicators in the
definition of decisions is dealt with in [17], which proposes a query language
to extract information from process or task instances that allows definitions of
measures in boxed invocation.
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6 Discussion

The analysis of the performance-decision relationships and the application of the
integrated approach introduced for representing them using DMN and PPINOT
in our scenario have shown improvements on the current state-of-the-art in three
main directions. First, the analysis of the impact of decisions in performance
complements the work of [5,9] by focusing on helping to understand the impact
of decisions explicitly modelled using notations such as DMN and has proven
to be very useful in our scenario. It also helps to identify the more problematic
decisions to be analysed (i.e. those related to the PPIs with undesired values),
preventing an important waste of time and effort that would be put on analysing
hundreds of decisions otherwise. Finally, the integration of PPINOT in DMN to
represent this relationship makes it easier the automated computation of PPIs.
Second, with the novel concept of DPI proposed and the specific mechanism with
templates and patterns provided, the performance of decisions can be defined
and measured based on the data generated along the execution of the process.
This opens a new way of measuring the performance of decisions that can be
used to complement or replace more traditional approaches [2,7] that measure
the performance of decisions using more subjective data such as surveys and
do not take process information into account. And third, the use of the com-
plete toolbox provided by PPINOT for the management of PPIs in DMN boxed
expressions means an enrichment of the type of information that can be currently
added as decision criteria in proposals such [17], whose definition language is less
expressive than PPINOT; or [5] that does not focus on the definition of metrics.

Along the application of our approach to the evaluation scenario, some limi-
tations were nevertheless identified. Concerning the impact of decisions in per-
formance, although some tasks like the computation of Tables1 and 3 can be
automated, it remains, however, a domain-expert task to propose how to improve
a decision in the light of the gathered insights. To do so, it would be interesting to
explore the use of machine learning techniques to support this task. Furthermore,
the computation of Tables1 and 3 could also be extended so that the “priority”
is not considered a single value, but the set of priorities the incident was assigned
during its life. Finally, regarding DPIs, most of the limitations stem from defi-
cient information sources. In order to define and compute measures, PPIs and
DPIs, certain information must be available in the corresponding logs. How-
ever, this is not always the case. For instance, the information about the instant
when a decision starts to be considered or the experience of a decision-maker
are often missing. Therefore, if we need to measure the duration of a decision
or the influence a user’s experience has on a decision output, it will be neces-
sary to cross-check information from different sources, in case this information
is actually recorded somewhere. Nevertheless, the quick pace at which BPMSs
are improving their support to decision management makes us think that more
and better information concerning decisions will be available soon, mitigating
this issue.
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7 Conclusions and Future Work

This paper seeks to improve the understanding of the relationship between deci-
sion management and performance measurement. The main conclusion of our
analysis is that decision management can be significantly enriched by consider-
ing performance indicators and their relationship with decisions in three different
perspectives: the impact of decisions on process performance, the measurement
of the performance of decisions and the use of PPIs and performance measures as
inputs for decisions. Some advantages of explicitly defining these relationships
have been encountered, such as the provision of important insights regarding
possible dysfunctional decisions from a performance point of view or the iden-
tification of possible actions to be taken to improve the performance. Further-
more, in this paper we also outline how these relationships can be modelled and
supported by extending PPINOT. However, performance relationships could be
represented using other performance notations or techniques as it has been par-
tially shown in papers such as [17]. The future work is aimed at developing an
exhaustive evaluation of each of the relationships identified between decisions
and performance measurement and extending PPINOT tools to facilitate the
modelling and management of DPIs.

References

1. van der Aa, H., Leopold, H., Batoulis, K., Weske, M., Reijers, H.A.: Integrated
process and decision modeling for data-driven processes. In: Reichert, M., Reijers,
H.A. (eds.) BPM 2015. LNBIP, vol. 256, pp. 405-417. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-42887-1_33

2. Aksoy, L., Cooil, B., Lurie, N.H.: Decision quality measures in recommendation
agents research. J. Interact. Mark. 25(2), 110-122 (2011)

3. Batoulis, K., Baumgra}, A., Herzberg, N., Weske, M.: Enabling dynamic decision
making in business processes with DMN. In: Reichert, M., Reijers, H.A. (eds.)
BPM 2015. LNBIP, vol. 256, pp. 418-431. Springer, Cham (2016). https://doi.
org/10.1007/978-3-319-42887-1_34

4. Batoulis, K., Meyer, A., Bazhenova, E., Decker, G., Weske, M.: Extracting decision
logic from process models. In: Zdravkovic, J., Kirikova, M., Johannesson, P. (eds.)
CAIiSE 2015. LNCS, vol. 9097, pp. 349-366. Springer, Cham (2015). https://doi.
org/10.1007/978-3-319-19069-3_22

5. Bazhenova, E., Weske, M.: Deriving decision models from process models by
enhanced decision mining. In: Reichert, M., Reijers, H.A. (eds.) BPM 2015. LNBIP,
vol. 256, pp. 444-457. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-
42887-1_36

6. Calvanese, D., Dumas, M., Laurson, U., Maggi, F.M., Montali, M., Teinemaa,
I.: Semantics and analysis of DMN decision tables. In: La Rosa, M., Loos, P.,
Pastor, O. (eds.) BPM 2016. LNCS, vol. 9850, pp. 217-233. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-45348-4_13

7. Dowding, D., Thompson, C.: Measuring the quality of judgement and decision-
making in nursing. J. Adv. Nurs. 44(1), 49-57 (2003)

8. Dumas, M.: Decision Management with DMN in Practice (2016). http://bpmtips.
com/decision-management-with-dmn-in-practice/#Dumas


https://doi.org/10.1007/978-3-319-42887-1_33
https://doi.org/10.1007/978-3-319-42887-1_34
https://doi.org/10.1007/978-3-319-42887-1_34
https://doi.org/10.1007/978-3-319-19069-3_22
https://doi.org/10.1007/978-3-319-19069-3_22
https://doi.org/10.1007/978-3-319-42887-1_36
https://doi.org/10.1007/978-3-319-42887-1_36
https://doi.org/10.1007/978-3-319-45348-4_13
http://bpmtips.com/decision-management-with-dmn-in-practice/#Dumas
http://bpmtips.com/decision-management-with-dmn-in-practice/#Dumas

326

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

B. Estrada-Torres et al.

Ghattas, J., Soffer, P., Peleg, M.: Improving business process decision making based
on past experience. Decis. Support Syst. 59, 93-107 (2014)

Howard, R.A., Abbas, A.E.: Foundations of Decision Analysis. Prentice-Hall,
Englewood Cliffs (2015)

Huysmans, J., Baesens, B., Vanthienen, J.: A new approach for measuring rule set
consistency. Data Knowl. Eng. 63(1), 167-182 (2007)

Janssens, L., et al.: Consistent integration of decision (DMN) and process (BPMN)
models. In: CAiSE Forum, pp. 121-128 (2016)

Keren, G., De Bruin, W.B.: On the assessment of decision quality: considerations
regarding utility, conflict and accountability. In: Thinking: Psychological Perspec-
tives on Reasoning, Judgment and Decision Making, pp. 347-363 (2003)
Negulescu, O., Doval, E.: The quality of decision making process related to orga-
nizations effectiveness. Procedia Econ. Finance 15, 858-863 (2014)

Nura, A.A., Osman, N.H.: A toolkit on effective decision making measurement in
organizations. Int. J. Humanit. Soc. Sci. 2(4), 296-303 (2012)

Object Management Group: Decision Model and Notation (DMN) V1.1 (2016)
Perez-Alvarez, J.M., et al.: Process instance query language to include process
performance indicators in DMN. In: Enterprise Distributed Object Computing
Workshop (EDOCW), pp. 1-8 (2016)

Qian, Y., et al.: Measures for evaluating the decision performance of a decision
table in rough set theory. Inf. Sci. 178(1), 181-202 (2008)

Qian, Y., et al.: On the evaluation of the decision performance of an incomplete
decision table. Data Knowl. Eng. 65(3), 373-400 (2008)

Qian, Y., et al.: Evaluation of the decision performance of the decision rule set
from an ordered decision table. Knowl. Based Syst. 36, 39-50 (2012)

del Rio-Ortega, A., et al.: Visual PPINOT: a graphical notation for process per-
formance indicators. Bus. Inf. Syst. Eng. tbd(tbd) (2017)

del Rio-Ortega, A., et al.: On the definition and design-time analysis of process
performance indicators. Inf. Syst. 38(4), 470-490 (2013)

del Rio-Ortega, A., et al.: Using templates and linguistic patterns to define process
performance indicators. Enterp. Inf. Syst. 10(2), 159-192 (2016)



	On the Relationships Between Decision Management and Performance Measurement
	1 Introduction
	2 Decision Model and Notation in a Running Example
	3 Analysis of the Relationship Between Decisions and Performance Measurement
	3.1 Impact of Decisions on Process Performance
	3.2 Performance Measurement of Decisions
	3.3 Use of Performance Indicators on the Definition of Decisions

	4 The Decision Performance in PPINOT
	4.1 PPINOT
	4.2 PPINOT on the Impact of Decisions on Process Performance
	4.3 Definition of Decision Performance Indicators in PPINOT
	4.4 Using PPINOT PPIs in the Definition of Decisions

	5 Related Work
	6 Discussion
	7 Conclusions and Future Work
	References




